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Preface

This book constitutes the refereed proceedings of the Applied Statistics and Policy
Analysis Conference 2019 (ASPAC2019), held on 5–6 September 2019, in Wagga
Wagga, NSW, Australia.

The overwhelming growth of data and its users is a reality, which has put new
thoughts amongst the research community to devise new ideas for giving data-driven
evidence-based policy decisions at local, state, national and international levels. In
recent years, applied statistics and data science have received renewed interest from
a broad range of stakeholders ranging from governments to corporations and end
users of data and its analysis or modelling tools. As a result, applied statistics and
data science research such as data mining and policy analysis have been placed
high as a national priority in many countries including Australia. In this data-centric
world with vastly growing demand situation, there is a need to ensure that reliable
statistical and modelling solutions that address important and emerging policy issues
at both public and private institutions are disseminated timely and widely amongst
the research and industry community.

The conference aims to foster and promote international research collaborations
and exchange ideas between data scientists, applied statisticians and data modellers
who will detail the latest innovations in research to gather and disseminate
information from small to big data settings and from policy analysts who will
describe how they use existing information from increasing big data environments
and indicate areas in which there need to be methodological and technological
developments. Another aim is to provide a forum for presenting current research
work in the form of keynote, invited and contributed sessions and establish
connections between researchers at tertiary institutions and working in industry in
Australasia and overseas. Panel discussions during the conference have provided
a great, relaxing and enjoyable atmosphere in which participants can share their
scholarly achievements in their academic field as well as communicate with others.

The theme of ASPAC2019 is “Effective policy through the use of big data, accu-
rate estimates and modern computing tools and statistical modelling”. The keynote
sessions involve increasing access to government microdata for research purposes
to micro-geospatial targeting for precision public policy. The conference also has
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a range of invited sessions and panel discussion which are specially focusing on
industry’s research issues and modelling opportunities. It illustrates at “how we can
use the different modelling tools and statistics techniques to inform policy decision
making processes in a better way”. Around 55 authors and some local researchers
took part in the conference which created an excellent discussion in the parallel
sessions and provided great stimulus for future research. At the conference banquet
ceremony, five PhD students and early career researchers received ASPAC2019
Travel Awards for their excellent papers. An additional five papers’ authors received
some partial travel support for presenting their good quality research papers at the
conference. In addition, the solid academic atmosphere and beautiful environment
of Charles Sturt University also made the conference successful, comfortable and
enjoyable. Taking this opportunity, we would like to acknowledge the support we
received from the Australian Government’s Department of Infrastructure, Regional
Development and Cities, Australian Research Council (ARC) Centre of Excellence
for Mathematical and Statistical Frontiers (ACEMS), Statistical Society of Australia
(SSA), Brock University, University of Canberra and Charles Sturt University for
the conference organisation.

The 26 revised full papers presented were carefully reviewed and selected for
this proceedings book volume out of 60 submissions from 16 countries distributed
across the globe. Each paper was anonymously peer-reviewed by at least two
reviewers, who gave review feedback, objective and/or helpful revision comments
to the authors where necessary. So, the outcome has made this volume of a very
high quality. The papers are organised into six topical sections: applied statistics
and Bayesian modelling, agricultural statistics and policy analysis, data science
and image processing statistics, health statistics and social policy, small area
estimation and spatial microsimulation and business analytics and managements
policy analysis. Furthermore, the key issues at the ASPAC2019 covered diverse
areas of current popularity and state-of-the-art research in Statistics, Data Science
and Policy Analysis.

Wagga Wagga, NSW, Australia Azizur Rahman
September 2019
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Chapter 1
Applied Bayesian Modeling for
Assessment of Interpretation Uncertainty
in Spatial Domains

Scott McManus, Azizur Rahman, Ana Horta, and Jacqueline Coombes

Abstract In the mining industry, code compliant reporting standards for public
announcements have been developed setting minimum standards for public report-
ing of exploration results and mineral resources. These include an assessment of the
quality and confidence in the data and work carried out since public reporting aims
to provide information that is material, transparent and competent to investors.

There are four phases required to estimate an mineral resource (preparation,
investigation, model creation and validation), and estimation is highly dependent on
the accuracy of the preparation stage which is a result of the quality of the geological
interpretation given for the mineralization process and current spatial location.
Performance of feasibility studies in mining projects has been poor, with a 50%
failure rate, 17% of failures are attributable to issues in geological interpretation.
This interpretation seeks to spatially define geologically homogenous areas in the
resource (spatial domains), corresponding to a single statistical population with
a single orientation, where possible. In the estimation workflow, the creation of
the spatial domain presents a challenge in terms of assessing the uncertainty in
the geological interpretation often due to the manual and subjective interpretation
used to guide its creation as well as in spatial domains with several mineralization
overprint events.

The proposed work investigates a Bayesian method using multivariate quantita-
tive data combined with qualitative data to assess the interpretation uncertainty of
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classification of borehole intervals to a spatial domain defined by a 3D ‘wireframe’
or ‘rock type’ model interpretation using either implicit or explicit modeling
techniques.

Keywords Bayesian · Uncertainty · Spatial domain

1.1 Introduction

In Australia, the reporting of mining results of public companies is governed by
the Joint Ore Committee 2012 [1] reporting code which sets minimum standards
for public reporting of results of mineral exploration and resource estimation.
These include an assessment of the quality and confidence in the data and work
carried out to obtain an estimate of mineral resources since public reporting aims
to provide information that is Material, Transparent and Competent to investors.
At each step in the workflow required to estimate a mineral resource (Preparation,
Investigation, Model Creation & Validation) [2], the reporting standards request the
author to determine and state the confidence level associated to the data, geological
understanding, interpretation and estimation. The accumulated confidence from
each component of the phases, expressed in either qualitative or quantitative terms
is often presented as a list of evidence to justify the classification of the mineral
resource into differing levels of increasing geological confidence, namely Inferred,
Indicated or Measured [3].

The standards do not specify how the estimation or assessment of uncertainty is
to be carried out and therefore it is the responsibility of the ‘Competent’/ ‘Qualified’
person authoring the report to ensure that the methods and techniques used are
appropriate.

McCarthy [4] found that the performance of Feasibility Studies in mining
projects has been poor, with a 50% failure rate with Geology Interpretation,
Resource and Reserve estimation issues directly contribute to 17% of the failure.
There has been a recent call for improving the quality of public reporting by
ensuring all risk is quantified for all components of feasibility studies [5] to allow
public investors and industry professionals to make better-informed decisions.

When considering the types of uncertainty in earth models [6], measurement
error (sampling and analytical sources of error), interpretation and processing
of raw measurements (compositing, correcting, turning spectra into elemental
composition), spatial uncertainty and estimation uncertainty (from kriging variance,
kriging probability and simulation) can be easily assessed in a quantitative way and
these are usually communicated during reporting. Interpretation of the geological
setting is the most problematic, namely, quantifying interpretation uncertainty in
allocating or classifying borehole intercepts into a spatial domain.

Spatial domains are created early in the mineral estimation process, during the
Preparation phase and are derived from the geological interpretation. Data related
to economic grade, presence of multi-elements, and qualitative and quantitative
geological attributes are used to manually construct (explicit) or used by specialized
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software to automatically construct (implicit) spatial domains usually represented
as a 3D Wireframe mesh. Implicit modeling techniques utilize either Dual Kriging
[7], Discrete Surface Interpolation [8] or geostatistical clustering [9].

Interpretation uncertainty of spatial domains can be assessed if models are not
deterministic [10]. But as expert knowledge is a key component in the creation of
spatial domains, their models are deterministic and only updated when new data is
collected. Therefore, quantitative uncertainty is rarely assessed, instead subjective
qualitative statements are used.

Hence, current industry practice is that total uncertainty assessment of the spatial
domain is expressed in qualitative terms of how well physical evidence: a) supports a
homogenous grade population; and b) models the interpreted geology. This process
evaluates the univariate statistics for the spatial domain to investigate how well it
defines a single grade element population representing the resource, and uses 3D
visualization to ensure it makes ‘geological’ sense [3].

To obtain an uncertainty measure of qualitative interpretation data and to test if
these provide an accurate interpretation of the spatial domains, Bayesian modelling
is the most appropriate approach due to its ability to use different types of data
sources. So far in the mining industry, Bayesian approaches have not been adopted
since there is a traditional reliance in expert opinion.

This work reports results using a Bayesian approximation methodology to assess
the interpretation uncertainty of borehole intercepts classified into spatial domains
which are then used to create 3D wireframes or numerical models of the morphology
of the geological and mineralization interpretation. The methodology can be used to
assess interpretation uncertainty of spatial domains in early-stage projects or used
to assess or audit spatial domains from mature projects created using implicit or
explicit methodologies where a lack of robust variograms make spatial uncertainty
methods problematic.

The methodology presented in this paper allows for the use of qualitative and
quantitative multivariate data or a mixture of data as well as expert knowledge
to assess the interpretation uncertainty of intercepts assigned to spatial domains.
The case study is a gold project that has been closed for 10 years in South East
Queensland, Australia. A potential buyer for the project wanted to assess the risk
of the project from two key factors; the qualitative geological logging as research
has shown that traditional visual core logging (qualitative data) can provide biased
or poor quality data [9], and the spatial domains as both are critical foundations
of any future mine planning and financial decisions. The previous geological team
were no longer available and the only laboratory analyses were for gold. It is
unclear what data was used to guide the spatial domain interpretation due to lack
of documentation, but the assumption is that gold values and expert knowledge
guided by the visually logged qualitative data where used. Limited borehole core
has been kept and was preserved in a core library, so nondestructive sampling was
required. There was not enough borehole data to ensure robust variography and so
the method presented here was used to assess the interpretation uncertainty of the
spatial domains using Portable XRF (pXRF) measurements as the quantitative data
to compare and validate the qualitative categorical data interpretation.
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1.2 Materials and Methods

1.2.1 Samples

Gympie Gold Mines has provided full access to their historical resource database,
which includes, reports, GIS, databases, for both qualitative and quantitative
exploration, resource, reserve and production stages of their project. Historical
borehole core was destroyed with 13 partial holes rescued and donated to the
Geological Survey of Queensland’s Zillmere core library in Brisbane (GSQ).
Of these boreholes, five intersect mineralized structures, which were coded as
spatial domains defining gold mineralization in 3D space. Two holes intersect the
Inglewood structure, two the Partridge structure and one structure called ‘Peel Off’.
During the life of the project, only gold was analyzed for, along with subjective
(qualitative) visual core logging of the following geological elements; descriptive
lithology, alteration intensity, mineralization intensity and quartz veining. From 9
remaining holes (of which 5 have spatial domain intersections), there are 375 assay
samples.

The core varies from being HQ (63.5 mm diameter) to NQ (47.6 mm diameter)
in size and is either whole, half or quarter core. Some of the core is broken or
missing. Table 1.1 shows the summary of boreholes, the depth downhole sampled,
the number of samples within that interval and if it includes a spatial domain
intercept. The 20 cm samples were combined into 1 m samples for 235 samples
total to match the length of the qualitative visual logged data.

1.2.2 Spatial Domains

Samples have been interpreted as belonging to a spatial domain (Inglewood,
Partridge, Peel off or not mineralized) by the mining company, based on geological
subjective (qualitative) logging, subjective (quantitative) logging, chemical analysis

Table 1.1 Samples taken every 20 cm downhole

Hole From (m) To (m) No of samples Spatial Domain

G023 302.2 320.6 92 Inglewood
G135 108.7 203 463 None
G135 W1 370.6 416.8 230 Inglewood
G141 128.45 151.6 119 Partridge
G162 133 149.8 88 Partridge
G215 435 447 61 None
G224 188 206 86 Peel off
G250 100 98 36 None
G256 330 337 4 None
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for gold and spatial relationships related to current geological, genetic and structural
models using an explicit methodology. The non-spatial domain material covers
many different lithological and structural types and so can have some variability.
The spatial domains have similar lithology, chemistry, and structural types and are
grouped on the basis that they are spatially related and form a population of similar
or homogenous material that hosts related gold mineralization.

1.2.3 Handheld X-Ray Fluorescence Measurement

As the core is currently stored in the GSQ core library future sampling and
analysis must be non-destructive. pXRF provides an efficient, cost-effective and
non-destructive method of obtaining systematic light and heavy multielement mea-
surements [11] that may be suitable for calculating lithology, alteration, structure
and homogeneous mineralized spatial domains and therefore useful for assessing
the uncertainty in classifying intercepts to a spatial domain. Sampling and QA/QC
Protocols were developed guided by a mining industry pXRF workflow [12].
Measurements were averaged to produce a homogenous sample [13] to match the
gold sample intervals as well as subjective categorical geological visual logging, for
comparison.

1.2.4 Statistical Analysis Methods

1.2.4.1 Variable Selection

The following elements were measured using the pXRF, Al, Si, P, S, K, Ca, Ti, V, Cr,
Mn, Fe, Ni, Cu, Zn, As, Rb, Sr, Y, Zr, Nb, Mo, Pd, Ag, Cd, Sn, Sb, Ba, W, Hg, Pb,
Bi, Th and LE (a combined result for light elements not able to be measured by the
instrument) in percent. In this present study, the main aim was to find the covariates
that indicate the presence of a particular spatial domain from the measured pXRF
data and the qualitative categorical visual borehole logging. Within the R statistics
program [14] Principal Component Analysis, Multinomial, Stepwise General Linear
and RandomForest models were utilized to select important variables. The variable
selections were evaluated using Akaike information criterion (AIC), Bayesian
information criterion (BIC), Kappa and model performance from a training data
(60% of total data) set using predictions from a validation dataset (Leave one out
Cross validation) [15] using a multinomial model. This was completed for three
sets of variables to enable assessment of the utility of pXRF and qualitative data in
assessing uncertainty of the spatial domains.

1. pXRF measurements only
2. qualitative, categorical visual logging only
3. combined pXRF measurements and qualitative, categorical visual logging
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Logistic regression is most frequently used to predict the relationship between
a dichotomous (binary) outcome variable and a set of covariates but with a few
modifications, it may also be used when the outcome variable is polytomous [16].
For a polytomous dependent variable ‘Y’, consider the categories are coded as 0, 1,
2 and 3 such that,

Y =

⎧
⎪⎪⎨

⎪⎪⎩

0 if ith intercept is Inglewood;
1 if ith intercept has no mineralized spatial domain;
2 if ith intercept is Partridge; and
3 if ith intercept is Peel Off.

Since each of our dependent variables has four categories, then polytomous
logistic regression model is used in this study to assess the influence of the
variables on spatial domain selection. Equation (1.1) is the generalized form of the
multinomial model for more than 3 categories (or in our case 4), j = 0,1,2,3

P (Yi = k) =
Exp

(
p∑

j=0
Xijβjk

)

n∑

m=1
Exp

(
p∑

j=0
Xijβjm

) (1.1)

With the resultant likelihood function being Equation (1.2)

l (β) =
n∏

i=1

[
π0(xi)

y0i π(xi)
y1i
π2(xi)

y2i
]

(1.2)

For each of the three sets of data combinations the following variables were
selected for the reduced multinomial model;

• pXRF Only: Nb, K, Zr, Rb, Fe & Al (from 33 pXRF element concentrations)
• Categorical Data Only: Quartz Veins per meter, Veins per meter, Intensity

of Primary Carbon Alteration, Intensity of Calcite Veining, Intensity of Non-
Sedimentary Pyrite Alteration and Intensity of Sedimentary Pyrite. (from 36
Categorical qualitative visually logged data)

• Combined data: Quartz Veins per meter, Veins per meter, Intensity of Primary
Carbon Alteration, Intensity of Calcite Veining, LE and Ti. (from the combined
dataset of 33 pXRF element concentrations and 36 Categorical qualitative
visually logged data)
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1.2.4.2 Bayesian Methodology

Bayesian approximation is a method of apportioning credibility across parameters
by sampling from simulations of the likelihood equation, predicting from the model
and then assessing uncertainty through simulation and sampling of the posterior
distribution. The creation of spatial domains involves quantitative and qualitative
data as well as accessible prior geological information from literature and/or expert
experimental knowledge [17], thus, Bayesian methods might be more appropriate
to use for determining interpretation uncertainty in the creation of spatial domains.

Bayesian approximation and simulation have been used to assess spatial uncer-
tainty [18] in a soil context and prediction uncertainty of classification of real and
fake ivory products in the field of Forensic Science [19].

Taking the multinomial model from Sect. 1.2.4.1, a prior distribution is specified
on the parameters credibility is re-allocated across the parameter values using
simulation to produce an accurate approximation of Bayesian posterior distribution.
Stan with the BRMS [20] R connection was chosen as it has a built-in softmax
function. Stan makes use of the Hamiltonian Monte Carlo (HMC) [21] method of
generating Monte Carlo steps to approximate Bayesian regression.

A weakly informative prior Normal(0,8) was selected [22], review of trace and
density plots suggested there had been good chain mixing and that all features of the
posterior distribution had been accurately represented from the sampling, supported
by autocorrelation of less than 5 with good sampling efficiency and effectiveness,
with Rhat values less than 1.05.

From the likelihood derived from the multinomial likelihood function in Equa-
tion (1.2), the data were centered and scaled. An arbitrary run in time of 1000
iterations was used followed by 10,000 iterations for 3 chains using the BRMS
function BRM with a ‘categorical’ response distribution [20]. The MCMC output
of all the parameters passed convergence tests [23]. After assessing the skewness of
the posterior distributions the median from the posterior draws was used to distribute
credibility over the model parameters.

The BRMS Predict function, using the predicted parameters from the simula-
tions, was used to determine the probability of each sample belonging to each of the
4 classes, the class with the highest probability was selected for the classification.
The median value from the posterior distribution was selected for the measure
of uncertainty for each of the classifications after assessing the skewness of the
distributions. Testing of the Bayesian models was via Leave one out and K-folds, the
Pareto K diagnostic was 0.7 or less for 92.3% of the data suggesting that the models
are appropriate. The final model presentation was by Bayesian Interval plots and
Confusion Matrix model metrics [24] were created from the BMRS predict function
output.

A series of regression models for each of the three multinomial models were
determined and the credibility distributed over the parameters in the form of the
following outcomes for each;
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λkwhere log

(∅k
∅r
)

= log

(
exp
(
β0,k + β1,kx

)

exp
(
β0,r + β1,rx

)

)

= β0,k + β1,kx. (1.3)

Drawing from the posterior distributions from the simulations, point predictions
were determined for each of the 235 borehole intervals.

1.3 Results

Confusion Matrix Accuracy and Precision for each of the spatial domains using the
three different multinomial models are shown in Tables 1.2 and 1.3 includes the
results of the combined model metrics for each of the three multinomial models
using; pXRF, Categorical and a combined dataset.

Fig. 1.1 through Fig. 1.3 are plots of the Bayesian prediction with an Uncertainty
envelope around each prediction. The predictions are in order of sampling down
each of the holes. The Inglewood class has the lowest accuracy in all three sample
sets as well as the largest amount of uncertainty. The Inglewood structure is
variable and contains different features in different boreholes, and so its certainty
rarely reaches 70%, whereas the Partridge zone is always quite high, as it is less

Table 1.2 Bayesian
accuracy and precision per
category for each model

pXRF Categorical Combined

Inglewood 73.0% 86.5% 88.2%
none 76.5% 93.5% 92.1%
Partridge 94.6% 100.0% 95.0%
Peel off 60.2% 94.0% 94.4%

Table 1.3 Bayesian model
results metrics

Accuracy Kappa Precision NIR

pXRF 88.1% 0.58 69.9% 82.1%
Categorical 96.2% 0.87 91.7% 82.1%
Combined 95.7% 0.86 94.7% 82.1%
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Fig. 1.1 Median prediction value with Bayesian uncertainty interval for ‘pXRF Data’
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Fig. 1.3 Median prediction value with Bayesian uncertainty interval for ‘All model’

mixed and more homogenous and has a higher contrast chemically, physically
and structurally to the unmineralised rock classified as ‘None’. The class ‘None’,
is usually sub-economic grade and often has a high certainty of around 98%,
but it can visually have a mixture of veins and unmineralised rock, and so the
alteration from the veining and proximity of the structure to say one of the economic
classes like Inglewood can affect the uncertainty of the prediction. This is seen in
the geochemistry of the pXRF values with depletions and enrichments in certain
elements, and adjacent intervals to mineralized spatial domains can have a lower
certainty value of 48% due to the heterogeneities of mixed rock and the chemical
effects of wall rock alteration. The Peel Off class had the least amount of samples but
it was different to the Inglewood and Partridge classes, chemically it can be falsely
predicted as Inglewood when only using the pXRF dataset model, but is defined
when using only the categorical dataset or the combined pXRF and Categorical
data, where it had high accuracy, precision and certainty in the point predictions.

When comparing the three models from the three different datasets, the pXRF
data has the least accuracy and highest uncertainty, the Categorical dataset has
the highest accuracy and lower uncertainty and the combined model of geological
logging and pXRF data has higher accuracy, the highest precision and certainty. The
kappa statistics are greater than 0.8 where Categorical data is included. All three
models are better than using no model at all with accuracy greater than the ‘No
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Information Rate’. The combined model had the highest accuracy when predicting
the more chemically complex Inglewood and Peel Off spatial domains.

1.4 Discussion

The use of all three models using pXRF, Categorical and Combined data all have
high accuracy, but the pXRF data alone has lower uncertainty when predicting the
spatial domains that have higher heterogeneity, and where structural components
with similar geochemistry might well be better able to be discriminated by geol-
ogists rather than pXRF measurements. This can happen in structurally controlled
mineral deposits or mineral deposits that may have overprinting ore types that need
to be separated for resource estimation or mine planning.

In terms of the case study, the qualitative categorical visual logging and explicit
(expert knowledge) interpretation by the site geologists has provided an accurate
dataset with high confidence interpretation when assigning borehole intervals
to spatial domains. The use of a multinomial prediction model and Bayesian
approximation through simulation shows that this dataset has performed better than
the prediction from models using only pXRF measurements, which is likely due to
the reduced light elements available to the pXRF instrument.

The Inglewood domain was the most challenging spatial domain to assess due to
the heterogeneities in geological fabric within its structure, which, was expressed in
broad uncertainty intervals. The Combined model of qualitative visual logging and
pXRF data provided the highest accuracy for that spatial domain. The frequentist
multinomial model also showed high accuracy (88.2%), the benefit of the Bayesian
method is that we can also state, that despite the high accuracy in point prediction
that there is a high degree of uncertainty in the interpretation.

In lieu of laboratory multielement data being available, pXRF was able to provide
cost effective quantitative data with which to compare with the qualitative data and
validate the quality of the Categorical interpretation.

In terms of public reporting in a JORC context, a quantitative measurement of
uncertainty using the qualitative data can now be assessed and reported, as well as
propagated with uncertainties from other phases of resource estimation process to
provide a combined assessment of uncertainty.

Acknowledgments The author would like to acknowledge the support provided by Australian
Government Research Training Program Scholarship, Gympie Gold Mines, Australian Bauxite
Ltd, Qld DNRME’s Exploration Data Centre, Zillmere, CSU Spatial Analysis Unit, the CSU
Indigenous Support Centre, Port Macquarie, CSU School of Computing and Statistics and the
CSU School of Environmental Science.



1 Applied Bayesian Modeling for Assessment of Interpretation Uncertainty. . . 13

References

1. JORC: The JORC Code 2012 Edition, Joint Ore Reserves Committee of The Australasian
Institute of Mining and Metallurgy, Australian Institute of Geoscientists and Minerals Council
of Australia (JORC) (2012)

2. Coombes, J.: The Art and Science of Resource Estimation, Australia (2008)
3. Coombes, J.: I’D Like to be OK with MIK, UC?, Australia (2016)
4. McCarthy, P.L.: Managing risk in feasibility studies. In: Edwards, A.C. (ed.) Mineral Resource

and Ore Reserve Estimation: The AusIMM Guide to Good Practice. Monograph/Australasian
Institute of Mining and Metallurgy 30, pp. 13–18. Australasian Institute of Metallurgy and
Australasian Institute of Mining and Metallurgy, Carlton (2014)

5. Noppé, M.: A framework for presenting and benchmarking resource projects. In: AusIMM
Project Evaluation Conference Ausimm, Brisbane (2016)

6. Caers, J.: Modeling Uncertainty in the Earth Sciences. Wiley, Hoboken (2011)
7. Galli, A., Murillo, E., and Thomann, J.: Dual kriging-its properties and its uses in direct

contouring. Verly, G. et al., pp. 621–634 (1984)
8. Mallet, J.-L.: Discrete smooth interpolation in geometric modelling. Comput. Aided Des.

24(4), 178–191 (1992)
9. Fouedjio, F., Hill, E.J., Laukamp, C.: Geostatistical clustering as an aid for ore body domaining:

case study at the Rocklea Dome channel iron ore deposit, Western Australia. Appl. Earth Sci.
127(1), 15–29 (2018)

10. Lark, R.M., et al.: A statistical assessment of the uncertainty in a 3-D geological framework
model. Proc. Geol. Assoc. 124(6), 946–958 (2013)

11. Arne, D.C., Mackie, R.A., Jones, S.A.: The use of property-scale portable X-ray fluorescence
data in gold exploration: advantages and limitations. Geochem. Explor. Environ. Anal. 14(3),
233–244 (2014)

12. Fisher, L., et al.: Resolution of geochemical and lithostratigraphic complexity: a workflow for
application of portable X-ray fluorescence to mineral exploration. Geochem. Explor. Environ.
Anal. 14(2), 149–159 (2014)

13. Bourke, A., Ross, P.-S.: Portable X-ray fluorescence measurements on exploration drill-cores:
comparing performance on unprepared cores and powders for ‘whole-rock’ analysis. Geochem.
Explor. Environ. Anal. 16, 147–157 (2015)

14. R Core Team: R: A Language and Environment for Statistical Computing. R Foundation for
Statistical Computing, Vienna (2018)

15. Gelman, A.: Bayesian Data Analysis, 3rd edn. ed. Chapman & Hall/CRC Texts in Statistical
Science, ed. A. Gelman. CRC Press, Boca Raton (2013).

16. Hosmer, D.W.: Applied Logistic Regression. 3rd edn. ed. Wiley Series in Probability and
Statistics, ed. S. Lemeshow and R.X. Sturdivant. Wiley, Hoboken (2013)

17. Rahman, A., et al.: An assessment of the effects of prior distributions on the Bayesian predictive
inference. Int. J. Stat. Probab. 5(5), 31 (2016)

18. Horta, A., et al.: Geostatistical data integration model for contamination assessment. Math.
Geosci. 45(5), 575–590 (2013)

19. Buddhachat, K., et al.: Distinguishing real from fake ivory products by elemental analyses: a
Bayesian hybrid classification method. Forensic Sci. Int. 272, 142–149 (2017)

20. Bürkner, P.-C.: brms: an R package for Bayesian multilevel models using Stan. J. Stat. Softw.
80(1), 1–28 (2017)

21. Neal, R.M.: MCMC using Hamiltonian dynamics. In: Handbook of Markov Chain Monte Carlo
(2011)

22. Team, S.D.: Stan Modeling Language: User’s Guide and Reference Manual. Version (2018)
23. Brooks, S., et al.: Handbook of Markov Chain Monte Carlo. CRC Press, Boca Raton (2011)
24. Rahman, A., Nimmy, S., and Sarowar, G.: Developing an automated machine learning

approach to test discontinuity in dna for detecting tuberculosis. In: International Conference
on Management Science and Engineering Management. Springer (2018)



Chapter 2
Computing Robust Statistics via an EM
Algorithm

Maheswaran Rohan

Abstract Maximum likelihood is perhaps the most common method to estimate
model parameters in applied statistics. However, it is well known that maximum
likelihood estimators often have poor properties when outliers are present. Robust
estimation methods are often used for estimating the model parameters in the
presence of outliers, but these methods lack a unified approach. We propose a unified
method using EM algorithm to make statistical modelling more robust. In this paper,
we describe the proposed method of robust estimation and demonstrate it using
the example of estimating the location parameter. Well known real data sets with
outliers were used to demonstrate the application of proposed estimator. Finally, the
proposed estimator is compared with standard M-estimator. In this talk, the location
case was considered for simplicity, but directly extends to the robust estimation of
parameters in a broad range of statistical models. Hence this proposed method aligns
with the classical statistical modelling, in terms of a unified approach.

Keywords M-estimator · Mixture distributions · Improper distribution

2.1 Overview of Estimating Statistical Model Parameters

One of the methods for estimating statistical model parameters is a likelihood
approach. Often, the maximum likelihood estimator is not optimal if the data
generating process deviates slightly from the assumed true model [13]. A long
history of data deviation from the true model can be found in the literature ([1, 2]
and page 70, Gelman et al. [5]). For example, a data set of the speed of light (page
70, Gelman et al. [5]) was reported by Simon Newcomb in 1882. Figure 2.1 displays
a density plot of the speed of light data, and shows that two observations were quite
atypical by the virtue of being far from the bulk of the data.
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Fig. 2.1 Density plot of the speed of light

Due to the non-robustness of the maximum likelihood estimates in the presence
of outliers, many robust alternative methods have been developed to have good
estimates for the parameters of the model. Robust methods of statistical modelling
provided reliable good parameter estimates in terms of maintaining high efficiency
and stability on the presence of outliers. Construction of the main foundation for
the modern robust statistics theory began in 1970s. This major work was compiled
and reported by Andrew et al. [3]. However, it had failed to win over the mainstream
statistics in those days, because robust estimators were not in closed form, which can
not be simply calculated by hand. To address the closed form, iterative processes
were used to estimate the parameters. Later, Holland and Welsch [8] revealed
that they are iterative re-weighted least squares estimators where the weights are
allocated using the known tuning parameter, with small weights corresponding
to outlying observations. Presently, there is a substantial literature on robust
statistics and with increasingly high power computer access,robust statistics is now
comprehensively moving to mainstream statistics.

The shortcoming of the methodology of computing robust statistics is often a
non-unified approach. We propose a unified method using an EM algorithm to
make statistical modelling more robust. In this paper, we describe the proposed
method of robust estimation and demonstrate it using the example of estimating the
location parameter. This simple example directly extends to the robust estimation of
parameters in a broad range of statistical models [15].
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2.2 Model

Let y1, . . . , yn be independent random variables with a common distribution
F(y, θ) = F(y − θ), where θ is an unknown location parameter. Consider the
model (2.1)

yi = θ + εi , i = 1 . . . n (2.1)

where the errors ε1, . . . , εn are independent random variables with common distri-
bution. The problem is to estimate the parameter θ in the presence of outliers. If the
common distribution is normally distributed with mean zero, the optimal estimate
for θ in the absence of outliers is the mean ȳ. The sample mean ȳ may be arbitrarily
disturbed by a single outlier, as any data value yi → ±∞ then ȳ → ±∞. Huber [9]
found the method of estimating the location parameter θ in the presence of outliers,
but extending this method to the whole class of generalised linear model (GLM)
was not feasible.

We seek in this paper to find a unique method that is less sensitive to extreme
observations while easily extended for the whole family of GLM [15]. Our strategy
is to formalize the neighborhood of F , given in (2.2)

h(y, θ) = λf (y, θ)+ (1 − λ)g(y) (2.2)

where

• The probability density function f is the first derivative of F .
• 0 ≤ (1 − λ) ≤ 1 captures the proportion of contaminated data. It is common to

fix the λ in the robust literature. For example β−trimmed mean, where β is fixed.
We will often choose λ to be 0.95 or similar.

• g may be defined as an improper parameter free distribution over the real line. A
detailed discussion of choosing g will be addressed in Sect. 2.5.

Note that this additional component, g would have no intrinsic interest and does not
represent a serious attempt to model the outliers. In fact, the finite mixture form is
being used as a mathematical tool to compute weights for each data point.

2.3 Robust Estimation Based on Our Algorithm

Our proposed robust statistic is defined by (2.3)

θ̂ = arg max
θ
Lo(θ) (2.3)

where Lo(θ), given in (2.4), is the observed likelihood function of θ
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Lo(θ) = �ni=1h(yi, θ) = �ni=1 {λf (yi, θ)+ (1 − λ)g(yi)} (2.4)

It is complicated to maximize the observed likelihood, Lo(θ), so we use the
complete likelihoodLc(θ), because we could obtain a maximum likelihood estimate
for θ if the complete data X = (y1 . . . , yn, z1, . . . , zn) was observed [14], where z′i
s are defined below.

θ̂ = arg max
θ
Lc(θ) (2.5)

where

Lc(θ) = �ni=1

[
[λf (yi, θ)]zi × [(1 − λ)g(yi)]1−zi

]
(2.6)

and

zi =
{

1 if yi ∈ f
0 if yi ∈ g (2.7)

Since zi’s are treated as unobserved random variables, the EM algorithm [4] was
employed to estimate the parameter θ along with missing observations zi, i =
1, . . . , n

The E-Step of the algorithm gives

ẑi = λf (yi, θ̂ )

λf (yi, θ̂ )+ (1 − λ)g(yi)
= z(yi, θ̂ ) (2.8)

And M-step of the algorithm gives

n∑

i=1

ẑi (yi − θ̂ ) = 0 (2.9)

The proof of result (2.9) is given in Appendix A. The equations (2.8) and (2.9) are
the most interesting parts of our proposed estimator, because equation (2.9) is a
weighted form of the maximum likelihood equation and the weight for observation
yi is allocated by ẑi , which is usually down-weighted from the bulk of data. This is
very similar to the M-estimator approach.

Since zi does depend on θ , we iterate the E-step of (2.8) and the M-step of (2.9)
until the updates no longer change the parameter estimates. For a given initial value
for θ , say θ̂ (0), the new estimate θ̂ (1) is obtained by

θ̂ (1) =
∑n
i=1 ẑ

(0)
i yi

∑n
i=1 ẑ

(0)
i
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where ẑ(0)i = z(yi, θ̂
(0)) for i = 1, . . . , n. At the mth process of the iteration, we

can write

θ̂ (m+1) =
∑n
i=1 ẑ

(m)
i yi

∑n
i=1 ẑ

(m)
i

(2.10)

where ẑ(m)i = z(yi, θ̂
(m)) for m = 0, 1 . . . . If the limit of sequence of

{
θ̂ (m)

}∞
m=0

exists, the proposed estimate, θ̂ , for θ is taken as the limit

θ̂ = lim
m→∞ θ̂

(m)

2.4 Standard Error of θ̂

One of the main criticisms of the usage of the EM algorithm is that the uncertainty
of estimates are difficult to assess. Louis [12] described the method, given in (2.12),
for finding the observed information matrix when data are absent. However the
observed information matrix Io(θ, y) could be obtained directly especially for the
scalar case [14, p. 120], where y = (y1, . . . , yn) is a vector.

Io(θ, y) = − ∂

∂θ

[
1

σ 2

n∑

i=1

zi(yi − θ)
]

= 1

σ 2

[
n∑

i=1

zi −
n∑

i=1

(
∂zi

∂θ

)

(yi − θ)
]

= 1

σ 2

[
n∑

i=1

zi −
n∑

i=1

zi(1 − zi)
(
yi − θ
σ 2

)

(yi − θ)
]

Io(θ̂ , y) = 1

σ 2

n∑

i=1

ẑi − 1

σ 4

n∑

i=1

ẑi (1 − ẑi )(yi − θ̂ )2 (2.11)

This result is exactly the same form of the Louis method.

Io(θ, y) = Ic(θ, y)− Im(θ, y) (2.12)

where Ic(θ, y) is the conditional expected complete-data information matrix given
observed data; and missing information matrix Im(θ, y) is a correction for the
information lost to the missing data. All these notations are clearly defined in [14].

The standard error of θ̂ is
√

Io(θ̂ , y)−1.
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2.5 Choice of g

The selection of an improper distribution of g has been discussed by a number
of authors. Hennig [6] proposed to add the improper distribution, accounting for
“noise”, to improve the mixture model estimation. Hennig and Coretto [7] discussed
how to choose the “noise” component. Longford and D’Ursob [11] describe the
mechanism of mixture models associated with improper distribution, and explain a
method for selecting an appropriate improper function.

Following steps are suggested to define the improper distributions g (constant)
for the proposed algorithm:

• Step 1: Compute the range (r) of the data.
• Step 2: Compute the constant (c) as the inverse of the range of data (c = r−1).
• Step 3: Define g = c on R+ if data is non-negative; otherwise define on real line

R.

2.6 Simulation Studies

For numerical illustration, we randomly generated a data set of 80 observations
from N (θ = 10, σ = 3), which we consider to be correct, contaminated by 20
observations from N (θ = 10, σ1 = 30). The advantages of using the contaminated
generated data are (i) we know the true value of the location parameter, θ = 10,
which can be compared with the estimated value directly, (ii) we also know the
other parameters’ true values such as the scale parameter, σ = 3 and the proportion
of the non-contaminated observations λ = 0.8. The g for the proposed method is
defined as in Sect. 2.5.

We report the proposed estimates for various values of λ = 0.8, 0.9 and 0.95 with
the standard error, based on the equation (2.12). Later, we compare the proposed
estimate to common existing methods, (i) Huber estimate, and (ii) Tukey estimate.
The tuning constants, such as k = 1.345 for Huber, and k = 4.685 for Tukey,
were chosen to gain 95% as efficiency as the sample mean under the normal
distribution [10]. Bootstrapping with one thousand samples was used to compute
the standard errors for Huber and Tukey estimates, but the method explained in
Sect. 2.4 was used for computing standard error of the proposed estimate. Finally,
we generated K = 500 data sets with a sample size of 100 from the model described
at the beginning of the section and computed all mentioned estimates including the
proposed method for all five hundred data sets. The results are displayed in Fig. 2.2.

The estimates of θ with various λ values and the MLE are given in Table 2.1.
These are very similar with small standard errors (around 0.34, Table 2.1), and all
values of θ̂ are very close to the true value, 10. As a result, we can say that θ̂ is a
better estimate than the maximum likelihood estimate, ȳ = 8.813.
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Fig. 2.2 Estimates for 500 data sets: (a) Proposed estimate θ̂λ= 0.95, (b) Tukey estimates with
k = 4.685 and (c) Huber estimates with k = 1.345

Table 2.1 Location
estimates (MLE and Mixture)
for the generated data

Estimate Std. error

MLE 8.813 1.406

θ̂0.8 9.666 0.349

Mixture estimates θ̂0.9 9.684 0.342

θ̂0.95 9.708 0.340

Tukey 9.729 0.373

Huber 9.426 0.473

θ̂λ∗ is an estimate for θ by the mixture approach
when λ = λ∗

The Tukey and Huber estimates with standard errors for the data are given in the
third and fourth rows of Table 2.1 respectively. As anticipated, the estimate θ̂0.95 is
very similar to the Huber and Tukey estimates, but closer to Tukey estimate.

All estimates including θ̂0.95 are computed for the five hundred data sets and the
results are displayed as scatter plots in Fig. 2.2. All three plots show that estimates
seem to be roughly symmetric around the true value of 10 with small variance. The
mean (sd) of five hundred estimates for θ̂0.95, Tukey and Huber are 9.98 (0.36), 9.98
(0.35) and 9.98(0.41) respectively. They are near to the true value 10. However, the
proposed estimate θ̂0.95 gave a better estimates with 85% of the estimated values
lying between 9.5 and 10.5, the Tukey and the Huber methods resulted in 84% and
78% of estimates falling on their range respectively.
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In summary, the proposed estimator performs similarly to existing robust esti-
mators. However, the proposed mixture method is a general approach to the
modification of maximum likelihood estimates for robustness and is equivalent of a
tuning constant, c/λ− c, may be chosen intuitively. The mixture approach does not
seem to be considered in current robust estimation literature. This mixture likelihood
framework was already developed further by [15].

2.7 Applications

This section applies the proposed method using real data sets: (i) the speed of light,
(ii) determinations of copper in wholemeal flour data (chem), and (iii) nickel content
of the Canadian syenite SY-3 (Abbey). The method is compared to other estimates,
including MLE after removing outliers (MLE−outlier) for all real data sets, are
computed for a visual comparison of estimates.

2.7.1 Speed of Light

Simon Newcomb collected data experimentally between July 1882 and September
1882 to calculate the speed of light by measuring the time required for light to travel
from his laboratory on the Potomac River to a mirror at the base of the Washington
Monument and back (Fig. 2.1). Gelman et al. [5] analysed the data in the Bayesian
frame work described in pages 77 and 160.

The function g may be defined on the real line as a constant of 0.012 (=
1/(40 − (−44))). To define the scale parameter (σ ), a robust estimate of the
median absolute deviation (MAD) was computed from the data before computing
the location estimate. It is 4.4.

The results for MLE, MLE−outlier and the proposed estimate with λ = 0.95,
Huber estimate and Tukey estimate are given in the second column of Table 2.2. As
expected, the robust estimates, including the proposed estimates, are quite different
from the sample mean (26.212). However, the proposed estimate is very similar to
Huber and Tukey estimates. The standard error(SE) of the proposed estimate (0.59)
is less than half the SE of the MLE (1.32).

2.7.2 Chem Data

This data set has 24 determinations of copper (μg g−1) in wholemeal flour and it
was used to explain why not to reject outliers [2]. In software R, it is called “chem”
data and it is freely available in “MASS” package [16]. Figure 2.3a displays chem
data and shows that one observation, 28.95, deviates from the bulk of the data.
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Table 2.2 Location
estimates with standard errors
for various data sets

Speed of light Chem Abbey

Methods (SE) (SE) (SE)

MLE 26.212 4.280 16.006

(1.32) (1.08) (3.82)

MLE−outlier 27.750 3.208 11.043

(0.64) (0.14) (0.84)

Mixture estimate a27.734 b3.122 c10.994

with λ = 0.95 (0.59) (0.12) (0.90)

Tukey a27.638 b3.144 c10.705

(0.65) (0.36) (1.48)

Huber a27.380 b3.216 c11.437

(0.66) (0.15) (1.32)

Scale parameter σ for data sets, speed of light, chem
and abbey taken as Median Absolute Deviation from
the Median (MAD): 4.45a, 0.53b and 4.45c were used
respectively
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To apply our method, g = 0.038(= 1/(28.95 − 2.2)), λ = 0.95 and scale
parameter σ = mad(chem) = 0.53 were selected before computing the proposed
estimate. Results are given in the third column of Table 2.2. Clearly, MLE is the most
vulnerable to outliers, but MLE without outliers (3.208) provides a good estimate of
the center of the data. The proposed estimate (3.122) is a good representation of the
center of the data, and similar to other robust estimates. The SE for all mentioned
estimates, except MLE (1.08), ranges from 0.12 to 0.36.

2.7.3 Abbey Data

Abbey [1] presented 31 observations of nickel content (μg g−1) in SY-3, a Canadian
syenite rock. It is known as “abbey” in software R and can be obtained from
“MASS” package. Figure 2.3b shows the abbey data and a number of observations
clearly stand out from the bulk of the data.

Before computing the proposed estimate, we defined g = 0.0083(= 1/(125 −
5.2)), λ = 0.95 and scale parameter σ = mad(abbey) = 4.45. Results are given
in the fourth column of Table 2.2. MLE without three outliers (11.043) performs
better than MLE (16.006) in-terms of finding the center of the data. The proposed
estimate (10.994) does represent a good estimate of the center of the data and its
standard error (0.90) is less than a quarter it was with the outliers present (3.82).
The proposed estimate, including standard error is almost equivalent to the robust
estimates.

2.8 Conclusion

In the robust statistics literature, the mixture model was often used to generate
‘contaminated data’ for evaluating robust estimators. In contrast, the finite mixture
form is used here as a mathematical tool to estimate the parameters of the formal
model in the presence of outliers.

This paper has illustrated the estimation of location parameter and shown that
this method works very well with examples of generated contaminated data and real
data sets. Extensions of the novel principle for a wider range of statistical models
are straightforward [15]. It shows robust statistics may be computed in a unified
framework using the EM algorithm. Further, this method is easy to apply in practical
situations.

Finally, the simple examples in this paper show that ignoring or removing outliers
delivers a markedly different result. This practice of ignoring outliers may be very
costly (Kendal, page 110, 1991; [13]), so that the decision/policy makers should
give pay careful attention to the process which developed data they are basing their
decision or policy on.
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Appendix A: Proof of Equation (2.9)

lc(θ) = logLc(θ)

=
n∑

i=1

[
ẑi log(λ)+ ẑi log f (yi − θ)+ (1 − ẑi ) log(1 − λ)+ (1 − ẑi ) log(g)

]

=
n∑

i=1

ẑi log f (yi − θ)+ constant

For MLE, lc(θ) = ∑n
i=1 ẑi (yi − θ)2 + constant is to be maximized with respect

to θ ,

dlc(θ)

dθ
= 0

n∑

i=1

ẑi (yi − θ) = 0.
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Chapter 3
Determining Risk Factors of Antenatal
Care Attendance and its Frequency
in Bangladesh: An Application of Count
Regression Analysis

Kakoli Rani Bhowmik, Sumonkanti Das, and Md. Atiqul Islam

Abstract Standard Poisson and negative binomial regression models are the
common count regression analysis tools for modelling the number of antenatal
care (ANC) visits. Two-part (zero and count) models like zero-inflated and hurdle
regression models are recommended for modelling ANC visits with excess zeros.
The intra-cluster correlation (ICC) can be accounted by incorporating cluster-
specific random intercepts in the corresponding standard and two-part models. The
existence of excess zeros in the distribution of ANC visits in Bangladesh raises the
issue of identifying a proper count regression model for the number of ANC visits
covering the issues of overdispersion, zero-inflation, and ICC in determining the
risk factors of ANC use and its frequency. The data have been extracted from the
2014 Bangladesh Demographic and Health Survey. The hurdle negative binomial
regression model with cluster-specific random effects at both zero- and count- parts
is found as the best fitted model. Women who have poor education status, live
in poor households, have less access to mass media, and belong to Sylhet and
Chittagong divisions are less likely to use prenatal care and to have more ANC
visits. In addition, women who live in rural areas, depend on other family members’
decision for taking health care, and have unintended pregnancies had lower tendency
to more ANC visits. The findings recommend incorporation of random community
effects along with overdispersion and zero-inflation in modelling the ANC data of
Bangladesh, and model selection should be model-driven rather than data-driven
since practically assumption of structural zeros is tough to meet.
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3.1 Introduction

In Bangladesh, a significant proportion of women do not take any ANC visits
during their pregnancy period. During the last two decades, this proportion reduced
from 50% in 1994 to 20% in 2014 [1]. Consequently, there are great chance of
excess zeros (zero-inflation) in the distribution of the number of ANC visits in
Bangladesh. However, many studies on determining the risk factors of ANC visits
in Bangladesh utilize the standard Poisson regression (PR) and negative binomial
regression (NBR) models based on the independence assumption of the number of
ANC visits and ignoring the excess zeroes [2, 3]. In such situations, hurdle and zero-
inflated regression models (HR and ZIR) known as two-part model are applied for
accounting these excess zeros [4]. In few studies, ZIR and HR models have been
developed for the frequency of ANC visits to overcome the issues of overdispersion
and zero-inflation [5, 6]. Even in some studies, the PR or NBR model has been
developed using either non-zero ANC visits or ANC visits without examination of
zero-inflation [7–8].

Since complex cluster-sampling design is employed for household level surveys
in Bangladesh, it is very common to have intra-cluster correlation (ICC) among
the response values. Consequently, it is necessary to account for the ICC along
with the issues of overdispersion and zero-inflation in modelling the ANC visits
for Bangladeshi pregnant women. Guliani, Sepehri and Serieux [9] explored the
determinants of ANC use and the frequency of ANC visits utilizing ANC data of
32 developing countries employing two-part Hurdle model incorporating the cluster
effect in model development. No study has been found considering the underlying
issues of zero-inflation and the ICC in modelling the frequency of ANC visits of
Bangladeshi women. The overdispersion and correlation problem can be partially
solved by incorporating cluster/subject specific random effects in the standard PR
and NBR models, but the issue of zero-inflation may be remained. The ZIR and HR
models are required to extend for accounting this correlation by assuming cluster
specific random effects at either count process or both count and zero processes
[10, 11].

In this study, a proper count regression model of ANC visits in Bangladesh has
been explored covering all the three issues of overdispersion, zero-inflation, and
ICC by employing the possible count regression models: the standard PR and NBR
models, zero-inflated PR and NBR (ZIPR, ZINBR) models, hurdle PR and NBR
(HPR, HNBR) models, mixed effects PR and NBR (MPR, MNBR), mixed effects
zero-inflated (MZIPR, MZINBR) and hurdle (MHPR, MHNBR) models. Since
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types of excess zeros are not possible to determine, both ZIR and HR type models
are examined in this study. The extra-benefit of using ZIR and HR models over the
standard PR and NBR models is that risk factors of no prenatal care use as well as the
determinants of the frequency of prenatal care use can be identified simultaneously.
Thus, the main objectives of this study are two-fold: (i) developing a proper count
regression model for the frequency of ANC visits in Bangladesh covering the issues
of overdispersion, zero-inflation, and ICC; and (ii) determining the risk factors of
no ANC use, and also the determinants of the frequency of ANC visits. This study
focuses to determine individual-, household-, regional-, and community-level risk
factors on a woman’s decision to use prenatal care and the frequency of that use
after controlling for the unobserved community level factors.

3.2 Methods

3.2.1 Data Description

The data of this study have been obtained from the nationally representative 2014
Bangladesh Demographic and Health Survey (BDHS) [1]. Two-stage stratified
sampling design was implemented to select 600 clusters (393 from rural and 207
from urban areas) with probability proportional to the enumeration area size at first
stage and then 30 Households per cluster were drawn with an equal probability
systematic procedure at second stage. In this study, a total of 4493 ever married
women who gave birth in the three years preceding the survey have been analysed.
Information of ANC visits are collected only for the last birth even though a woman
had two or more live births within the given period. The number of ANC visits
(non-negative integer) is the target response variable for which a proper count
regression model is aimed to identify in this study. A number of explanatory
variables at individual-, household-, regional-, and community levels have been
considered for modelling the frequency of ANC visits based on some recent
studies on ANC utilization [3, 12, 13]. The bivariate relationship of the explanatory
variables with the number of ANC visits was examined at first by developing
simple PR model for each of the explanatory variables. A number of individual
level variables like education status of woman and her husband, woman’s access
to mass media exposure, woman’s contribution in the decision of her health care
utilization, woman’s desire of pregnancy along with household wealth status, place
of residence, and regional settings have been considered as explanatory variables in
the study for developing regression models of the number of ANC visits.
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3.2.2 Statistical Models

Let yij denotes number of ANC visits of ith women living in jth cluster, and the
vector Xij denotes the corresponding values of the considered explanatory variables.
Assuming independence of ANC visits of ith women, the PR and NBR model can
be defined as:

log
(
μij
) = β0 + βXTij

where μij is the expected number of ANC visits as a function of explanatory
variables, β0 is the overall intercept, and β is the vector of regression coefficients.
The PR and NBR models differ based on the assumed distribution of yij in respective
models. The NBR model is an extension of the PR model incorporating the
dispersion parameter in PR model. In PR, the response variable is assumed to follow
Poisson distribution with E(yij) = μij = var (yij), while in NBR the response
variable is assumed to follow negative binomial distribution with E(yij) = μij and
var
(
yij
) = μij + μ2

ij /θ , where θ is the shape parameter which controls the dis-
persion. An acceptable way of accommodating non-independence of observations
is to develop mixed effects model, which is also known as multilevel modelling.
A simple mixed effects PR/NBR model can be developed by incorporating cluster-
specific random effects in the standard PR/NBR models as:

log
(
μij
) = (β0 + boj

)+ βXTij
where, boj stands for random intercept at cluster level and assumed to follow a
normal distribution with constant variance.

The zero-inflated and hurdle extensions of the PR and NBR models are the most
prominent and effective models for handling excess zeros in a count data [4]. Both
the zero-inflated and Hurdle models have two components (count component and
zero component) and separate explanatory variables can be used in the components.
Again let Xij and Zij are vectors of known explanatory variables used for developing
zero- and count-component models respectively. Then the standard zero- and count-
component models can be written as

logit
(
ϕij
) = γ0 + γZTij and log

(
μij
) = β0 + βXTij

where μij is the probability of zero counts from the binary process (binary logistic
model). The difference in these two types of model can be explained by the
distribution of yij. The number of ANC visits is modeled using ZIR model with
yij as:

P
[
yij = 0

] = ϕij + (1 − ϕij
)
f
(
yij
)

and P
[
yij ≥ 1

] = (1 − ϕij
)
f
(
yij
)
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where f (.) is density of either Poisson or negative binomial distribution. While in
Hurdle model the number of ANC visits is modeled assuming

P
[
yij = 0

] = ϕij and P
[
yij ≥ 1

] = (1 − ϕij
)
f
(
yij
)
/
{
1 − f (yij = 0

)}

where f (.) is the density of standard truncated-at-zero distribution and ϕij is the
probability of an observation being zero. The mixed effects ZIR and HR models
can be expressed by adding a cluster-specific random component b0j with β0 and
another extra cluster-specific random component random component c0j with γ 0 in
zero-component as:

logit
(
ϕij
) = (γ0 + c0j

)+ γZTij and log
(
μij
) = (β0 + b0j

)+ βXTij .

The mixed models with extra random effects at zero component are denoted here-
after as MZINBR.ERE (for example) for the MZINBR model. The mixed effects
ZIR and HR models are developed by maximum likelihood method approximating
the integrals over the random effects with an adaptive Gaussian quadrature rule
[14]. For mixed effects ZIR and HR models, “GLMMadaptive” package of R [15]
has been employed for the numerical approximation through adaptive Gaussian
quadrature. Other R-packages used for developing different version of PR and NBR
models are “MASS”, “pscl”, and “lme4”.

This mixture of two types models in a ZIR/HR model allows to interpret answers
of two questions (i) which factors influence whether a pregnant woman will attend
ANC or not and (ii) which factors can predict the number of times she may visit
ANC? Moreover, different explanatory variables can have different impacts at each
decision process of two questions.

3.2.3 Model Selection

Considering the data characteristics and different assumptions of the utilized
regression models, the comparison of the fitted models is not straightforward.
However, several model selection criteria have been utilized to select the most
appropriate model: (i) likelihood ratio (LR) test for comparing nested models (the
complex model can be constructed by adding variables to simpler model), (ii) Vuong
test for comparing non-nested models (model with different distribution function)
[16], (iii) Akaike’s information criteria (AIC) for comparing the competing non-
nested models (though, it does not indicate whether one model is significantly better
than another model), (iv) significance of the dispersion parameter, (v) significance
of the zero-inflation, (vi) goodness-of-fit of the model (H0: fitted model suits well
for the data) which is referred as uniformity test, and (vii) significance of cluster-
specific random effects. The tests of overdispersion, zero-inflation, and uniformity
are conducted based on residual diagnostics for hierarchical (multi-level / mixed)
regression models available in DHARMa (Diagnostics for Hierarchical Regression
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Models) package [17]. Thus, a step by step comparison procedure is followed
providing priority to uniformity test and the significance of the cluster-specific
random effects for selecting the final model.

3.3 Results and Discussion

The distribution of the number of ANC visits shown in Fig. 3.1 is positively skewed
with very low mean (2.75) and median number of ANC visits (2.0). The distribution
of the number of ANC from any source shows that about 22% women did not
take any ANC visits and only 32% pregnant women took ANC at least 4 times
during their pregnancy period. It is observed that both mean and median frequency
of ANC visits significantly vary with administrative region, place of residence,
women’s education, partners’ education, women’s mass media exposure, status
of women’s pregnancy wanted, household wealth status, and household decision
maker on healthcare. These significantly associated explanatory variables are used
in the model development process.

The policy makers, stakeholders, and donors always explore the risk factors of
no prenatal use or lower frequency of prenatal use for setting up the new strategies
with the goal of improving the current situation of maternal health care. A proper
count regression model of the number of ANC visits incorporating multiple factors
help to identify the core risk factors. One-part regression models (such as PR and
NBR) and two-part regression models (such as ZIR or HR) are developed with and

Fig. 3.1 Distribution of the number of antenatal care (ANC) visits among pregnant women in
Bangladesh, BDHS 2014
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without consideration of ICC and compared to examine whether there are actually
two generating process exists in the frequency of ANC visits.

A fixed set of explanatory variables have been used for developing count regres-
sion models of ANC frequency for comparison purpose, except the explanatory
variables in the zero-component for ZIR and HR models. The comparison of
the standard PR and NBR models with their mixed effects models MPR and
MNBR shown in Table 3.1 indicates that PR and MPR models fail to capture
the overdispersion, while both NBR and MNBR accounts overdispersion but all
models are unable to account the issue of zero-inflation. Among these models NBR
model seems better for the considered data according to DHARMa uniformity test
with very lower p-value (0.066), however AIC, log-likelihood, and LR test indicate
inclusion of random intercept is required for the ANC data. Thus the ZIR and HR
models without and with random intercepts were developed. The results of Vuong
tests for non-nested models shown in Table 3.2 indicates that either ZINBR or
HNBR can be considered as better model for accounting excess zeroes. Table 3.2
also reflects that the over-dispersion is captured better by the NBR based models
than the PR based models. The results of LR tests for nested models shown in
Table 3.3 indicate that cluster-specific random intercepts should be considered in
the NBR based models. Random effects are also found important for both count-

Table 3.1 Akaike’s information criteria (AIC), log-likelihood, likelihood-ratio (LR), dispersion,
zero-inflation and uniformity tests of PR, NBR, MPR and MNBR models

Model AIC
log-likelihood
(df)

LR test
(p-value)

Dispersion
test (ratio &
p-value)

Zero-
inflation test
(ratio
Statistic &
p-value)

Uniformity
test
(D-Statistic
& p-value)

PR 19274.66 −9613.33 (24) 712.52 (0.000) 1.358 & 0.00 2.001 & 0.00 0.114 & 0.00
MPR 18565.31 −9257.66 (25) 1.096 & 0.004 1.685 & 0.00 0071 & 0.00
NBR 18314.42 −9132.21 (25) 216.47 (0.000) 0.937 & 0.000 1.208 & 0.00 0.019 & 0.066
MNBR 18099.96 −9023.98 (26) 0.913 & 0.002 1.223 & 0.00 0.022 & 0.026

Table 3.2 Vuong tests for the non-nested PR, ZIPR, HPR, NBR, ZINBR and HNBR models

Model 1 Model 2 Test statistic (AIC corrected) p-value Better model

PR NBR −11.852 < 2.22e-16 NBR
PR ZIPR −12.316 < 2.22e-16 ZIPR
PR HPR −12.222 < 2.22e-16 HPR
ZIPR HPR 0.532 0.297 ZIPR/HPR
NBR ZINBR −7.820 < 2.639e-15 ZINBR
NBR HNBR −7.719 < 5.882e-15 HNBR
ZINBR HNBR 0.024 0.490 ZINBR/HNBR
ZIPR ZINBR −7.829 2.461e-15 ZINBR
HPR HNBR −7.766 4.053e-15 HNBR
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Table 3.3 Likelihood Ratio (LR) tests for the nested ZINBR, MZINBR, MNZINBR.ERE,
HNBR, MHNBR, and MHNBR.ERE models

Model 1 Model 2 LR test statistic DF p-value

ZINBR MZINBR 128.40 1 < 2.2e-16
MZINBR MZINBR.ERE 66.71 2 < 0.0001
HNBR MHNBR 86.59 1 < 2.2e-16
MHNBR MHNBR.ERE 109.81 2 < 0.0001

Table 3.4 DHARMa Uniformity Test of MZINBR, MNZINBR.ERE, MHNBR, and
MHNBR.ERE models and the corresponding count-part (σ 2

C ) and zero-part (σ 2
Z) variance

components

Model MZINBR MZINBR.ERE MHNBR MHNBR.ERE

D-Statistic 0.016 0.022 0.011 0.018
p-value 0.199 0.025 0.653 0.121
σ 2
C 0.074 0.060 0.064 0.066
σ 2
Z − 1.264 − 0.582
ρc 0.022 0.018 0.019 0.020
ρz − 0.278 − 0.150
Log-likelihood −8911.048 −8877.694 −8932.08 −8877.176

P < 0.05 indicates the model doesn’t fit well for the count data

and zero-part models in both cases of ZINBR (MZINBR and MZINBR.ERE) and
HNBR (MHNBR and MHNBR.ERE) models.

Since there are four possible candidates as the best model for the ANC data,
the DHARMa’s uniformity test has been done for finding the best suitable model.
Table 3.4 shows that ZINBR with random effects at count-part (MZINBR) confirms
uniformity with the observed count data but LR test in Table 3.3 shows that this
model still requires random intercepts at the zero part (MZINBR.ERE). However,
the MZINBR.ERE failed the uniformity test. On the other hand, HNBR with random
intercepts at count-part (MHNBR) and HNBR with random intercepts at both count
and zero parts (MHNBR.ERE) passed the uniformity test. Thus, MHNBR.ERE
can be considered as the best model among the possible best candidate models
for the ANC data of Bangladesh. Also, MHNBR and MHNBR.ERE models show
comparatively lower cluster-specific variance components (as well as lower ICC)
than MZINBR and MZINBR.ERE models provide (Table 3.4). Informal diagnoses
of the cluster-specific residuals through Q-Q plot, histogram and distribution shown
in Fig. 3.2 confirm that the cluster-specific residuals obtained from both count- and
zero-parts are normally distributed.

According to the selected HR model with random effects at both count and
zero components (MHNBR.ERE) shown in Table 3.5, division, place of residence,
household economic status, women media exposure, women and their partner’s
education status, women’s contribution in health care decision, and desire for
pregnancy have highly significant effects on either zero prenatal care use or the
frequency of prenatal care use. The count-part model shows the effects of the
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Fig. 3.2 Model diagnostics of both count and zero parts of the fitted mixed effect hurdle model
through Q-Q plot, histogram and distribution of the cluster-specific residuals

considered factors on the frequency of ANC visits represented as incidence rate ratio
(IRR), while the zero-part model shows the effects of the considered factors on the
women decision of taking no ANC represented as odds ratio (OR). Since both parts
have cluster-specific random effects, the estimated parameters represent the effects
of individual-, household-, regional-, and community-level characteristics on ANC
attendance and frequency of ANC use after controlling the unobserved community
level factors. It is noted that regression coefficients of other models are not presented
here, only their summary statistics are stated for comparison purpose.

From the count-part model, it is observed that women residing in Khulna
(IRR:1.182) and Rangpur division (IRR:1.239), women from richer (IRR: 1.155)
and richest (IRR: 1.306) households, women having access of mass media at least
once a week (IRR:1.156), women attending secondary (IRR: 1.213) and higher
education (IRR:1.430), and women with desire of pregnancy (IRR:1.232) had
significantly higher IRR of attending ANC visits while women residing in rural
area (IRR: 0.840) and women without power on health care decision (IRR:0.870)
had significantly lower IRR after accounting the variation at the cluster level.

On the other hand, the regression coefficients of the zero-part model indicate that
mothers residing in Khulna (OR: 0.496) and Rangpur (OR:0.629) divisions, women
from middle (OR:0.633), richer (OR:0.401) and richest (OR:0.197) households,
women having access of mass media at least once a week (OR:0.567), women
having primary (OR: 0.725), secondary (OR: 0.450) and higher education (OR:
0.243), and women’s partners having secondary (OR:0.628) and higher education
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Table 3.5 Estimated incidence rate ratio (IRR) of having ANC visits and odds ratio (OR) of not
attending any ANC visit (with 95% CI and p-values) from the hurdle negative binomial regression
with random intercept at both count- and zero-part (HNBR.ERE) models, BDHS 2014

Count-part (Number of ANC visits) Zero-part (No ANC attendance)
Factors Category IRR 95% CI p-value OR 95% CI p-value

Region Barisal R

Chittagong 0.907 0.80 1.03 0.133 1.226 0.83 1.82 0.309
Dhaka 0.998 0.88 1.13 0.981 0.796 0.53 1.20 0.272
Khulna 1.182 1.04 1.35 0.012 0.496 0.31 0.78 0.002
Rajshahi 1.008 0.88 1.15 0.907 0.900 0.59 1.37 0.627
Rangpur 1.239 1.09 1.41 0.001 0.629 0.41 0.96 0.032
Sylhet 0.931 0.81 1.07 0.308 1.468 0.98 2.20 0.061

Place of
Residence

Urban R

Rural 0.840 0.78 0.90 0.000
Wealth
Status

Poorest R

Poorer 1.048 0.95 1.15 0.348 0.804 0.64 1.01 0.065
Middle 1.026 0.93 1.14 0.615 0.633 0.48 0.83 0.001
Richer 1.155 1.04 1.28 0.007 0.401 0.29 0.55 0.000
Richest 1.306 1.16 1.47 0.000 0.197 0.13 0.31 0.000

Mass
Media
exposure

Not at all R

Less than
once a week

1.100 0.99 1.22 0.064 0.766 0.57 1.03 0.082

At least
once a week

1.156 1.08 1.24 0.000 0.567 0.45 0.71 0.000

Mother’s
education

Illiterate R

Primary 1.088 0.98 1.21 0.130 0.725 0.57 0.92 0.009
Secondary 1.213 1.09 1.35 0.001 0.450 0.35 0.59 0.000
Higher 1.430 1.25 1.63 0.000 0.243 0.14 0.43 0.000

Pregnancy
wanted

No R

Yes 1.232 1.12 1.36 0.000
Decision
on health
care

Woman
alone R

Woman &
husband

0.969 0.90 1.05 0.418

Husband
alone

0.920 0.85 1.00 0.051

Other 0.870 0.78 0.97 0.012
Partner’s
education

Illiterate R

Primary 0.985 0.91 1.07 0.722 0.969 0.78 1.20 0.772
Secondary 1.005 0.92 1.10 0.911 0.628 0.48 0.82 0.000
Higher 1.092 0.98 1.21 0.103 0.474 0.30 0.75 0.001

Intercept 1.906 1.59 2.29 0.000 1.090 0.75 1.59 0.654

Rrefers to reference group
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(OR:0.474) had significantly lower odds of not attending ANC visit. The values of
cluster-specific variance components at count-part (σ 2

c =0.07 and ρc=0.02) and
zero-part (σ 2

Z =0.58 and ρz=0.15) indicate significant variation in the number of
ANC visits due to between-cluster heterogeneity.

3.4 Conclusions

The selected HR model confirms that two processes generate the frequency of the
ANC visits in Bangladesh: one process generates zero ANC visits and the other
generates frequency of the ANC visits. The significance of cluster-specific variance
component at both zero- and count-part indicates that community (cluster) has a
significant effect in the variation of both woman’s decision on prenatal care use and
the number of ANC visits. The application of multilevel modelling in this study
has allowed to account community-level variations in the number of ANC visits,
although the maximum variations originated mainly from women-, household-, and
regional level factors. The significant cluster-level variation also indicates that the
goal of reducing maternal death could be reached if heterogeneity in the prenatal
care use and its frequency could be reduced at the community level.

The study has shown the necessity of considering community effects (ICC) along
with overdispersion and zero-inflation in modelling the ANC data of Bangladeshi
women and hence, for identifying risk factors of not attending in any ANC visit as
well as the number of ANC visits. Though only random intercept model has been
covered in this study, further investigation can be done for checking significance of
any random slope in the model. Also, the variability at higher administrative units
(such as district and sub-district) can also be examined by developing three or four
level models [18]. In addition, selection of either ZIR or HR models should be taken
carefully since assumption of all structural zeros is tough to meet in real world data.
It is better to take decision based on model rather than based on types of zeros.

The study findings suggest that women living in Khulna and Rangpur divisions
are more positive to attend and have more ANC visits during their pregnancy
period. The inequalities in attending and taking adequate ANC visits by women
education and household economic condition suggest that government still need
more initiatives focusing to the illiterate and less educated women as well as who
live in poor households. It is also observed that partners’ education has significant
influence on their wives attendance to have ANC but not in the frequency. Though
the access to mass media is very cheap to all people, still a big proportion of women
are not concerned about their maternal health and ignore taking any care during their
pregnancy. While two important factors “desire to pregnancy” and “contribution
to health care decision” are found to have significant influence on the frequency
of ANC visits. These two factors indirectly linked with women empowerment,
which helped women to seek more medical care during their pregnancy. Lower
tendency to have more ANC visits among rural women suggest that either they
are still conservative to seek frequent ANC visits during their pregnancy or do not
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have persistent access to have adequate medical care. These findings of this study
might help the policy makers to find out which socio-economic and demographic
groups should be provided priority in regards to encouraging women to attend and
to take more ANC from medically trained personnel during their pregnancy period.
The study findings also suggest that beside the improvement of women academic
education and household economic condition, women should be motivated to
change their attitude to seek medical care during their pregnancy by improving their
maternal education.
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Chapter 4
On Propensity Score Methodology

Paul Dewick and Shuangzhe Liu

Abstract In an observational study, researchers are constantly required to dis-
tinguish the effects caused by the assignment of treatment. Propensity score
methodology is one way to determine the effects of, and their probabilities, given
a vector of observed covariates, which is particularly popular in the fields of
medical, pharmaceutical and social sciences. However, there are mixed views for
the best methodologies to use and an overall understanding of the propensity score
methodology. Also, there is minimal literature for propensity score methods being
used within the broader scientific community. Propensity score methodology can be
suited to determine effects caused by, not only treatment of pharmaceutical med-
ication, but for “treatment” of some external event, proposed event or interaction
within the wider community. For example, the effect on a regional community due
to business closure, or a road by-pass would be a reasonable case of how propensity
score methods can be further used within the wider scientific community.

The main objective of this paper is to demonstrate how propensity score
methodology can be used to answer questions on effects caused by an external event
or interaction on a community. The propensity score methodology will be given a
framework that can be followed, explained and reported that will help allow for
robust decision making, planning and policy decisions to be undertaken.

Keywords Propensity scores · Methodology · Framework · Policy

4.1 Propensity Score Methods – Estimating Causal Effects

Propensity score methods within the literature contains many variations and
methodologies that are based on the methods contained within this paper. This
paper highlights the most commonly used methods. Propensity score methodology
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was introduced in 1983. The central role of the propensity score in observational
studies for causal effects, Rosenbaum and Rubin [1] gives the mathematical theory
that underpins propensity score methodology. Propensity score methods are based
on the Rubin’s causal model [1], which is a methodology to estimate the causal
effects of treatment between two groups, a treated and a non-treated group and the
estimated probability of treatment effect from an observational non-randomized
study. Propensity score methods [2] are a group of strategies that aim to reduce
selection bias by balancing differences between treated and non-treatment groups
on observed covariates.

4.1.1 A Framework to Model Propensity Score Methods

The literature that surround propensity score methods can at times be confusing as
propensity score terminology and process are not clearly defined, which can lead
to a misunderstanding of the methodology. A framework to model propensity score
methods is given in this paper is to guide the researcher through the process and to
identify areas where the methodology can be used and also give an understanding
of where the other methods may “fit in” with the propensity score methods.

As the propensity score literature is usually described using the same format,
by focusing on the outcomes of the propensity score methodology will allow for
better understanding of the processes involved which will give the process a basic
framework that will allow for further inclusions of more complex propensity score
methodologies.

4.2 Methods to Estimate the Effect of Treatment Using
Propensity Scores

The methodology used to estimate the effects of treatment by using propensity score
methods is shown in Fig. 4.1, which uses the covariates from a treatment and non-
treatment observational, non-randomized study.

There are four [3] commonly used methods to calculate the effect of treatment
using propensity score methodology that adjust for confounding variables in
observational studies which are:

1. Matching on the propensity scores (Matching),
2. Inverse probability weighing,
3. Subclassification on the propensity scores (Subclassification or Stratification),

and
4. Propensity scores and covariance adjustment (Covariate adjustment).
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Treated
group

Non-treatment
group

Covariates
Propensity Scores

Propensity Score Matching
Inverse Probability Matching
Stratification
Covariate Adjustment

Estimated
Propensity Scores

Effect of
Treatment

Analyse
Treatment
Results

Observational Study Dataset

Effect of Treatment using Propensity Score Methods

Fig. 4.1 Diagram of estimating the effect of treatment using propensity score methods

From these four propensity score methods available, literature shows that many
applied researchers favor the use of matching (matching on the propensity scores)
due to the ease [3] it can be undertaken and understood by both researcher and report
audience. Matching is a procedure [4] that involves dropping, repeating or grouping
observations from an observed data set to reduce covariance imbalances between the
treatment and non-treatment groups that were not avoided during data collection.

Often mentioned within the literature are the propensity score matching algo-
rithm classes which define the properties which all matching methods possess.
(some methods may also belong to more than one class). These matching algorithms
are defined in two classes which are either Equal Percent Bias Reducing (EPBR) or
Monotonic Imbalance Bounding (MIB). The EPBR class balances the matched data
[5] by reducing the mean-imbalance on one variable that can improve the imbalance
on all variables by a proportional amount. The MIB is a class of matching method
[5] which produces subsets on the bases of a given vector of tuning parameters
(such as caliper), one for each covariate. As a result, the number of matched units is
a function of the tuning parameter.

In practice, MIB methods [5] sometimes generate too few matched observations
(this may be considered an important advantage). These methods require assump-
tions to be made about the data [5]. Whilst some of these assumptions do hold
when using propensity score methods, some assumptions do not hold true in real
life therefore the use of the matching method chosen must be checked to avoid
misspecification.

Most matching algorithms are EPBR, however the CEM methodology is a
MIB class algorithm. Should the dataset be appropriate for a CEM model, then
it therefore should achieve good balance, however, the other EPBR methods may
require several iterations of different types of matching methods to achieve good
balance.
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4.2.1 Matching on the Propensity Scores (Matching)

Whilst matching is the most common method to undertake a propensity score
analysis, with many matching methodologies available to estimate the treatment
effect. The most common methods are;

1. Full Matching,
2. Nearest Neighbour Matching (Greedy),
3. Coarsened Exact Matching (CEM),
4. Optimal Matching,
5. Genetic Matching, and
6. Limited Exact Matching.

The matching methodologies will not be discussed here as there is plenty of
coverage within the literature. Refer to [6–8].

4.2.1.1 Matching “with” or “without” Replacement

A key issue associated with matching is whether matching should be undertaken
“with replacement” or “without replacement”. Matching with replacement [9] can
yield better matches because non-treatment’s that are similar to many treated units
can be used multiple times. However, it may only select a few unique non-treated
units. As a result, inference can become more complex [7] because the matched
non-treatment is no longer independent, some are in the matched sample more than
once and this needs to be accounted for in the outcome analysis which is beyond the
scope of this paper.

Another issue when matching with replacement [7] it is also possible that the
treatment effect estimate will be biased on just a small number of non-treated units.
With that said, matching with replacement can be useful [7] when there are a limited
number of non-treatment units with values similar to those in the treated group,
therefore researchers should use matching with replacement with caution.

4.2.2 Inverse Probability Weighing

Inverse probability weighting [10] uses the whole dataset but reweights individuals
to increase the weights of those who received unexpected exposures. This procedure
can be thought of as producing additional observations for those parts of the target
population from which there were few observations. It effectively generates a
pseudo population with near perfect covariate balance between treatment groups.
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4.2.3 Subclassification

Subclassification on the propensity score is a method [6] of adjustment for con-
founding variables that involves, stratifying subjects into mutually exclusive subsets
based on their estimated propensity score. Subjects are then stratified into subsets
based on previously defined thresholds of the estimated propensity score.

4.2.4 Covariance Adjustment

With covariate adjustment (regression adjustment), the propensity scores are first
estimated and then the estimated propensity scores are regressed on the treatment.
This methodology [11] is used at times in combination with one of the approaches,
matching, stratification, or weighing to remove any residual differences between
treatment group.

4.2.5 Diagnostics of Matching, Subclassification and Covariate
Adjustment Methods

An important step in using propensity score methods is the diagnostic quality of the
matching, inverse probability weighing, subclassification or covariate adjustment.
Achieving good balance (common support, overlap) is critical as achieving this will
demonstrate that the model has been correctly specified and the diagnostic methods
will be able to determine the estimated effect of treatment. Gaining good balance
may require several iterations. However, balance checking [12] is one of the most
problematic aspects of the propensity score methodology.

4.2.5.1 Balance

To achieve good balance, matching, inverse probability weighting, subclassification
or covariate adjustment may need to be undertaken multiple times using various
methods to achieve good balance, because better the balance, the bias within the
model will be reduced. However, should the methodology fail to produce good
balance using the methods suggested here, then the model may not be suitable
to allow for a competent estimate of treatment effect to be undertaken, therefore
propensity score methods are not suitable for the data that is being modeled.
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4.2.5.2 Assessing Balance

Whatever methodology is used to estimate the effect of treatment, the diagnostics
are the same for assessing balance, with balance defined as any method that aims
to equate (or balance) the distribution of covariates in the treated and non-treatment
groups [7, 13], it is common within the literature to suggest that significance tests
or a better method, a standardized difference in means [7] be undertaken to asses
balance.

Common diagnostics [14] include, t-tests of the covariates, Kolmogorov-
Smirnov tests and other comparisons of distributions. However, as the balance
property is from a given sample and not a super-population significance testing is
not appropriate [7, 13]. The matching may appear to result in better balance solely
due to the decrease in sample size compared with the initial unmatched sample [14].
Assessment of balance should be undertaken using methods that asses balance of
the sample and not some hypothetical population also, the sample size should not
affect the value of the statistic.

A more robust methods to assess the balance includes [6] standardized differ-
ences (standard difference), comparing higher-order moments, propensity score
summary statistics and empirical quantile-quantile plots for each variable. The
standardized difference [14] does not depend on the unit measurement, it satisfies
the criteria of its property of the sample and does not depend upon the size of
the sample. As propensity score methods are undertaken using a non-randomized
observational study, you cannot expect to achieve perfect balance for all measured
baseline variables between treated and non-treatment subjects in the matched
sample.

With many covariates [7] difficult to carefully examine numeric diagnostics for
each graphical diagnostics can be helpful for getting a quick assessment of the
covariate balance. A first step is to examine the distribution of the propensity scores
in the original and matched groups, this is also helpful for assessing the balance.

For weighing or subclassification [7], plots such as this can show the dots with
their size proportional to their weight. For continuous covariates, you can also
examine quantile-quantile (QQ) plots, which compare the empirical distributions
of each variable in the treated and non-treatment groups. QQ plots [7] compare the
quantiles of variable in the treatment group against the corresponding quantiles in
the non-treatment group. If the two groups have identical empirical distributions, all
points would lie on the 45-degree line. For weighing methods, weighted boxplots
can provide similar information. A plot of the standardized differences of means [7]
gives a quick overview of whether balance has improved for individual covariates.

As shown in this paper, there is a wide variety of matching methods available
and there is little guidance on the best methods, Stuart [7] has developed some
guidelines, which are methodology to access the balance;



4 On Propensity Score Methodology 47

1. The method that yields the smallest standardized differences of means across the
largest number of covariates,

2. The method that minimizes the standardized differences of means of a few
particularly prognostic covariates, and

3. The method that results in the fewest number of “large” standardized differences
of means (greater than 0.25).

4.2.5.3 Estimating Treatment Results

The treatment effect needs to be estimated form the matched covariates. There
are several methods available, the most common method to estimate the treatment
effect is to calculate the Average Effect of the Treatment (ATT), and the Average
Treatment Effect (ATE), where;

1. ATT – Effect for those in the treatment group, or the average gain from treatment
of those who were actually treated and,

2. ATE – Effect on all individuals, treatment and non-treatment, or the treatment
effect in the population.

The ATT and the ATE can be obtained from the matching, inverse probability
weighing, subclassification or covariate adjustment process. However, not all of
these methodologies estimate the ATT or the ATE, and some will calculate both.
Prior to selection of the matching process, a decision needs to be made on which is
the most important for the study.

The difference in the calculation of the ATT and ATE [2] is that the ATE requires
adequate balance (common support) for both treated and non-treated units, whereas
the ATT only requires that the distribution of propensity scores of the treated is
contained within distribution of the scores of untreated units.

Prior to choosing the propensity score methodology to estimate the treatment
effect [11] consideration needs to be undertaken to whether the ATT or ATE is more
relevant and also, what is feasible, given the data. Propensity score methods often
focus on estimating the ATT and not the ATE [13] as the closest non-treated matches
are selected for the treated units, and unmatched units are often excluded from the
analysis. As a guide, a matching method implementation by Stuart [7];

1. If estimating the ATE, matching is usually undertaken by IPTW or full matching,
2. If estimating the ATT and there are many more non-treatment units (x3), nearest

neighbor without replacement should be undertaken and,
3. If estimating the ATT and there are not (or not many) more non-treatment than

treated units, appropriate choices would be subclassification or full matching.
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4.2.5.4 Alternate Methods to Estimate the Treatment Effect

An alternate approach to estimate the treatment effect is to undertake a regression
[15]. An advantage of regression is that it provides a level of “double robustness” by
adjusting for any remaining covariate imbalance. The outcomes of the treated and
non-treated groups are then compared using a regression model that controls for
all covariates used in matching, plus a treatment indicator variable. The coefficient
associated with this indicator is interpreted as the treatment effect.

4.2.6 Other Issues Identified Associated with Propensity Score
Methodologies

Other issues that have been identified within the literature is misspecification.
Misspecification can lead to an increase in bias and variance. The magnitude of
bias depends on model misspecification.

4.2.6.1 Misspecification of the Dataset

Misspecification of the dataset can be where the dataset contains variables that
are fully (or nearly fully) predictive of treatment assignment. Propensity score
methods must have strong ignorability [7] which implies that treatment assignment
is independent of the potential outcome, given the covariance.

Generally, poor performance [7] is found of methods that use a relatively small
set of “predictors of convenience” including variables that are un-associated with
treatment assignment, as they will be of little influence in the propensity score
model. However, excluding a potentially important confounder can be very costly
in terms of increased bias. Therefore, the covariates that are chosen for the model
must be carefully assed.

4.2.6.2 Misspecification of the Matching, Subclassification and Covariate
Adjustment Methods

Misspecification of the matching, subclassification or covariate adjustment method
used to estimate the treatment effect will introduce high levels of bias which will
have a detrimental effect on the accuracy of the propensity score model. The correct
specification of the propensity score is indicated by whether estimating the treatment
effect achieved good balance between the treated and non-treated groups on the
relevant covariates.
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4.3 Probability of Treatment Using Propensity Score
Methods

After the effect of treatment has been estimated, assuming that the model was
correctly specified, estimating the probability of treatment is undertaken by further
analysis on the matched, inverse probability weighing, stratified or covariance
adjusted dataset by using regression methods or decision trees to determine the
probability of treatment of a unit that comes from the treatment group as shown
in Fig. 4.2.

Other variations for calculating the probability of treatment using propensity
score methodology have been suggested within the literature but again are beyond
the scope of this paper.

4.3.1 Probability of Treatment Using Regression Methods

The estimation of probability of treatment is undertaken after matching on the
estimated propensity scores has been undertaken. The propensity score is frequently
calculated using a logistic regression model [6] with exposure to the treatment
as the dependent variable. This is undertaken as a separate step after matching,
subclassification, or covariate adjustment has been successfully undertaken, with
a balanced and correctly specified model, with the researcher generally having a
choice of several different methods available, which are;

1. Logistic Regression,
2. Probit Regression, and
3. Generalized Boosted Regression.

Propensity Scores Propensity Score

Propensity Score Matching Logit regression
Inverse probability matching Probit regression
Stratification Generalised boosted model
Covariant adjustment

Probability of Treatment using Propensity Score Methods

Obervational
Study

Effect of Treatment
Probability of 

Treatment

Fig. 4.2 Diagram of estimating the probability of treatment using propensity score methods
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4.3.1.1 Logistic Regression

Logistic regression is the technique that is most associated with propensity score
analysis as it is the simplest and easiest to understand and implement. The logistic
expression is used [9] to determine the probability of membership into the treatment
group.

Logistic regression is more versatile and better suited for modelling [16] most
situations as it does not rely on the assumption that the independent variables are
normally distributed. With logistic regression, a mathematical model of a set of
explanatory variables is used to predict using a logit transformation of the dependent
variable.

4.3.1.2 Probit Regression

The probit and logistic regression models tend to produce similar results [17] and
that the choice between the two is largely one of convenience and convention. For
models that have more than 2 categories [17], the logistic model may be preferred
because the corresponding probit model is too computationally demanding. For
panel data, you can only estimate a fixed effects model with logit, not with probit.

4.3.2 Probability of Treatment Using Decision Trees

A regression tree [18] uses a recursive tree fitting algorithm to estimate a function
describing the relationship between a multivariate set of independent variables and
a single dependent variable, such as treatment assignment.

4.3.2.1 Generalized Boosted Model

Generalized boosting [18] is a general automated, data adaptive algorithm that can
be used with a large number of covariates and predict treatment assignment. It is a
multivariate non-parametric regression technique [18] to estimate propensity scores.

Generalized boosted models are based on decision trees [9] that create a complex
model by combining multiple simple models using iterative algorithms. Through
this iterative process, these models will then include interactions and polynomial
terms that will produce a better model without external guidance.

The specific fit of the model [9] is dependent on parameters such as the number
of trees, the interaction depth, the fraction of data used for training and the threshold
to stop iterations. Some evidence suggests that [9] generalized boosted models may
outperform logistic regression.
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4.3.3 Estimated Probability of Treatment Results

Unlike estimating the treatment effect, the estimated probability of treatment is
the estimate directly calculated from the regression and decision trees methods
described above, as the model has already been determined to be correctly specified.

4.4 Propensity Score Methods Applied to Regional Centres

The propensity score methods that are given in this paper can be used to help guide
policy decisions by determining the effect of a business closure within a regional
center. This procedure would be not different to the propensity score methods
explained, where, a regional center that may have a business shut down would be
the treatment, and similar town that suffered the same fate (similar to the treatment
town) would be the non-treatment regional center.

Quasi-experiment designs would be suitable for this type of study [19], as it
identifies a comparison group that is similar as possible to the treatment group
in terms of baseline characteristics. The comparison group captures what would
have been the outcome if the closure of the town had not been implemented.
Therefore, the closure can be said to have caused any difference in outcome
between the treatment and non-treatment groups. If there are reliable measures of all
confounding covariates, then propensity score methods can enable the identification
of causal effects.

Therefore, determining the effects of business shutdown in a regional city to
determine if there will be an effect on a regional community and the probability that
a business will be affected is viable using propensity score methods.

Evaluation of funded programs is an important policy issue to determine the
effects of a given program’s effectiveness and efficiency. Propensity score methods
have been used for this very purpose to assess the impact of policy intervention,
where a program was implemented [20].

4.5 Concluding Remarks

Although not as frequently used outside the fields of medical and pharmaceutical
studies and at times the literature can be confusing, propensity score methodology
is starting to gain some traction in other areas of research that may have interests in
causal effects.

Propensity score methodology can be integrated into other studies, to confirm or
help justify policy decisions or external causal effects on communities. Further uses
may be identified within the literature. As an aim of this paper is to give an overview
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of propensity score methods and to highlight the basic structure of the analysis, it
will provide a researcher insight to identify propensity score methods that will suit
a particular situation.
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Chapter 5
Asking Good Questions to Understand
Voluntary Enrolments in Mathematics

Ning Li

Abstract It is of national concern that participation in higher-level mathematics
subjects in senior secondary schools has been declining over the last few decades
in Australia. As a gateway subject for tertiary studies in Science, Technology,
Engineering, and Mathematics (STEM), the persistent decline can impact the
country’s economy in the long term. Understanding the causes of the decline can
inform practice and help shed light on possible solutions. This paper describes the
design and validation of a survey instrument for measuring factors that influence
students’ decisions to continue or discontinue studying mathematics beyond Year
10. Taking a social cognitive perspective, the instrument investigates motivation
in subject selection under the assumption that what people think, believe and feel
affects how they behave. An initial form of the instrument was developed and
piloted to 564 Years 10 & 11 students. The responses were then used to analyze
the reliability, factorial structure, and discrimination of the form. Psychometric
evidences support the formation of a reduced form on scales of self-concept, self-
efficacy, subjective value, anxiety and learning experience in mathematics. The
refined form has reliable internal consistency and a clear structure.

Keywords Instrument · Survey item analysis · Self-efficacy in mathematics

5.1 Introduction

Mathematics is not compulsory in senior secondary schools in Australia. Students
can opt out of mathematics in Years 11 and 12. When they decide to continue,
they have the options to select between elementary, intermediate, and advanced
level mathematics subjects. The elementary level subjects are not intended for
providing a foundation for tertiary studies that involve mathematics. The higher-
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level subjects, however, are often required for admission into university courses
where mathematics is an integrated part of the discipline.

Each year between 2006 and 2016, about 90% boys and 80% girls in Year
12 studied some form of mathematics [1]. Although this rate appears to be high
and stable, the majority enrollments were in elementary level only, which resulted
in a major leak in the STEM pipeline. Over time, students have been shifting
towards elementary mathematics. The enrolments at advanced-level mathematics
have continued to decline over the last few decades [2–4]. In 2016, only 12% of the
boys and 7% of the girls in Year 12 studied advanced mathematics in the country
[1].

The diminishing interest in higher-level mathematics received widespread atten-
tion. Substantial funds from the government and industries were allocated to
promote increases in participation. A considerable body of relevant research was
conducted in Australia and in the world. In the USA, the expectancy-value theory
has been developed and used to assert that women are less likely to pursue
mathematically intensive careers due to lower expectancies and lower perceived
values in mathematics as compared to men [5], whereas the mindset theory [6]
suggests that students who endorse a fixed mindset on their mathematical abilities
are more susceptible to reduced mathematics performance. In the UK, researchers
[7] explicitly seek to answer the question that “Is the UK an outlier?” in mathematics
participation, and review factors that encourage or discourage participate in post-16
mathematics [8]. In Australia, many studies explored possible reasons for the low
participation [9, 10, 11, 12, 13, among others]. The “Maths? Why Not?” project
[14] analyzes teachers’ views on factors that influence students’ decisions in the
investigation of the institutional influences at school level. A recent study in Western
Australia reports students’ dissatisfaction with mathematics as one of the main
reasons for the avoidance of higher-level mathematics [15].

Another large-scale 5-year project, started from 2016, is the CHOOSEMATHS
partnership between the Australian Mathematical Sciences Institute (AMSI) and the
BHP Foundation. The project exists as a reflection to the Chief Scientist’s [16] call
for action to encourage female STEM participation. CHOOSEMATHS aims to build
mathematical capability and increase participation of school students, particularly,
girls and young women across the STEM pipeline from classroom to industry.
The project works with 120 schools across the country, provides professional
development training, and works with students on intervention lessons. Research is
one of the four components of CHOOSEMATHS, and the present study is part of the
CHOOSEMATHS research. The focus of this research is to build an instrument for
gathering direct measures on students’ motivation in subject selection. The intended
level of detail in the measurements is expected to enrich the broad conclusion of
students’ dissatisfaction reported by many previous studied in the literature. The
lack of a ready-to-use instrument at the desired level of investigation reinforces the
need for this work.
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5.2 Motivation Model

What motivational factors are responsible for explaining the various behaviors
in voluntary mathematics enrolments? In searching for a theoretic base to guide
the design, we acknowledge the inherent value of using multiple theoretical
orientations to explain the differences in behavior choices. By adopting a broad
social cognitive approach, our development draws on the understanding that a
mathematics enrolment choice of a student encompasses the student’s self-perceived
ability to perform mathematical tasks, the motivation to employ that ability [17],
and the emotion related to mathematics study [18]. Without being able to generate
a feeling of satisfaction in the interaction with mathematics, it seems unlikely that
a student will choose mathematics. Without seeing the value of mathematics, the
student would be equally unlikely to choose mathematics even though the student
is highly capable. Hence, mathematical capacity, self-perceived competence beliefs,
emotions associated with mathematics, and the value attached to mathematics each
plays a key role in the decision making.

The mathematics enrolment choice motivation (MECM) instrument invented in
this paper is based on a hierarchical model that integrates the self-efficacy theory
[19] and the expectancy-value theory [5]. The central constructs in the model are
(a) direct reasons to keep or drop mathematics, (b) self-concept in mathematics
and self-efficacy in mathematics, (c) perceived value of mathematics, (d) anxiety
associated with mathematics (maths anxiety); and (e) learning experience in
mathematics. The hierarchy is formed to reflect sources of self-efficacy [18]. In
the hierarchy, block (a) sits on the top and is based on blocks (b), (c) and (d) that are
in turn supported by block (e) (Fig. 5.1).

Self-Efficacy in
Maths

Self-Concept in 
Maths

Subjective 
Value of Maths

Maths Anxiety

Learning 
Experience

Reasons to Keep 
or Drop Maths

Fig. 5.1 A mathematics enrolment choice motivation (MECM) model
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5.3 Model Components

5.3.1 Self-Concept and Self-Efficacy in Mathematics

Self-concept is one’s perception of self [20] [21]. Self-concept in mathematics is
one’s judgement of self with regarding mathematical capability [22]. It is generally
posited that self-concept is relatively stable and it influences the choice and direction
of behaviour. Negative self-concept can undermine confidence, bias self-evaluation,
and impair achievement.

Self-efficacy refers more specifically to one’s perception on capability to produce
the desirable outcome [23]. According to Bandura, efficacy expectation is developed
as an operational mechanism in self-appraisal and self-regulation. Self-efficacy
forms through mastery, vicarious, verbal persuasion, and emotive-based procedures.
Mathematics self-efficacy is one’s judgement on competence to perform mathemat-
ical tasks successfully [24]. It produces performance outcomes through cognitive,
motivational and selection processes [25]. According to the social cognitive theory,
given appropriate level of skills and adequate incentives, self-efficacy is a major
determinant for the choices people make, effort to expend, and duration to sustain
the effort. Thus, self-efficacy evaluation and expectations have been frequently used
as a template for predicting the occurrence and persistence of behaviour.

The two self-constructs overlap with each other, with the boundary between them
not always clear. Both require self-evaluation, but one has a focus on oneself as a
person and the other has a focus on one’s capability to perform a specific task [26].

5.3.2 Subjective Task Values

The cognitive self-evaluation in self-efficacy comprises performance-efficacy
expectancy and performance-outcome expectancy [19]. The former is one’s estimate
that a given behavior will produce certain outcomes and the latter is the conviction
that one can successfully execute the behavior needed to produce the outcome. Both
expectancies are essential in motivational mechanism. Outcome-expectancy alone
will not produce the desired performance if the component capabilities are missing.
The perception about one’s ability to perform a task alone will not motivate an
action either, if one perceives no benefits or rewards.

Eccles et al [5] further consolidated the component performance-outcome
expectancy in Bandura [19] and expanded it to formally introduced the term
subjective task value (STV). In her theory, academic choices are linked to STV in
addition to outcome expectation. Eccles’s STV included four components: intrinsic
value or enjoyment, utility value, attainment value, and cost or any negative aspects.
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5.3.3 Maths Anxiety

Maths anxiety is the tendency to feel anxious when attempting to solve mathemati-
cal problems [27]. It is one of the extreme emotions developed as a reflection to the
success or failure in mathematics-related behavior. Mathematics-related emotions
in turn act as a feedback system to the motivational process [28]. On average, girls
are found to experience a higher level of maths anxiety, which is believed to be
associated with their lower academic achievement [5]. In the present study, maths
anxiety is measured to reflect the extreme negative emotion formed through a long-
term interaction with mathematics over a period, rather than as a temporary affective
arousal.

5.3.4 From Constructs to Items

A question or a statement in a questionnaire is called a survey item or an item.
Development of the initial pool of items aims to write down statements that tap on
all aspects of a construct. To achieve content validity, it should be avoided that only
a proportion of the construct was measured [29, 30]. The development of MCEM
instrument largely relied on the previous research. In particular, the initial pool has
been inspired by many existing instruments [31–40]. Ideas were learnt or criticised,
sometimes without taking any item and sometimes items being modified. Most items
were newly created to reflect the desired goal of investigation, by incorporating into
the pool responses to the question ‘Why did you study maths?’ or ‘Why didn’t you
study maths?’ from a small number of Year 11 students. The initial pool was then
undergone through face evaluation by experts.

Two sub-scales were designed for self-efficacy. One relates to the situations that
were hypothesized to be necessary for initiating the decisions to enrol in mathe-
matics. Selected situations reflect students’ self-regulated behaviours in managing
mathematics study. The other sub-scale relates to mathematics curriculum topics
recommended by the Australian Curriculum, Assessment and Reporting Authority
(ACARA) for Years 10 & 11. These questions were framed to measure the perceived
competence, so that participants did not actually solve the problems. Following
recommendations of Bandura [41], the items in both sub-scales were worded as
can do.

The instrument consisted scales of self-concept, self-efficacy, maths anxiety,
STV and learning experience. A 7-point Likert ruler was used for all the items,
labelled as 1 = Strongly Disagree to 7 = Strongly Agree, or 1 = Not at all Confident
to 7 = Very Confident as appropriate. For page limits, only some of the scales will
be reported here.
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5.4 Pilot Study and Validation

5.4.1 Participants

The initial form of the instrument was tested on 275 Year 10 and 289 Year 11
students in CHOOSEMATHS participating schools from New South Wales, Western
Australia and Victoria between July and November in 2018. Prior to the pilot study,
ethics clearance has been obtained from relevant state government and Catholic
Education authorities. Due to the heavy study load for Year 11 students and a tight
timeline, there was not much scope for sample selection. Participation in the survey
was voluntary and anonymous. Of the participants, 39% are boys, 57% are girls, and
4% are others.

The survey was implemented online. Participants answered it independently in a
group setting in school, with an average completion time of 15 min. Demographic
information and specific subjects enrolled in for each student were also collected.
All Years 10 and 11 students in the participating schools were invited to undertake
the survey, irrespective of whether they selected to study mathematics or not.
However, a large number of non-mathematics students did not undertake the survey,
which resulted in an inflated mathematics participation rate in the sample (96%)
and also made it unaffordable to test the questionnaire items designed for non-
mathematics students.

5.4.2 Procedure

The content validity of the instrument has relied on the design stage that incor-
porated the mainstream motivation theories in the literature. The purpose of the
following procedure is to test the internal consistency and factorial structure of the
items for each scale, and to shorten the instrument form, ideally to within an average
of 10 min.

A construct is usually multi-faceted. Consequently, multiple items are necessary
in constructing a scale to measure the construct. The summative score that a
respondent obtains from all the items of a scale constitutes the score of the scale,
sometimes called the test score. Ideally, a scale designed to measure a trait has
a minimum number of items that are sufficiently wide to cover all the aspects of
the trait. These items should also be agreeable to measure the same designated
construct, but meanwhile diverse enough to represent the various facets without too
much overlapping. Such a status can be achieved through psychometric analysis.
In the following, internal consistency (IC), factor analysis (FA), and item response
theory (IRT) were used in combination to test and refine the instrument.

To assess the IC of a scale, apart from the Cronbach’s α on all items of the scale,
labelled as ‘Overall’ in Table 5.1, three other quantities were used for each item:
‘Item-test’ correlation, ‘item-rest’ correlation, and the Cronbach’s α without the
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Table 5.1 Inter-item correlations, the Cronbach’s α, and discrimination coefficients of items for
the scale of self-concept in mathematics

Item Item Text
Item-Test
Corr

Item-Rest
Corr α

Discr
Coef Final α

cmpoth Compared to other
students in my class I
am good at maths

0.815 0.770 0.918 2.872 0.857 ∗

cmpslf Compared to my other
school subjects I am
good at maths

0.834 0.784 0.917 2.891 0.847 ∗

maeasy Work in maths classes
is easy for me

0.825 0.779 0.917 2.737

dowell I have always done
well in maths

0.738 0.670 0.923 1.829 0.872 ∗

hoples I’m hopeless when it
comes to maths

0.863 0.823 0.915 −3.390 0.850 ∗

confus I am always confused
in my maths class

0.773 0.717 0.920 −2.328

nobrai I don’t have the brain
to learn maths

0.737 0.665 0.923 −2.178

2hard Maths is too hard for
me

0.803 0.753 0.919 −2.748

expwel I expect to do very well
in any maths class I
take

0.643 0.554 0.929

lernhi I am confident that I
can learn maths at a
higher level

0.764 0.698 0.921 1.845 0.872 ∗

Overall 0.928 0.885

*: Indicate items that have been retained in the final scale

item (‘item-delete’ α). The item-test correlation assesses the consistency between
an item and the scale, and the item-rest correlation assesses the consistency between
an item and other items. They are displayed in the 3rd & fourth columns of Table
5.1 respectively. The item-delete α, in the next column of the table, quantifies the
consistency of the scale when an item is excluded. The criteria of low ‘item-test’
and/or low ‘item-rest’ correlations and high ‘item-delete’ α were used to judge
the ‘badness’ of an item. Following the common practice in the literature (see, for
example, [42]), a Cronbach’s α value between 0.8 and 0.9 was considered very good
in the present study.

Exploratory FA was also used to examine the scale structure and linear combi-
nations of the items that contain most information. The eigenvalues, the uniqueness
of each item (i.e., the proportion of variance for the item that is not associated with
the common factor, 1- communality), and AIC and/or BIC were used to filter items
for exclusion. Also used were the discrimination coefficient of each item estimated
from the graded response model (GRM) [43] and the associated test characteristic
curve (TCC) in the investigation of how sensitive an item or a set of items as a whole
were in differentiating the varying level of the construct under study.
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5.4.3 Results

Self-Concept in Mathematics The item expwel ‘I expect to do very well in any
maths class I take’, in Column 2 of Table 5.1, was firstly removed due to high
item-delete α and low item-test correlation. Then the least informative items, as
estimated from the GRM, in each cluster of highly correlated items were removed
to achieve a monotonical TCC. The retained items, asterisked in the final column
of Table 5.1, had α = 0.885 with two principal components: an overall self-
evaluation of mathematical capability, captured by cmpoth cmpslf hoples,
and a self-appraisal and self-inference along the time dimension, captured by
dowell lernhi – the belief of having done well in the past and being able to
do well in the future.

Self-Efficacy in Mathematics This scale consisted of two sub-scales: situations-
specific self-efficacy and topic-specific self-efficacy. The former refers to situations
related to mathematics learning and latter refers to mathematics curriculum topics
expected of Year 10 & 11 students.

For the situation-specific scale, correlation analysis led to immediate removal
of one item in the initial pool. The high α value, 0.934, indicated redundancy in
the remaining items. After several iterations, the less discriminant item within each
group of highly correlated items or the items that had overwhelmingly agreeable
responses were removed. The 7 items retained, listed in Table 5.2, had the α = 0.874,
minimum discrimination 1.59, and a monotonic TCC. FA revealed that the scale
consisted of 2 principal components. The first principal component, measuring
the degree of persistence in mathematics learning, accounted for 62% of the total

Table 5.2 Retained items for self-efficacy in mathematics

Item Item Text

Situation-specific (α = 0.874)

smotiv Motivate yourself to do school work in maths
sdead Finish your maths assignments by the deadline
sclari Clarify doubts in maths in class
smarks Obtain the marks you want if you try hard
scontin Continue working even if have trouble learning the material
sothint Study maths when there are other interesting things to do
steach Live up to what your teachers expect of you in maths
Topic-specific (α = 0.907)

ttiles Calculate the number of square meters of tiles needed to cover a floor
tinves Calculate the final value of an investment using compound interest
tpytha Find the length of an unknown side using Pythagoras
ttrigo Using Trigonometry to find the size of an unknown angle of a triangle
tparab Determining the x-intercepts and turning points of parabolas
tsimpl Simplify expressions that have surds in them
troot Determine if the square root of a given number is rational
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Fig. 5.2 (Left) TCC of self-efficacy in mathematics topics after excluding items logri. (Right)
TCC of learning experience in mathematics from the 9 items retained

variability. The second principal component measured the confidence in managing
study, obtaining desired marks and living up to expectations.

For the topic-specific self-efficacy sub-scale, one item was removed because it
had the lowest ‘item-rest’ correlation and lowest discrimination corresponding to a
nearly flat characteristic curve over the entire latent trait continuum. The remaining
items had the Cronbach’s α = 0.907 and a monotonical TCC. However, the TCC,
displayed on the left graph of Fig. 5.2, was flat beyond 2 in the latent trait continuum.
It indicated that the sub-scale was unable to adequately distinguish the difference
between the high response categories. Thus, two ‘harder’ new items: ‘Solve a pair of
simultaneous equations using the elimination or substitution method’ and ‘Calculate
and interpret the probabilities of various events associated with a given probability
distribution, by hand in simple cases’ have been added to the sub-scale, to make the
sub-scale to be more sensitive to high self-efficacy in mathematics.

Learning Experience The learning experience scale initially consisted of 25 items.
They were designed to capture a range of mathematics learning experiences
perceived to be important in shaping student motivation in learning mathematics
and subject selection. The graded response model was fit to all the items using data
from the pilot study. The information function for each item was used to compare the
discrimination powers. After several iterations of discarding the least informative
items within each highly correlated cluster, 9 items were retained, listed in
Table 5.3.

The retained items were highly consistent with α = 0.879, minimum discrim-
ination 1.4 for each item, and excellent TCC (as shown in the right-hand side of
Fig. 5.2). These items accounted for 91.5% of the variation in the original 25-
item score. FA revealed that the items loaded onto 3 principal components. The
first main component of students’ experiences in learning mathematics reflected the
teacher practice and teaching quality. The second was students’ own achievements
in problem solving, helping peers, and doing well in mathematics. The last
principal component represented students’ experiences on received recognition and
expectation from teachers and parents. The data showed that the successful or
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Table 5.3 Retained items for learning experience in mathematics

Item Item Text

Learning experience (α = 0.879)

solve I solved problems that most of my classmates did not
friend I helped my friends with maths class work or assignments
didwell I did very well in maths
feedbk Teachers gave me helpful feedback on my maths work
relate Teachers showed how maths is related to everyday life
hands There were many hands-on activities to help me learn maths
tprais My teachers praised me for doing well in maths
pprais My parents/caregivers praised me for doing well in maths
texpec My teacher(s) expected me to continue studying maths into year 12

Table 5.4 Initial and retained (marked with asterisks) items for enjoyment in mathematics

Item Item Text α α′

satisf I get a great deal of satisfaction out of solving maths problem 0.882
likem I like maths ∗ 0.873 0.782
answer Enjoy answering questions in maths class 0.878
playm I enjoy playing maths activities 0.882
perfect I continue working on maths tasks until everything is perfect ∗ 0.884 0.818
pltake I plan to take as much maths as I can during my education ∗ 0.881 0.761
elemen I enjoy learning elementary level maths 0.905
advan I enjoy learning advanced level maths such as Specialist Maths ∗ 0.888 0.834
nohard I don’t enjoy solving hard maths problems 0.896
glad I am glad I don’t have to do maths any more 0.89
rather I would rather to do a maths assignment than to write an essay 0.886
dull Maths is dull and boring 0.888
Scale 0.895 0.842

The α and α′ denote the internal consistency for the initial and the retained items respectively

unsuccessful experiences in these aspects appear to be the most sensitive measures
to capture differences that shape motivation in mathematics learning.

Enjoyment of Mathematics Correlation analysis of the 12 items on intrinsic interest
in mathematics, listed in Table 5.4, led to the removal of elemen nohard. The
resulting α value, 0.908, indicated redundancy in the remaining items and also
suggested possible removal of some items. After a few iterations of removing the
least informative items within each cluster of highly correlated items, 4 items,
asterisked in Table 5.4, were retained at the end. The internal consistency of
the retained items, 0.842, is satisfactorily high and the corresponding TCC was
monotonic. The refined scale score correlated highly with the original 12-item score
(correlation coefficient was 0.917), indicating that the retained items represented the
initial items well.

Utility Value of Mathematics Nine items were initially proposed for the utility value
of mathematics (Table 5.5). With an internal consistency 0.835 and a monotonically
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Table 5.5 Retained items for utility value, attainment value, and cost of mathematics

Item Item Text

Utility value (α = 0.835)

best Maths is one of my best subjects
think Studying maths helps develop problem-solving skills and critical thinking
4uni I need to do Year 12 maths to get into the university course of my choice
avoid I want to avoid studying maths at university
nocaree I don’t see any careers I can do with maths
matjob I want to find a job that involves the use of maths
ATAR Doing maths is not a good strategy for my ATAR
societ Maths is not as helpful to the society as other school subjects
enough Year 10 maths should be enough for my future life

Table 5.6 Initial and retained (asterisked) items for attainment value and cost of mathematics

Item Item Text

Attainment value (α = 0.820)

dowell Doing well in maths is very important for me ∗
goodst A good student should learn more maths ∗
parent My parents think maths is very useful ∗
nobenef I don’t see any benefit of doing advanced level maths
Cost (α = 0.883)

hardA It is harder to get Grade A in maths than in other school subjects ∗
harder Learning maths is harder than learning other school subjects ∗
another I can get a much better score in another subject than in maths with the same

effort

increasing TCC, all the items for the utility value were retained. The items loaded
onto two principal components, explaining 59% and 47% of the total variation
respectively. The first main component, composing all the negatively worded
items, reflected the considerations from the perspective of future life, personal and
societal benefits that students attached to the value of mathematics. The second
component, composing the remaining 4 items, reflected the considerations from
personal development perspective.

Attainment Value of Mathematics Four items were initially proposed for the
attainment value of mathematics, given in Table 5.6. After removing the least
informative item, corresponding to the lowest curve in Fig. 5.3 (‘I don’t see any
benefit of doing advanced level maths’), the remaining items had satisfactorily high
internal consistency α = 0.820 and monotonic TCC as displayed on the left graph
of Fig. 5.4.

Cost of Mathematics Learning The cost reflects negative aspects on studying
mathematics. It may include performance anxiety, fear of failure or of success, effort
to succeed, and lost opportunities. Focusing on perceived relative disadvantages,
this scale in our instrument had 3 items initially (given in Table 5.6). Correlation
analysis of the 3 items led to the removal of another. The remaining 2 items, with
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for the items of direct reasons to keep mathematics

Table 5.7 Initial and retained (marked with asterisks) items for maths anxiety

Item Item Text

homewk I get very nervous doing maths homework by myself ∗
notime I feel nervous when I don’t have enough time to solve maths problems in class ∗
called I worry that I will be called to answer questions in maths class ∗
prepar I worry that I would not have enough time to prepare for maths tests ∗
mark I worry that I would get poor marks in maths tests
ability I feel uneasy because it seems I have no maths ability ∗
whylrn I feel uneasy because I do not know why I learn maths ∗

an internal consistency 0.883, measure the perceived cost of learning mathematics
as compared with the effort and outcome of learning other school subjects.

Maths Anxiety Listed in Table 5.7 are the 7 items initially proposed for measuring
maths anxiety. Items prepar and mark were highly correlated, and mark was
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Table 5.8 Items of direct reasons for keeping mathematics in Year 11

Item Item Text

Reasons for Keeping Maths (α = 0.771)

friend I want to go with the same option in course selection as my friends
requir I need one more subject to make up the total number of subjects required by
challe I chose maths to challenge myself
4parent I chose maths to please my parents/caregivers
random I just chose maths at random without much thinking
popula I selected maths because it is a popular choice
teachr I like my maths teacher(s)
sister My sisters or brothers did very well in maths and I think I can do well too

less informative, hence was removed. After excluding mark, the remaining items
had a high internal reliability α = 0.871, with a monotonically increasing TCC
that was displayed on the right-hand side of Fig. 5.2. The remaining items loaded
on two principal components, with 3 items for each: (a) the anxiety associated
with conducting mathematics tests, solving mathematics problems and answering
mathematics problems in class; and (b) the anxious feeling associated with less
confronting mathematical situations.

Direct Reasons for Keeping Mathematics Listed in Table 5.8 were 8 items for
extra reasons to keep or drop mathematics in the initial form. They were proposed
as a supplementary to other items in the instrument. The internal consistency,
as measured by the Cronbach’s α, was 0.771 in this case. One way to increase
the relatively low α value is by dropping some less correlated items. However,
the reduced scale exhibited a flat TCC over the latent continuum (−4, −2). This
indicated that more relevant items are needed for a better TCC and a higher internal
consistency. However, because these items, by design, are to be used together with
other scales of the instrument, we are content with this α value in this case. Hence,
all the initial items were retained.

Direct Reasons for Dropping Mathematics Listed in Table 5.9 were the 10 items
proposed under the sub-title of direct reasons for discontinuing with the study of
mathematics beyond the compulsory period. Similar to the rational for setting up
the items for direct reasons for keeping mathematics, these items were proposed as a
supplement to the self-concept and self-efficacy in mathematics, mathematics learn-
ing experience, subjective value of mathematics, and maths anxiety. Notice that the
items of the reasons for dropping mathematics were designed for non-mathematics
students. Since there were not many non-mathematics students participated in the
pilot study, the internal consistency on this group of the items was only calculated
from 18 respondents. Based on this small sample, these items were highly consistent
(α = 0.867). However, the graded response model could not be fitted on such a small
sample. Hence, the discrimination properties could not be examined for this scale in
this case.
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Table 5.9 Items of direct reasons for dropping mathematics in Year 11

Item Item Text

Reasons for dropping maths (α = 0.867)

badpre I didn’t do very well in my previous maths class and I think it will get harder
othsubj Other subjects were easier to me
exam I wasn’t sure that I would pass the exams
contrl I do not feel in control of my maths study outcome if I chose maths
clash There is or will be a time clash between maths class and my favourite subject
little I plan to work in an area that requires little maths
recomm My teacher didn’t recommend it for me
friend My good friends seem don’t think I can do Year 11 maths well
encrag I didn’t get much encouragement from my parents/caregivers/teachers
course The course I want to study at university doesn’t require a maths more than Year 10

5.5 Remarks

A new instrument for measuring motivation in voluntary mathematics enrolments
is developed, under the assumption that perceptions of success capability, value
of mathematics, and feelings associated with mathematics are crucial to the
choice behaviour. The preliminary evidences show that the instrument is reliable,
discriminant, and has clear structure. The estimated completion time for the target
population is 7 min without collecting demographic and subject details, and 10 min
with the extras.

This development involved an application of motivation theories for the design,
and an application of statistical methods for evaluation. During the analysis, a
certain degree of subjectivity is inevitable. Sometimes, an exclusion of a different
item may lead to a scale with equally good properties. The validation involved
depends on the specific data set. Psychometric properties should be re-examined
in future data even though the primary purpose of a study is not on the scale
properties.
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Agricultural Statistics and Policy Analysis



Chapter 6
Modeling for Prospect of Aman Rice
Production in Dhaka Division,
Bangladesh

Sayed Mohibul Hossen, Md. Takrib Hossain, Aditi Chakraborty,
and Mohd Tahir Ismail

Abstract Rice is the dominant food crop of Bangladesh, about 75% of agricultural
land is use for production and it contributes 28% of GDP. Aman is one of the main
harvest crops and second largest rice crop in the country in respect to the volume
of production. The main purpose of this study is to identify the Auto-Regressive
Integrated Moving Average (ARIMA) model by Box-Jenkin’s approach that could
be used to forecast the production of Aman Rice in Dhaka Division Bangladesh.
The Secondary data were collected for the year 1972–1973 to 2014–2015 from
the Bangladesh Agricultural Research Council (BARC) for the purpose of model
identification and forecast up-to the year 2035 of the identified model. Data sets are
checked for whether it is stationary or not through graphical method, correlogram
and unit root test. Thus Box-Jenkins approach is applied for determination of
ARIMA model. The best selected Box-Jenkin’s ARIMA model for forecasting the
production of Aman Rice is ARIMA (1,1,1). For residual diagnostics correlogram
Q-statistic and histogram and normality test were used. The comparison between
the original series and forecasted series shows the same manner which indicates
the fitted model behaved statistically well and suitable to forecast the production
of Aman Rice in Dhaka Division Bangladesh. We have found that the annual
production of Aman Rice in Dhaka Division Bangladesh is slightly increasing.
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6.1 Introduction

Bangladesh is the agriculture based developing country and still striving hard
for rapid development of its economy. Rice is the staple food of Bangladesh.
Bangladesh is not only a rice growing country but also a country of rice eating
people [1]. Rice plays the leading role by contributing 91% of total food grain
production of all crops. More than 99% of people eat rice as their main food
and rice alone provides 76% of calorie and 66% of total protein requirement of
daily food intake [2]. The economic development of Bangladesh is fundamentally
based on agriculture. The total cultivation area in Bangladesh is about 8.52 million
hectares and net cultivated area is 7.45 million hectares and 0.47 million hectares
cultivates area are unplanted. Although 78% of total cropped area is devoted to rice
production, the country is still suffering from a chronic shortage of food grain [3].
In Bangladesh, the major rice crops namely, Aus, Aman and Boro covering almost
11.0 million hectares of land in Bangladesh which constitute nearly 95% of total
food requirements [4]. Aman is one of the main crops in Bangladesh. It is the second
largest rice crop in the country in respect to the volume of production while Boro
tops the production. The production of Aman depends on the weather condition
of the country and farmers usually cultivate Aman in their land. In the year 2016,
favorable weather condition prevailed all over the country from sowing to harvesting
period of Aman [5]. In Bangladesh, the largest harvest in Aman, occurring in
November and December, which occurs more than half of annual production.
Among these, transplanted cropping Aman is most important and occupied about
46% of the rice cultivated land in 2009–2010 and 4% of land is occupied by sown
Aman respectively. Transplanted Aman is grown throughout Bangladesh and sown,
or broadcast Aman is grown mostly in the south and southeastern part of the country.

6.1.1 Objective of the Study

(i) To investigate the pattern of Aman rice production in Bangladesh.
(ii) To find an appropriate model for predicting Aman rice production of

Bangladesh.
(iii) To forecast (2015–2035) the production of Aman rice in Bangladesh.

6.1.2 Literature Review

Numerous studies have been made by the researcher to fit an ARIMA model in
the agriculture sector in all over the world for different agricultural crops. ARIMA
model is used in different agriculture sector to forecast agricultural productions. The
relevant work for forecasting by using Box-Jenkins (1970) ARMA model [6], from
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which we get the idea about forecasting techniques for different types of agricultural
productions forecasting such as Goodwin and Ker (1998) added new dimensions to
the evolution of this literature [7]. They introduced a Univariate filtering model, an
ARIMA (0,1,2) to best represent crop yield series.

Awal Siddique (2011) have worked on the rice production in Bangladesh
employing by ARIMA model [8]. Amin et al. (2014) have worked on the time series
modeling for forecasting wheat production of Pakistan [9]. They suggest some time
series models to forecast the wheat production of Pakistan. Maniha Zakia (2014)
has worked on a time series modeling on GDP of Pakistan. ARIMA (1,1,0) has
been obtained through the expert modeler by considering best fit model [10]. Maity
and Chatterjee (2012) have worked on the forecasting GDP growth rate of India.
A very simple tentative ARIMA (1,2,2) model has been fitted on data to estimate
the parameters [11]. Yaziz et al. (2011) have worked on a comparative study on
Box-Jenkins and Garch models in forecasting crude oil price [12]. Rachana et al.
(2010) used of the ARIMA models to forecast pigeon pea production in India [13].
Badmus and Ariyo ARIMA (1,1,1) and ARIMA (2,1,2) for cultivation area and
production respectively. Rahman (2010) fitted an ARIMA model for forecasting
Boro rice production in Bangladesh [14]. Nasiru Suleman and Solomon Sarpong
(2011) have worked on the Milled Rice Production in Ghana Using ARIMA (2, 1,
0) model [15].

Our study has been investigated the behavioral pattern of Aman Rice Production
in Dhaka Division, Bangladesh by reviewing the above literatures.

6.2 The Methodology and Model

To test the stationarity of the time series data we use some test such as Graphical
analysis, Correlogram and Unit root test. The most frequently used method for the
test of a unit root in a parametric framework is the Dickey-Fuller (DF) test [16].
Dickey-Fuller (DF) and Augmented Dickey-Fuller (ADF) test is widely used to
check the stationarity. But if the series have no trend and the error terms are auto
correlated, then we cannot apply DF test because of time series data have no trend.
That’s why we use ADF test to test the stationarity.

If we plot ρk against lag, the graph we obtain is known as the population Cor-
relogram. In practical situation we can only compute the Sample Autocorrelation
Function (SACF), ρ̂K .To compute this we must first compute the sample covariance
at lag k, γ̂k and the sample variance γ̂0, which are defined as-.

γ̂k =
∑

{(yt − y) (yt+k − y)} /n (6.1)



76 S. M. Hossen et al.

γ̂0 =
∑
(yt − y)2/n (6.2)

Here n is the sample size and y is the sample mean. Therefore, the SACF at lag
k is-

ρ̂K = γ̂K

γ0
(6.3)

This is simply the ratio of sample covariance (at lag k) to sample variance. If
we plot ρ̂K against the lag then we get sample correlogram. For any stationary time
series the auto correlation of various lags remains around zero. Otherwise the series
is non-stationary [17].

The role of ACF is very important at the identification of time series process. It
measures the direction and strength of statistical relationship between ordered pairs
of observation in a single data series. The ACF at lag k, denoted by ρk, defined as -

ρk = γk

γ0
= Covariance of k

Variance
(6.4)

where k = 0 then ρ =1, because they are measure with the same units of
measurement.
ρk is unit less, it lies between −1 to +1 as any correlation coefficient does.

The exponentially declining natures of the ACF plots also observed for taking final
decision about the order of auto regression. The number of significant spikes in ACF
plots also in taking decision about the degree of moving average [17].

The estimated PACF is broadly like an estimated ACF. An estimated PACF is
also a graphical representation of the statistical relationship between sets of ordered
pairs drawn from a single time series.

In the Autoregressive (AR) process of order p the current observation yt is
generated by a weighted average of past observations going back p periods, together
with a random disturbance in the current period. We denote this process as AR (p)
and write the equation as,

yt = c + φ1yt−1 + φ2yt−2 + · · · + φpyt−p + εt (6.5)

In the Moving Average (MA) process of order q each observation yt is generated
by a weighted average of random disturbance going back to q periods. We denote
this process as MA (q) and write the equation as,

yt = μ+ εt + θ1εt−1 + θ2εt−2 + · · · + θqεt−q (6.6)

A very popular process in econometric time series is the Autoregressive Inte-
grated Moving Average (ARIMA) process. Autoregressive schemes with moving
average error terms of the form are denoted by-.
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yt = c + φ1yt−1 + · · · + φpyt−p + εt + θ1εt−1 + · · · + θqεt−q (6.7)

This process is called Autoregressive Moving Average (ARMA) process of order
(p, q) or briefly ARMA (p, q) [18]. Therefore, if we take difference a time series
d times and then apply the ARMA(p, q) model to it, then the time series model
is ARIMA(p, d, q) where, p is number of autoregressive terms, d the number of
times the series has to difference and q the number of moving average terms. The
ARIMA(1, 1, 1) process can be written as,

Δyt = φΔyt−1 + εt + θεt−1, (6.8)

Where, �yt = yt − yt − 1 and �yt − 1 = yt − 1 − yt − 2 are the first differences of yt.
Therefore, ARIMA(p, d, q) is,

Δdyt = φ1Δ
dyt−1 + · · · + φpΔdyt−p + εt + θ1εt−1 + · · · + θqεt−q (6.9)

Where, �d indicates the dth difference of yt.
The forecasting procedure based on ARIMA models, which is usually known

as the Box-Jenkins approach [6]. A major contribution of Box-Jenkins has been
to provide a general strategy for time-series forecasting, which emphasizes the
importance of identifying an appropriate model in an iterative way.

The procedure for Box-Jenkins methods involve four general steps namely;
model identification, model estimation, diagnostic checking and use of the fitted
model to forecast future values. The first three steps are repeated until an adequate
and satisfactory model is formed.

The Mean Square Error (MSE) is another method for evaluating a forecasting
technique. This approach penalizes large forecasting errors because the errors are
squared, which is important; a technique that produces moderate errors may well
be preferable to one that usually has small errors but occasionally yields extremely
large ones.

The Mean Absolute Percentage Error (MAPE) provides an indication of how
large the forecast errors are in comparison to the actual values of the series. The
technique is especially useful when the values are large. MAPE can also be used to
compare the accuracy of the same or different techniques on two entirely different
series The Jarque-Bera test of normality is an asymptotic or large sample test. It is
also based on the OLS residuals. This test first computes the Skewness and Kurtosis
measures and uses the following test statistic:

JB = n
[
s2

6
+ (k − 3)2

24

]

(6.10)

Where n = sample size, s = skewness and k = kurtosis. For a normally distributed
variables s = 0, k = 3.Therefore, the JB test of normality of the joint hypothesis that
s and k are 0 and 3 respectively. In this case the value of the test statistics is expected
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to be zero. Under the null hypothesis the residuals are normally distributed. Jarque
and Bera (1987) showed that this statistic asymptotically the χ2 distribution with 2
d.f [19].

6.3 Results and Discussion

For any time series analysis, the most important aspect to check is whether the data
is stationary or not. If the data is not stationary our main aspect is to change the
data set into stationary. Now at first, we do the line graph for annual Aman rice
production of Dhaka division in Bangladesh, we observe that the annual Aman rice
production has slightly upward trend (Fig. 6.1). To test the stationarity of the data,
we use Correlogram with lag length 20 as follows (Table 6.1).

From the ACF and PACF (Table 6.1) we observe that most of the spikes are
significant at different lags. Now we will do the unit root test to check the data
is stationary or not. The unit root test for annual Aman rice production of Dhaka
division given below (Table 6.2):

From the below Table 6.2, we use ADF test and SIC for model selection. Here
the null hypothesis states that annual production of Aman rice in Dhaka division has
a unit root. This means that the data is not stationary.

If we take an absolute value and ignore the sign, we see the value of t-statistic
is smaller than all other test critical values at 1% level, 5% level and 10% level of
significance. So, we accept the null hypothesis. Therefore, the data is not stationary.
Now we will take first difference [∇yt = yt − yt − 1] to the non-stationary data and
to move it to the stationary. After taking first difference to the non-stationary data
we will get stationary data (Table 6.3).
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Fig. 6.1 Line graph for annual Aman rice production of Dhaka division
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Table 6.1 Correlogram for annual Aman rice production of Dhaka division

Date: 10/07/18   Time: 12:37
Sample: 1972  2014
Included observations: 43

Autocorrelation Partial Correlation AC PAC Q-Stat Prob

1 0.649 0.649 19.435 0.000
2 0.335 –0.150 24.734 0.000
3 0.310 0.278 29.389 0.000
4 0.255 –0.097 32.619 0.000
5 0.199 0.109 34.630 0.000
6 0.216 0.059 37.072 0.000
7 0.227 0.056 39.830 0.000
8 0.229 0.076 42.724 0.000
9 0.237 0.048 45.927 0.000

10 0.189 –0.041 48.027 0.000
11 0.109 –0.047 48.746 0.000
12 0.096 0.029 49.318 0.000
13 0.141 0.069 50.597 0.000
14 0.101 –0.089 51.277 0.000
15 0.029 –0.038 51.336 0.000
16 0.055 0.046 51.555 0.000
17 0.080 –0.008 52.031 0.000
18 –0.033 –0.175 52.115 0.000
19 –0.096 0.000 52.858 0.000
20 –0.095 –0.080 53.612 0.000

Table 6.2 Unit root test for annual Aman rice production of Dhaka division

Null Hypothesis: Production has a Unit root
t-statistic P-value

Augmented Dickey-Fuller test statistic −1.540017 0.5038
Test critical values: 1% level −3.596616

5% level −2.933158
10% level −2.604867

Table 6.3 Unit root test (at first difference) for annual Aman rice production of Dhaka division

Null Hypothesis: D(Production) has a Unit root
t-Statistic P-value

Augmented Dickey-Fuller test statistic −6.728800 0.0000
Test critical values: 1% level −3.600987

5% level −2.935001
10% level −2.605836

First, we choose a tentative model ARIMA (1, 1, 1) which contain one Autore-
gressive (AR) parameter and one Moving Average (MA) parameter. The estimated
parameters are shown in below:

From the below Table 6.4 we use t-Statistic to test the null hypothesis that
the parameters are equal to zero. The p value shows that all the coefficients are
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Table 6.4 Summary of annual Aman rice production of Dhaka division

Variable Coefficient Std. Error t-Statistic Probability

C 31958.26 9957.869 3.209347 0.0027
AR(1) 0.490783 0.170181 2.883886 0.0064
MA(1) −0.952092 0.046130 −20.63946 0.0000
R-squared 0.187506 Adjusted R-squared 0.144743
Akaike info. criterion 28.11186 Schwarz criterion 28.23724
Durbin-Watson stat 2.011401 Prob(F-statistic) 0.019346

Table 6.5 Correlogram for ARIMA (1,1,1) model

Date: 10/07/18   Time: 13:03
Sample: 1974  2014
Included observations: 41
Q-statistic probabilities adjusted for 2 ARMA term(s)

Autocorrelation Partial Correlation AC PAC Q-Stat Prob

1 –0.003 –0.003 0.0005
2 0.079 0.079 0.2801
3 –0.123 –0.124 0.9861 0.321
4 –0.104 –0.112 1.5039 0.471
5 –0.081 –0.064 1.8230 0.610
6 0.078 0.082 2.1285 0.712
7 –0.009 –0.023 2.1327 0.830
8 –0.126 –0.177 2.9852 0.811
9 0.043 0.049 3.0854 0.877

10 –0.064 –0.028 3.3183 0.913
11 –0.076 –0.122 3.6620 0.932
12 –0.057 –0.092 3.8571 0.954
13 –0.075 –0.087 4.2109 0.963
14 –0.059 –0.059 4.4389 0.974
15 0.166 0.125 6.3074 0.934
16 0.003 –0.059 6.3080 0.958
17 0.041 –0.009 6.4333 0.972
18 –0.047 –0.046 6.5998 0.980
19 0.003 0.005 6.6006 0.988
20 –0.060 –0.046 6.8991 0.991

significant. The R-squared and Adjusted R-squared of ARIMA (1, 1, 1) model is
0.187506and 0.144743respectively. The entire coefficient of estimated model is
significant at 5% level of significance. The observed R-Squared suggested that the
sample regression line fit the data as well. Also, all of the estimated coefficients are
satisfied invariability and stability condition. Also, from the Durbin-Watson statistic
we see that the value of Durbin-Watson statistic is 2.011401which are greater than
2. This means that the residuals are not autocorrelated. So, we conclude that the
model is appropriate (Table 6.5).

Correlogram-Q-statistics states that almost all spikes are significant at different
lags support the hypothesis that there is no autocorrelation in the residual. Thus, the
model is fully specified. Now we will check the histogram and normality test. This
will help us to know about the residuals are normally distributed or not (Fig. 6.2).
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Fig. 6.2 Histogram and Normality Test for ARIMA (1,1,1) Model
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Fig. 6.3 Actual Fitted and Residual Plot for ARIMA (1,1,1) Model

Histogram and Jarque-Bera test indicate that the residuals are normally dis-
tributed. Annual Aman rice production of Dhaka division is positively- skewed
(Skewness = 0.464230) and leptokurtic (Kurtosis = 4.184666).

We reject H0 if λ2
2,1−α = 5.99 < JBobs or JBobs > λ2

2,1−α = 5.99 at 5% level
of significance, otherwise we accept it. Here the calculated value JBobs of is smaller
than the tabulated value λ2

2,1−α = 5.99 i.e. JBobs < λ2
2,1−α = 5.99. We may accept

the null hypothesis, i.e. residuals are normally distributed. Thus the model is fully
specified. Actual fitted and residual plot are shown (Fig. 6.3).
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Table 6.6 Chow’s tests for
ARIMA (1,1,1) model

Chow Breakpoint Test: 2000

Null hypothesis: No breaks at specified breakpoints
F-statistic 0.733794 Probability 0.5389
Log likelihood ratio 2.500912 Probability 0.4751
Chow forecast test: Forecast from 2000 to 2014
F-statistic 7.117661 Probability 0.0001
Log likelihood ratio 29.99619 Probability 0.0000

Stability test are another test for model validation. For stability test the mostly
used test is Chow’s test. The Chow’s test are two categories, they are Chow’s
Breakpoint test and Chow’s Forecast test. They are given (Table 6.6)

Here for Chow’s breakpoint test we take breakpoint sample in 2000 and for
Chow’s forecast test we take forecast sample from 2000 to 2014. From the Table 6.6
we can see that both Chow’s tests support the hypothesis that there is no structural
break in the model. Thus, the model is fully specified.

6.4 Conclusion

6.4.1 Required Model

According to our above calculation or completing Box-Jenkins process our esti-
mated model ARIMA (1, 1, 1). The model is described as below:

∇yt = c + φ∇yt−1 + θεt−1 + εt

6.4.2 Forecasting

We have estimated the model using the data covered the period from 1972 to 2014.
Now we forecast between the observations 2000–2014, which is called in-sample
forecast (Fig. 6.4). The out-sample forecast sample of annual Aman rice production
of Dhaka division from 2014 to 2035 (Fig. 6.5).

The below figure (Fig. 6.5) shows 20 years (2014–2035) forecasting with 95%
confidence interval of annual Aman Rice production of Dhaka division. The upper
red and lower red lines on the above and below the blue line shows the 95%
confidence upper and lower limits respectively. According to the graph, we can
forecast the annual Aman rice production of Dhaka division in Bangladesh
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Fig. 6.5 Out-sample Forecast of Annual Aman Rice Production from 2014 to 2035

6.4.3 Summary

Using the appropriate model, we forecast up-to the year 2035. The forecasted values
of the annual Aman rice production of Dhaka division in Bangladesh are shown
(Table 6.7).

We have shown that the time series ARIMA model can be used to model and
forecast the annual Aman rice production of Dhaka division in Bangladesh. The
identified ARIMA (1, 1, 1) has proved to be adequate in forecasting the annual Aman
rice production of Dhaka division in Bangladesh up-to the year 2035. Here we found
that the annual Aman rice production of Dhaka division in Bangladesh is slightly
increasing.
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Table 6.7 Forecasted value
up-to the Year 2035 for
annual Aman rice production

Year Production (ton) Year Production (ton)

2015 1,872,411 2026 2,060,157
2016 1,820,929 2027 2,092,082
2017 1,811,936 2028 2,124,024
2018 1,823,796 2029 2,155,974
2019 1,845,891 2030 2,187,928
2020 1,873,008 2031 2,219,885
2021 1,902,590 2032 2,251,842
2022 1,933,382 2033 2,283,800
2023 1,964,768 2034 2,315,758
2024 1,996,446 2035 2,347,716
2025 2,028,266
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Chapter 7
Impacts and Determinants of Adoption
in River-Based Tilapia Cage Culture

Mohammad Mizanul Haque Kazal and Md. Sadique Rahman

Abstract Cage culture, an aquaculture technique for tilapia production, expanding
quickly in flowing water of rivers and canals in Bangladesh. The present study
identifies the determinants of improve cage culture practices adoption and its
impact on productivity and profitability. The study employed poisson regression,
and inverse probability weighted regression adjustment techniques to achieve
the objectives. The findings indicate that the decision to adopt was positively
influenced by education (p-value<0.10), extension contact (p-value<0.05), societal
membership (p-value<0.05), and number of working person (p-value<0.10) while
inversely influenced by farm size (p-value<0.10). Adopters of improve practices
received significantly higher productivity and profit compared to non-adopters.
More research and investment, as well as modification in extension services and
approaches are needed to improve the adoption level and sustain the production.
Higher productivity implies higher income, thus may reduce poverty.

Keywords Adoption · Improve practices · Impact evaluation · Tilapia farming

7.1 Introduction

Bangladesh is considered one of the most suitable regions for fisheries in the world,
with the world’s largest flooded wetland and the third largest aquatic biodiversity
in Asia after China and India [1]. The aquaculture plays a particularly crucial role
among fish farmers as a main or additional source of employment, livelihood and
income in Bangladesh. Aquaculture has increasingly been playing a major role in
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total fish production (3.26 million tons) of the country and presently more than
half of the total production (52.92%) comes from aquaculture. The performance
of the aquaculture sector of Bangladesh has become the fifth-largest producer of
aquaculture products in the world in recent years. It is a clear sign of its increasingly
important role in the nation’s social and economic development. The steady growth
of aquaculture has tremendously contributed in the fish production and livelihood
of fish farmers’ in Bangladesh.

A new form of aquaculture farming, known as cage culture, is expanding in
flowing water of rivers and canals in various parts of the country, raising hopes for an
increased production of fish. Fishes, mostly tilapia (Oreochromis niloticus), are now
farmed in nearly 6000 cages in rivers where such farming did not exist even a decade
ago. Cage culture is a technique to use the inland water-body properly and have
significant impacts on aquaculture production, income and employment generation
and the nutritional status of people of Bangladesh [2]. Tilapia cage culture has
gained momentum in certain parts of Bangladesh such as Dakatia river in Chandpur,
different rivers in Laxmipur, Chapainawabganj and Rangamati as evidenced by the
growing number of tilapia fish cage farmers in the country. Tilapia in cages is easy to
manage, advantageous to rear quality and selective fishes easy to harvest. It is easy
to eliminate predation and competition and easier to treat diseases and parasites.

Considering the importance of tilapia cage culture Bangladesh Fisheries
Research Institute (BFRI) has identified few ‘improve practices’ to increase the
productivity and return from cage culture and disseminated the improve practices
through Department of Fisheries (DoF) in different areas of Bangladesh. A
number of technology transfer methods, including training sessions, field days,
and demonstrations were conducted by DoF to increase knowledge and adoption
of improve practices. Adoption of any new technology depends on the farm-level
profitability. But there is dearth of studies regarding productivity and profitability
impact of improve practices adoption in Bangladesh. Only a few studies [2, 3]
conducted on the profitability aspect of cage farming but used very small sample to
achieve the objective which were not representative for the country. Furthermore,
previous studies did not consider the selection bias problem which may arise due to
non-randomness in sampling. The causal effects of improve cage farming practices
adoption on productivity and profitability are yet to be studied empirically in
Bangladesh. Identification of the socio-economic determinants of improve practices
adoption may contribute to the effective development of future policy. Thus,
the present study was conducted to identify the socio-economic determinants of
adoption and its impact on the livelihood of the fish farmers.

7.2 Methodology

7.2.1 Data Sources

The study was conducted in three districts (geographical region used for adminis-
trative purpose): Chadpur, Laxmipur and Chapainawabganj of Bangladesh where
DoF provided training and arranged field days to disseminate the improve practices.
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From each district, two major cage farming sub-districts were selected through DoF.
A list of cage growers was prepared with the help of DoF officials for each district,
which serves as the population for the present study. A total of 85 farmers from each
district were selected randomly from that list for face-to face interview. Thus, a total
of 255 cage farmers were interviewed. Out of 255 farmers, 8 farmers did not able to
provide any information regarding productivity of cage farming. Those farmers were
dropped from the analysis, leaving 247 farmers as sample. The cage farmers were
divided into adopters and non-adopters based on the four improve practices: i) use
of improve fingerlings, ii) maintenance of appropriate stocking density, iii) provide
food according to body weight of the tilapia, and iv) apply lime in nursery pond. The
distribution of the farmers based on the improve practices is given below (Table 7.1).

7.2.2 Analytical Techniques

Both descriptive statistics and econometric modeling was used to achieve the
objectives of the present study.

7.2.2.1 Factors Affecting Adoption

The Poisson regression model, suitable for the estimation of count data [4], was
selected for the estimation of the cage farmers’ decisions on the number of improve
practices to adopt. A random variable Y with parameter γ follows a Poisson
distribution if it takes integer values (0,1,2,..) with following probability;

Pr (Y = y) = e−γ γ y

y!
The mean and variance of the distribution are as follows;

E(Y ) = γ and V ar (Y ) = γ

The cage farmers made a series of discrete household decisions that was
computed across an aggregation of choices to a Poisson distribution. The key criteria

Table 7.1 Sample
distribution of the tilapia
farmers

Farmers category No. of farmers (n = 247)

(a) Adopters
All the four practices 97
Any three practices 119
Any two practices 17
Any one practice 0

(b) Non-adopters 14
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of using a Poisson regression is the mean must equal the variance. If overdispersion
is present, an alternative model can be used. In this study we have tested the
overdispersion by loglikelihood ratio (LR) test. Based on the test result, following
Poisson regression model was used to assess the effect of independent variables, xi,
on a scalar dependent variable y.

E (y/xi) = γ = exp (xi βi) and y = 0–4

Where, xi is the explanatory variables, β i unknown parameters to be estimated, and
y is the number of improve practices adopted by a farmer.

7.2.2.2 Impact Assessment

Most of the treatment effect models represent the treatment status by a binary (0,1)
variable, but in our study adoption of improve practices occurs at different levels
(2,3 and 4). Regression and weighting techniques can be employed to estimate
multivalued treatment [5, 6]. The present study used inverse probability weighted
regression adjustment (IPWRA) estimator due to its double-robust property that
ensures consistent results as it allows the outcome and the treatment model to
account for mis-specification. Average treatment effect on the treated (ATT) in
the IPWRA model was estimated in two steps. In the first step, we estimate the
propensity scores using multinomial logit regression and in second step, linear
regression was used to estimate the ATT [7]. ATT was computed as follows;

Pr (Ti = 2, 3, 4) = g (Jiα)+ vi
Yi = f (xiβ)+ ui

Where, Ji is a set of covariates explaining treatment assignment Ti, xi is a vector of
covariates that influence the outcome Yi. DoF introduced the improve practices with
a view to increase the productivity and thus, improve the livelihood of the tilapia
farmers. The present study measured the farm-level impact of improve practices
adoption in terms of productivity (kg/cage) and profitability (Tk/cage). Description
of the independent variables used in the models is given below (Table 7.2).

7.3 Results and Discussion

7.3.1 Descriptive Statistics of the Variables Used in the Models

Differences in selected characteristics of adopters and non-adopters are presented in
Table 7.3. The mean difference suggested that there are some differences between
adopters and non-adopters in terms of selected household characteristics. The
characteristics of adopters and non-adopters were similar in terms of training,
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Table 7.2 Definition of the variables used in the different models

Variable Notation Description

Family member (No.) z1 Total number of family members.
Age (yrs) z2 Age in years of the primary farmer, a proxy for

experience.
Education (yrs) z3 Total years of schooling of the primary farmer,

representing the knowledge of the farmer.
Spouse education (yrs) z4 Total years of schooling of the primary farmer’s

spouse.
Training (days) z5 Total number of days spends on training during

last 12 months.
Farm size (ha) z6 Farm size of the primary farmer in hectare.
Societal membership (yes/no) z7 One if the primary farmer involved in any societal

organization, otherwise 0.
Extension contact (yes/no) z8 One if the primary farmer received information

from local extension officer regarding cage
farming, otherwise 0.

FMWPF (No.) z9 Number of family members working in cage
farming.

Table 7.3 Descriptive statistics of the socio-economic characteristics of the respondents

Characteristics All adopters Non-adopters Mean diff.

Family member (No.) 4.46 3.85 0.61*
Age (yrs) 38.78 43.71 −4.92*
Education (yrs) 7.63 4 3.63***
Spouse education (yrs) 7.20 6.40 0.80ns

Training (days) 4.40 2.42 1.97ns

Farm size (ha.) 0.33 0.36 −0.03ns

Societal membership (%) 44.21 7.14 37***
Extension contact (%) 89.27 50.00 39***
FMWCF (No.) 1.45 1.14 0.31**

Note: * and *** indicates significant at 10% and 1% level respectively and ns indicates not
significant; FMWCF indicates Family members working in cage farm; t-test was used

and farm size. But significant differences exist between adopters and non-adopters
with respect to number of family members, age, education, societal membership,
extension contact and number of family members working in cage farm, which
indicates that the two groups are not directly comparable and justifies the use of
treatment effect model.

7.3.2 Adoption Status of Improve Practices

It is evident from the Table 7.4 that most of the farmers (48.18%) adopted 3 practices
followed by 39.27% who adopted all the 4 selected improve practices, respectively.
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Table 7.4 Adoption status of
different improve practices
(n = 247)

Number of practices
Items 1 2 3 4 0

No. of farmers 0 17 119 97 14
Percent of total 0 6.88 48.18 39.27 5.67

Table 7.5 Factors affecting adoption decision: Poisson estimates

Variables Unit Coefficient Robust SE z

Family member Number 0.007 0.019 0.370
Age Years 0.001 0.003 0.470
Education Years 0.015* 0.008 1.840
Spouse education Years −0.003 0.009 −0.280
Training Days 0.011 0.007 1.600
Farm size Hectare −0.032* 0.020 −1.620
Societal membership Dummy (yes/no) 0.086** 0.038 2.230
Extension contact Dummy (yes/no) 0.227** 0.094 2.430
FMWCF Number 0.050* 0.030 1.660
Constant 0.614 0.166 3.700
Log likelihood −411.08
LR chi square 30.68***
Pseudo R2 0.15
Goodness of fit 104ns

No. of observations 247

Note: FMWCF indicates Family members working in cage farm; *, ** and *** indicates significant
at 10%, 5% and 1% level
ns not significant

No farmers adopted 1 practice and around 6% of the farmers did not adopt any of
the selected improve cage culture practices.

7.3.3 Factors Affecting Adoption

The LR test of overdispersion parameter (α = 0) indicated that alpha was not
significantly different from zero and thus, Poisson regression is suitable. It is
revealed from Table 7.5 that the estimated pseudo R-squared value is fairly low
(0.15), but the overall significance of the Poisson model, reported by the Wald chi-
squared value, is satisfactory. Non-significant value of goodness of fit also indicating
the good fit of the Poisson model.

Findings indicates that farmers’ education, societal membership status, contact
with extension and number of family members working person in the cage farm
were positive and significantly influenced the adoption of improve practices
while farm size of the respondents has negative effect on adoption. The negative
association of farm size (p < 0.10) may implies that the farmers who have larger
amount of land for crop cultivation may not get enough time to involved in cage
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Table 7.6 Cost and return from cage cultivation

Adopters
Items 2 3 4 All adopters Non adopters Mean diff.

Production (kg/cage) 334 455 542 480 268 217***
Ave. price (Tk/kg) 132 122 122 123 125 −2ns

Gross return (Tk/cage) 44,088 55,510 66,124 59,040 33,500 25,540***
TVC (Tk/cage) 35,247 43,181 52,255 45,382 30,399 14,983***
TFC (Tk/cage) 1843 1427 1255 1472 1592 −120ns

Total cost (Tk/cage) 37,090 44,608 53,511 46,854 31,991 12,863***
Net return (Tk/cage) 6998 10,902 12,613 12,186 1509 10,677***

Note: *** indicates significant at 1% level; 1 US$ = Tk. 80 (approx.), t-test was used
ns not significant

farming. The positive and significant association of the extension contact (p < 0.01)
suggested that exposing farmers to agricultural extension advice could help to
increase the adoption of improve practices confirms the findings of [8, 9]. Adoption
of new technologies requires some level of technical knowledge, direct contact
with extension services increases the acquisition of relevant knowledge. Efforts
are necessary to increase the number of extension personnel’s in the rural areas
to increase the adoption level. Societal membership (p < 0.05) also positively
influenced the adoption may be due to the fact that farmers who are engaged with
different societal membership get the opportunity to meet with different peoples
which may influence them to adopt new technologies.

7.3.4 Cost and Return of Cage Cultivation

The findings revealed that on an average, the total cost of cage cultivation was
higher for adopters compared to non-adopters. These differences were statistically
significant at 1% level (Table 7.6). Table 7.6 indicates production per cage was found
significantly (p < 0.01) higher for adopters (479 kg/cage) than that of non-adopters
(263 kg/cage). Due to higher productivity, gross and net return was also significantly
(p < 0.01) higher for adopters compared to non-adopters. The findings indicate that
although the adoption of improve practices need higher capital investment but at the
same time it provided significantly higher income which may be useful in reducing
poverty and malnutrition to some extent.

7.3.5 Impact of Improve Cage Culture Practices Adoption

7.3.5.1 Impact on Productivity

It is evident from the Table 7.7 that the adoption of improve practices significantly
affected the productivity of cage farming. Farmers who adopted the improve
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Table 7.7 Impact of improve
practices on productivity

Number of practices adopted
Adopters Non-adopters ATT SE z

2 0 86*** 17 5.06
3 0 210*** 20 10.50
4 0 266*** 34 7.82

Note: *** indicates significant at 1% level

Table 7.8 Impact of improve
practices on profitability of
cage culture

Number of practices adopted
Adopters Non-adopters ATT SE z

2 0 11,922** 4727 2.52
3 0 8655* 4878 1.77
4 0 8811* 4721 1.87

Note: ** and * indicates significant at 5% and 10% level

practices received significantly higher production (86–266 kg/cage) compared to
non-adopters which is similar to the findings of [10] indicated that technology
adoption significantly affected the productivity. The ATT values indicates that
farmers who adopted more practices received higher productivity compared to the
farmers who adopted none or less number of improve practices.

7.3.5.2 Impact on Profitability

Findings of the Table 7.8 indicates that all category of adopters received significantly
higher profit compared to non-adopters due to higher productivity. According to [11]
improve technology adoption increases the income of the adopters. Farmers who
adopted more number of improve practices received higher income compared to the
farmers who adopted none or less number of practices (Table 7.8). The values of
ATT were ranged from Tk. 8811–Tk. 11,922 based on number of adopted improve
practices. More awareness building programs along with extension services are
warranted to augment the adoption process since adoption enhanced the productivity
and income.

7.4 Conclusions and Policy Implications

The present study measured the determinants of improve practices adoption, pro-
ductivity and profitability impacts of tilapia cage farming in Bangladesh. Findings
indicate that most of the farmers adopted three practices out of four recommended
practices. Adoption analysis suggested that education, extension contact, and
societal membership played a significant role in adoption decision. Results of
impact evaluation revealed that farmers who adopted improve practices received a
significantly higher productivity and profit compared to non-adopters. Since farmers
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were reluctant to adopt all the recommended practices, more investment in research
and development is needed to develop and optimize the improve practices as a
package. Lower adoption may also indicate lack of awareness building programmes.
Investment in education and extension services like training sessions, field visit
and demonstrations of improve practices is needed to increase the awareness and
thus, level of adoption. Extension approaches should also be modified since our
findings suggested that the farm size negatively influenced adoption decision. Small
and medium farmers should bring under extension coverage by providing more
training, and advice for better result. Our findings also suggested that cage culture
is cost incentive, so concern authority may arrange credit with low interest for
small farmers to augment the adoption process. Since cage culture is profitable,
Government may provide incentives to institutions involved in transferring the
improve practices at farm level to sustain the production.
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Chapter 8
Policy into Practice; Statistics
the Forgotten Gatekeeper

Iain H. Hume

Abstract The Australian Federal Government Carbon Farming Initiative (CFI)
was a voluntary carbon offsets scheme. It allowed land managers to earn carbon
credits by changing land use or management practices to store carbon. The Carbon
Farming Futures (CCF) program ran from 2012 to 2017 to identify where farmers
can boost productivity and profitability; improve soil and reduce greenhouse gas
emissions. The Action on The Ground program was one component of the CCF
which aimed to assist landholders in trialing new technologies and practices.
Laboratory and field plot research indicated that ploughing nutrients into the soil
with crop residues/stubble increased the amount of soil carbon stored. Our project
aimed to test if this was possible using farm equipment. The challenge was to
design experiments with plots large enough to be managed with commercial farm
machinery that deliver enough precision to test different treatments.

We tested carbon sequestration methods in 14 fields in different bioregions.
Soil variability was estimated using two electromagnetic surveying instruments.
Randomized block experiments were established in fields after areas of similar soil
were identified by geostatistics and finite mixture models.

The field experiments failed to reproduce the high sequestration rates of the
earlier, more controlled, research. We describe one experiment in this chapter
and propose reasons for this failure to sequester carbon. The hybrid demonstra-
tion/research approach is applicable in many other situations where agricultural
policy or practice change are to be tested at farm scale.
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8.1 Background

8.1.1 The Carbon Farming Initiative

The Carbon Farming Initiative (CFI) was a voluntary carbon offsets scheme
managed by the Australian Federal Government. It allowed land managers to
managers to earn carbon credits by changing land use or management practices
to store carbon or reduce greenhouse gas emissions [1]. The action on the ground
component of the CFI provided grant funding to farmers and land managers over
6 years 2001–2017.

Action on the Ground funding was to assist farmers and land managers to under-
take on-farm trials of abatement technologies, practices and management strategies
to measure and demonstrate opportunities to reduce agricultural greenhouse gas
emissions of methane and nitrous oxide or increase the sequestration of carbon in
soil while maintaining or improving farm productivity [2].

8.1.2 Sequestering Soil Carbon

It has been recognised that crop residues are the primary source of soil organic
carbon. This can be as course material >0.4 mm which is less stable than the
fine (<0.4 mm) material [3]. This fine carbon fraction has a higher concentration
of nutrients than the crop residues, and has a nearly constant ratio of C:N:P:S.
Stoichiometry is the process of calculating the quantity of reactants and products
needed to balance chemical equations. Balancing the stoichiometric differences
between the crop residues and the fine soil organic matter by adding inorganic
nutrients to crop residues when they were incorporated increased the sequestration
rate of soil carbon by 10% in 5 years [4]. This is the basis of this project, that is, to
evaluate the improvement of C sequestration that can achieve through incorporating
soil nutrients with crop residues.

8.1.3 Testing Policy

Although the purpose of the Action on the Ground program of the carbon farming
initiative was to fund the demonstration of new practices to increase the carbon
content of the soil, it had a minor focus on measuring the results of the actions
of farmers. Our aim was to achieve both demonstration of practice and robust
measurement of the consequences of these new practices through a hybrid design
using geostatistics and expectation maximization to guide the design of field
experiments.
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8.2 Methods

The experiment was carried out over 3 years that encompassed two cropping cycles.
Treatments were applied to two crops at each experimental location and the net
effect of two treatment cycles assessed by measuring changes in soil carbon over
this 2 year period.

8.2.1 Partnerships

The wider experiment was conducted in partnership with five farmer groups, a
farm consultant and a university, in 14 fields. This paper focuses on the methods
developed and applied, rather than the wider results and considers only one
experimental field on a commercial farm.

Experimental Treatments Three treatments were applied:

1. I+: the incorporation of crop residues with additional nutrients required to
balance the chemical breakdown of those crop residues;

2. I-: the incorporation of crop residues without additional nutrients; and
3. C: the farmers’ usual practice, which in this case was to retain all crop residues

with no additional nutrients and not to cultivate or disturb the soil.

Experimental Design A replicated block trial was conducted in the field; each
treatment was repeated twice in each of the two blocks. The field ‘plots’ had to be
large enough to have treatments applied and the crop harvested with commercial
farm equipment; this was a compromise between scientific rigor and practical field
operations. The experimental design rationale was to identify areas of the field
that have similar soil properties which are large enough to apply the treatments.
Electromagnetic (EM) surveying was used to measure the field’s homogeneity.

Electromagnetic Surveys Electromagnetic techniques measure the electrical con-
ductivity of the ground a property which is an integrated function of the soil’s
texture, water content and mineralogy [5]. Electromagnetic instruments measure
the soil’s electrical conductivity by sensing the strength of an electromagnetic field
they propagate in the soil [6]. These instruments provide a fast and accurate way
to measure the heterogeneity of agricultural fields [7] with the EM38 and EM
31 (Geonics. Ltd., Mississauga, ON, Canada) instruments being widely used in
agricultural applications [8]. The EM38 is most sensitive to the properties of the top
1 m of soil while the EM31 is responsive to the properties of the deeper (top 3 m)
soil. The combination of mobile equipment with GPS technology enables the rapid
survey of agricultural fields [9]. The fields in this study were surveyed with both the
EM38 and EM31 instruments by a commercial contractor, Terrabyte. The EM38
instrument was towed behind a vehicle while the EM31 was mounted on the vehicle
(Fig. 8.1a). The instruments recorded at a rate of one measurement per second and
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Fig. 8.1 The electromagnetic survey equipment mounted on a vehicle (a), and the raw EM38
survey (b) and EM31survey (c)

data collected by driving along a series of linear parallel transects, about 30 m apart,
within fields. Data density within transects varied with vehicle speed and no data
were collected between transects. Another source of variation in the density of data
was due to the measurement being made around the field boundary which was often
closer to the parallel transects than the inter-transect spacing of 30 m. EM survey
provided as the raw data as maps showing EM38 and EM31surfaces drawn using
‘least squared distance’ smoothing and the location of each measurement (Fig. 8.1b,
c). The raw GPS Easting and Northing, EM31 and EM38 data were also provided.

8.2.2 Development of Spatial Classes

This section describes how geostatistical and expectation maximization techniques
were applied to the electromagnetic surveys to classify soil into areas of similarity.

Geostatistics A filtering process was used to remove the effects of the field
boundary and trees within the field. All measurement made within 20 m of the
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Fig. 8.2 Four levels of buffering applied to the electromagnetic surveys

field boundary (2295 data points) or a tree (133 data points) were removed. This
buffering shrank the area surveyed and the data removed because of their proximity
to trees were concentrated towards the south eastern quadrant of the survey (Fig.
8.2).

Buffering also changed the distribution of data (Fig. 8.3); with the un-buffered
data suggesting a strongly bimodal distribution. This was still present in the data
buffered around the trees but was absent from the data buffered to remove the
boundary; the data buffered to remove both trees and the boundary were used for
all subsequent analysis. The raw data are skewed (Fig. 8.3) and were normalized by
taking logs before analysis.

Sample variograms of EM38 and EM31 data were constructed in four directions
(0, 45, 90 and 132◦ from north). Based on the similarity of these variograms the data
were assumed to be isotropic up to a distance of 200 m (Fig. 8.4). All subsequent
variography and kriging was conducted using isotropic models.

The isotropic sample variograms of EM38 and EM31 data were modelled using
spherical, exponential and gausian variogram models fitted using the gstat package
[10] of the R statistical package [11]. The best variogram models were judged to
be those with the least weighted mean squared error of fitting (Table 8.1). The best
models were exponential with a nugget; the nugget, sill and range these parameters
differed for the EM38 and EM31 variogram models (Table 8.2).
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Fig. 8.3 Frequency distributions of the EM38 surveys subjected to four levels of buffering. The
distributions of EM31 data (not shown) exhibited the same patterns

Fig. 8.4 The directional sample variograms of the EM31 (a) and EM31 surveys (b). The directions
of sampling are 0◦ ( ), 45◦ ( ), 90◦ ( ) and 120◦ ( ) from North
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Table 8.1 The mean squared errors of the exponential isometric variogram models fitted to the
EM38 and EM31 electrical conductivity data buffered to different levels

Level of Buffering
Instrument No buffering Trees Boundary Trees & boundary

EM38 0.0003113 0.0002742 0.0028535 0.0002297
EM31 1.138e−1 1.809e−4 1.072e−1 8.368e−5

Table 8.2 The parameters of the isometric exponential variogram models fitted to EM38 and
EM31 data buffered to exclude the effects of the field boundary & trees

Instrument Nugget Sill Range

EM38 0.0049 0.3639 175.4
EM31 0.0009 0.3181 189.1

These variograms were used in ordinary Kriging [12] to produce smooth surfaces
of electromagnetic data on a 25 m grid. This grid of kriged data was indexed
according to the ‘East West’ columns and ‘North South’ rows they occupied. This
indexing was retained throughout the Expectation Maximization process to allow
translation between data and geographic space.

Expectation Maximization Traditional techniques that classify data space like
Jenks natural breaks [13] or K means [14] had drawbacks. They produced in
discontinuous spatial classes in geographic space. An alternative method was to
identify a number of joint finite populations [15, 16] of EM31 and EM38 data. This
was applied in the mixtools package [17] of R and could result in discontinuous
classes in data space but always delivered contiguous spatial classes. The final,
fitted model delivered the following information for each multivariate population
or class:

• The proportion of the total population of data in each population (the final mixing
proportions);

• Vectors of the mean value of each population in the EM38 and EM31 data;
• The variance covariance matrices of the mixtures; and
• Vectors of posterior probabilities of an observation being in a population.

Classes of spatial data were formed from the vectors of posterior probabilities
by assuming that an observation belonged to a class if its posterior probability was
greater than (n − 1)/n, where n is the number of classes. The initial classification
was into two classes or multivariate distributions. Extra classes or distributions were
added one at a time and the statistical validity of adding these extra populations was
tested by calculating the log likelihood ratio of the n and n + 1 EM models. The
extra class is adopted if it passes all the following criteria:

• The log likelihood ratio test returns p > 0.05;
• The last class added contains more than 5% of the total population: and
• The new class is large enough and of a shape such that it is possible to apply the

treatments using farm equipment.
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Fig. 8.5 The proportional occupancy of class1 in data space (top left panel) geographic space (top
right panel) and the final layout of the experiment (bottom panel)

The classes were plotted in geographic space according to their row and column
indexing (Fig. 8.5).

Layout of Experiment The experiment for each field was designed by examining
the spatial classes and the direction of field operation. The aim was to locate
one block of the experiment wholly within a class identified by electromagnetic
surveying. Treatments were randomized within each block and a zone selected in
the center of each class where soil carbon and yield were to be measured (Fig. 8.5).

8.2.3 Treatment Application

Treatments were applied as soon after harvest as was practically possible. The total
crop residue load present in the strips to have extra nutrients applied was assessed
by cutting standing stubble and collecting any residue from the soil surface from
three 1m2 quadrats in each treatment strip. These samples were dried at 40◦C until
they attained a constant weight and the dry weight of crop residue (t ha−1) was
calculated.

To satisfy the stoichiometric ratio, each tonne of wheat stubble required 5.8 kg
of Nitrogen, 2.2 kg of Phosphorous, and 0.9 kg of Sulfur. These nutrients were
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supplied as commercially available fertiliser, spread on the soil surface using the
farmer’s fertliser spreader. The crop residue of the I- treatment and the crop residues
and nutrients of the I+ treatment were incorporated into the soil using a disc tillage
implement (Speed Tiller™). The control treatment was managed using the farmer’s
current practice, which in this case was not to cultivate or disturb the soil.

8.2.4 Soil Sampling and Carbon Analysis

At the start of the experiment soil samples were taken immediately before the
treatments were applied. These were from three locations in each test strip or plot;
at each location soil was sampled in two depth increments (0–10 cm and 10–30 cm).

Soil samples were air dried and ground to pass a size of less than 2 mm. Each
sample was analyzed using mid infra-red (MIR) spectroscopy [18] to determine the
total amount of organic carbon in the soil and the particulate, humic and recalcitrant
fractions of carbon.

8.2.5 Crop Yield

The yield of each treatment strip was estimated as the average value of the yield
measured by the yield monitor mounted on the harvester.

8.2.6 Analysis of Treatment Effects

At each location the effect of treatments on total soil carbon and its different
fractions and crop yield were analysed using a linear mixed model asreml [19] using
the R package “asreml” [20]. Treatments and soil depth were considered as fixed
effects and blocking design as a random effect.

8.3 Results

8.3.1 Soil Carbon

The treatments had little effect on the concentration of total organic carbon or any
of its three fractions soil C fraction in any given year in the experiment at either
0–10 cm or 10–30 cm depths (Fig. 8.6). The concentration of soil carbon was lower
in the deeper soil. There was, however, a trend for each of the fractions of carbon
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Fig. 8.6 The total organic (TOC), particulate organic (POC), humic (HUM) and recalcitrant
(ROC) fractions of soil carbon (%) measured on three occasions at two depths (0–10 cm and
10–30 cm)

to increase in 2013 and 2014. These differences were tested formally by applying
linear mixed models to each year with treatment and depth as fixed effects and block
as a random effect. These models showed that the incorporation treatments had no
significant effect on the stock of total organic carbon (TOC) or any of it components
(POC, HUM or ROC) in either 2013 or 2014. However, in all cases TOC and its’
fractions decreased significantly (p < 0.001) with depth. There is a substantial body
of evidence that suggests carbon stocks decrease in the soil used to grow crops and
that the most successful way to increase soil carbon is to grow pasture. The values
we measured here are typical of the cropping phase of mixed farming rotations [21,
22].

8.3.2 Yield

Crop yield was much lower in 2014 with the two incorporation treatments (I- and
I+) yielding less than the control treatment in 2014 (Fig. 8.7). This was confirmed
by a linear mixed model fitted to the yield data for each year, with treatment
as the fixed term and block as the random effect. This modelling showed no
significant effects of treatment in 2013 but a highly significant difference (p = <
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Fig. 8.7 Crop yield (t/ha) measured in 2014 and 2015

0.001) between the control and the I- and the I+ treatments, the was no significant
difference between the I- and I+ treatments in 2014. This suggests that here may be
a deleterious effect of incorporation on yield.

8.4 Discussion

Close examination of the Kirkby et al. [4] experiment reveals that carbon was lost in
the top 10 cm of soil and that sequestration was only achieved when it was calculated
over a profile depth of 1.5 m. This is much deeper than the 30 cm suggested
for carbon trading [1]. The degree of carbon sequestrated in our ‘farmer practice’
experiments was unlikely to approach that of Kirkby et al. [4] as our field practice
differed from the original the experimental protocol which had the following extra
steps to maximize the sequestration of carbon:

1. The fertiliser providing the nutrients was ground to a fine powder before
application;

2. Crop residues were pulverized with a flail mower;
3. Fertiliser (nutrients) was spread immediately before 10 mm rain or more was

forecast; and
4. A rotary hoe was used to incorporate the fertilizer and crop residues into the soil.



108 I. H. Hume

Three of these practices (1,2 and 4) are energy intensive and if subjected to
lifecycle analysis [23] this process is unlikely to be carbon neutral and may even
consume more carbon than is sequestered.

Geostatisical methods have been applied in farmer-led experiments to analyse the
yield response to rates of fertiliser or fungicide [24]. Here geostatistical methods
were combined with EM techniques to improve the design of such experiments,
which were analysed using traditional statistical methods. Applying geostatisitcal
methods to the analysis [for example, 25] would further improve the precision of
similar experiments by accounting for spatial trend.

8.5 Conclusions

Our experiment was established as part of an initiative under the Australian Federal
Government’s climate mitigation scheme. The aim of this Action on the Ground
initiative was to demonstrate to farmers the possibility of sequestering soil carbon.
Our approach not only allowed the demonstration of practice, but also the rigorous
measurement of the success of the farmers’ actions in increasing the amount of
carbon in the soil. We showed that the suggested practice did not increase soil carbon
and that this aspect of the policy was unlikely to achieve its stated goals.

The practice we trialed failed to either sequester soil carbon or increase crop
yield. The costs of additional nutrients and incorporation would have a negative
impact on farm returns and profitability.
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Chapter 9
Nutrient Loading in the River Systems
Around Major Cities in Bangladesh: A
Quantitative Estimate with Consequences
and Potential Recycling Options

Shamim Mia, Md. Rushna Alam, Md. Abdus Sattar, and Feike A. Dijkstra

Abstract Biological organisms including humans require mineral nutrients for
their growth and development. A significant amount of these nutrients remain
unused in the left over materials, known as waste, causing environmental degrada-
tion. These nutrients could potentially be a resource for agriculture if recycled and
reused. Therefore, a critical examination of nutrient loading from waste such as from
human excretion and biowaste it required. Here, we estimated the nutrient loading
from municipal organic waste (MOW) and human excreta using linear modelling,
explored the potential consequences to ecosystem services and proposed several
management strategies. Waste and human excreta generation were calculated from
the per capita generation rate while nutrient concentrations were considered as
the average of literature values. The daily carbon (C), nitrogen (N), phosphorus
(P) and potassium (K) loading from MOW, urine and faeces to water bodies
around the major cities in Bangladesh were estimated at 2158, 112, 58 and 91 t,
respectively. The nutrient loading to water bodies reduces several ecosystem service
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with estimated cost of BDT. 42.93 million for reduction in fish production and half
of property rent. Combined pyrolysis and composting of municipal organic waste
can reduce the volume of organic waste. Similarly, pyrolysis of faeces and then
sorption of nutrients using the produced biochar could recycle 440 t C, 71 t N,
113 t P and 73 t K day−1. Combing the nutrient recycling through pyrolysis-
composting of MOW and faeces pyrolysis-sorption of nutrients from urine, the
estimated nutrient recycling was 39% C, 11% N, 68% P and 11% K of the intrinsic
nutrients in waste. Altogether, our study provides a comprehensive understanding
of nutrient loading, its consequences and potential recycling options that may help
to attain environmental sustainability.

Keywords Biowaste · Human excreta · Ecosystem services · Environmental
sustainability

9.1 Introduction

Biological organisms including humans acquire mineral nutrients from food for
their growth and development. A significant amount of these nutrients remain
unused in the left over materials, known as waste and also in metabolic residues, i.e.,
urine and faeces. The bio-waste is usually combined with other waste and disposed
of while the urine and faeces are fermented in safety tanks that are connected
to municipal drainage channels [1, 2]. A sustainable management of waste is a
prerequisite for healthy living in a city, which however, often is a challenging task
to perform.

Every day, residents in the municipal areas are producing waste with a large
share (∼75%) of bio-waste/organic waste [3]. When these wastes from our daily
household, commercial, industrial and agricultural activities are aggregated, they
often each a size beyond the handling capacity of municipalities [4]. Similar to
global trends, the waste generation in Bangladesh was projected to increase in the
future due to an increase of urban population, shifting life styles, technological
developments and growing consumerisms. The metabolic residues (urine and
faeces) are also increasing with an increase of urban population. An increase in
national income or GDP might accelerate the waste generation [3] suggesting that
developing countries will face additional challenges in handling larger volumes
of waste. Consequently, sustainable municipal waste (MW) and metabolic residue
management are getting and will remain tougher for municipalities of developing
countries like in Bangladesh [5]. Reasons include, but not limited to, a large volume
of waste generation, lack of proper technologies and policies, non-compliance of
citizens to waste sorting and disposal, and limited capacities of the municipalities
[4].

Biowaste and metabolic residue carry nutrients including carbon (C), nitrogen
(N), phosphorus (P), potassium (K) and other micronutrients, that are basically
mined from agricultural soils. These nutrients are released by decomposition and
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drained to the river system through sewerage channels. Little is known how much
nutrients are lost from biowaste and human excretion from municipal areas to
around water bodies, although previous studies provided a range of concentrations.
For example, municipal wastewater may contain 15–90 mg L−1 total N and 5–
20 mg L−1 total P, respectively.

Many previous studies have reported that excessive nutrients in aquatic ecosys-
tems can lead to increased eutrophication in water bodies ranging from small
ponds to coastal waters [6–10]. It is evident that excessive nutrient loading from
different point and non-point sources to the small lakes, rivers and the sea have
serious adverse impacts on ecosystems services since these nutrient loadings cause
imbalances in the nutrient stoichiometry. As a result, the growth of harmful algal
blooms increases rapidly, which ultimately affects aquatic ecosystem services [11–
14]. Moreover, the decomposition of labile organic C released to water bodies often
reduces the dissolved oxygen concentration in water bodies. Such deterioration
of aquatic environmental health and quality around major cities is a common
phenomenon in south Asia [15, 16]. For example, water quality of rivers surrounding
major cities of Bangladesh, as in Dhaka, has declined for various reasons including
high concentration of nutrients, creating hypoxic and anoxic conditions, turbidity
increment, and bad water smell [16–20]. Consequently, death or limited presence of
aquatic flora and fauna are often reported. As far as we know, there is no study that
estimates the consequence of nutrient loading from biowaste and human excreta to
water bodies around major cities in Bangladesh.

Three R (reduce, recycle and reuse) is considered to be one of the means for
attaining sustainability [21]. Recycling of nutrients from bio-waste and metabolic
residues can be a potential source of plant nutrients, if they are recycled. Studies
suggested that recycling of organic waste could help to compensate future P
depletion as human faeces can meet 28% of its total global demand [22]. A number
of recycling strategies including composting, nutrient sorption and precipitation,
phyto-recycling can be used, either singly or in combination, for sustainable
recycling of these nutrients [23–30]. However, in Bangladesh, there is no known
study that looked into recycling options. Considering altogether, we estimated
nutrient loading from biowaste and human excreta to water bodies and suggested
recycling options with quantitative estimated of recyclable nutrients.

9.2 Materials and Methods

9.2.1 Data Collection

We made a rigorous literature collection using Scopus and Google scholar. The col-
lected literature was then synthesized for calculating nutrient loading, determination
of its consequences and finding potential recycling options (see the detailed list in SI
Table 1). For exploring the waste disposal in Bangladesh we relied on literature data
while human excreta disposal was explored by personal communication to waste
management personnel, known as Key Informant Interview (KII).
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9.2.2 Calculation of Nutrient Loading

Nutrient loading to water bodies was calculated separately from organic waste and
human excreta detailed as follows.

A. Nutrient Loading from Organic Waste

Nutrient loading from organic waste was calculated following linear modelling.

Nutrient loading
(

kg day−1
)

= P × PWGR
(

kg day−1
)

× FOW × FWCR × FMA × NC

Where

P = Population of the city (World population review, 2018)
PWGR = Per capita waste generation rate (kg day−1) (adjusted from [3])
FOW = Fraction of organic waste (average of literature data [3])
FWCR = Fraction of waste considered to release in the water stream (10%, based

on expert judgement)
FMA = Moisture adjustment factor (70% moisture [3])
NC = Nutrient content in the biomass (average of literature data [3])

B. Nutrient loading from urine and faeces

We calculated potential nutrient loading from human excreta using the following
equation-

Nutrient loading
(

kg day−1
)

= P × PWGR
(

kg day−1
)

× FWCR × NC

Where

P = Population of the city (World population review, 2018)
PWGR = Per capita waste (urine/faeces) generation rate (kg day−1) in dry weight

basis (average of relevant literature data)
NC = Nutrient content in the urine/faeces (average of relevant literature data)

The average value of literature data was calculated by Gaussian model fitting to
the literature data (Sigma Plot 11.0, Eq. 1) while the simple average was used when
the number of observations was small. The Gaussian equation is as follows-

y = ae

{
0.5(x−xo)2

b

}

(1)
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9.2.3 Determination of Environmental Consequences
of Nutrient Loading

In this study, we analysed the potential consequences of nutrient loadings on the
ecosystem services in the river Buriganga near the capital city of Bangladesh. Based
on literature data and expert opinion, we identified major ecosystem services of
the river, which are under threat. The ecosystem services were then, categorized
under three headings, i.e., direct service, indirect service, and optional service. Next,
the consequences of nutrient loading to these services were listed and prioritized.
Impact of nutrient loading on two of the ecosystem services, i.e., fish production
and property rent were estimated quantitatively, discussed in the next sections.

9.2.3.1 Fish Production Calculation

For estimating economic value of potential fish production per year in the Buriganga
river, we applied a benefit transfer (BT) approach, a widely used method in
situations where time and financial resources are limiting [31, 32]. By this method,
valuation of primary non-market services from one location can be transferred
to another location [33]. In this case, average fish production in others rivers
(318 kg ha−1) in Bangladesh was used to estimate total fish production potential
of the river Buriganga while price of fish was grossly considered as BDT. 300,
irrespective of fish types [34].

9.2.3.2 Property Rent Calculation

We applied willing to pay (WTP) method to estimate monetary value of property
rent. To estimate the impacts of nutrient loading on the rent of a flat/house, we
conducted a short online survey using social media, Facebook. A total of 72
respondents were participated on this survey. This survey consisted of two questions,
i.e., (a) whether the pollution of the Buriganga river had any impacts on flat/house
rent, and (b) how much did a respondent want to pay for a property currently renting
at ten thousand BDT, if the river would have been nice and clean.

9.2.4 Determination of Potential Recycling Options

Literature data were synthesized to find suitable recycling options from biowaste
and human excreta. Emphasis was paid to harvest synergies through combining
multiple options together. We, then, estimated the recyclable nutrients for one of
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the feasible options, i.e., simultaneous pyrolysis and composting of biowaste while
pyrolysis of faeces and use of the produced biochar as sorbent for harvesting
nutrients from urine.

9.2.5 Calculation of Nutrient Recycling Potential Through
Pyrolysis and Co-composting of Organic Waste

The nutrient recycling potentiality of municipal organic was calculated using the
proposed method of Mia et al. [3] that summarized the literature data for calculating
nutrient recycling.

9.2.6 Calculation of Nutrient Recycling Potential Through
Pyrolysis of Faeces and Use of Biochar as Sorbent
to Urine

The potentiality of nutrient recycling from faeces through pyrolysis was calculated
based on literature data [35–38]. The average biochar production from faeces and
other waste bio-solid were considered for calculating biochar production rate while
the average concentration of C, N, P and K in the biochar was used for calculating
nutrient content in the faeces biochar. The potentiality of faeces biochar to adsorb
nutrients from urine was calculated using the average value of Gaussian model
fitting to the Langmuir adsorption maxima of biochar (Sigma Plot, Fig. 9.1). Since
there were limited studies on K sorption onto biochar, we considered that K sorption
would be similar to ammonium sorption.

Langmuir phosphate adsorption maximum (Qm, mg/g)
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9.3 Results and Discussion

9.3.1 Waste Disposal Systems in Bangladesh

In Bangladesh, half of waste generated in the urban areas is collected while the
rest remains uncollected (Fig. 9.1). The waste collection effort was intensified by
collecting waste directly from home by waste collectors, who are paid by the
residents. These wastes are then sorted. The biowaste is stored in the temporary
waste disposal stations while the recyclable waste (specifically plastic, paper and
irons etc.) are sold. The collected biowaste is generally used for land filling (open
dumping). Therefore, a fraction of the land filled waste decomposes in the open
places and the released nutrients are then mixed with drainage water, which are
ultimately loaded in the river water. We estimated this fraction as ∼10% of the
organic waste. The uncollected waste decomposes in the roads, drainage channels
and ultimately goes to water bodies (Fig. 9.2).

9.3.2 Human Excreta Disposal Systems in Bangladesh

According to KII, expert judgement and secondary information, there are two
basic human excreta disposal systems in cities of Bangladesh (Fig. 9.3). On-site
system in which toilets are connected to a septic tank, and off-site system where
toilets are directly connected to a sewerage network. In off-site systems, sludge and
wastewater are not separated from the sources but directly drain to the sewerage
system. A part of the sewerage waste is being treated in few cities (as in case
of Dhaka at Pagla sewage treatment plant). However, little effort is usually made
to harvest nutrients from wastewater. Therefore, the nutrients ultimately drain to
nearby river channels. Meanwhile, in the on-site system, initially waste is kept in

Fig. 9.2 Municipal organic waste management systems in Bangladesh. (Adapted from [3])
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Fig. 9.3 Human excreta management systems in cities of Bangladesh (Based on KII and Expert
judgement). The arrows and boxes indicate the current disposal system while filled and dotted
arrows represent direct and indirect excreta transportation route

septic tanks where it undergoes anaerobic fermentation. The solid remains inside
the tank while liquid often over flows to the drain carrying nutrients. A fraction of
sludge is transported via trucks to the treatment plant while the majority is directly
dumped into open/underground places. One good example can be found in Faridpur
municipality where fecal waste is composted to recycle nutrients.

A large fraction of city dwellers, as high as 55%, specifically living in the urban
slums and streets, do not have access to sanitation facilities [39–41]. Therefore,
they use open places for excretion. These wastes directly drain to water channels.
Therefore, these nutrients are also released to water bodies. Altogether, nutrients
from most of human excretion are drained into surrounding water bodies unless lost
through gaseous processes or sorbed to soil and fauna along the path of their journey.

9.3.3 Nutrient Loading from Organic Waste Disposal

The nutrient loading from different cities varied widely due to large variation
associated with size of population, per capita waste generation rate, fraction of
organic waste in the total generated waste. For example, the largest amount of
nutrients i.e., C, N, P and K was 314,808, 12,382, 4757 and 12,802 kg day−1

respectively in Dhaka while these contributions were in the order of Chittagong,
Khulna, Rajshahi, Gazipur, Narayanganj, Comilla, Rangpur, Sylhet, Barishal, and
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Mymensingh. However, the contributions of all municipalities combined was higher
than Dhaka City Corporation. Combining all cities and municipalities, the daily total
nutrient loading from biowaste to water bodies around major cities in Bangladesh
was estimate at 882,340 kg C, 34,705 kg N, 13,333 kg P and 35,882 kg K (Table
9.1).

9.3.4 Nutrient Loading from Human Excreta Disposal

The human excreta, i.e., urine and faeces generation was different for different cities
with the largest production in the Dhaka City Corporation estimating at 569,608 kg
dry urine day−1 and 517,825 kg dry faeces day−1 (Table 9.2). Consequently, C, N,
P and K loading from human excreta also varied for different cities. The largest
amount of nutrient loading was estimated from Dhaka, which was followed by
Chittagong, Khulan, Rajshahi, Comilla, Rangpur, Gazipur, Sylhet, Mymensingh,
Narayanganj and Barishal. The variation is primarily due to the size of the urban
population. Combining the nutrient loading of all urban areas together, the daily
C, N, P and K loading from human excreta to water bodies were estimated at
1,275,862 kg C, 76,985 kg N, 44,827 P and 55,546 kg, respectively. While nutrient
loading from organic waste and human excreta combined, C, N, P and K loading
to water bodies around cities were estimated at 2,158,202, 112,452, 58,160 and
91,428 kg day−1.

9.3.5 Impacts of Nutrient Loading on Aquatic Ecosystems

Water bodies around cities provide ecosystem functions although these service
can often be threatened due to pollution including nutrient loading [42, 43]. The
threatened services are identified based on published reports and the authors’
judgment (Fig. 9.4). Among direct services of an aquatic ecosystem, reduction
of property price and rent is one of the dominant loss of services. As opinion
received by online survey, 100% of the respondents believe that river pollution
could negatively impact nearby house or property rent. Moreover, the majority of
the respondents (86%) wanted to pay an additional rent between 4% and 316%
(on average, 54%) of current rent if the river would have not been polluted.
Specifically, 23 out of 72 respondents were intended to pay 11–25% extra, while
14 of them wished to pay more than 70% of the current rent, if the river would have
been pollution free (Fig. 9.5). Not surprisingly, people always prefer a place for
living that is not polluted. Nevertheless, the payment rates may depend on various
socio-economic factors, for instance, income, education level, awareness of the
environment.
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Table 9.2 Nutrient loading from human faeces and urine at different cities in Bangladesh

Human excreta
generation (kg day−1)a Nutrient loading (kg day−1)b

Name of the City Urine Faeces Carbon Nitrogen Phosphorus Potassium

Dhaka 569,608 517,825 271,185 313,300 29,749 173,518
Gazipur 18,567 16,879 8840 533 311 385
Narayanganj 12,299 11,181 5855 353 206 255
Rajshahi 38,507 35,007 18,333 1106 644 798
Rangpur 18,872 17,156 8985 542 316 391
Barishal 11,123 10,112 5296 320 186 231
Chittagong 215,612 196,011 102,651 6194 3607 4469
Khulna 73,829 67,117 35,149 2121 1235 1530
Sylhet 13,035 11,850 6206 374 218 270
Comilla 21,418 19,471 10,197 615 358 444
Mymensingh 12,382 11,257 5895 356 207 257
Other cities 1,674,619 1,522,381 797,271 48,107 28,012 34,710
Country total 2,679,870 2,436,246 1,275,862 76,985 44,827 55,546

aFaeces and urine generation rates were considered as 0.050 kg dry faeces day−1 and 0.055
moisture free urine kg day−1

bCarbon, nitrogen, phosphorus and potassium concentration in faeces and urine were considered
as 45%, 3.16%, 1.84%, 2.28% and 6.7%, 52.13%, 3.55%, 28.39%, respectively. The nutrient
concentration in urine and faeces was calculated as average of relevant literature data (see SI for
detailed calculations)

Fish production can be considered as one of the dominant services of an aquatic
ecosystem in Bangladesh. However, river water pollution including nutrient loading
from the dumping of both biowaste and human excreta resulted in a drastic fall of
fish production. In extreme cases during winter season, fish can be hardly found.
Similar to fish species, other species were reported to decline. This study estimated
that the total annual fish production potential is 143.1 tons pricing at BDT. 42.93
million, which was estimated to be completely destroyed due to pollution [44].
With a study on the river Buriganga it was shown that the annual return from fish
production could be BDT. 468 million if the restoration program would have taken
place. In addition to these, pollution including the dumping of biowaste (specifically
while decomposing) causes serious problems to boat and ship navigation.

9.3.6 Proposed Recycling Options

Considering the context of organic waste and human excreta disposal systems,
we propose that the organic waste can potentially be recycled and reused through
sorting into different fractions such as (a) pyrolysable- consisting low moisture and
high lignin bio-waste, (b) compostable-easily decomposable biowaste with high
moisture content (Fig. 9.6). These two methods can be run simultaneously for
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Fig. 9.4 Effect of nutrient loading on ecosystem services of the Buriganga River in
Bangladesh. The scheme was proposed based in literature survey and expert judgement. The list
of literature used for this graph can be found in Table S1
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Fig. 9.5 Respondents categories based on fraction (%) of additional rent willing to pay. Data are
based on author’s online survey
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Fig. 9.6 Proposed methods of nutrient recycling from municipal organic waste and human
faeces and urine. The solid lines indicate potential methods for Bangladesh while the dotted lines
indicate possible alternative options. The scheme is proposed based on literature data and expert
judgement. Literature used in this graph can be found in the Table S1

harvesting synergistic benefits [3]. For harvesting nutrients from human excreta,
we propose to pyrolysize the bio-solids of faeces after removal of excess moisture
and to harvest nutrients from wastewater including urine using different techniques
including phyto-accumulation, precipitation, and adsorption. Pyrolysis is relatively
a shorter process compared to other available options, e.g. composting and anaerobic
digestion while it removes pathogens and anti-biotics. Adsorption could be one
of the simple techniques to use in Bangladesh. The produced biochar from fecal
pyrolysis can be used as a sorbent for nutrient harvesting from urine. Sorbents can
directly be used in the sources of nutrient release. For example, use of sorbents in
the outlet of public toilets in cities could harvest a significant amount N from urine
since the N concentration is relatively higher in public toilets than wastewater. The
nutrient harvesting efficiency will depend on the concentration of nutrients, efficacy
of sorbent, sorbent to solution ratio and chemical environment. It is also possible to
tailor sorbents that have the capacity to adsorb both cations and anions. Moreover,
the liquid and labile fraction can be digested anaerobically to generate methane for
getting energy. Nutrient harvested through different means such as biochar-compost
and nutrient loaded biochar/hydrochar/zeolite need to be sterilized for removing any
harmful organisms including Escherichia coli.
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9.3.7 Quantitative Estimate of Nutrient Recycling Using
Pyrolysis of Faeces and Sorption of Nutrients
from Wastewater with Biochar

Nutrient recycling potential using pyrolysis of faeces is presented in Fig. 9.7.
Combining all the municipalities and cities together, the daily carbon recycling
potentiality was estimated at ∼394 t while the N, P and K recycling potential was
estimated at 33, 41 and 19 t day−1.

When the produced biochar would have been used in the wastewater containing
urine, the daily nutrient cycling potential was estimated at either of 46 t C, 39 t
NH4

+-N, 71 t NO3
−-N, or 54 t P (Fig. 9.8). Considering a similar percentage of

K recovery to NH4
+, 39 t K could be recycled (Fig. 9.8). However, it is unknown

how much nutrients could be recycled when all these nutrients are aimed to harvest
simultaneously. The recycling potential of the produced biochar was lower than the
nutrient loading from urine, estimated at only 8%, 57% and 5% in case of N, P
and K, respectively. Combing the nutrient recycling through pyrolysis-composting
and pyrolysis-sorption based recycling, 39% C, 11% N, 68% P and 11% K of the
nutrients loaded to water bodies around the cities could have been recovered for
agricultural uses (Fig. 9.9).
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Fig. 9.7 Nutrient recycling potential through pyrolysis of faeces. The graph was made based on
the average production of biochar from bio-solids including faeces and nutrient concentration in
produced biochar. (Data were collected from [35–38])
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9.3.8 Limitation of the Study

We acknowledge that the reduction in ecosystem services was possibly caused by
combined pollution of heavy metals, household and industrial waste disposal and
also petroleum discharge from ships, launches, cargoes, boats, etc. Since there were
no studies on the effect of nutrient loading on ecosystem services in Bangladesh, it
was not possible to separate individual effects. Albeit efforts were made to use best
possible estimates, our model based estimate of nutrient loading and recycling may
carry some uncertainties.
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9.4 Conclusions and Future Direction of Research

Nutrient recycling from waste materials including human excreta remain one of the
prime potential alternatives to chemical fertilizers. However, challenges associated
with recycling of nutrients from waste are diversified including suitable technologies
and pathogenic and heavy metal removal. In this study, we provided combined
pyrolysis-composting and pyrolysis-sorption based recycling options with quanti-
tative estimates of recyclable nutrients. Our proposed model could recycle 39% C,
11%N, 68%P and 11%K of the nutrients loaded to water bodies around the cities.
Therefore, the proposed method could have significant impact in recycling nutrients
to agriculture while improving environmental quality.
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Chapter 10
Analysing Informal Milk Supply Chains
Data to Identify Seasonal Occurrences
of Antibiotic Residues

Naveed Aslam, Sosheel S. Godfrey, Mateen Abbas, Muhammad Y. Tipu,
Muhammad Ishaq, David M. McGill, Hassan M. Warriach,
Muhammad Husnain, and Peter C. Wynn

Abstract Informal milk marketing chains provide the major milk supply link from
smallholder dairy production systems to consumers in developing countries. Preva-
lence risk of antibiotic residues was investigated in milk samples (n = 528) collected
from different levels of informal supply chains in Pakistan from 2012–2013. After
screening, all positive samples were further analyzed by High Performance Liquid
Chromatography to quantify individual β-lactam residues. Fifteen percent of the
total samples were found to be positive for at least one of the antibiotics. All
positive samples (81/528) were positive for amoxicillin. Percentage of positive
samples for ampicillin and penicillin was 12.1 and 6.4% respectively. Percentages
of positive samples collected from farmers, small collectors, large collectors and
retailers were 17.5, 15.1, 8.3 and 13.5 respectively. When relating to season of
collection 11.3, 10.2, 19.1, 17.9 and 16.3% of samples in autumn, monsoon,
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spring, summer and winter were found positive. Concentrations of amoxicillin,
ampicillin and penicillin in positive samples were 79.5 ± 12.15, 106.6 ± 12.49 and
13.7 ± 4.2μgkg−1 respectively. Occurrence of these high levels of drug residues
demand mass awareness programs associated with the implementation of legislation
and its enforcement designed to protect the consumer.

Keywords Beta lactams · Traditional milk marketing chains · Smallholder dairy
production · Antimicrobial residues

10.1 Introduction

Food safety is an essential part of every dairy and meat industry because of the
need to retain consumer confidence in the products reaching them [1, 2]. One of
the most important safety issues is the use of antibiotics for prophylactic and/or
treatment of animals for bacterial infections which then find their way into milk
and meat reaching the commercial marketplace due to the failure of unscrupulous
or uneducated farmers to adhere to recommended withholding periods [3, 4]. β-
lactams (penicillin, amoxicillin and ampicillin) are one of the most commonly used
antibiotic classes throughout the world [3, 5].

Development of antibiotic resistant microorganisms [6], hypersensitivity reac-
tions [3], destruction of gastrointestinal flora in children [2] and economic losses in
the manufacturing industry for cheese and yogurt [7] are some of the major problems
that antibiotic residues can cause within the human health and dairy industries. A
significant part of the population (5–10%) is sensitive to penicillin at a level as low
as 1 μgkg−1 which may cause asthma, anaphylactic shock, hives and skin rashes [5].
Maximum residue limits (MRL) for each of penicillin, amoxicillin and ampicillin
in milk is 4 ugL−1 according to the EU standards (EU regulation 2377/90) [8]. On
the other hand, USFDA has set these limits as 10, 10 and 5 μgL−1 for ampicillin,
amoxicillin and penicillin respectively [9].

The dairy industry has an important impact in the socio-economic lives of people
living in Southeast Asia [10]. Dairy production has engaged around 150 million
farm households in developing countries where production mainly comes from
smallholder dairy production systems [11]. Thirty seven percent (8.8 million) of
the households in Pakistan keep livestock for milk production [12] making it the
third largest milk producing country in the world [13]. An average household spends
more than 20% of its income on milk and milk products [14]. Informal milk supply
chains in Pakistan handle 97% of the total milk production [15]. In these chains,
milk passes from small-holder dairy farmers in villages through a series of milk
collectors handling increasing volumes to distribute to vendors in urban areas within
limited infrastructure and without any cool chain system in place. Farmers, small
collectors, large collectors, retailers, bakers and confectioners and processing plants
are some of the most important contributors to milk value chains [16, 17]. This
structure of the dairy industry not only has the potential to provide good quality food



10 Analysing Informal Milk Supply Chains Data to Identify Seasonal. . . 131

but also offers employment opportunities to the poor population [11]. Misuse of
oxytocin by farmers to enhance milk let down and penicillin by different marketing
agents as a bacterial inhibitor has been reported [18].

The potential for harmful effects of antibiotic residues in milk for end-consumers
dictates the need to monitor this contamination closely. The aims of the present
study were therefore; (a) to observe the prevalence of β-lactam residues at various
levels of informal milk supply chains in Pakistan and (b) to monitor the seasonal
variation in occurrence of these antibiotic residues. This will further help in
assessing the risk of exposure of antibiotic residues for consumers in Pakistan
which will lead to legislation designed to prevent this health risk to the Pakistani
population.

10.2 Materials and Methods

10.2.1 Experimental Site

Three informal milk marketing chains, one from each Kasur, Okara and Pakpattan
districts of province Punjab were selected for this survey. Distances of these chains
from their end point in Lahore were 82, 145 and 182 km respectively. All three
chains started from small villages in the different districts and ended in the supply
of milk to metropolitan Lahore.

10.2.2 Sample Collection

Samples from three informal milk marketing chains were collected from bulk tank
milk of farmers, small collectors, large collectors and retailers on a monthly basis.
Milk samples were collected from October, 2012 to September, 2013. Table 10.1
identifies the major participants and their position in milk value chains in all three
districts selected for sample collection.

A total of 528 milk samples were collected from the chains described in one
complete year. A total of 245 milk samples from smallholder dairy farmers, 106
samples from small collectors, 36 samples from large collectors and 141 samples

Table 10.1 The number of different participants in milk value chains selected for sample collection

Districts/marketing chain Kasur Okara Pakpattan

Farmer bulk milk 6–8 6–8 6–8
Small collector 3 3 3
Large collector 1 1 1
Retailer 4 4 4
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from retailers were collected during the 12 month survey period. Furthermore, the
year was divided into five seasons: winter, spring, summer, monsoon and autumn
to determine the seasonal effect. Winter season was classified as the months from
December to February; spring from March to April; summer from May to July; the
monsoon season from August to September and autumn from October to November.
Monthly data for presence or absence of antibiotic residues in milk was pooled and
analysed according to these seasons. Samples were then transported on ice to the
laboratory and stored at −18 ◦C pending analysis.

10.2.3 Antibiotic Residues Analysis

Milk samples collected were analysed for β-lactams (penicillin G, ampicillin,
amoxicillin) as follows. Initially all 528 milk samples were qualitatively analysed
for positive and negative samples and a subset of these samples was assessed by
high performance liquid chromatography (HPLC) to quantify antibiotic residues.

10.2.4 Growth, Identification and Purification of Bacillus
subtilis and Preparation of Plates

The primary bacterial culture of Bacillus subtilis was obtained from the department
of Microbiology, University of Veterinary and Animal Sciences, Lahore. It was
inoculated into Tryptic Soy Broth (TSB) and incubated for 24 h. Slides were
prepared and gram staining was performed for identification of the bacterium. Plates
were prepared by pouring Muller Hinton agar and cooling. Sterilized cotton swabs
were used for swabbing Bacillus subtilis on prepared plates.

10.2.5 Screening of Milk Samples for Antibiotic Residues

All milk samples were screened for the presence and absence of antibiotic residues
(penicillin G, ampicillin, amoxicillin) using Bacillus subtilis (Qualitative Field Disc
Assay) as described by the Association of Official Analytical Chemists [5, 19]. The
round blank discs were prepared using filter paper (Whatman 1®) obtained with
a punch machine. Discs were dipped into milk samples that had been thoroughly
mixed. They were then dried and placed on pre-prepared agar plates containing
Bacillus subtilis. A total of six discs were placed on each plate. Plates were
incubated at 37 ◦C for 24 h and examined for zones of inhibition. Standard test
discs were also used for comparison of zone of inhibition.
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10.2.6 High Performance Liquid Chromatography (HPLC)
Analyses

Preparation of Standard Ampicillin, amoxicillin and penicillin supplied by
Sigma Aldrich (Madrid, Spain) were weighed (100 mg each). Individual antibiotics
were then dissolved in 100 mL of HPLC grade methanol (Sigma, Aldrich) in
different volumetric flasks. One mL of each antibiotic solution was mixed with
100 mL of phase A (formic acid 0.1% (v/v) in water). Standard solutions were
finally prepared at a concentration of 10 μgmL−1.

Sample Preparation and Extraction Acetonitrile (10 mL) was added to milk
samples (2 mL) in 20 mL centrifuge tubes. This mixture was mixed using a vortex
mixer (Barstead International, USA) and kept in the dark for 10 min. Protein
precipitation resulted in extraction of antibiotic residues by shaking for 20 min. The
mixture was then centrifuged for 15 min at 3000 g and the supernatant was collected
and dried under a mild stream of nitrogen. The residue obtained was dissolved with
mobile phase A (50 mL), filtered through polyamide filter paper (0.45 μm) and was
transferred to vials. Final filtrate (20 μL) was then injected into the HPLC [20].

HPLC HPLC analysis was performed using a system (Model # SP-20A) provided
by Shimadzu Scientific Instruments (Sydney, Australia). Chromatographic separa-
tion of antibiotic residues was conducted using an analytical reverse phase column
RP-C18 (250 mm × 4.6 mm, 5 μm) provided by Waters Corporation (Milford,
USA). Formic acid 0.1% (v/v) in water (phase A) and formic acid 0.1% (v/v)
in acetonitrile (phase B), were the two mobile phases used for these analyses. A
gradient program was used at a flow rate of 0.45 mLmin−1 that is 97% A to 40% A
(5 min), 40% A to 0% A (5 min), 0% A to 97% A (10 min) and for 12 min at 97%
A. Temperature of the column was maintained at 40 ºC.

10.3 Results

10.3.1 Screening of Milk Samples Through Qualitative Field
Disc Assay

All milk samples collected were screened for the presence or absence of antibiotic
residues with the Qualitative Field Disc Assay using Bacillus subtilis. All positive
milk samples had a clear zone of inhibition around them. Samples having a zone of
inhibition of more than 1 mm were considered positive. Out of 528 milk samples, 81
samples were found to have a clear zone of inhibition of more than 1 mm (Fig. 10.1).
The average length of zone of inhibition was 5 ± 0 mm for all positive samples.
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Fig. 10.1 Clear zone of inhibitions in antibiotic residue positive samples

10.3.2 Occurrence of β-Lactam at Different Levels of Milk
Marketing Chains in Different Seasons of the Year

Fifteen percent of the samples (81) were found positive for at least one of the
three antibiotics they were analysed for. All positive samples (81) were positive for
amoxicillin. On the other hand 64 (12.1%) and 34 (6.4%) samples were observed as
positive for ampicillin and penicillin respectively. Percentages of positive samples
collected from farmers, small collectors, large collector and retailers were 17.5
(43/245), 15.1 (16/106), 8.3 (3/36) and 13.5 (19/141) respectively. Details of
samples for each of the antibiotic residues exceeding EU standards (4 μgkg−1) at
different stages of the milk supply chains are provided in Table 10.2. All samples
which exceeded EU standards were also above the USFDA standards (10 μgkg−1)
except for one collected from a farm.

Contamination with amoxicillin and ampicillin was found to be at higher levels
than both EU (4 μgkg−1) and USFDA (10 μgkg−1) standards at all levels of
the informal supply chains. Penicillin residues were found marginally higher than
EU (4 μgkg−1) standards at the farmer, small collector and retailer levels. The
highest contamination of amoxicillin was found at the retailer level while highest
contamination for ampicillin was found in samples collected from the farmer. Mean
values of all positive samples for the concentration of amoxicillin, ampicillin and
penicillin at different levels of supply chains are provided in Table 10.3.

Large variation was also seen between seasons of the year. For example 11.3%
(10/88) of samples collected in the autumn, 10.2% (9/88) in the monsoon season,
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Table 10.3 Mean concentrations (μgkg−1; mean ± SEM) for β-lactams (amoxicillin, ampicillin
and penicillin) in milk collected from different stages of informal value chains

Antibiotic Farmers Small collector Large collector Retailer

Amoxicillin (μgkg−1) 80.11 ± 15.65 49.0 ± 6.29 93.83 ± 62.35 101.6 ± 36.45
Ampicillin (μgkg−1) 121.8 ± 34.12 65.09 ± 16.26 76.62 ± 19.15 84.01 ± 26.08
Penicillin (μgkg−1) 6.89 ± 3.0 5.56 ± 4.57 0.56 ± 0.56 4.15 ± 2.45

19.1% (17/89) in spring, 17.9% (23/128) in summer and 16.3% (22/135) in winter
were positive for at least one β-lactam antibiotic residue.

Table 10.4 explains in detail the number of samples which exceeded EU
standards (4 μgkg−1) in different seasons of the year. All samples that exceeded EU
standards for ampicillin and amoxicillin were also above the minimum allowable
USFDA level. Only one sample in winter which exceeded the EU standard also
exceeded the USFSA limit. On the other hand, one sample that did not exceed the
USFDA standard (5 μgkg−1) for penicillin was higher than the EU standard.

The highest contamination of milk samples with amoxicillin was observed
during the monsoon season. However ampicillin contamination was found more
in summer and slightly less in the monsoon season. The highest concentration
of penicillin was also found during the monsoon season. Mean concentrations
(μgkg−1) of amoxicillin, ampicillin and penicillin in different seasons (autumn,
monsoon, spring, summer and winter) of the year are presented in Table 10.5.

10.3.3 Amoxicillin

Out of 81 positive samples analysed for amoxicillin, 76 samples exceeded EU stan-
dards (4 μgkg−1). The mean concentration for all positive samples for amoxicillin
was 79.5 ± 12.15μgkg−1. The number of positive samples that exceeded the EU
standard along the marketing chains in various seasons is given in Fig. 10.2. The
mean concentrations of all positive samples for amoxicillin in the districts of Kasur,
Okara and Pakpattan were 62.8 ± 16.54, 62.8 ± 16.54 and 95.9 ± 22.92 μgkg−1

respectively. The corresponding proportion of positive samples that exceeded EU
standards was 90.3, 92.6 and 100% respectively.

10.3.4 Ampicillin

Contamination of milk samples with ampicillin that exceeded both EU (4 μgkg−1)
was 92.2%. All samples that exceeded EU standards were also above USFDA
(10 μgkg−1) standards. The concentration of all positive samples for ampicillin
was 106.6 ± 12.49 μgkg−1 (mean ± SE). Concentrations of ampicillin were
94.12 ± 19.42 μgkg−1, 121.7 ± 51.42 μgkg−1 and 82.55 ± 20.83 μgkg−1 in
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Table 10.5 Mean concentrations (μgkg−1) of β-lactams (amoxicillin, ampicillin and penicillin) in
milk samples collected in the various seasons of the year

Antibiotic Autumn Monsoon Spring Summer Winter

Amoxicillin
(μgkg−1)

44.02 ± 7.31 105.6 ± 47.91 87.97 ± 24.93 69.17 ± 17.26 89.67 ± 31.93

Ampicillin
(μgkg−1)

53.79 ± 18.37 117 ± 40.1 89.14 ± 26.82 120.6 ± 59.90 101 ± 23.45

Penicillin
(μgkg−1)

0.11 ± 0.08 15.52 ± 12.45 8.2 ± 4.52 2.03 ± 1.01 6.32 ± 3.2
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Fig. 10.2 Number of samples collected from different participants of milk supply chains with
amoxicillin concentrations above (positive) and below (negative) the EU standard (4 μgkg−1) in
different seasons of the year

the districts of Kasur, Okara and Pakpattan respectively. Detail of the distribution
of positive samples that exceeded the the EU standard at different levels of the
marketing chains in different seasons is given in Fig. 10.3. The percentage of the
positive samples exceeding EU standards for different districts was 88.9% (Kasur),
90.5% (Okara) and 100% (Pakpattan).

10.3.5 Penicillin

The percentage of samples positive for penicillin was 13.7 ± 4.2. The prevalence
of these higher concentrations varied along the marketing chain (Fig. 10.4). The
average concentration of penicillin in the district of Kasur (2.86 ± 1.66 μgkg−1)
was found to be lower than the EU standard (4 μgkg−1). However concentrations
were found to be higher in the districts of Okara (4.18 ± 1.7) and Pakpattan
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Fig. 10.4 The number of samples collected from different participants of milk supply chains with
penicillin above (positive) and below (negative) the EU standards (4 μgkg−1) in different seasons
of the year

(11.5 ± 5.94). Only fifteen (44.1%) samples out of 34 positive samples across all
3 chains exhibited concentrations greater than the EU standard (4 μgkg−1). These
corresponded to 33.3, 42.9 and 54.5% of positive samples found in the districts of
Kasur, Okara and Pakpattan, respectively.
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10.4 Discussion

The presence of antibiotic residues in market milk and meat has been reported
previously but levels of contamination of milk obtained from informal supply chains
in particular have not been identified. In a survey conducted by M Khaskheli et
al. [5] in three cities (Hyderabad, Latifabad and Qasimabad) in province Sindh
of Pakistan, 36.5% of the samples were found to be positive for β-lactams. Mean
concentrations of amoxicillin, ampicillin and penicillin were 36.11, 46.91 and
59.53 μgkg−1 respectively in their study. The percentage of positive samples
found in our study was less than half of what was observed by M Khaskheli et
al. [5]. Despite the lower percentage of positive samples, mean concentrations of
amoxicillin (79.5 μgkg−1) and ampicillin (106.6 μgkg−1) were found to be higher
showing the increased potential risk associated with the use of this antibiotic in
mastitis prophylaxis. In contrast the concentration of penicillin (13.7 μgkg−1) was
found to be lower than reported previously (59.53 μgkg−1), showing a lower risk
of exposure to penicillin in Punjab as compared to Sindh province. N Noori et al.
[3] evaluated the quality of milk powder produced in dairy factories in Iran for
contamination with β-lactams and tetracyclines. Thirty percent of the total samples
were found to be positive for β-lactams in a total of 240 milk samples collected
over a period of 12 months [3]. The percentage of contaminated samples in their
report (37%) was higher than observed (15%) in our present study. The presence of
antibiotic residues indicates negligence on the part of the farmers in not adhering
to the appropriate withholding periods for each of the antibiotics tested for in this
study. This may be associated with the over dosing of antibiotics to treat animals.
Of course this may also be due to the ignorance on the part of farmers with a limited
education.

KG Aning et al. [21], LR Kurwijila et al. [22] and EK Kang’ethe et al.
[23] observed antimicrobial drug residues at different points in marketing chains
(producer-sellers, processors, wholesalers and retailers) in Ghana, Tanzania and
Kenya. Their results showed 31.1%, 36% and 16% of the total samples to be
positive in each of these countries. There was no difference in the prevalence of
antibiotic residues observed during the dry and wet seasons at any level of milk
marketing chains except in the city of Dar es Salaam in Tanzania, where the
incidence of antibiotic residues was higher in the wet season in milk purchased from
vendors/hawkers. Although a significant number of samples was tested (n = 228,
986 and 854 for the studies of Aning et al., Kujwijila et al. and Kang’ethe
et al. respectively), no quantitative analysis was conducted. In addition samples
were qualitatively analysed using the CharmAIM-96 test kit which is relatively
non-specific for particular antimicrobials (Sulfamethazine, Gentamicin, Tylosin,
Tetracyclines and β-lactams). In contrast our survey has detected contamination with
only β-lactams but over all seasons (summer, winter, spring, autumn and monsoon)
of the year.

The higher concentration of amoxicillin and penicillin in the monsoon season
is an indication of greater prevalence of diseases induced through higher humidity
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specifically in this season. Comparable levels were also reported for the summer
season (120.6 vs 117 μgkg−1). Haemoprotozoan and associated diseases (babesio-
sis, theileriosis and anaplasmosis) have been reported in both summer and monsoon
seasons in Pakistan (A Durrani et al. [24]) and India (R Velusamy et al. [25] MA
Alim et al. [26]). As a result uneducated farmers resort to the use of antibiotics
as soon as they observe any physical abnormality. β-lactams are normally the first
choice for these farmers as they are readily available and do not require veterinary
prescription. The prevalence of contamination reported in the present study was half
of that observed by KG Aning et al. [21] and LR Kurwijila et al. [22], and similar
to that obtained by EK Kang’ethe et al. [23].

Higher contamination of milk with amoxicillin and ampicillin across the districts
studies are indicative of their prevalence of use in disease prophylaxis. Although
our study has highlighted the problem of antibiotic residues entering the human
food chain, the incidence of tetracyclines and other antibiotics is not known and
requires investigation. In addition to the problem, residues history tells us that the
risk of developing drug resistant bacteria causes major issues for the animal and
veterinary pharmaceutical industries.

10.5 Conclusion

Given the socio-economic status of the population of Southeast Asia particularly
Pakistan, informal supply chains are the most practical systems for collection and
distribution of the essential dietary animal protein source, milk. Due to the large
population dependent on this product, there is a need to monitor more closely
its quality. Thus the presence of herbicides, pesticides and other antibiotics used
in agriculture needs to be monitored. Legislation for minimum acceptable levels
should be established and then enforced.
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Chapter 11
Detection of Vegetation in Environmental
Repeat Photography: A New Algorithmic
Approach in Data Science

Asim Khan, Anwaar Ulhaq, Randall Robinson, and Mobeen Ur Rehman

Abstract Environment change being one of the major issues in today’s world
needs special attention of the researchers. With the advancement in computer
vision researchers are equipped enough to come up with algorithms accomplishing
automated system for environment monitoring. This paper proposes an algorithm
which can be used to observe the change in vegetation utilizing the images of a
particular site. This would help the environment experts to put on their efforts in a
right direction and right place to improve the environment situation. The proposed
algorithm registers the image so that comparison can be carried out in an accurate
manner using single framework for all the images. Registration algorithm aligns the
new images with the existing images available in the record of the same particular
site by performing transformation. Registration process is followed by segmentation
process which segments out the vegetation region from the image. A novel approach
towards segmentation is proposed which works on the machine learning based
algorithm. The algorithm performs classification between vegetation patches and
non-vegetation patches which equips us to perform segmentation. The proposed
algorithm showed promising results with F-measure of 85.36%. The segmentation
result leads us to easy going calculation of vegetation index. Which can be used to
make a vegetation record regarding particular site.
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11.1 Introduction

In today’s world population have increased rapidly with the advancement of
technology which have created a need and importance of Environment monitoring.
Humans have effected the environment to such an extent that the time has come
to pay our concentration to this issue. The change in climate and the change in
land are interconnected powers of global change prompted by human beings [1, 2].
Environment monitoring is now an important task to do so that an information can
be processed to assess environmental effectiveness. It can proved to be helpful in
monitoring humidity and temperature. One of the most important components of
environmental monitoring is to observe the information regarding vegetation which
is essential to predict at an early stage about ongoing trends.

Now a day’s satellite and aerial podiums are utilized to get remote sensing
images which can be used for environment monitoring. But from a very long
time photographs taken from ground are used to record the change in environment
and ecosystem [3]. Repeat photography is one the most often method used for
monitoring any change, where images are taken repeatedly of a particular location
in different times. So by comparing the repeated photographs analysis can be
carried out regarding the change. While in the case of analyzing the environmental
change time difference between image repetition is in months and years. These
repeated photography communicates about the change in environment with respect
to time [4].

The advancement in remote sensing images have made these repeat photography
methods to lose its importance. But if environment analysis needs to be carried
out in a transparent manner, revitalization of this technology is necessary so that
researchers can utilize these images in their research. As repeat photography gives
a detailed information regarding the transformation in vegetation regarding some
particular site.

Repeated photography is used since decades for different monitoring tasks
like geomorphological development [5–7], change in trees arrangement [8, 9],
costal lacales [10], plant phenology [11–14] and many others. Literature shows
that researchers have immensely utilized the repeat photography for vegetation
cover [15–19]. Repeat photography involves many issues like background clutter,
high interclass variation and illumination variance [20, 21]. However with the
advancement of technology and introduction to new approaches, these limitation
are encountered and repeated photography is used to carry out different analysis.

In [22, 23] authors have proposed an algorithm which divides image into
rectangular grid and than using those rectangular grid percentage of vegetation cover
is calculated. Point sampling is also used to quantify the vegetation change [24],
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where classification is performed to classify each image in different cover types,
which are treated as different classes. Moreover different cover types represents
different quantitative measures.

In literature, papers can be found which utilizes automated segmentation for
extracting the vegetation region for calculating vegetation index. But the approaches
proposed utilizes remote sensing imagery for this purpose [25, 26]. However the
advancement in computer vision field enables us to use approaches to get the
automated system for the segmentation of vegetation so that qualitative measure
regarding vegetation can be calculated. Fortin et al. in [27] have proposed an
algorithm for estimation of landscape composition from repeat photography but like
other researchers they have used manual segmentation scheme.

This research is carried out to come up with an approach of automated system for
segmentation and than vegetation measure in repeat photography with the help of
advanced computer vision techniques. The proposed algorithm showed promising
results for segmentation as well as calculation of quantitative measure for vegetation
approximation. As in the field of ecology the vegetation index of some particular site
give a lot of information regarding its environment.

Rest of the paper is organized in following manner: Sect. 11.2 discusses about
the dataset used in this paper, Sect. 11.3 discusses about the main methodology
where discussion about each step is described in detail, Sect. 11.4 carries details
regarding the results of the proposed algorithm on the dataset discussed in Sect. 11.2,
Sect. 11.5 is the part where conclusion is carried out regarding the proposed
algorithm on the research topic.

11.2 Dataset

The paper uses Fluckerpost dataset [28] which have different scene images taken
in different time spans. Figure 11.1 shows some of the examples images of two
different scenes and its 3 different time span images. The dataset contains images of
22 locations in total and in each location there are images of multiple scenes. The
dataset is the initiative towards monitoring of more than 150 precious environment.

11.3 Proposed Methodology

The proposed methodology involves multiple steps which leads to the calculation of
vegetation index present in an image. Figure 11.2 shows the general flow diagram
followed for the extraction of vegetation index for any input image with regard to
previous images of the particular scene input image belongs to. This section further
discusses about all the building blocks of the proposed methodology.
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Fig. 11.1 Figure shows dataset images where row figures shows different time spans and columns
represent different scenes

Fig. 11.2 General flow diagram
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11.3.1 Image Pre-processing

As the images in the dataset are taken at different time spans with different cameras
so the dataset images have varying light intensities. Therefore the dataset images
needs to be pre-processed before their registration process. For this process Image
histogram equalization is adopted to encounter the said problem. The image was
divided into R, G and B channels after which image histogram equalization was
applied on the individual channels. The resultant channels were combined together
to get the RGB image.

11.3.2 Image Registration

Acquired images are of the same scene but they are not on a single coordinate
system because they are captured from different viewpoints as can be seen in
Fig. 11.1 as well. Images registration is the process that can be used to tackle this
problem. Image Registration transforms one image with respect to other in such a
manner that they both can be compared. In [29] authors have described the general
steps which needs to be followed for image registration in any research problem.
Those steps are,

– Feature Detection
– Feature Matching
– Model Estimation for Transformation
– Image Transformation

11.3.2.1 Feature Detection

Gradients in an image holds great importance as they represents the information
regarding edges. Similarly in case of mitotic and non-mitotic cells gradients can
play a vital role. As discussed earlier as well that mitotic and non-mitotic cells
differentiates from each other on the bases of texture/shape. So gradients give us
thorough information about edges and edges represents the texture/shape of the
image. Therefore using HOG can be significant for the good performance of cell
detection. HOG generates the histogram of orientation of a window/patch selected.
The working steps of HOG are discussed below,

– In first step image is divided into small patches and each patch is known as
detection window. The size of the window NxN is dependent on the input image
size and the number of gradients we want to extract.

– Color and Gamma normalization is performed for the extraction of strong
gradients of the image.
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– Gaussian derivative is used to compute the gradients fx and fy in horizontal and
vertical direction respectively. For which following filter kernels are used.

[−1, 0, 1] and [−1, 0, 1]T (11.1)

– Now orientation binning is performed in which cell histograms are developed. In
spatial cell each pixel hold a specific weight which is derived from the gradient
calculated. Histogram channels are spread evenly with a difference of 20 degree.

– Contrast Normalization is performed on the overlapping block in cells. The
normalization factor used can be seen in below equation,

Norm : L = B
√

||B||22 + t2
(11.2)

Where ‘B’ represents the un-normalized vector and ’t’ represents threshold value
which will remain constant for all windows.

– The last step is collection of all HOGs in each block. This prepares our feature
vector which can be now used for classification.

11.3.2.2 Feature Matching

In this step features of two images are matched together to calculate correspondence
between them. We have used Brute-Force Matcher method for calculating similarity
between detected features. Brute-Force Matcher works on a simple phenomenon
where distance between K1 (key point features extracted from image 1) and K2
(key point features extracted from image 2) is calculated. The minimum Euclidean
distance between K1 and K2 will be considered as matched points.

11.3.2.3 Model Estimation for Transformation

After feature matching task most important task is to remove the outliers. Outliers
are those features points which do not fit in our model. Removing them is
necessary so that an accurate transformation parameters can be calculated. Proposed
architecture utilizes RANSAC for outlier removal task. RANSAC algorithm works
on 4 main steps which are,

– From the dataset containing outliers select a random subset to start the process.
– Model fitting is performed on the designated subset.
– Number of outliers are calculated for the fitted model.
– Repeat all above three steps for the selected number of iterations. Desired model

with the check on number of outlier against it, is considered to be best fit model.
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For model estimation we have used similarity transform as global mapping
model. This model tackles three main transformation constraints which are trans-
lation, rotation and scaling. This model is also known as shape preserving mapping
model because it conserves the angle as well as curvature present in an image that
needs to be transformed. So in our case it is really important to conserve the angles
because we need to segment out the output image of registration block.

Equations 11.3 and 11.4 shows formulation used to calculate u and v which
transformation coordinates. Where i and j are the coordinates of original image.
s, p and t shows scale factor, rotation and translation factor respectively which are
calculated using global mapping model

u = s ∗ (i ∗ cos(p)− j ∗ sin(p))+ ti (11.3)

v = s ∗ (i ∗ sin(p)− j ∗ cos(p))+ tj (11.4)

11.3.2.4 Image Transformation

Mapping function is constructed in previous step which would be used to transform
the image so that two image can have same scale, rotation and translation. Which
is necessary so that we can know the change in vegetation index between two
images in an accurate manner. Each pixel is individually transformed using the
equations 11.3 and 11.4 discussed in previous step.

11.3.3 Image Feature Extraction

After Image registration we need to extract the features from the registered
image. For which image was divided into small chunks of size 4 × 4. From each
chunk/patch color and texture features were extracted. Figure 11.3 shows the
algorithm adopted after image registration for the process of segmentation and then
finally achieving the vegetation index. The 8 features extracted for the proposed are
discussed below.

11.3.3.1 Color Features

Three color features were extracted. R, G and B values of all 16 pixels from block of
4 × 4 was extracted. The three features extracted were the mean values of all three
channels in a block.
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Fig. 11.3 Proposed segmentation algorithm for vegetation index calculation

11.3.3.2 Texture Features

Five texture features were extracted which were Energy, Entropy, Contrast, Homo-
geneity and Correlation. Equations 11.5, 11.6, 11.7, 11.8, and 11.9 are used for
the extraction of these features after converting the patch from RGB to gray scale.
Where ‘I’ is the pixel value of gray scale patch, l and m are the coordinates of the
patch.

Energy =
∑

l

∑

m

I 2(l,m) (11.5)

Entropy = −
∑

l

∑

m

I (l,m)log(I (l,m)) (11.6)

Contrast =
∑

l

∑

m

(l −m)2I (l,m) (11.7)

Homogeneity =
∑

l

∑

m

I (l,m)

1 + |l −m| (11.8)

Correlation =
∑
l

∑
m(l − μx)(m− μy)I (l,m)

σxσy
(11.9)
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11.3.4 Classification for Segmentation

After feature extraction of each patch of the image we need to classify the patches
to vegetation and non-vegetation classes. Each chunk was labelled with vegetation
or non-vegetation using Image labeler App of matlab. Support Vector Machine was
used as a classifier. SVM was trained using 100 different scene images taken from
flucker post project dataset [28].

SVM is a linear classifier which generates a boundary between the two classes for
classification purpose. The boundary is created using the optimal hyperlane which
the best fit model for classification of class P and Q. The optimal hyperlane equation
is shown below,

p . x + q = 0 (11.10)

and the above equation is required to fulfill two conditions which are,

– Hyperlane should be such that it satisfies below two equations,

f (x) = p . x + q should only be positive if x ε P (11.11)

f (x) ≤ 0 if x ε Q (11.12)

– The hyperlane should be at maximum possible distance from all the observations
which would depict robustness of the system. The hyperlane distance from the
observation is defined as,

|p . x + q|
||p|| (11.13)

After classification of all patches vegetation classified patches are segmented out
from the image and combine together in a single image.

11.3.5 Calculating Vegetation Index

After segmentation process an image is achieved which only contains vegetation
content in the image. So we can now calculate the vegetation index with the help of
pixels being segmented out. The equation used for calculating the vegetation index
is shown below,

V egetation Index = Number of pixels segmented

T otal number of pixels in original image
(11.14)
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11.4 Results

As discussed earlier, 100 images from fluckerpost dataset were taken into account
for training purpose. For testing purpose we took other 50 images from the same
dataset. On those images registration was applied on the basis of the model image
from each site. After which the developed algorithm was applied to segment the
vegetation region in the image. Example images can be seen in Fig. 11.4. Figure 11.4

Fig. 11.4 Image A shows the example registered imaged followed by the segmentation mask for
vegetation region extraction in Image B
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Table 11.1 Image number
and calculated vegetation
index

Image number Calculated vegetation index

1 0.43

2 0.62

3 0.39

clearly depicts that high performance segmentation is performed for the extraction
of vegetation region.

For further evaluation of the proposed segmentation algorithm few numerical
approaches were adopted. F-measure of the classification process carried out by
SVM based on given features was evaluated on 50 test images. The equation of
F-measure is shown below,

F −Measure = 2 ∗ Precision ∗ Recall
P recision+ Recall (11.15)

Where precision is the ratio between number of correctly classified vegetation
patches and total number of patches classified by SVM as vegetation region. And
recall is the ratio between number of correctly classified vegetation and the number
of vegetation patches present in the whole labeled image.

F-Measure achieved for the 50 test images from fluckerpost dataset is 85.36%.
Moreover we have calculated the vegetation index of the images as well. The
Table 11.1 shows vegetation index of the segmented images.

11.5 Conclusion

Authors have proposed a novel approach towards automatic environment analysis.
Where the algorithm will carry out processing to calculate the vegetation index
from the images of same site acquired in different phases of a year as well as
in different years. The proposed algorithm for segmentation of vegetation region
have shown promising results. A machine learning algorithm is appointed for this
job which was trained using color and texture features extract from the patches of
image. Segmentation algorithm is analyzed using precision and recall values, where
calculated f-measure is 85.36%.
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Chapter 12
Can Data Fusion Increase the
Performance of Action Detection
in the Dark?

Anwaar Ulhaq

Abstract Automated human action detection and recognition is a challenging
research problem due to the complexity of its data. Contextual data provides
additional cues about the actions like if we know car and man, we can short-list
actions involving car and man, i.e., driving, opening the car door etc. Therefore,
such data can play a pivotal role in modelling and recognizing human actions.
However, the visual context during night is often badly disrupted due to clutter
and adverse lighting conditions especially in outdoor environments. This situation
requires the visual contextual data fusion of captured video sequences. In this paper,
we have explored the significance of contextual data fusion for automated human
action recognition in video sequences captured at night-time. For this purpose,
we have proposed an action recognition framework based on contextual data
fusion, spatio-temporal feature fusion and correlation filtering. We have performed
experimentation on multi-sensor night vision video streams from infra-red (IR) and
visible (VIS) sensors. Experimental results show that contextual data fusion based
on the fused contextual information and its colourization significantly enhances the
performance of automated action recognition.

Keywords Data fusion · Action detection · Night vision

12.1 Introduction

Recognizing human actions in different visual conditions is still a challenging com-
puter vision problem. Different challenging scenarios are considered in literature
like action in large collections [1], group actions [2], crowd based actions [3],
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actions inside movies [4], single and two person action recognition [5], actions
recognition from side of a video [6], actions across different viewpoints [7] occluded
actions [8]. However, these approaches consider action recognition in bright and
good quality videos and do not discuss the case of adverse lighting conditions or
night-time scenarios where clutter and disrupted context makes automated action
recognition a daunting task.

Action contexts is a valuable priori knowledge in terms of modelling action
instances. Contextual action recognition is discussed by various researchers. The
context of scenes is utilized for recognizing events by [9] however, it uses only the
static images. Contextual action recognition is presented by [10] which is based on
bag-of-features framework. This work considered the annotated actions in movies
and with script mining for visual learning. A similar technique [11] extracts overall
object based context by detectors and their descriptors with supervised learning.
Modelling of scene and object context is designed by [12] for Hollywood2 action
dataset. These approaches aim action recognition in high-resolution videos. There-
fore, the main advantage available to these approaches is the ease in finding visual
interest points and relevant detectors because of their high quality visual context.
However, achieving the same objectives in night-time imagery is cumbersome due
to clutter and low lighting conditions resulting in low accuracy of action recognition
approaches.

Human action activity recognition in single spectrum is discussed in [13, 14]
which perform recognition in infra-red spectrum. However, these approaches
ignore action contexts which is poorly captured by infra-red sensors (IR). These
approaches, therefore, cannot be classified as contextual action recognition
approaches. In this paper, we build upon the idea of our previous work [15–19]
and further explore the use of contextual information in recognizing human actions.

Moreover, night-time imagery lacks colour information that provides great help
to our visual perception. Due to unnatural appearance and IR imagery limitations,
multi-sensor systems are employed for better contextual awareness [23]. Another
approach to optimize these systems is to introduce pseudo-color information. A
recent study about perceptual evaluation [20] of such colour transformed multi
spectral systems has concluded that pseudo-colourization better illustrates the gist
of a night scene by improving the fixation behaviour of human eye compared to
large-scale imagery.

We address the following research questions: (i) Can accuracy of action recog-
nition be increased by context enhancement? And (ii) Does psedu-colourization
of night-time imagery contributes to the increase of recognition and detection
accuracy?

This paper claims the following contributions: (1) It considers a diverse scenario
of action recognition in clutter and adverse lighting conditions at night-time and
answers how colourization and contexts can be utilized to enhance automated
action recognition at night, (ii) it proposes to integrate motion, colour and context
information in a single action recognition framework by space-time feature fusion
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and correlation filtering, (iii) it proposes a new spatio-temporal frequency domain
filter for action recognition named (Action-02MCF).

The paper is organized as follows: Sect. 12.2 describes the prior related work.
Section 12.3 illustrates the context data fusion of multi-sensor videos. The pro-
posed framework is presented in Sect. 12.4. Experimental results are discussed in
Sect. 12.5. The conclusion and references are provided at the end.

12.2 Prior Work

There are various techniques for human action recognition which can be categorized
on the basis of action dataset used, as the performance of these approaches
vary in different circumstances. Action-scene context is acquired through movie-
script mining by [1] for realistic action recognition in movies. Spatio-temporal
action context was utilized by [11] based on space-time features. Similarly, [21]
employs convolution neural network for contextual action recognition. However,
these approaches use high resolution action datasets for which the extraction of
spatio-temporal interest points is straight-forward.han2005human

However, recognition of human actions in low-quality night-time videos is
not well explored area of research and very few approaches can be cited in this
category. The utility of thermal imagery is analysed by [22] for human action
recognition. This approach is built upon the histogram of oriented gradients and
nearest neighbour classification. A similar work [13] uses gait energy images.
However, it is limited to walking activity which is easier to recognized. Contextual
action recognition based on 3D-FFT and contextual cues is proposed in [16]. This
approach uses context of night vision into consideration. However, its recognition
performance is low. Our approach can be categorized in similar domain.

In this paper, we present robust action recognition which can deal with low
quality night-time video sequences. In case of night-time videos, we consider the
registered videos collected from low-light visible and IR spectrum. We enhance
the context through video fusion [19]. Our action recognition approach is based on
space-time interest point detection and frequency domain correlation analysis and
can detect and classify human actions in a robust manner.

12.3 The Context Data Fusion in Night-Time Videos

In this section, we discuss the motivation behind contextual data fusion for night-
time video sequences, video fusion and colourization for context enhancement.
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12.3.1 The Motivation

The aim of context data fusion is a pre-processing step to give day-like appearance
to night-time videos. It involves video fusion applied on registered video streams
collected from infra-red (IR) and visible (VIS) spectrum Context data fusion helps
to reveal a camouflaged target and to assist target localization [23]. Here we present
and discuss context data fusion briefly.

12.3.2 Contextual Data Fusion

The objective of employing video fusion is to generate a single enhanced video
from complementary videos, that is more suitable for the purpose of human visual
perception, action and context recognition. If we denote A as IR video sequence
and B as visible video sequence, we intend to generate another video sequence C
by fusing visual information from A and B. Figures 12.1 and 12.2 give illustrations
of video fusion results.

For simultaneous fusion and colourization, we used automatic colour transfer
based video fusion (FACE) [17] which enhances video context by colour transfer
from a source image. The illustration of this approach is given in Fig. 12.2.

12.4 Spatio-Temporal Feature Extraction and Fusion

In this section, we discuss feature extraction from video sequences containing
valuable information regarding motion, colour and context.

Fig. 12.1 An example scenario of video fusion of registered video streams: (a) an IR video
sequence (b) a low-light visible video stream and (c) a fused video generated from (a) and (b)
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Fig. 12.2 Colour Transfer based Video Fusion method: (a) an IR video sequence (b) low light
visible domain video sequence (c) a source colour image for the purpose of colour transfer and (d)
a colour fused video generated from (a) and (b) and (c)

12.4.1 Motion and Colour Information Cues

To capture motion and colour information in video sequences, we use multi-channel
3D colour cuboid as spatio-temporal features with HOG3D descriptor [24]. To
construct multi-channel framework, an opponent colour space conversion is applied
to RGB frames as described below:

⎛

⎝
O1

O2

O3

⎞

⎠ =
⎛

⎝
(R −G)/√2

(R +G− 2B)/
√

6
(R +G+ B)/√3

⎞

⎠ (12.1)

Above transformation de-correlates the colour channels and new photometric
image representations, N = [O1

O3
, O2
O3

], C = [O1,O3] can be achieved. Chromatic
combination with intensity channel I can produce IN and IC representations. We
prefer to use IN based on best recognition performance in [24].
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Let volume V having n channels is given by V = (V 1, V 2, . . . . . . ., V n)T with
individual channels are presented in scale-space by V j = G(.; σo; τo)∗I j (.)withG
as a 3D Gaussian kernel with equal scale along spatial and temporal dimension i.e.
σo; τo and I j is image function of channel j . Multi-channel spatio-temporal cuboid
features Γ are then extracted as:

Γ =
n∑

i=1

(G(.; σo ∗ aav(.; τi); ) ∗ V i)2 + (G(.; σo ∗ aod(.; τi); ) ∗ V i)2 (12.2)

where Gaussian kernel G(.; .) is applied spatially and Gabor filter pair aav, aod are
applied along temporal dimension.

Multi-channel HOG3D descriptor, α encapsulates the histogram of 3D gradient
directions and can be described as:

α = (α1, α2, . . . . . . ., αn)T = L.�′

||�||2 (12.3)

where L is n matrix holding the polyhedron face centre locations as the unit sphere
centred at the gradient location is approximated by a regular n-sided polyhedron,
f is the histogram of 3D gradient directions and For a 3D gradient �, and
a multi-channel formation is given using concatenation approach where �′ =
{�j }, j = {1, 2, . . . , n}. We use gradient direction with channel concatenation and
the dimensionality of the final descriptor is n× d.

12.4.2 Contextual Information Cues

To extract contextual information, we propose multi-channel Gist features as an
extension of Gist features [25] that are triggered at temporal locations specified by
multi-channel cuboid features. The Gist feature is a vector β = {βj }, where j =
{1, 2, . . . ., n} represents channel j , n is the number of channels and each individual
feature, cuboid Gist β is averaged Gist feature for all frames described by a triggered
spatio-temporal cuboid and is computed as:

βj =
Nf∑

i=1

∑

x,y

w(x, y)× |Ii(x, y)⊗ hi(x, y)|2 (12.4)

Where ⊗ represents the image convolution, × denotes pixel wise multiplication,
I (x, y) stands for the frame of video sequence, and Nf is number of total frames
specified by a given spatio-temporal cuboid. hi(x, y) is a filter from multi-scale
oriented Gabor filters andw denotes a spatial window to compute the average output
energy of each filter. The impulse response of a Gabor filter is considered a Gaussian
modulated by a harmonic function:
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h(x, y) = cos(2π
x′

λ
+ φ)exp(x

′2 + γ 2y
′2

2σ 2
) (12.5)

where x′ = x cos θ + y sin θ, y′ = −x sin θ + y cos θ , θ is rotation angle, φ is
the phase offset, γ is the spatial aspect ratio and λ is the harmonic wavelength, σ
is the standard deviation of the Gaussian function. The window w(x, y) divides an
image into a grid of 4 × 4 non-overlapping windows, producing a descriptor of size
4 × 4 × 6 × 4 = 384.

12.4.3 Spatio-Temporal Feature Fusion

Feature fusion combines the different complementary features into a single discrim-
inative feature vector. We take spatio-temporal feature as α ∈ R

p×n and contextual
features as β ∈ R

q×n. Therefore for n video sequences, we get p + q features.
Let Sαα ∈ R

p×p and Sββ ∈ R
q×q denote the within -sets covariance matrices. The

overall covariance matrix (p + q) × (p + q) S contains all the information on the
associations between pairs of features:

S =
(
Cov(α) Cov(α, β)

Cov(β, α) Cov(β)

)

=
(
Sαα Sαβ

Sβα Sββ

)

(12.6)

CCA aims to find the linear combinations α∗ = WT
α Y that maximize the pairwise

correlations across the two datasets,

Corr(α∗, β∗) = Cov(α∗, β∗)
var(α∗).var(β∗)

(12.7)

where Cov(α∗, β∗) = WT
α SαβWβ , var(α∗) = WT

α SααWα , and var(α∗) =
WT
β SββWβ . Maximization is performed using Lagrange multipliers by maximizing

the covariance between α∗ and β∗ subject to constraints var(α∗) = var(β∗) = 1.
The transformation matrices Wα and Wβ are produced by solving the eigenvalue
equations

A2W̄α = S−1
αα SαβS

−1
ββ SβαW̄α,

A2W̄β = S−1
ββ SβαS

−1
αα SαβW̄β (12.8)

where W̄α and W̄β are the eigenvectors and A2 are the diagonal matrix of
eigenvalues of square of the canonical correlations. A feature level fusion is then
performed as:

f =
(
α∗
β∗
)

=
(
WT
α α

WT
y β

)

=
(
Wα 0
0 Wβ

)T (
α

β

)

(12.9)



166 A. Ulhaq

Where f is called fused discriminant feature and represents fused motion, colour
and contextual information based feature.

12.5 Action-02MCF: 3D Feature-Based Zero-Aliasing
Maximum-Margin Correlation Filter

Notation: Vectors are represented by the lower case letters f , matrices by upper case
letters F , F−1(f̂ ) denotes inverse Fourier transform of f̂ , where ˆ represents vari-
ables in frequency domain, ′ denotes transpose operation. ∗ is complex conjugate
and † represents its transpose. For implementation detail, please refer to [26].

12.6 Experimental Results and Discussion

This section describes our experimental data, set-up, results and performance
comparison with discussion.

12.6.1 Actions Dataset and Experimental Set-Up

In absence of any benchmark night-vision action dataset, we have recorded Night
Vision Action Dataset (NV) using two different cameras. One of them is IR
camera, Raytheon Thermal IR-2000B and the other is low-light visual camera,
Panasonic WV-CP470. The thermal and visual videos are registered before fusion
process by selecting corresponding points in corresponding views and following
a computation of a least-squared error fitting homography. In addition to these
videos, this dataset includes 20 video sequences collected from TNO image fusion
dataset [20], Eden project dataset [27] and Ohio-state University thermal dataset.
This dataset comprises eight action categories including: walking, wave1, wave2,
stand-up, sit-down, clapping, pick-up and running performed by different actors.

12.6.2 Experiment No. 1: The Role of Contextual Data Fusion
in Terms of Recognition Accuracy

Firstly, the training of Action-02MCF filters is performed for each action category.
During the testing phase, test action video is correlated with the synthesized filter to
find correlation peak. For validation, leave one out cross validation strategy is used.
The confusion matrices are shown in Fig. 12.3.
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Fig. 12.3 Confusion matrices illustrate action recognition performance against NV action
dataset. (a) Baseline (without colour and contextual information) 91.33%, (b) Without Colour
information,92.88% (c) Without contextual information 94.88%, (d) With fused colour and
contextual information 97.44%

We experimented with different versions of our recognition framework to know
the impact of each visual cue (colour and context) on recognition performance.
At first, a baseline is developed using space-time cuboid features and excluding
context and colour information in feature extraction process, and we call it Action-
baseline. At second, we fuse contextual information through Gist features but no
colour channel is used, and we call it Action-02MCF At third, we use multi-channel
space-time cuboid features without Gist features and we call it Action-02MCF At
last, we utilized fused discriminant features and we call it Action-02MCF.

We calculated confusion matrices for each case against NV dataset and displayed
in Fig. 12.4. We found that Action-02MCF (Fig. 12.3d) that use both colour and
context information fusion alongside motion cues outperforms others (Action-
02MCF (Fig. 12.3a–c)) It demonstrated that colour information is significantly
important alongside motion information in action recognition process. Contextual
information also plays an important role especially in actions which involve full-
body motion. Therefore, a information fusion of motion, colour and contextual cues
can enhance action recognition performance.
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Fig. 12.4 The plot of PSR (Peak-to-Sidelobe-Ratio) by correlating the trained walking-Action-
02MCF with a night-time video sequence. As visible from the plot, PSRs produced by walking-
Action-02MCF are comparatively much higher than the responses by action filters for other
actions. A representative frame from respective videos (both domains) is shown below

12.6.3 Experiment No. 2: Filter Performance for Action
Detection and Localization

To measure the detection and localization performance of the proposed filter, we
utilize the probability of detection vs false alarms per second (FA/s). A performance
metric denoted as P is utilized which is equal to the integration of an ROC
curve from 0 to 5 FA/s. An ideal ROC curve must have, P = 5. To evaluate
this performance, we applied the proposed filter to each test video and varied the
threshold of the detection to generate ROC curves. The detection is labelled a true
positive detection if the ground truth and the centre of the bounding box lie within
3 frames of each other and ≤ 8 pixels Euclidean distance in spatial domain to keep
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greater than 50% bounding box overlap for each action. We then plot the values of
performance metric, P against all actions and do comparison with similar approach,
Action-DCCF filter [16]. The corresponding filter is selected due to similarity and
code availability. Figure 12.4 displays the sample detections with the original and
estimated bounding boxes while Fig. 12.5 illustrates the plot of recognition rate vs
normalized correlation error (E).

12.6.4 Experiment No.3: Quantitative Evaluation of Filter
Robustness

We use another quantitative metric, named Peak-to-Sidelobe-Ratio (PSR) described
in [28] which calculated the ratio of peak response to the local surrounding response.
Figure 12.6 plots PSRs for walking action present in test video sequence (sample
frame displayed) using Action-02MCF for walking action trained on NV dataset.

Fig. 12.5 Action instance detection in three NV Actions instances where red bounding box is the
actual ground truth while green bounding box shows detection by 3D-SDCF

Fig. 12.6 (a) The plot of recognition rate vs normalized correlation error (E) for different
approaches. For every value of E, Action-02MCF outperforms other classifiers, (b) Recognition
rate vs no. of training videos
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12.7 Conclusion

In this paper, we explored and discussed the role of diverse data like colour, context
and motion information for automated action recognition. We use Canonical Corre-
lation Analysis for feature fusion of colour, contextual and motion data. In addition,
we introduced a robust feature based space-time action recognition called Action-
02MCF. The proposed filter combines the maximum margin property of SVMs,
localization criteria of correlation filters and sparsity of spatio-temporal features
in a single framework. Furthermore, we discovered that colourization clue is an
important data to increase action recognition performance alongside contextual data.
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Chapter 13
Data Privacy and Security in the Cloud

Peter Padiet, Md. Rafiqul Islam, and Azizur Rahman

Abstract Cloud computing have slowly made it way and has gained popularity
with its services and products and they have repeatedly increased, and many users
are attracted to migrate their data into the cloud. But there are still issues which
concern users when outsourcing their data and the business application into the
cloud, security and privacy are very critical and created trust concern. There are
five attributes related to security and privacy as follow; privacy-preservability,
availability, integrity, confidentiality and accountability. The aim of this paper is
to improve security in the cloud because the uses of cloud services has been more
increasing and in the next few years would be likely the cloud services will be a
big driving force, better to be prepare and develop majors to encounter and security
loophole that may arise in the near future.

Keywords Cloud · Privacy · Security · SaaS

13.1 Introduction

The aim of the research is to enhance the privacy and security in the cloud, the
uses of cloud services has been more increasing attracted to uses cloud services by
migrating most of their data to the cloud environment.

Cloud computing has become as one of the growing industries by making more
services or applications available on the Internet but still there are many challenges
that are facing the industry e.g. lack of expertise who are committed to developing
the security strategies needed in the twenty-first century.
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Cloud computer is a computer paradigm whereby a larger pool of the systems
are being connected either privately or public networks so that to provide the
dynamically scalable infrastructure for example; data, application and files storage
and with the advent of the technology and also the cost of an application hosting,
computation content storage and the delivery is also reduce significantly.

In the last few years, Cyber Security has become as one of the growing industries
but still there are many challenges that are facing the industry e.g. lack of expertise
who are committed to develop the security strategies needed in the twenty-first
century.

Security is one of the main concerns in the cloud services and I am very
determined to work hard in collaboration to other researches who shared same
ambition to make sure the security should be worrying anyone although there are
always shortfalls. In the new few years big Corporate and Governments will be more
likely to be using cloud services. Most client are attracted because of cost efficient
and resources availability [1].

To make data access more secure all users should have multiple verification
layers which allow users to be verify before accessing their data. Users’ needs to be
authenticated with unique access codes which can be encrypted. Each user should
have multiple tokens to go through difference level of authentications.

13.2 Literature Review

As seen, many users including big organizations, private and governments have
moved to host their data in the cloud, there is a complete loss of control, trust and
multi-tenancy with the self-managed clouds that have been directing to the security.
Cyber security is not new it has been existing and rapidly growing due to increase
and advancing of technology.

The complete loss of control, data, applications and the resources have been
located where the user identity management and the user access rules work on
the security policies and the enforcement which has been through the providers
of the cloud [3]. The consumer works on the assurance of the resource availability,
monitoring and the repairing of the services. There is a confidentiality issue where
the fear of the loss of control over the data along with the increased attack surface.
The entity outside the organisation works on the stores and the data computation
where the attackers are able to target the link of communication between the cloud
providers and the client. The identity and the access management and the privacy
issues are the biggest challenges.

Cloud computing is considered by many users as being very promising for their
IT applications; but there are still some outstanding issues to be solved e.g. data
access and privacy concern in cloud environment to create trust between the users
and the cloud providers [2].

For private, enterprises and government users can store their data in the cloud
computing environment and deploy their applications, but the significant barrier is
data security which are accompanied by issues including but not limited to privacy,
compliance, legal matters and trust. The security is a very complex and large topic
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to address. There are needs to expand security due to the amount of data being uses
in the cloud by big corporate, governments and individual [4].

There is a need to introduce a data monitoring mechanism in the cloud to
make sure the data will not be manipulated to ensure Data Integrity by protecting
unauthorized data modification, deletion.

In any system data integrity is one of the elements considered as one of the most
critical. It means the general protection of data from unauthorized access including
data deletion, modification of data.

Data confidentiality is very significant for users to store their private or confiden-
tial data in the cloud [8].

13.2.1 Relevant Technologies & Its Applications

Cloud computing provided services to users on demand at an affordable cost,
it is made affordable to Government, private agencies, big businesses and small
enterprises and that make it more attractive to many users prompting many users to
outsources their data for the cost of storage and infrastructure cost as well [7].

There are three relevant technologies of Cloud computing which are:

• Software as a Service (SaaS)
• Platform as a Service (PaaS)
• Infrastructure as a Service (IaaS)

SaaS it is used to deploy provider’s application to run on the cloud infrastructure
and it offer access everywhere which also increases the security risk. This service
model is very important to the implement policies and for identity management and
it provide access control to the applications. Salesforce.com is one of the examples
only provide access to authorized salespeople download customers sale information.

PaaS this environment is shared for development used by customers to control
application which have been deployed (example) Microsoft™ Windows AZURE
but doesn’t deal with the fundamental cloud infrastructure. This cloud services
involved with very strong authentication used to identify users and audit trail
with capability of supporting compliance policy and privacy mandate. Uses for
the development, test, deployment, host and maintaining of the applications with
the integrated development. This is based on handling the creation of the tools,
modification and testing the deployment. This is based on the built-in scalability
which includes the load balancing and the failover. The integration has been with
the web services and the databases. This has been working on the agile software
development and includes the Google App Engine and the Microsoft Azure services.

IaaS works on the delivering of the servers, storage network and the operating
systems. This is on demand service which can handle the clients with the resources
under the distributed service, allowing the dynamic scaling and have a utility of the
pricing model. This includes the users on a single hardware piece. IaaS has been
very volatile where there has been rapidly growing organisation to work on the

http://salesforce.com
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limited capital expenditure. There has been off shoring and the outsourcing of the
data storage and the processing is difficult [5].

Data security has constantly been an issue of concern in information technology.
In the cloud computing environment, it become mainly an issue when the data been
located in different cloud computing infrastructure around the globe. The two main
issues of concern to users are; Data security and privacy protection. Data security
and privacy protection are become the main important issues of concern in the
technology development, many users are focusing on how the technology can be
secure and convenience to use in regard to cloud computing.

This study is aiming to review security techniques and challenges in both
hardware and software to ensure data protection in the cloud computing [1].

13.2.2 Data Integrity

Generally, Data integrity is the way of protecting data from being access by
unauthorized person to avoid deletion, modification, or fabrication.

Data integrity is considered as one of the most critical fundamentals in informa-
tion system [1].

13.2.3 Data Confidentiality

Data confidentiality is significant for users when they store their private and
confidential data the cloud. In order to ensure data confidentiality users, must use
Authentication and access control strategies [1].

Increasing cloud reliability and trustworthiness can be used to address issues of
authentication, data confidentiality, and access control in cloud computing.

It is still a big challenge to could providers although cloud providers try to create
trust between users and their services, it is a big challenge for users to store their
sensitive data in the cloud [1].

13.2.4 Data Availability

Data availability means the availability of data to users to access their data on their
daily basis to certify the users need, there are many risks that can cause failure for
data interruption, like hard disk damage, network failure, power failure or fire and
any other risks that can interrupt data availability can providers have to guarantee
the availability of data if any avoidable risks occur.

The issue of data being store in many servers either locally or including overseas
or foreign countries is one of the serious concern of clients because the cloud
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providers can be subject to laws of the country they resided. It is very important that
cloud providers to provide users with guarantees that their data will be safe in the
cloud provider servers and provide explanation to users regarding local jurisdiction
or local laws. This paper will focus on the data storage location, safety of the data
against the local jurisdiction laws, availability of the data against risks, data security
management [1].

13.2.5 Privacy Definitions

Privacy can be define in so many ways across different entities but in the cyber
security context, privacy is the personal/individual, government and organizational
information or secrecy that should only be known within a certain boundaries
without being expose to those who have nothing to do with the information,
information can be obtain with consent per ethical needs to know basis but any
information being access without a consent from the an entity can be consider as
breach of privacy [1].

13.3 Research Significance

There is no mechanism available to trace who had access to the database in the
cloud, there is no transparency from the cloud providers as well, users do not have
access to the physical infrastructure where their data being stored. Users have no
access to information about privacy and data protection policies from the Country
their data being stored. Data access can be subject to the Country that the data being
stored or where the cloud service provider reside.

Users always in a loop wondering how long the data can be still available in
the cloud after their contract finished. If the data remain in the cloud environment
after the contract finished, then it can be considered as data breach or data privacy
breach, there must be a clear principal regarding data deletion or data destruction
after the contract. Because if the data remain in the cloud environment for a certain
time without any agreement from the user and the cloud provider then there might
be no security grantee and it can be access by unauthorized person.

Users remain wondering to find answers about who are data administrators
who look after their data in the cloud environment, are administrators local or
international employees, there must be a clear documentation that to educate users
more about data access management in the cloud to avoid doubt regarding privacy
and data security protection.
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Data security had constantly remained a main issue in information technology.
In the cloud computing environment, it has become predominantly serious because
the data is most stored or placed in different places and this can even be stored all
globally. The two main factors of user’s concerns are privacy and Data security
protection in the cloud environment. Although various methods on the issues
of cloud computing have been investigated by both academics and industries,
privacy and data security protection have become important for the forthcoming
development of the cloud computing technology within the government agencies,
industry and in the business.

Data security and privacy protection problems are applicable equally to hardware
and the software in the cloud architecture. Many questions remain answer and many
users always look for answers to know exactly what happen to their data behind
the cloud environment, many users outsource their data to the cloud platforms
but sometime there are no clear policies regarding data protection although they
sometime read them on a provided contract document. Many users don’t fully
understand the services they are sign on regarding if their data will be subject to
country their data being host because each country have their own data security and
privacy protection policy. There always hidden policies which are not disclose to
users regarding data access and this remain as big issue of concern regarding data
security and privacy protection. Nobody has gone to the bottom of this issue and
until then the data security and privacy protection will remain the issue of concern
when using cloud services. User lost control of their data control because being
manage in the cloud where user only have limited control [1].

13.3.1 Research Gap and Relevant Issues

Sun et al. [1] This article summarized more on Data Mining, Security, Privacy,
models and have address more regarding data mining and its implications and also
act as educational steps for cloud providers to adopt the ideas to increase their
productions.

Building trust between cloud providers and users is one of the critical or difficult
thing to achieve due to the complexity of the data and privacy protection. In order
to achieve the trust between cloud providers and users, there is a need to investigate
regulations which are already in place and do necessary adjustment to improve the
trust needed. Although many researches have already proposed many techniques
to deal with data and privacy protection still there is a need to scrutinise data and
privacy protection policies to breach the gap. Since the issue of data and privacy
protection remain as a big challenge, this survey paper will focus more on where
the data being store in the cloud, local government policies regarding data and
privacy protection in the hosted country, data retention in the cloud after contract
termination [1].
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13.4 Proposed Method

The investigation aims to find possible measures in place to protect the privacy
of all users either individual, governments, small, medium, big businesses in the
cloud environment. To investigate measures that being put in place concerning the
cloud environment being use by organisations to make sure the necessary protection
needed is being deployed to protect data integrity. To investigate and find out what
are most suitable control measures being uses by most organisations and businesses
to protect their data not to be exploit.

The above diagram represents steps they users should go through before being
granted full access to their data in the cloud.

To make data access more secure all users should have multiple verification
layers which allow users to be verify before accessing their data. Users needs to be
authenticated with unique access codes which can be encrypted. Each user should
have multiple tokens to go through difference level of authentications, the first step
is for the customer to login using unique username and a password. Second step,
user should be verify with their face being scan in the verification layer1 and if
the user fail to be fully identify with the image/photo then the section should be
terminate and prompt a user to go back to logon screen and if the user is fully
verified then he/she should be able to proceed to the next level whereby the user
should presented with data sample and data should be verify against the image
provided in the verification layer1 and if the data match up the image provided
during the verification stage then the user will have a full access to the data base on
the verification confirmation [9].
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The aim for the multiple security verification layers is to prevent any malware
that can get access to the confidential information through individual access point.

Security program to be run as follow:

If the user has a valid login credentials, then access 1 allow,
Else if user doesn’t have valid login credential then terminate the session at initial

point.
If the user is fully verified at the initial stage, then user will be required to prompt

to be verify by their biometric or picture.
If the user is fully verified at the verification layer1 with their biometric identity,

then you will be granted access to their data.
Or else if the user failed the verification at the layer1 stage then terminate the session

and prompt user with access denied due to invalid information.
If the user failed verification at any stage during the login procedures, then user will

always be prompted to start from the begin.

13.5 Investigation Methods and Sample Collection

Privacy literature reviews are non-systematic, many of them cannot be reproduced.
Only some studies presented a methodical literature reviews that are related to
security and privacy in support of big data. With anticipation the research on big
data count on methodical Literature Reviews. This research will focus on data
and privacy security of users in the cloud, although many researchers have done
a lot of studies regarding Cyber Security generally but there is no specific finding
or there is no specific solution regarding data security and privacy protection
due its complexity. There are no specific literature reviews related to big data
privacy that provide research making investigation and practical effect assessment
on computational assets [10].

Considering the cloud computing, there is a need to protect against the different
internal and the external threats where the monitoring of the security services will
help in the improvement of the effectiveness of the customer [5].

The platform, control and the service monitoring help in handling the platforms
which are being monitored. The vulnerability detection and the management help
in enabling the automation verification with the management of the handle the
unauthorised access to the administrative services. There is a continuous system for
the patching and the fortification where the security patching is based on handling
the operations and working on the different efforts.

Investigate aimed at cyber security issue and the appropriate method to be use
in this research is; data acquisition. This method is to address the objectives and
questionnaire for this research. This technique will be used to obtain information
using design and provided questionnaires from many different businesses and
organizations that have access to cloud computing environment.
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The questionnaires will be mainly from data and privacy protection regarding
cloud computing usage. The target sample data to be use for this investigation will
be about 250–300 users and it could be more than the target number in order to
present a quality result.

The sample questionnaires will be flexibility with options of hardcopy and
softcopy including online version, this will make very convenience to many users
who will take part in this investigation.

The investigation will be limited to governments, businesses and organizations
that are involve in the use of private network system and have access to cloud
computing environment or infrastructures. Other organization or institutions that
uses public networks could be form part of the investigation for the comparison
purpose regarding the risk challenge each entity faces.

The findings could benefit many organizations that are involve, with their data,
systems and networks protection from cyber-attack. After successfully complete an
investigation on this proposal the finding will be provide to organizations which
took part in the investigations as form of feedback per the recommending in the
finding [1].

13.6 Ethical Issues

To find out ethical issues regarding the survey or work you will do involving data
that may be concern with privacy, the best way is to start by questioning yourself
and Assessing and potential conclusions regarding ethics issues by showing your
trustworthiness that will to development of more cyber security ethics practices.

Does my action cause any effect or harm to those who are involved?
What will be the likely outcome or results and what quality report will it

represent?
To be consider as a cyber security professional you should behave ethically

to gain trust from others and prove to your supervisors beyond reasonable doubt
because of the responsibility you shoulder when gaining access to sensitive and
valuable information. Consumers should be involved when it comes to cyber
security ethical issues because of their data and privacy protection concern. There
are challenges involved with trust from the stakeholders regarding their systems and
sensitive data and their privacy.

13.7 Recommendation

User should be required to have multiple verification layers for authentication
purpose before accessing the information or data in the cloud. Organizations should
educate their employees to make them aware about the risk that will be involved
when missing using access level, educating users is very important because it will
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reduce the risk of insiders attack, insiders attack is concerning and it can only be
prevent within the organization with strong policies that restrict data access by
unauthorized users.

Cloud providers should have to be very transparency with the services the
provided to their clients/users. Users should be presented with risks that may occur
or any hidden risks that users may not be aware of, cloud provided should not
authorize data access by any third party without consent from their clients/users.

Activities log should be made accessible to users as part of transparency,
Activities log should include report on who have had access to the data, the date data
was last modified and any data transactions and who performed those activities.

13.8 Discussion and Conclusion

The aim of this paper is to investigate most of the hidden security concern like
data administration issues in the cloud, regulations or laws in the countries where
the data kept, data integrity and more. Privacy and data security are major issues of
concern including the compliance and the trust. There have been issues related to the
resource security, management and the monitoring process. The other relevant issues
of the data security, governance and management which includes the recognition of
the tracing, data confidentiality and avoidance of the malicious insiders with the
illegal operations. The other issues of concerns are with the data privacy, protection,
availability, location and the secured transmission process [6].

Cloud computing shows as potential and is an emerging technology intended for
the subsequently invention of IT applications. Difficulty and hurdles toward the fast
development of cloud computing are data security and privacy issues. Building trust
between cloud providers and users is one of the critical or difficult thing to achieve
due to the complexity of the data and privacy protection. In order to achieve the
trust between cloud providers and users, there is a need to investigate regulations
which are already in place and do necessary adjustment to improve the trust needed.
Although many researches have already proposed many techniques to deal with data
and privacy protection still there is a need to scrutinise data and privacy protection
policies to breach the gap. Since the issue of data and privacy protection remain as a
big challenge, this survey paper will focus more on where the data being store in the
cloud, local government policies regarding data and privacy protection in the hosted
country, data retention in the cloud after contract termination [1].

To make data access more secure all users should have multiple verification
layers which allow users to be verify before accessing their data. Users’ needs to be
authenticated with unique access codes which can be encrypted. Each user should
have multiple tokens to go through difference level of authentications.
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Chapter 14
Evaluating Faster-RCNN and YOLOv3
for Target Detection in Multi-sensor Data

Anwaar Ulhaq, Asim Khan, and Randall Robinson

Abstract Intelligent and autonomous systems like driverless cars are seeking the
capability to navigate around at any time of the day and night. Therefore, it is vital
to have the capability to reliably detect objects to predict any situation. One way
to capture such imagery is through multi-sensor data like FLIR (Forward Looking
Infrared) and visible cameras. Contemporary deep object detectors like YOLOv3
(You Look Once Only) (Redmon and Farhadi, Yolov3: an incremental improvement,
arXiv) and Faster-RCNN (Faster Region based Convolutional Neural Networks)
(Girshick Fast r-cnn. In: Proceedings of the IEEE International Conference on
Computer Vision, pp 1440–1448, 2015) are well-trained for daytime images.
However, no performance evaluation is available against multi-sensor data. In this
paper, we argue that diverse contextual multi-sensor data and transform learning can
optimise the performance of deep object detectors to detect objects around the clock.
We explore how contextual multi-sensor data can play a pivotal role in modelling
and recognizing objects especially at night. For this purpose, we have proposed the
use of contextual data fusion on available training data before training these deep
detectors.We show that such enhancement significantly increases the performance
of deep learning based object detectors.
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14.1 Introduction

Automated object detection is aimed at finding any instances of objects of interest
from the known object categories (such as cars, humans etc.) in a captured image
or video and, additionally it seeks object’s spatial location and the extent (e.g.,
a bounding box). Object detection also plays a fundamental role to solve other
high level vision problems like activity detection. Therefore, it has a wide range
of applications. It has been an active area of research over the last few decades.
Several survey papers [1–3] are written about the topic. However, current success of
deep learning models has revolutionized the field and many state-of-the art object
detection networks are known today. The development of this filed has moved
from the detection of a single object category towards the more challenging task of
building general purpose object detection systems whose object detection accuracy
and timing rivals that of humans. The success of Deep CNNs in image classification
led to success in object detection, resulting in development of pioneer work of
Region based CNN (RCNN) detector of Girshick et al. [4]. This development
started a new era of sophisticated deep learning approaches for object detection. The
availability of GPU computing resources and abundance of large scale datasets and
challenges such as ImageNet [5] and MS COCO [6] caused a so-called revolution
in object detection.

Detecting objects in different visual conditions is still a challenging computer
vision problem. These variations are generally caused by changes in imaging
conditions, leading changes in object appearance in images (like illumination, pose,
scale, occlusion, clutter, shading, blur and motion). Particularly, an image can be
captured sin different light conditions: sunlight (dawn, day, dusk), moonlight, or
darkness. It is also effected by other factors like weather conditions, cameras,
backgrounds, illuminations, occlusion conditions,locations, and viewing distances.
It can further be amplified or degraded by digitization artefacts, noise corruption,
poor resolution, and other distortions (Fig. 14.1).

Fig. 14.1 Object detection in different image spectrum: (a) an IR video sequence with two
detections but car is missing (b) low light visible domain video sequence with only one detection,
two detections missing, (c) three successful detections in a colour fused video generated from (a)
and (b)
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Object context is a valuable priori knowledge in terms of modelling their
instances. Therefore, the main advantage available to object detection in daylight
based imagery is the ease in finding visual interest points and descriptors because of
their high quality visual context. However, achieving the same objectives in night-
time imagery is cumbersome due to clutter and low lighting conditions resulting
in low accuracy of action recognition approaches. Most recently, some methods are
developed that can work on dark images. One of the salient work is [7] that provides
excellent performance on raw sensed data and its enhancement. However, it does not
deal with already acquired images in which raw sensor data is not available. In this
paper we try to address this issue by integrating contextual data fusion and deep
object detector models.

Moreover, night-time imagery lacks colour information that provides great help
to our visual perception. Due to unnatural appearance and IR imagery limitations,
multi-sensor systems are employed for better contextual awareness [8–10]. Another
approach to optimize these systems is to introduce pseudo-colour information. A
recent study about perceptual evaluation [11] of such colour transformed multi
spectral systems has concluded that pseudo-colourization better illustrates the gist
of a night scene by improving the fixation behaviour of human eye compared to
large-scale imagery.

We address the following research questions: (i) Can accuracy of object detection
be increased by context enhancement? And (ii) Does psedu-colourization of night-
time imagery contributes to the increase of object recognition and detection?

This paper claims the following contributions: (1) It considers a diverse scenario
of object recognition in clutter and adverse lighting conditions at night-time and
answers how colourization and contexts can be utilized to enhance automated
object recognition at night, (ii) it proposes to integrate motion, colour and context
information in a single object detection framework by training deep detectors on
enhanced imagery. In terms of novelty, it may be the first paper that compares the
deep learning based object detectors for night vision imaging data and studies the
importance of contextual information.

The paper is organized as follows: Sect. 14.2 illustrates the contextual data
fusion of multi-sensor videos. Deep object detectors are presented in Sect. 14.4.
Experimental results are discussed in Sect. 14.5. The conclusion and references are
provided at the end.

14.2 The Contextual Data Fusion in Night-Time Videos

In this section, we discuss the motivation behind contextual data fusion for night-
time video sequences, video fusion and colourization for context enhancement.
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Fig. 14.2 An example scenario of video fusion of registered video streams: (a) an IR video
sequence (b) a low-light visible video stream and (c) a fused video generated from (a) and (b)

14.2.1 The Motivation

The aim of context data fusion is a pre-processing step to give day-like appearance
to night-time videos. It involves video fusion applied on registered video streams
collected from infra-red (IR) and visible (VIS) spectrum Context data fusion helps
to reveal a camouflaged target and to assist target localization. Here we present and
discuss context data fusion briefly.

14.2.2 Contextual Data Fusion

The objective of employing video fusion is to generate a single enhanced video
from complementary videos, that is more suitable for the purpose of human visual
perception, action and context recognition. If we denote A as IR video sequence
and B as visible video sequence, we intend to generate another video sequence C
by fusing visual information from A and B. Figures 14.2 and 14.3 give illustrations
of video fusion results.

For simultaneous fusion and colourization, we used automatic colour transfer
based video fusion (FACE) [12] which enhances video context by colour transfer
from a source image. The illustration of this approach is given in Fig. 14.3.

14.3 Deep Object Detection

Object recognition involves a range of related computer vision tasks like predicting
the type or class of an object in an image (classification), indicating their location
with a bounding box (localization) or highlighting the specific pixels of the object
instead of a coarse bounding box (semantic segmentation or instance segmentation).
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Fig. 14.3 Figure adapted from [18] It shows that the object instances detection by YOLOv3 is
much faster than other methods using the same GPU

Here we are presenting the recent top-performing deep learning models for object
detection in ILSVRC (an annual academic competition with a separate challenge
for object detection). It includes Faster-RCNN [13] and YOYLV3 [14].

Faster Region Based Convolutional Neural Networks The R-CNN was devel-
oped by Ross Girshick, et al [15]. The proposed R-CNN model was comprised of
three modules called Region Proposal (to generate and extract category independent
region proposals, e.g. candidate bounding boxes.), Feature Extractor (to extract
features from each candidate region using a deep CNN) followed by a Classifier
( to classify features as one of the known class). The feature extractor was based
on t AlexNet [16].Region proposals are bounding boxes, designed to accelerate the
object class prediction. An extension to address the speed issues of R-CNN was
proposed by [4]. It was based on a single model instead of a pipeline to learn and
output regions and classifications directly. A further extension of this work is [13]
that is improved for both speed of training and detection. The main contribution
was the introduction of a Region Proposal Network. Convolutional neural network
for proposing regions and the type of object to consider in the region. This small
network uses anchor boxes for binary class prediction, indicating the presence or
absence of an object, so-called “objectness” of the proposed region. It uses the
output of a pre-trained deep CNN, such as VGG-16, and passes a small network
over the feature map and outputs multiple region proposals and a class prediction
for each object.

You Only Look Once YOLO or “You Only Look Once,” was developed by Joseph
Redmon, et al. [17]. It is based on a single neural network trained end to end
that takes a image as input and predicts bounding boxes and class labels for each
bounding box directly.
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It divides the input image into a grid of cells (each cell is responsible for
predicting a bounding box if the centre of a bounding box is found within it). Each
grid cell predicts a bounding box with the x, y coordinate and the width and height,
confidence and the class prediction on each cell. An extension named YOLOv2
employs the anchor boxes like Fater-RCNN (pre-defined bounding boxes). The
choice of these bounding boxes is pre-processed using a k-means analysis on the
training images. Finally the confidence prediction provides the IOU (intersection
of union) between the predicted box and any ground truth box. Each grid cell
additionally predicts C conditional class probabilities conditioned on the grid cell
containing an object. It was followed by a deeper feature detector network and
representational changes into another version called YOLOV3 [14]. It is considered
state-of-the art object detector in-terms of speed and accuracy (Please see the
analysis study adapted from [14]).

14.4 Experimental Results and Discussion

This section describes our experimental data, set-up, results and performance
comparison with discussion.

14.4.1 Multi-sensor Datasets and Experimental Set-Up

Night Vision Dataset (NVD) To develop our benchmark night-vision object
detection dataset, we have recorded Night Vision Dataset (NV) using two different
cameras. One of them is IR camera, Raytheon Thermal IR-2000B and the other is
low-light visual camera, Panasonic WV-CP470. The thermal and visual videos are
registered before fusion process by selecting corresponding points in corresponding
views and following a computation of a least-squared error fitting homography. In
addition to these videos, this dataset includes 20 video sequences collected from
TNO image fusion dataset [11], Eden project dataset [19] and Ohio-state University
thermal dataset. This dataset comprises four main objects including human, camp,
fence and buildings.

Multi-spectral Object Detection dataset (MOD) [20] The multispectral images
dataset includes an RGB image, NIR image, MIR image, and FIR image where
each spectral image is created by using light of different wavelengths. This dataset
contains 7, 512 images. It also includes ground truth with bounding box coordinates
and labels. It has five classes of obstacles commonly encountered during driving
(bike, car, carstop, colorcone, person) are annotated in this dataset.

Firstly, the training of both detectors is performed for each dataset separately.
During the testing phase, test video is presented to the model to find the bounding
boxes.
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We experimented with different versions of our detection framework to know the
impact of each visual cue (colour and context) on recognition performance. At first,
a baseline is developed using single channels like RGB and IR excluding context
and colour information. At second, we fuse contextual information and get final
fused data for training for our detectors.

We calculated average precision (AP) for each object detection against NV
dataset, then calculated mean, mAP for all categories and displayed it in Table 14.1.
We repeated the same evaluation methodology for MOD dataset and displayed it in
Table 14.2. these experiments show that we get better mAP for both datasets in case
of fused multi-sensor data. Here, we only show our results for YOLOv3 detector. It
validates our initial proposal that multi-sensor contextual information can increase
object detection due to more complete nature of the fused information.

In addition to mAP comparisons, we have displayed visualisations of object
detections for both datasets and detectors in Figs. 14.4 and 14.5. It shows that both
detectors improve their detection performance based on the fused representation.

Table 14.1 Mean avg.precision for detections on four categories of VVD dataset

Data mAP Human Camp Fence Building

RGB 0.59 0.72 0.69 0.41 0.56

NIR 0.73 0.85 0.75 0.69 0.65

ColorContextual Fused 0.80 0.92 0.85 0.72 0.72

Table 14.2 Mean avg.precision for detections on five categories of MOD dataset

Data mAP Person Car Colorcone Carstop Bike

RGB 0.70 0.82 0.79 0.61 0.68 0.58

NIR 0.65 0.75 0.85 0.40 0.55 0.72

ColorContextual Fused 0.84 0.94 0.91 0.71 0.80 0.88

Fig. 14.4 Human instance detection in three NV object instances where red bounding box is the
actual ground truth while green bounding box shows detection by YOLOv3
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Fig. 14.5 Objects instance detection in MOD dataset: (Top) two rows from RGB and thermal
images, (bottom) the object instances where segmented object is by Faster RCNN and bounding
box is shows detection by YOLOv3

14.5 Conclusion

In this paper, we explored and discussed the role of diverse data like colour,
contextual information for automated object recognition. We used image and video
fusion of contextual data with colour transfer approach and used it to train Faster
RCNN and YOLOV3 object detectors. Results show that detector performance is
considerably increased by using contextual data fusion. In comparison, YOLOv3
outperforms Faster-RCNN in terms of accuracy and speed. Furthermore, we
discovered that colourization clue is an important data to increase object recognition
performance alongside contextual data.
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Chapter 15
Wavelet-Based Quantile Density Function
Estimation Under Random Censorship

Esmaeil Shirazi and Hassan Doosti

Abstract In this paper, the estimation of a quantile density function in the presence
of right censored data is investigated. A new wavelet-based methodology for the
estimation of the quantile function will is proposed. In particular, an adaptive
hard thresholding wavelet estimator is constructed. Under mild assumptions on the
model, we prove that it enjoys powerful mean integrated squared error properties
over Besov balls. While existing estimators of the quantile density function are not
good at the tails, our proposed estimators perform well at the tails. The comparison
of the proposed estimator has been made with estimators given by Jones (1992)
Ann Inst Stat Math 44(4):721–727 and Soni et al. (2012) Comput Stat Data Anal
56(12):3876–3886 graphically and in terms of the mean integrated square error
(MISE) for the uncensored case.

Keywords Adaptivity · Quantile density function · L2 risk function · Wavelets ·
Hard thresholding

15.1 Introduction

The use of quantile function estimation has been around for decades in exploratory
data analysis, statistical analysis, reliability and medical studies. (See, for example,
[9, 10, 13, 14, 17, 19]). For a unified study of this concept, one can refer to [4, 6, 10,
11]. The concept of quantiles has been used by [5, 12, 15] for modelling competing
risk models.
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In classical statistics, most of the distributions are defined in terms of their
cumulative distribution function (CDF) or probability density function (PDF). There
are some distributions which do not have the cdf/pdf in an explicit form but a closed
form of the quantile function is available, for example Generalised Lambda distri-
bution (GLD) and Skew logistic distribution [4]. Karian and Dudewicz [7] showed
the significance of different Lambda distributions for modeling failure time data.
Quantile measures are less influenced by extreme observations. Hence the quantile
function can also be looked upon as an alternative to the distribution function
in lifetime data for heavy tailed distributions. Sometimes for those distributions
whose reliability measures do not have a closed or explicit form, the reliability
characteristics can be represented through quantile function.

Formally, let X1, X2, . . . , Xn be independent identically distributed (i.i.d.)
survival times with a common distribution function F and a density function f . Also
let Y1, Y2, . . . , Yn be i.i.d. censoring times with a common distribution function G.
It is assumed that Xm is independent of Ym for every m. Rather than observing
X1, X2, . . . , Xn, the variables of interest, in the randomly right-censored models,
one observes Zm = min(Xm, Ym) and δm = I (Xm ≤ Ym), m = 1, 2, . . . , n,
where I (A) denotes the indicator function of the set A. The quantile function of X
is defined as

Q(x) = F−1(x) = inf{y ∈ R; F(y) > x} (15.1)

It satisfies F (Q(x)) = x. In the same way that the CDF can be differentiated to give
the PDF, [6, 11] defined the derivative ofQ(x) as the quantile density function. That
is, g(x) = Q′(x). Differentiating (15.1), we get

g(x) = 1

f (Q(x))
, x ∈ [0, 1] (15.2)

Note that the sum of two quantile density functions is again a quantile density
function. This idea is useful in modeling data. Nair and Sankaran [10] defined the
hazard quantile function

R(x) = r(Q(x)) = f (Q(x))

1 − F(Q(x)) = 1

(1 − x)g(x) , x ∈ (0, 1).

Hence g(x) appears in the expression for hazard quantile function and it would be
useful to study nonparametric estimators of this unknown quantile density function.

The estimation of a quantile density function for right censored data, have been
studied elsewhere in some literatures. For example, the kernel method were used
by [18, 20] for studying non-parametric estimators of quantile density estimation.
They proposed some smooth estimators and investigated their asymptotic properties.
Recently, [1, 16] discussed the nonparametric wavelet estimators of the quantile
density function and proposed linear and nonlinear wavelet based estimators for the
uncensored case.
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In this article we take a new and novel approach to quantile density function
estimation based on wavelet methods for right censored data. We show that these
estimators attain optimal and nearly optimal rates of convergence over a wide range
of Besov function classes, and in particular enjoy those rates without the extraneous
logarithmic penalties that given in [1].

The paper is structured as follows. Section 15.2 presents additional assumptions
on the model. We describe in Sect. 15.3 our wavelet-based framework and strategy.
Results are given in Sect. 15.4.

15.2 Wavelet Estimators

We start this section by introducing the concept of Multiresolution Analysis (MRA)
on R as described in [8]. Let φ be a scale function and ψ its associated wavelet basis
of L2[0, 1], and define φi0j (x) = 2i0/2φ(2i0x − j) and ψij (x) = 2i/2ψ(2ix − j).
We assume that the father and mother wavelets, φ(x) and ψ(x), are bounded and
compactly supported over [0, 1], that

∫
φ = 1 and that the wavelets are r-regular.

We call a wavelet ψ r-regular if ψ has r vanishing moments and r continuous
derivatives. Given a square-integrable g, put αi0j = ∫

gφi0j and βij = ∫
gψij .

An empirical wavelet expansion for all g ∈ L2(R) is given by

g(x) =
∑

j∈Z
αi0jφi0j (x)+

∑

i≥i0

∑

j∈Z
βijψij (x),

As is done in the wavelet literature, we investigate wavelet-based estimators
asymptotic convergence rates over a large range of Besov function classes Bspq ,
s > 0, 1 ≤ p, q ≤ ∞. The parameter s measures the number of derivatives, where
the existence of derivatives is required in an Lp-sense, whereas the parameter q
provides a further finer gradation.

The Besov spaces include, in particular, the well-known Sobolev and Hölder
spaces of smooth functions Hm and Cs and (Bm22 and Bs∞,∞ respectively), but in
addition less traditional spaces, like the spaces of functions of bounded variation,
sandwiched between B1

1,1 and B1
1,∞. The latter functions are of statistical interest

because they allow for better models of spatial of inhomogeneity (e.g. [3, 8]).
For a given r-regular mother wavelet ψ with r > s, define the sequence norm of

the wavelet coefficients of a regression function g ∈ Bspq by

|g|Bspq = (
∑

j

|αi0j |p)1/p + {
∞∑

i=i0
[2iσ (

∑

j

|βij |p)1/p]q}1/q (15.3)

Where σ = s + 1/2 − 1/p. Meyer [8] shows that the Besov function norm ‖g‖Bspq
is equivalent to the sequence norm |g|Bspq of the wavelet coefficients of g. Therefore
we will use the sequence norm to calculate the Besov norm ‖g‖Bspq in the sequel.
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We also consider a subset of Besov space Bspq such that sp > 1, p, q ∈ [1,∞]. The
spaces of regression functions that we consider in this paper are defined by

F sp,q(M) = {g : g ∈ Bspq, ‖g‖Bspq ≤ M, supp g ⊆ [0, 1]},

i.e., F sp,q(M) is a subset of functions with fixed compact support and bounded in
the norm of one of the Besov spaces Bspq . Moreover, sp > 1 implies that F sp,q(M)
is a subset of the space of bounded continuous functions.

In our random censorship model, we observe Zm = min(Xm, Ym) and δm =
I (Xm ≤ Ym), m = 1, 2, . . . , n,. When data is of the form (Zi, δi), i = 1, . . . , n,
The wavelet expansion of quantile density function g(x) (see [1]) is given by

g(x) =
∑

j∈Z
αi0jφi0j (x)+

∑

i≥i0

∑

j∈Z
βijψij (x), (15.4)

The wavelet coefficients αi0j and βij are unknown and need to be estimated. Our
approach is based on the following remark: by the change of variable x = F(y)

with y ∈ X1(Ω) = [0, 1], we can rewrite αi0j as

αi0j =
∫

[0,1]
g(x)φi0j (x)dx =

∫

[0,1]
1

f (F−1(x))
φi0j (x)dx =

∫

[0,1]
φi0j (F (x))dx

(15.5)
Similarly,

βij =
∫

[0,1]
ψi0j (F (x))dx

Since F is unknown, we estimate it by the empirical estimator:

F̂n(x) = 1 −Πni=1

[
1 − δ(i)

n− i + 1

]I (Z(i)≤x)

where, Z(m) is the m-th ordered Z-value and δ(m) is the concomitant of the m-th
order Z statistic, i.e., δ(m) = δj if Z(m) = Zj . This leads the following integral
estimator for αi0j and βij

α̂i0j =
∫

[0,1]
φi0j (F̂ (x))dx, β̂ij =

∫

[0,1]
ψi0j (F̂ (x))dx (15.6)

Accordingly, the proposed linear wavelet estimator of g(x) is

ĝL(x) =
∑

j∈Z
α̂i0jφi0j (x)+

i1∑

i≥i0

∑

j∈Z
β̂ijψij (x), (15.7)
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Clearly, α̂i0j and β̂ij are not unbiased estimators for αi0j and βij . However, using
the dominated convergence theorem, one can prove that they are asymptotically
unbiased. The proposed non-linear wavelet estimator of g(x) is

ĝH (x) =
∑

j∈Z
α̂i0jφi0j (x)+

i1∑

i≥i0

∑

j∈Z
ξ̂ijψij (x), (15.8)

Here, the hard thresholded empirical wavelet coefficients are ξ̂ij = β̂ij I
(
|β̂ij | > λ

)
,

where λ > 0 is a threshold parameter and the empirical wavelet coefficients α̂i0j
and β̂ij are defined from equations (15.6). Also, the smoothing parameters i0 and i1
satisfying 2i0 � n1/1+2s and 2j1 � n(log n)−2.

15.3 Asymptotic Results

In following theorems, we consider the rate of convergence of wavelet estimators
ĝL(x) and ĝH (x) under L2 risk function. They attain optimal and nearly optimal
rates of convergence over a wide range of Besov space classes. Moreover,C denotes
any constant that does not depend on i, j and n. It’s value may change from one
term to another and may depends on φ or ψ .

Theorem 1 Assume g ∈ F sν,π (M) with s > 1/r , r ≥ 1 and π ≥ 1. Let ĝL(x) be
as in (15.7) with i0 being the integer such that 2i0 � n1/1+2s . Then there exists a
constant C > 0 such that

E

(∫

[0,1]
(
ĝL(x)− g(x)

)2
)

≤ Cn− 2s
2s+1

In following, Theorem 2 explores the rates of convergence of ĝH (x) under the Lp

risk over Besov balls.

Theorem 2 Let ĝH (x) be as in (15.8) with is being the integer satisfying

2is �
(

n

log2 n

)1/1+2s

and λn being the threshold:

λn = κ
√

log n

n

Assume that g ∈ F sν,π (M) with s > 1/ν, ν ≥ 1 and π ≥ 1. Then there exists a
constant C > 0 such that
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E

(∫

[0,1]
(
ĝH (x)− g(x)

)2
)

≤ C
(

log2 n

n

)− 2s
2s+1

If we do a global comparison between the results of Theorems 1 and 2, the rates
of convergence achieved by ĝH (x) are better than the one achieved by ĝL(x).
Moreover, let us recall that ĝH (x) is adaptive while ĝL(x) is not adaptive due to
its dependence on s in its construction.

15.3.1 Auxiliary Results

In the following section we provide some asymptotic results that are of importance
in proving the theorem. The proof of Theorem 1 is a consequence of Propositions 1
and 2 of [1] and we describe them below. They show that the estimators β̂jk
defined by (15.6) satisfy a standard moment inequality and a specific concentration
inequality. Before presenting these inequalities, the following lemma determines an
upper bound for |β̂ij − βij |.
Lemma 1 Suppose that the assumptions of Theorem 1 are satisfied. Then, for any
i ∈ {i0 + 1, . . . , R} and any j ∈ {0, . . . , 2i − 1}, the estimator β̂ij defined by (15.6)
satisfies

|β̂ij − βij | ≤ K23i/2
∫

[0,1]
|F̂ (x)− F(x)|dx ≤ K23i/2 sup

[0,1]
|F̂ (x)− F(x)|. (15.9)

with K = sup[0,1] |ψ ′(x)| and ψ ′
ij (x) = 23i/2ψ(2ix − j).

Proposition 1 Let p ≥ 2. Suppose that the assumptions of Theorem 1 are satisfied,
then there exists a constant C > 0 such that, for any j ≥ j0, and n large enough,
the estimator β̂jk , defined by (15.6) satisfies the following:

E
(
|β̂jk − βjk|2p

)
≤ Cn−p (15.10)

The expression in (15.10) holds for α̂jk as well, replacing β̂jk by α̂jk and βjk by
αjk.

Proposition 2 Let p ≥ 2. Under the assumptions of Theorem 1, there exists a
constant c > 0 such that, for any j ≥ j0, and large enough n, the estimators ξ̂jk
defined by (15.6) satisfy the following concentration inequality:

P

⎛

⎜
⎝

⎛

⎝
∑

(i)

|β̂jk − βjk|p
⎞

⎠

1/p

≥ cn−1/2(log(n))1/2

⎞

⎟
⎠ ≤ Cn−p, (15.11)

for some constant C > 0.
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15.4 A Simulation Study

In this section, we consider two distributions Exp(1) and Generalised Lambda
GLD(λ1, λ2, λ3, λ4). The corresponding quantile functions are QE(u) =
− log(1 − u) and QGL(u) = λ1 + uλ3−(1−u)λ4

λ2
, where λ1 and λ2 are location

and inverse scale parameters, respectively, and λ3 and λ4 jointly determine the
shape (with λ3 mostly affecting the left tail and λ4 mostly affecting the right tail).
Though the GLD is defined on the entire real line, we consider those choices of
parameters that give support as (0,∞). For Exp(1), the quantile density function
is qE(u) = 1

1−u , 0 < u < 1 and for GLD(λ1, λ2, λ3, λ4), the quantile density

function is qGL(u) = λ3u
λ3−1+λ4(1−u)λ4−1

λ2
, 0 < u < 1.

We consider performance of linear wavelet estimator ĝL(x) and the hard
thresholding wavelet estimator ĝH (x) presented in Sect. 15.2 and compare them
with a kernel estimator ĝKS proposed by [18]. In the following examples, we
simulate a random censored sample from Exp(1) with a censoring distribution is
assumed to beExp(0.25) and Generalised LambdaGLD(1,−1,−1/8,−1/8)with
a censoring distribution is assumed to be Uniform(0, 4.1), for different sample sizes
and calculate the mean integrated square error (MISE) based on aforementioned
competitors, where the MISE criterion of the estimator ĝ is defined as

MISE = n− 1

N(n+ 1)2

N∑

b=1

n∑

i=1

(
ĝb(xi)− g(xi)

)2
.

with f̂b(.) being defined as an estimator of f (.) at the bth replication. The results in
this simulation study are obtained using Daubechies’s compactly supported wavelet
Symmlet 4 (see [2], p. 198) and Coiflet 2 (see [2], p. 258), and primary resolution
level j0 = 6 based on N = 100 replications. The code was written in MATLAB
environment using the WaveLab software. Lower values of ANorm are indicative of
better performance. We also list the corresponding standard errors.

Figures 15.1 and 15.2 show the results of simulation for the Generalised Lambda
Distributions and the exponential distribution, respectively. In each figure, we show
the original quantile density function pdf with black line along with two versions
of the new wavelet estimator of g, namely (i) the hard thresholding estimator (ĝH )
with red line, the linear wavelet estimator (ĝL) with blue line, (iii) the smoothed
version of the linear wavelet estimator (ĝSL) with green line and the yellow line
is Soni’s kernel estimator ĝK , respectively. We conclude that the smoothed linear
wavelet estimators is closer to the unknown quantile density function as compared
to the other tow estimators we have studied.

Tables 15.1 and 15.2 show the values of MISE and Standard Deviations for
each one of the three different quantile estimators. From Tables 15.1 and 15.2 we
conclude that
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Fig. 15.1 Quantile Generalised Lambda density function estimation; the true density function
(black line), the smoothed version of linear estimator (yellow line), the hard thresholding estimator
(red line), Soni’s kernel estimator (green line) and the linear wavelet estimator (blue line)
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Fig. 15.2 Quantile Exponential density function estimation; the true density function (black line),
the smoothed version of linear estimator (yellow line), the hard thresholding estimator (red line),
Soni’s kernel estimator (green line) and the linear wavelet estimator (blue line)

– In all cases, the MISEs for the smooth version of the wavelet estimator are
smaller than those of the competitors.

– The smoothed linear wavelet estimator has the best performance compared to the
other estimators.

– The hard threshold estimator is almost better than the kernel based estimator.
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Table 15.1 Computed values of MISE and Standard Deviation in Quantile Generalised Lambda
density function estimation; MISEs are located in the first row and Standard Deviations are in the
second row

MISE and Standard Deviation

Estimation methods n = 128 n = 256 n = 512 n = 1024 n = 2048

Hard threshold estimator 24.5237 19.7307 20.4130 14.4886 25.6089

27.1769 17.2885 21.4917 16.8630 26.6924

Smoothed linear estimator 6.4516 5.1365 6.3780 6.1865 7.8016

3.6516 7.9642 17.3534 17.1474 29.2123

Kernel estimator 15.4660 39.3248 99.5636 246.5960 602.7817

0.8587 1.3256 1.4007 1.8740 2.3804

Table 15.2 Computed values of MISE and Standard Deviation in Quantile Exponential density
function estimation; MISEs are located in the first row and Standard Deviations are in the second
row

MISE and Standard Deviation

Estimation methods n = 128 n = 256 n = 512 n = 1024 n = 2048

Hard threshold estimator 75.2404 62.1327 59.4890 38.1547 26.9764

12.5016 10.3790 8.0070 11.6341 10.2135

Smoothed linear estimator 34.8566 38.4708 32.0460 13.0490 12.8654

11.7462 10.8183 18.0920 27.4975 10.6689

Kernel estimator 199.0126 406.7701 826.2722 1663.9 3344.23

0.9596 0.4948 0.9697 1.0860 0.8665

15.5 Conclusion

In this paper, the estimation of a quantile density function in the presence of right
censored data is investigated. Two wavelet based estimators are proposed and the
corresponding properties of the estimators are investigated analytically and through
numerical studies. Asymptotic results prove that the estimators enjoy powerful mean
integrated squared error properties over Besov balls. In addition, a simulation study
illustrates that new proposed estimators perform better than existing kernel based
estimators proposed at the tails.

References

1. Chesneau, C., Dewan, I., Doosti, H.: Nonparametric estimation of a quantile density function
by wavelet methods. Comput. Stat. Data Anal. 94, 161–174 (2016)

2. Daubechies, I.: Ten lectures on wavelets. In: CBMS-NSF Regional Conferences Series in
Applied Mathematics. SIAM, Philadelphia (1992)

3. Donoho, D.L., Jonestone, I.M.: Adapting to unknown smoothness via wavelet shrinkage. J.
Am. Stat. Assoc. 90, 1200–1224 (1995)



204 E. Shirazi and H. Doosti

4. Gilchrist, W.: Statistical Modeling with Quantile Functions. Chapman and Hall, New York
(2000)

5. Jeong, J.H., Fine, J.P.: Parametric regression on cumulative incidence function. Biostatistics 8,
184–196 (2009)

6. Jones, M.C.: Estimating densities, quantiles, quantile densities and density quantiles. Ann. Inst.
Stat. Math. 44(4), 721–727 (1992)

7. Karian, Z.A., Dudewicz, E.J.: Fitting Statistical Distributions: The Generalized Lambda
Distribution and Generalized Bootstrap Methods. CRC, London (2000)

8. Meyer, Y.: Wavelets and Operators. Cambridge University Press, Cambridge (1992)
9. Nair, N.U., Sankaran, P.G., Kumar, B.V.: Total time on test transforms of order n and its

implications in reliability analysis. J. Appl. Probab. 45, 1126–1139 (2008)
10. Nair, N.U., Sankaran, P.G.: Quantile based reliability analysis. Commun. Stat. Theory Methods

38, 222–232 (2009)
11. Parzen, E.: Non parametric statistical data modeling. J. Am. Stat. Assoc. 74, 105–122 (1979)
12. Peng, L., Fine, J.P.: Nonparametric quantile inference with competing risks data. Biometrika

94, 735–744 (2007)
13. Reid, N.: Estimating the median survival time. Biometrika 68, 601–608 (1981)
14. Sankaran, P.G., Nair, N.U.: Nonparametric estimation of hazard quantile function. J. Non-

parametr. Stat. 21, 757–767 (2009)
15. Sankaran, P.G., Nair, N.U., Sreedevi, E.P.: A quantile based test for comparing cumulative

incidence functions of competing risks models. Stat. Probab. Lett. 80, 886–891 (2010)
16. Shirazi, E., Doosti, H.: Nonparametric estimation of a quantile density function under L2

risk via block thresholding method, Comm. Stat. - Simul. Comput. (2019) http://dx.doi.org/
10.1080/03610918.2019.1656250

17. Slud, E.V., Byar, D.P., Green, S.B.: A comparison of reflected versus test-based confidence
intervals for the median survival time, based on censored data. Biometrics 40, 587–600 (1984)

18. Soni, P., Dewan, I., Jain, K.: Nonparametric estimation of quantile density function. Comput.
Stat. Data Anal. 56(12), 3876–3886 (2012)

19. Su, J.Q., Wei, L.J.: Nonparametric estimation for the difference or ratio of median failure times.
Biometrics 49, 603–607. 365 (1993)

20. Zhou, Y., Yip, P.S.F.: Nonparametric estimation of quantile density function for truncated and
censored data. J. Nonparametric Stat. 12, 17–39 (1999)

http://dx.doi.org/10.1080/03610918.2019.1656250
http://dx.doi.org/10.1080/03610918.2019.1656250


Part IV
Health Statistics and Social Policy



Chapter 16
Factors Associated with Coronary Heart
Disease among Elderly People
in Different Communities

Kanis Fatama Ferdushi, Anton Abdulbasah Kamil,
Mohammad Nayeem Hasan, and Tanjila Islam

Abstract Coronary Heart Disease (CHD) is one of the major causes of morbidity
and mortality in many developing countries, including Bangladesh. A stratified
random sampling with proportional allocation technique was used to collect data
from elderly people from urban, rural, and ethnic areas of the Sylhet region. A
total of 230 (110 women and 120 men) people aged 60 years or above from the
above mentioned areas were included in this study. A multiple logistic regression
model was used to evaluate major risk factors associated with CHD for this sample
group. The prevalence of CHD was higher for males than females, at 47.80%
and 52.20% for females and males, respectively. Elderly people in urban areas
were significantly (AOR = 4.03; 95% CI: 1.22–3.29) more likely to have CHD
as compared to elderly persons living in rural areas. Elderly persons of ethnic origin
were found to be less likely to suffer from CHD (AOR = 0.04, 95% CI: 0.01–
0.17514.69) in comparison to urban elderly. The risk factors smoking (44.8%) and
hypertension (51.3%) were also positively associated with CHD. Elderly persons
who reported to exercise regularly were found to have 89% (AOR = 0.11, 95%
CI: 0.03–0.50) less risk of suffering from CHD as compared to those who did not
exercise regularly. The findings of this study further indicated that factors such as
a high BMI (overweight/obese), high sugar intake, high soft drink consumption,
diabetes, and mental stress have a significant influence on CHD.
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16.1 Background

Coronary heart disease (CHD) is one of the most prevalent of chronic diseases of
our modern era [1, 2]. Known as a ‘silent killer’ due to its lack of easily observable
symptoms, CHD has become one of the leading causes of death globally [3]. Over
80% of all reported cases of CHD have been registered in low- or middle-income
countries in 2005 [4]. Further, the prevalence of CHD is predicted to continue to
increase in low- and middle-income countries due to lifestyle conversions associated
with increasing urbanization, economic development, and globalization. Significant
risk factors associated with CHD include age, family history, gender, hypertension,
high cholesterol, diabetes, smoking, obesity, excessive alcohol intake, excessive
stress, and physical inactivity [5]. Obesity, among the various risk factors associated
with the onset of CHD [6], has nearly tripled since 1975. It is estimated that
approximately 2 billion people worldwide are overweight or obese; of these, over
650 million are obese [7, 8]. Of the above factors significantly associated with
CHD, obesity, intake of processed foods (associated with increased prevalence of
high blood pressure), and physical in activity are known to increase in populations
undergoing urbanization. It is well established that the risk of dying from CHD
increases substantially with age [9]. As a chronic disease, CHD is the largest
contributor to mortality in individuals >60 years [10], being responsible for 17%
of all deaths [11]. The average percentage of CHD is 73.3% between age 60 and 79
[12].

Although Bangladesh has the highest rates of coronary artery disease among all
Asian countries, it is an issue that remains severely understudied [13]. Bangladesh
is a densely populated country with population of over 160 million [14]. In 1981,
the percentage of the elderly population was 11.35%, and in 2011, 16.57%. While
no official census has been carried out since 2011, population estimates by the
United Nations (UN) predict this number to have further increased. In Bangladesh,
approximately 99.6% of males and 97.9% of females are endangered to at least
one of the risks of cardiovascular disease at a younger age [15]. By 2020, 85% of
the global CH disease burden is expected to be borne by developing nations, and
the increase in coronary artery disease (CAD) mortality in developing countries
between 1990 and 2020 is projected to be 120% in women and 137% in men [16,
17]. In recent years, factors such as rapid urbanization, increased life expectancy,
unhealthy dietary habits, and lifestyle changes have led to an increase in the rate of
CHD in Bangladesh [18]. A recent report has highlighted CHD as a significant,
urgent medical and public health concern in Bangladesh due to its alarmingly
increased impact on national mortality rates. In the advent of the new millennium,
factors such as poor dietary habits, excess saturated and trans-fat consumption,
high salt intake, and low levels of physical activity have been identified as major
contributors towards the increased onset of this chronic disease in Bangladesh
[5]. Bangladesh has been experiencing a rough epidemiological transition due to
the limited availability of resources and strategies for prevention of these chronic
diseases in low-income areas [19]. Moreover, better healthcare accessibility for
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elderly people (aged over 60 years) is a significant issue of concern in the context of
Bangladesh, as studies have revealed that lack of access to healthcare significantly
increases the risk of death among elderly people [20] and speeds up the longevity
of health to access health care service [21]. CHD has become a major burden of
disease for people of this country. Day by day, the mortality rate of CHD increases;
today, it bears responsibility for approximately 75% of all deaths reported in the past
few years in Bangladesh [22]. showed that weighted pooled prevalence of overall
CHD in the Bangladeshi population was higher in urban areas (8%) compared to
rural areas (2%) but there is no study has been conducted based on ethnic people
and sylhet region. In this study, we have estimated the effect of factors such as
socioeconomic status, dietary habits, and traditionally CHD-associated risk factors
(hypertension, diabetes, smoking etc.) on the prevalence rate of this disease in
Bangladesh.

16.2 Methods

16.2.1 Study Design

A stratified random sampling with proportional allocation technique was used to
collect survey locations, number of respondents and the data. In order to capture the
socioeconomic and demographic conditions as well as the ethnicity distribution of
the Sylhet region, the total study area was divided into three strata, namely an urban
area, a rural area, and an ethnic minority area. From the above strata, a ward in
an urban area, a union in a rural area, and an ethnic community were randomly
selected and surveyed. Data from elderly people (age 60 years or above) at the
household level was collected with the use of a structured questionnaire. Three
randomly selected areas were considered from three strata. The recognized sample
size determination formula for these strata was n = z2[p(1 − p)/d2] * Deff ; where p
is the indicator percentage, Z is the value of normal variate with a 95% confidence
interval, and Deff is the design effect. Attained values were calculated on the basis
of 50% indicator percentage (proportion of households having elderly person), 95%
confidence interval, 0.10p relative precision, and highest response distribution with
an assumed design effect of 2.00. Using this design, a total of 230 households were
calculated as the substantial number sample for strata. A total 230 elderly people
were successfully interviewed. The sylhet region was selected purposely so as to
capture data from elderly persons from an ethnic community.

In stratified random sampling, the allocation of a given sample of size n to
different strata is done in proportion to their sizes:

ni = nNi

N

Where Ni is the total number of units in the ith stratum. The sampling fraction is
equal to the sample size divided by the population size. Using this formula, a total of
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90, 100, and 40 elderly persons belonging to urban, rural, and ethnic communities,
respectively, were interviewed.

16.2.2 Response Variable

A prior CHD diagnosis was selected as the dependent variable in this study.
An elderly person was considered to suffer from heart disease if they had been
diagnosed with CHD prior to data collection. The CHD variable was coded as 1 if
the elderly suffered from heart disease, and as 0 if otherwise.

16.2.3 Predictor Variables

Predictor variables considered for this study included socioeconomic factors such
as income, occupation, wealth index, and education, as well as variables such as
age, gender, residence (strata), and marital status. Risk factors such as hypertension,
diabetes, respiratory, obesity (measured as body mass index, BMI), mental stress
and smoking were also considered as predictor variables. Lastly, factors related to
dietary and fitness habits, such as food consumption, level of exercise, sugar intake,
red meat consumption, use of cooking oil, use of salt, soft drink consumption, and
fast food consumption, were also considered as possible predictor variables on the
basis of previous studies.

16.2.4 Statistical Analyses

A complex multiple logistic regression model was used to identify risk factors
associated with CHD in the elderly population of the Sylhet region. Variables were
selected in two stages so as to assure the final model was correctly specified. In
the first stage of variable selection, a chi-square test was carried out to assess the
statistical significance of all variables considered as possible predictor variables.
Based on the chi-square test, only 18 variables were statistically significant with
respect to the CHD variable at a 95% level of significance. Variables with a p-
value >0.05 were excluded from the model. A stepwise (forward) logistic regression
was next carried out, further narrowing down the variables to 11. Lastly, a multiple
logistic regression was carried out with the selected predictor variables. The final
adjusted model included the independent variables: sex, residence, education,
occupation, BMI, exercise, sugar intake, cooking oil, smoking habit, mental stress,
and hypertension. The hosmer and lemeshow goodness-of-fit test was used to assess
the overall fit of the final model. Statistical analysis and data management for this
study were carried out using R and SPSS (IBM SPSS 25).
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16.3 Results

A total of 230 elderly generated as a sample. Among them, 43.50%, 39.10% and
17.00% elderly were included from rural, urban and ethnic, respectively (Fig. 16.1).
Among 230 elderly, 52.20% were male and 47.80% were female (Fig. 16.2). From
(Fig. 16.3), it was depicted that the percentage of CHD in the elderly were high in
urban and it was gradual decreases in urban and ethnic.

Fig. 16.1 Percentage of
elderly by residence/strata

Fig. 16.2 Percentage of
elderly by sex 43.50%
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Fig. 16.3 Percentage of elderly by residence and coronary heart disease

16.3.1 Socio-economic Status

From the Table 16.1 it can be said that 27.0% female elderly and 37.4% male elderly
had CD. Among all of the elderly people 72.2% were illiterate and 27.8% were
literate. Most of the elderly (43.5%) lived in rural areas. Among all, 42.6% were
employed others were unemployed. About all of the elderly, 83.9% reported their
yearly income was less than 50,000 TK. From the BMI status who had CHD, 35.7%
of them were overweight, 5.2% were normal weight and 23.5% were underweight.

16.3.2 Food Consumption

Table 16.2 represents the association of food consumption of elderly and their CHD.
More than one third, 34.8% elderly had reported to take sugar and had CHD. Most
of the elderly (32.8%) who had CHD and used to eat red meat. Again, 43.9%
elderly people had CHD and used to have soft drinks and above half of the elderly
(50.4%) had CHD who used to eat fast food. From this food consumption table, it
can be assured that sugar intake, meal intake (three or two times a day), cooking
oil, taking extra salt in meal, fast food, drinking water have some correlation with
CHD whether taking red meat and soft drinks do not have that correlation with heart
disease.

16.3.3 Risk Factors

Table 16.3 indicates the risks of other diseases related with CHD. In this table,
47.0% people had CHD and also had diabetes, 17.4% people had CHD but they
were free from diabetes. Elderly people who had smoking habit (44.8%) suffering
from CHD where 16.1% elderly were not suffering from CHD who did not use to
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Table 16.1 Chi-square test for identifying socio-economic status associate with CHD

Coronary heart disease
Socio-economic variables Yes, n (%) No, n (%) Total, n (%) P-value

Age, mean
(SD)

65.84(8.60) 68.28(9.69) 66.71(9.06) 0.027

Gender Male 86(37.4) 34(14.8) 120(52.2) 0.019
Female 62(27.0) 48(20.9) 110(47.8)

Marital status Married 122(53.0) 62(27.0) 184(80.0) 0.231
Others 26(11.3) 20(8.7) 46(20.0)

Education level Illiterate 116(50.4) 50(21.7) 166(72.2) 0.006
Literate 32(13.9) 32(13.9) 73(27.8)

Residence Urban area 80(34.8) 10(4.3) 90(39.1) 0.000
Ethnic 19(8.3) 21(9.1) 40(17.4)
Rural area 49(21.3) 51(22.2) 100(43.5)

Occupation Employed 73(31.7) 25(10.9) 98(42.6) 0.008
Unemployed 75(32.6) 57(24.8) 132(57.4)

Wealth index
(yearly income)

Less than
50,000 taka

64(27.8) 129(56.1) 193(83.9) 0.158*

Between
50,000-
1,50,000

13(5.7) 14(6.1) 27(11.7)

More than
1,50,000

6(2.6) 4(1.7) 10(4.3)

BMI Underweight 54(23.5) 33(14.3) 87(37.8) 0.000
Normal 12(5.2) 21(9.1) 33(14.3)
Overweight 82(35.7) 28(12.2) 110(47.8)

Exercise Yes 83(36.1) 74(32.2) 157(68.3) 0.000
No 65(28.3) 8(3.5) 73(31.7)

Total 148(64.3) 82(35.7) 230(100)

Note: *indicates not significant

in habit of smoking. 48.7% elderly were suffering from mental stress with CHD.
Elderly who were suffering from hypertension (51.3%) also had CHD. The results
also indicate that diabetes, smoking, chest pain, mental stress and hypertension have
clear relation with heart disease. Only respiratory did not show any relation with
CHD.

16.3.4 Multiple Logistic Regression Model

Table 16.4 shows that there were significant differences in CHD and residence of
elderly when the socio-economic factors, food consumption and other risk factors
was adjusted. For instance, female elderly was 93% (AOR = 0.07; 95% CI: 0.02–
0.26) less likely to have CHD as compared with male elderly. Elderly in ethnic were
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Table 16.2 Chi-square test for identifying food consumption associate with CHD

Food consumption Yes, n (%) No, n (%) Total, n (%) P-value

Sugar intake Yes 80(34.8) 12(5.2) 92(40.0) 0.000
No 68(29.6) 70(30.4) 138(60.0)

Red meat Yes 75(32.8) 39(17.0) 114(49.8) 0.680*
No 72(31.4) 43(18.8) 115(50.2)

Meal intake Two times 18(7.9) 19(8.3) 37(16.2) 0.040
Three times 128(56.1) 63(27.6) 191(83.8)

Cooking oil Palm oil 36(15.7) 52(22.6) 88(38.3) 0.000
Soya bean oil 107(46.5) 28(12.2) 135(58.7)
Others 5(2.2) 2(0.9) 7(3.0)

Extra salt Low 10(4.3) 16(7.0) 26(11.3) 0.001
Medium 47(20.4) 12(5.2) 59(25.7)
High 91(39.6) 54(23.5) 145(63.0)

Soft drinks Yes 101(43.9) 65(28.3) 166(72.2) 0.091*
No 47(20.4) 17(7.4) 64(27.8)

Fast food Yes 116(50.4) 50(21.7) 166(72.2) 0.005
No 32(13.9) 32(13.9) 64(27.8)

Total 148(64.3) 82(35.7) 230(100)

Note: *indicates not significant

Table 16.3 Chi-square test for identifying risks factors associate with CHD

Risk factors Yes, n (%) No, n (%) Total, n (%) P-Value

Hypertension Yes 118(51.3) 28(12.2) 146(63.5) 0.000
No 30(13.0) 54(23.5) 84(36.5)

Diabetes Yes 108(47.0) 35(15.2) 143(62.2) 0.000
No 40(17.4) 47(20.4) 87(37.8)

Smoking Yes 103(44.8) 45(19.6) 148(64.3) 0.031
No 45(19.6) 37(16.1) 82(35.7)

Chest pain Yes 29(12.6) 32(13.9) 61(26.5) 0.029
No 116(50.4) 53(23.0) 169(73.5)

Depression Yes 112(48.7) 28(12.2) 140(60.9) 0.000
No 36(15.7) 54(23.5) 90(39.1)

Respiratory Yes 20(8.7) 13(5.7) 33(14.3) 0.696*
No 128(55.7) 69(30.0) 197(85.7)

Total 148(64.3) 82(35.7) 230(100)

Note: *indicates not significant

a 96% (AOR = 0.04; 95% CI: 0.01–0.175) lower chance to have CHD compared
to rural elderly people. It is worthwhile to mention that people of the elderly of
urban areas were 4.03 times more likely (AOR = 4.03, 95% CI: 1.22–13.29) to
hold CHD compared to rural elderly people when other factors were adjusted. The
odds ratio for the employed elderly had 98% (AOR = 0.02, 95% CI: 0.01–0.12)
lower chance compare to who had not involvement in job. The odds of underweight
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Table 16.4 Multiple logistic regression of CHD among elderly people

Variables Adjusted OR 95% CI P-value

Gender Female 0.07 [0.02–0.26] 0.000
Male Ref – –

Residence Urban area 4.03 [1.22–13.29] 0.022
Ethnic 0.04 [0.01–0.175] 0.000
Rural area Ref – –

Education Literate 0.21 [0.06–0.79] 0.021
Illiterate Ref – –

Occupation Employed 0.023 [0.01–0.12] 0.000
Unemployed Ref – –

BMI Underweight 0.77 [0.02–0.33] 0.000
Normal 0.71 [0.02–0.31] 0.000
Overweight Ref – –

Exercise Yes 0.11 [0.03–0.50] 0.004
No Ref – –

Sugar intake Yes 4.32 [1.35–13.81] 0.014
No Ref – –

Cooking oil Good 0.07 [0.01–4.15] 0.066
Bad Ref – –

Smoke Yes 11.68 [3.06–44.57] 0.000
No Ref – –

Mental stress Yes 5.50 [1.69–17.90] 0.005
No Ref – –

Hypertension Yes 4.59 [1.36–15.55] 0.014
No Ref – –

Diabetes Yes 3.95 [1.43–10.94] 0.008
No Ref – –

elderly and normal-weight elderly affected by CHD were 33% (AOR = 0.77, 95%
CI: 0.02–0.33) and 39% (AOR = 0.71, 95% CI: 0.02–0.31) less likely than those
elderly who were overweight. Elderly people who were exercise regularly had 89%
(AOR = 0.11, 95% CI: 0.03–0.50) less risk to develop CHD compared to those
elderly who were not involve in regular exercise.

Elderly who reported take sugar were (AOR = 4.32, 95% CI: 1.35–13.81) more
likely to have CHD compared to the people who were not take soft drinks. After
adjusting for the risk factors, we found that smoke had 11.68 times (AOR = 11.68,
95% CI: 3.06–44.57) higher odds of CHD compared to people who had not smoked.
On the other hand, the likelihood of mental stress and blood pressure had increased
5.50 times higher the risk [95% CI: 1.69–17.90] and 4.59 times higher the risk [95%
CI: 1.36–15.55] of having CHD in comparison to the elderly had no mental stress
and no hypertension.
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Table 16.5 Test for
goodness of fit of the final
model

Hosmer and Lemeshow goodness of fit test
Value df P-value

8.792 8 .360

16.3.5 Hosmer and Lemeshow Goodness of Fit Test

Hosmer and Lemeshow goodness of fit test has been given in Table 16.5.
So, the Hosmer-Lemeshow test does not gives us significant evidence of good fit

on 36% of occasions.

16.4 Discussion

This study shows that rural communities have lower risk factors of heart diseases
than urban westernized populations. Another study reveals that this difference may
be attributable to a low fat (15–20 g per day) diet based on whole grain (400 g per
day) combined with physically demanding occupations [23] which is similar to our
results. A recent report published that the prevalence of stroke of elderly people
(aged >30 years) in rural population has been found to be 0.94% in general, 1.45%
in male and 0.45% in female [24]. In Bangladesh, year of 2014, non-communicable
diseases (NCDs) represented 59% of the total deaths; CHD was the single-most
important contributor, being responsible for 17% of total death [25]. Recent studies
suggest that socio-economic statuses, as assessed by occupation, education and
income level [26] is closely related with the quality of diet though differences in the
amount of food or in nutrient intake among social classes are often small [27, 28].
Occupation is considered as an important marker of socio-economic status which
gives the economic condition of people and income ranges. Income provides access
to goods and services, including quality education and medical care, which may
protect against disease [29]. This study concludes that unemployed people have
higher chance of heart diseases compared with the employed people and normally
people of urban areas are more sufferer than the rural people [30]. Sitting for
prolonged periods would also cause the loss of opportunity for cumulative energy
expenditure resulting from the thousands of intermittent muscular contractions
throughout the 16-h period that people are awake. This may have chronic effects
on the propensity to become overweight [31]. And this study also reveals that
people who are inactive are being attacked by heart diseases more often than the
people who’re physically active. Male are suffering from heart diseases than the
female and BMI Index is another most important risk factor for heart disease. A
study shows that Body mass index (BMI), waist to hip ratio, obesity, independent
fat distribution and weight gain since age 21 are associated with an increased risk
of coronary heart disease and is getting stronger day by day [32]. Along with the
previous studies, this study also reveals that people who are overweight they are in
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higher risk of attacked by heart diseases than the people who have normal weight
and underweight. There is an inverse relation between education and long-term risk
of coronary heart disease, this study indicates that heart diseases rarely vary from
literate to illiterate people. But practically literate people are more conscious about
the nutrition value of food [33, 34]. In an absolutely theoretical basis, the higher
educational level could be related with more stressed occupation, less available time
for cooking and consequently with a bigger trend for consumption of ready-to eat
food or fast-food habits [35]. Food consumption is most important risk factors for
heart diseases. People who are used to fast foods, intake extra salt and sugar, soft
drinks, polyunsaturated fat foods are in higher risk of heart diseases. Heart disease
is significantly associated with a lower intake of saturated fat and higher intakes of
polyunsaturated fat, alcohol, folate, vitamin C, and vitamin E [36]. Healthy nutrient
food consumption, proper meals every day and quitting smoking can reduce the risk
of heart disease. In Bangladesh people are used to tobacco consumption i.e. smoking
which is a risk factor for heart disease. From this heart disease people are attacked
with many diseases like diabetes, hypertension, chest pain, back pain etc. which
make people more inactive. Diabetes has long been recognized as one of the most
important major cardiovascular risk factors, and in particular from cardiovascular
disease diabetic subjects have a risk of early death [37].

16.5 Conclusion

In this study, we found that there is a wide range of factors, which are significantly
associated with CHD among elderly (age > 60 years). The finding demonstrates
that the primary risk factors for cardiovascular disease are smoking, hypertension,
sedentary lifestyle, and diabetes. Moreover, a significant proportion of the elderly
men and women are not aware of the consequence of this disease, and a small
proportion of them are taking healthy dietary. Exercise is vital to reduce risk of heart
disease. Health professionals have a crucial role in influencing lifestyle decisions.
However, most health care delivery in south Asia is through formally and informally
trained and traditional health professionals, who should become part of prevention
strategies for CHD to obtain the maximum effect. CHD can be included cost
effectively in existing training programs for these health professionals.
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Chapter 17
Finite Mixture Modelling Approach
to Identify Factors Affecting Children
Ever Born for 15–49 Year Old Women
in Asian Country

Md. Karimuzzaman, Md. Moyazzem Hossain, and Azizur Rahman

Abstract The number of ever born children is one of the main components of
population dynamics that determine the size, structure, as well as the composition
of a countries’ population. Children ever born refer to the number of children born
alive to the person up to a specified reference date and served as a response variable
here. A secondary dataset is used in this paper that is obtained from a countrywide
representative survey entitled Bangladesh Demographic and Health Survey (BDHS)
2014. This study aims to identify the socioeconomic and demographic factors
influencing children ever born to the women of 15–49 years old in Bangladesh.
The first attempt of this paper is to identify the best-fitted model among generalized
Poisson, Negative Binomial, truncated, COM and finite mixture regression model
form. The results suggest that among the model considered in this study Finite
Mixture Negative Binomial Regression with three components gives the best-fitted
model to estimate the number of ever born children in Bangladesh. It reveals that
respondents age, residential status, family size and intention of using contraception
have shown positive impact and respondents education, drinking water, toilet
facility, religious status, household head age, wealth index, age at first birth, and
husband education shows a negative impact on ever born children.
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17.1 Introduction

Bangladesh had achieved the target of reduction of infant mortality as there was 151
in the year 1991 and 41 in the year 2017 per 1000 alive birth but still, the infant
mortality is high compared to the developed countries [1]. Moreover, high infant
mortality, as well as economic security at future life, has influenced the decision
about the family size [2]. Bangladesh is a country of 160 million people with
40% Children of its population, in recent time tendency of having more children
is decreased significantly as in 2015 the fertility rate was 2.1533 and 2017 that
was 2.076 [3]. Due to the modernization of societies, the number of children per
woman has decreased substantially throughout the world and reached just below
2.5 children per woman globally [4]. The number of children born alive among the
married women of age 15 years or more or the total summary of experienced live
birth of women in her life can be considered as ever born children of a mother [5]
which is acted as a count variable.

Many researchers measure the consequence of ever born children of a mother
to accompanying factors as Satyavada and Aravinda [6] displays education has
a substantial positive as well as negative influence on contraception and ever
instinctive children of a mother respectively. Interestingly in Japan, younger women
have lower fertility intentions but people who live in rural areas with larger
family members shows the inverse [7]. A recent study showed that the number
of children ever born has significant influence’s on respondent’s age, religion, and
both respondents as well as husband education [5], Where another study indicate
education, employment as well as food security as key responsible childbearing
factors among the women [8]. Moreover, in a society couples with more daughters
and a strong fondness for sons continue childbearing longer than those with more
sons [9].

Bangladesh is passing through the demographic dividend from the 1980s and
will continue until 2040 and if the country fails to take potential economic benefits
from it then Bangladesh has to pay the huge cost with unemployment, unbearable
stain on education, health and old age security [10]. Moreover, it is mentionable that
the projected population of Bangladesh will be 200 million within 2053 [11]. To
handle the created problem by population pressure, the government of Bangladesh
takes several actions to ensure the basic needs for these populations in future. The
government also trying to influence its people to control the live birth by several
social and national campaigning, but due to the increasing speed of population
growth as well as with the problem of overpopulation, these steps may not enough.
Probably most common regression approach for handling count data (the number
of kids ever born considered as a count variable in nature) is Poisson regression
as linear regression fails to allow for the limited number of possible values of
the response variable with a problem of under-dispersion and over-dispersion. To
find out the factors affecting Children ever born in Botswana [12], Ethiopia [13]
and as well as Nigeria [14] was studied by application of the Poisson regression
model. Another more formal way for handling count data is Negative binomial
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(NB) Regression which can also handle over-dispersion in data. To determine the
influencing factors for the fertility of Sudanese [15] women as well as analysis
of regional differentials in under-five mortality in Kenya [12] were done through
Negative Binomial Regression.

Although these models can handle over-dispersion there is another problem
of having zeros in data. Thus zero-augmented models were addressed for fixing
this issue by capturing zero counts [16, 17]. In addition, Zero-truncated Count
Regression Models were used in the estimation of the fertility of US women [18]
and statistical modeling of fertility experience among women of reproductive age in
Nigeria [14] as well as estimation of the number of ever born children of Bangladesh
[5]. Moreover, logistic regression [8], multiple classification [19] and Support
Vector Machine [20] also used by several researchers to estimate the number of ever
born children. The Conway-Maxwell-Poisson (COM-Poisson) regression model
became popular in recent study’s which permits modeling with both over and under-
dispersion distribution. It allows the modeling of mean and variance distinctly with
the same covariate that affect average levels and variability in a different way [21,
22]. Sellers et al. [21], demonstrated a lifted COM-Poisson regression model for a
dataset having no zero and they also discoursed several extensions like zero-inflated
and zero-deflated COM-Poisson distributions by including an extra parameter.

On the other hand, Finite Mixture Model (FMM) makes a new way of controlling
the count data. However, in order to identify the unknown distributional shapes
of a dataset mixture models are being used as more convenient [23]. Due to
the flexibility, researchers are more interested in Finite Mixture model and the
application of this model has expanded enormously in the statistical as well as
general scientific literature. Moreover, Finite mixture models (FMMs) can contain
any number of observed and unobserved subpopulations that can help to classify
the observations and adjust for clustering. The most interesting advantage of FMMs
models is to model unobserved heterogeneity and the specific models from sub-
population need not be limited to a mixture of normal densities. Another great
advantage of FMMs models includes modeling the binary, ordinal, nominal, and
count responses with the mixtures of linear and generalized linear regression models
which also allows the inclusion of covariates with subpopulation-specific effects and
the vector of regression coefficients to vary from component to component [24, 25].
Because of the flexibility of finite mixture models, many researchers have found
many new and interesting fields of application. The finite mixture model for count
data was applied in the study of examining the incidence of sudden infant death
syndrome [26], motor vehicle crashes [23], criminal careers [27], insurance rate
making [28], highway safety [29] and use of E-cigarette among teenage cigarette
smokers [30].

From the above discussion, it is clear that there are several models employed by
several researchers to analyze the count data. In previous literature, researchers are
taken their decision mostly by using standard Poisson and negative binomial count
regression approaches. However, very few researchers select appropriate count
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regression models for predicting the ever born children. Furthermore, no existing
literature found by the author of this manuscript of using a finite mixture model to
predict the ever born children of Bangladesh. Therefore, this study is going to find
out the influential factors for the number of children ever born and make a prediction
by best-fitted count regression approaches.

17.2 Methods and Materials

17.2.1 Data Sources and Variables

A secondary dataset is used in this paper that is obtained from a countrywide
representative survey entitled Bangladesh Demographic and Health Survey (BDHS)
2014 published by the Bangladesh Bureau of Statistics (BBS). The survey was
conducted through two-stage stratified sampling wherein the first stage considers
total 600 Enumeration Areas were selected with probability proportional to the
Enumeration Areas size and second stage sampling was done through a systematic
sampling of average 30 households per Enumeration Areas for both urban and rural
distinctly for entire Bangladesh. For the 2014 BDHS survey, 17,989 households
were selected. The details of the sampling procedure are available in the report of
Bangladesh Demographic and Health Survey 2014 [31]. The explanatory variables
are selected on the available literatures as well as the existence relationships with the
number of children ever born. Women were chosen as the respondents in order to
study about childbearing, prenatal and postnatal care mostly in demographic point
of view [5, 32].

The factors and variables being considered for analysis to includes:

• The number of children: It defines the total children ever born which is considered
as the depended variable in the study.

• Age: Its define Respondent’s current age in years.
• Division: It referred to the seven administrative Division of Bangladesh as

Dhaka, Barisal, Khulna, Chittagong, Rajshahi, Rangpur and Sylhet.
• Residence: It’s referred to where the respondent’s live with two categories Urban

and Rural.
• Education: Its represent the highest education level of respondent’s with four

categories No education; Primary; Secondary; and Higher Secondary.
• Drinking Water: It define, from which source the respondent’s drink the water

with two categories Safe sources and Unsafe sources.
• Toilet: It’s referred that whether the respondents has a better toilet facility or not.
• Religion: From which religion the respondents belongs among Muslim; Hin-

duism; Christianism; Buddhism; & Others.
• Family Size: This variable indicates the total number of family member in the

respondent’s family.
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• Household Head Age: This variable indicates the age of respondent’s household
head.

• Wealth index: This referred to the health conditions of respondents with five
categories as poorest; poor; middle; richer and richest.

• First Birth-Age: This variable describes the age of respondent at first birth in
years.

• Contraceptive: This referred to the current situation of respondents whether they
use contraceptive or not.

• Body Mass: This variable referred Body Mass Index of the respondents.
• Husband Education: Its referred Husband/partner’s education level with five

categories as No education; Primary; Secondary; Higher Secondary; and don’t
know.

• Husband Profession: Its define the Husband/partner’s profession labeled as No
income, Lower Income, Medium income and High income.

17.2.2 Methods

All the mathematical illustration of Count Regression approaches that are mentioned
in the previous section are included in the following section.

Zero Truncated Poisson Regression Model
Since this study includes the observation having the response value larger than zero,
so the zero-truncated models were applied for predicting the ever born children [5].
As Bonat et al. [22], Cameron and Trivedi [33] and Hilbe [35] illustrate the zero
truncated model for at least one must occurred event Yi so the zero truncated Poisson
distribution with mean μi can be defined as,

f (Yi, μi) = P (Yi = yi |yi > 0) = exp (−μi) μiyi
[
1 − exp (−μi)

]
yi ! (17.1)

where, μi = exp (Xi
Tβ i) with k-dimensional vector covariates of Xi = [x1i,

x2i, . . . , xki].
The estimates can be illustrated through maximum likelihood estimation (MLE)

from the following log-likelihood function,

l (Yi;μi |yi > 0) =
∑{

yi
[
Xi
T βi
]− exp

(
Xi
T βi
)− ln (yi !)

− ln
[
1 − exp

{− exp
(
Xi
T βi
)}]

}

(17.2)

Differentiating (17.5) with respect to β i yields MLE of β i.

Zero Truncated Negative Binomial Regression Model
There is no presence of zeros in the response variable in this study, hence the zero
truncated negative binomial regression were applied to determine the number of
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children ever born. Cameron and Trivedi [33] and Hilbe [35] mentioned the applied
model for zero truncated negative binomial distribution of Yi as below,

f (Yi, μi, k) = P (Yi = yi |yi > 0) =

∣
∣
∣
∣
∣
(k + yi)

(
k

k+μi
)k(

1 − k
k+μi

)yi

[

1 −
(

k
k+μi

)k
]

yi

∣
∣
∣(k)

(17.3)

where, μi = exp (Xi
Tβ i + εi) with combine effect of unobserved variables ε

with k-dimensional vector covariates of Xi = [x1i, x2i, . . . , xki]. The Log-likelihood
function of zero-truncated negative binomial regression can be obtained similarly as
zero-truncated Poisson regression with the help of Eq. (17.3).

Finite Mixture Poisson and Negative Binomial Regression Model
To examine the influences of different factors on the total number of children ever
born, Finite Mixture Models (FMM) were applied where the FMM captures devi-
ations in the study factor with over varied and mutually exclusive subpopulations
([33, 37, 38]). Distinct from one-population estimates through a single component
distribution, a FMM can account an environment for observed heterogeneity that
clusters around a restricted set of sub populations [33, 38]. The FMM suggests that
a population is organized of two or more distinct unobserved subpopulations with
anonymous mixing weights or proportions or class which estimated beside through
the additional factors of model [33, 38]. Even if the underlying mixing distribution
is continuous therefore finite mixture produces a valid estimate [33].

The Finite Mixture Poisson-K (FMP-K) regression model assumes the mixture
of Poisson distributions with marginal distribution of yi as,

P (yi |Xi,Θ ) =
K∑

k=1

wk

(
e−μk,i

(
μk,i

)yi

yi !

)

(17.4)

with E (yi |Xi,Θ ) =
K∑

k=1
wk,iμk,i and V ar (yi |Xi,Θ ) = E (yi |Θ ) +

K∑

k=1
wk,iμ

2
k,i − E(yi |Θ )2, where, μk, i = exp (Xiβk) and � = {(β1, . . . ,βK), w}.

Unless all the component’s means are the same (μ1, i = . . . = μk, i), the variance is
constantly greater than the mean.

For the Finite Mixture Negative Binomial-K (FMNB-K) regression model,
it is assumed that the mixture of negative binomial distributions with marginal
distribution of yi. The model can be defined as below,
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P (yi |Xi,Θ ) =
K∑

k=1

wk

[ ∣
∣(yi + φk)

∣
∣(yi + 1)

∣
∣(φk)

(
μk,i

μk,i + φk
)yi( φk

μk,i + φk
)φk
]

(17.5)

with E (yi |Xi,Θ ) =
K∑

k=1
wk,iμk,i and V ar (yi |Xi,Θ ) = E (yi |Xi,Θ ) +

(
K∑

k=1
wk,iμ

2
k,i

(
1 + 1

φk

)
− E(yi |Xi,Θ )2

)

, where, μk, i = exp (Xiβk) and

� = {(β1, . . . ,βK), (φ1, . . . ,φk), w}. In this case, even if all the component’s
means are the same, the variance is must be greater than the mean. The FMNB-K
model is converted to the FMP-K model when βK drives to infinity in separate
component.

COM-Poisson Regression
The Conway-Maxwell Poisson (COM-Poisson or CMP) regression can define by
random variable of weighted Poisson distribution as its belongs to the family of
weighted Poisson distribution mentioned in [21] as,

f (y; λ, v) = exp (−λ) λywy
wy ! , y = 0, 1, . . . , (17.6)

where, W =
∞∑
i=0

exp (−λ) λiwi/i! is a normalizing constant [21, 22]. The COM-

Poisson is obtained when wy = (y!)1 − v for v ≥ 0. The series of Wfor COM-Poisson

distribution is denoted by Z(λ, v) and can be written as
∞∑
i=0

λi

(i!)v .

Sellers and Shmueli [39] suggested a regression model with the help of COM-
Poisson distribution that can be defined as,

Yi ∼ CP (λi, v) ,with λi = g−1
(
xi
T β
)

where λ is covariates and v is the dispersion parameter with the condition v > 1 and
v < 1 for under-dispersion and over-dispersion respectively.

In Bangladesh, there is a significant proportion of reproductive-age women who
did not conceive any baby. As a consequence, this paper includes directly the
statistical models which are based on a zero-truncated probability distribution for
comparison instead of considering the standard Poisson and Negative binomial
distributions. Though all the explained regression models are the specific model of
the generalized linear model, however, in this study, generalized linear model-based
Poisson and Negative binomial regression were also applied to make the comparison
among them. One of the main reason behind the inclusion of Generalized linear
model in this study is its well-known popularity among researcher, however, for
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a better explanation about standard Poisson, Negative binomial and Generalized
models, readers are suggested to see [22, 33–36].

17.3 Results and Discussion

In this study, the first attempt was to get the underlying influence of factors
which is related to having children by descriptive analysis. Generalized Poisson
and Negative Binomial Regression, COM-Poisson Regression, Zero Truncated
Poisson and Negative Binomial regression and Finite Mixture Poisson and Negative
Binomial Regression with two components were fitted at the second step and make a
comparison to identify the best-fitted model. The fitted model was assessed by using
the Akaike Information Criteria (AIC) and Bayesian Information Criteria (BIC) and
log-likelihood values where smaller values are chosen for taking the decisions [40].
After getting Finite Mixture Model as the best-fitted model then the third step was
used to determine the number of components in the FMM analysis by estimating
isolated models with two to four components without covariates and finally the
best model is assessed by mentioned model selection criteria. The final step was
to estimate the number of ever born children by the selected model and point toward
the influencing factors from the study.

The range of the ever born children is 1–15 and noticed that there were 43,772
respondents with a mean and standard deviation of the response variable were 3.70
and 1.948 respectively. The minimum number of children was one whereas the
maximum number of children was 15. Table 17.1 represents the number of ever
born children and their frequencies along with the percentage. The evidence shows
that 22.82% of the women had 3 children and 21.54% of the women had 2 children
which were the second-highest. The rest of the frequencies given in Table 17.1
depicts that there is a very tiny percentage of having more than 5 children.

As mentioned before, the first step of this study was to check the influencing
factors by descriptive analysis. The box-plot of different explanatory variables along
with the number of ever born children is illustrated in Fig. 17.1. Under the variable
division, Chittagong and Sylhet have more children than the rest of the division
as 17.34% and 14.6% of the total children respectively (Fig. 17.1). Moreover,
respondents who live in rural areas, have no education, drink safe water, follow

Table 17.1 Frequency distribution of number of children ever born

No. of children 1 2 3 4 5 6 7

Frequency 3975 9424 9990 7520 5490 3618 1834
Percent 9.08 21.52 22.82 17.17 12.54 8.26 4.18
No. of children 8 9 10 11 12 13 14 15
Frequency 944 549 250 99 24 26 14 15
Percent 2.15 1.25 0.5 0.2 0.05 0.05 0.03 0.03



17 Finite Mixture Modelling Approach to Identify Factors Affecting Children. . . 229

Islam as religion and also use contraception as well as having better toilet facilities
have more children than others with the percentage of 69.1, 34, 92, 91.1, 61, 66.4
(Fig. 17.1).

On the other hand, respondents having a husband or partner who does not have
any education as well as belongs to the lower-income group got more children than
others (Fig. 17.1). Moreover, respondents with middle wealth condition have 21.3%

Fig. 17.1 Predictor against different variables
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Fig. 17.1 (continued)

of the total children. Besides, most of the respondents have 3 children in the family
with the average age about 34 years, family size is more than 5, husband age just
above 44 years, age of the first birth is more than 17 years and on an average of body
mass index approximately 2330 (Table 17.2).

As mentioned before the second step is used to find out the most appropriate
model from the different count regression models considered in this study. The most
appropriate model is selected through some well-known model selection criteria like
AIC, BIC and Log-Likelihood and the results reveal that the Finite Mixture Negative
Binomial Regression is the best-fitted model. However, the FMM suggests that a
population is organized of two or more distinct unobserved subpopulations with
anonymous mixing weights or proportions or class which estimated along with the
other model is the best-fitted model (Table 17.3).

To identify the best-fitted component is the subsequent step of this study. After
fitting up to 4-component Negative Binomial Finite Mixture Regression Model, the
best-fitted model is selected with the help of AIC and BIC. The results depict that the
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Table 17.2 Summary statistic of some selected variables against response variable

No. of
Children Statistic Age

Family
size

Household-head
age

Age at first
birth

Body mass
index

1 Mean 24.37 5.32 43.32 19.09 2274.59
n 3975 3975 3975 3975 3975

2 Mean 30.52 5.03 42.27 18.14 2367.88
n 9424 9424 9424 9424 9424

3 Mean 34.83 5.266 44.26 17.39 2330.52
n 9990 9990 9990 9990 9990

4 Mean 37.51 5.63 46.44 17.03 2302.85
n 7520 7520 7520 7520 7520

5 Mean 39.85 5.83 48.14 16.96 2247.97
n 5490 5490 5490 5490 5490

6 Mean 40.87 6.45 48.93 16.82 2191.24
n 3618 3618 3618 3618 3618

7 Mean 42.16 6.80 50.73 16.67 2226.34
n 1834 1834 1834 1834 1834

8 Mean 42.36 7.19 49.87 16.59 2129.05
n 944 944 944 944 944

9 Mean 43.29 7.60 55.36 15.57 2377.60
n 549 549 549 549 549

10 Mean 45.2 9.28 53.76 17 2535.28
n 250 250 250 250 250

11 Mean 44.11 10.22 52 15.33 2969
n 99 99 99 99 99

12 Mean 44 10 40 14 2280.5
n 24 24 24 24 24

13 Mean 43.5 11 56.5 15 2056.5
n 26 26 26 26 26

14 Mean 49 13 59 16 2553
n 14 14 14 14 14

15 Mean 42 4 56 14 2068
n 15 15 15 15 15

Note: n represent the number of respondents

3-component Negative Binomial Finite Mixture Regression Model is more suitable
for predicting the number of ever born children in Bangladesh (Table 17.4).

From the evidence of Table 17.5, it may be concluding that among the com-
ponents, the respondents age, residence, family size and using contraception have
a significant positive impact on ever born children. Hence a conclusion about
residence can be drawn as if a person lived in rural areas having more children
than its counterpart. As respondents age and family size increases the likelihood of
getting more children also increases.

On the other hand, respondent’s education, drinking water, toilet facility, religion,
household head age, wealth index, age at first birth, and husband education
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Table 17.3 Results of model selection criteria

Model AIC BIC Log-likelihood

Generalized Poisson Regression 151041.5 151328.2 −75487.75
Generalized Negative Binomial 151044.1 151339.4 −75488.03
Zero Truncated Poisson Regression 147712.5 147851.5 −73840.7
Zero Truncated Negative Binomial Regression 147714.5 147862.2 −73840.2
COM-Poisson Regression 151043.5 151338.8 −75487.74
Finite Mixture Poisson Regression 153168.8 153455.4 −76551.3
Finite Mixture Negative Binomial Regression 30691.13 30977.8 −15312.57

Note: Akaike information criteria (AIC) = − 2 ln (L) + 2k, where k=number of parameters and
Bayesian information criteria (BIC) = − 2 ln (L) + k ln (n), where n=number of observations

Table 17.4 Results of number of components selection of finite mixture model

Model selection criteria 2 component 3 component 4 component

AIC 30691.13 15471.5 15534.07
BIC 30977.8 15888.46 16081.34

Table 17.5 Fitted values of finite mixture negative binomial regression model

Variables Coefficient Std. Err. Z p-value 95% CI

Component1
Age 0.03819 0.00081 47.39 <0.001 0.03661 0.03977
Division −0.00033 0.003 −0.11 0.912 −0.00622 0.00556
Residence 0.04497 0.01011 4.45 <0.001 0.02515 0.06479
Education −0.0626 0.00975 −6.42 <0.001 −0.08171 −0.04349
Drinking water −0.08862 0.02207 −4.02 <0.001 −0.13188 −0.04537
Toilet −0.03184 0.0097 −3.28 0.001 −0.05085 −0.01282
Religion −0.02157 0.03449 −0.63 0.532 −0.08916 0.04602
Family size 0.0706 0.00924 7.64 <0.001 0.05249 0.08872
Household head age −0.0024 0.00043 −5.64 <0.001 −0.00323 −0.00157
Wealth index −0.04215 0.00434 −9.72 <0.001 −0.05064 −0.03365
Age at first birth −0.03777 0.00146 −25.79 <0.001 −0.04064 −0.0349
Contraceptive 0.00148 0.00057 2.58 0.01 0.00036 0.00261
Body mass index 0.00029 0.001 −0.44 0.66 −0.00002 0.00001
Husband education −0.02471 0.00627 −3.94 <0.001 −0.037 −0.01242
Husband profession −0.0001 0.00031 −0.32 0.748 −0.0007 0.0005
Constant 0.53148 0.06658 7.98 <0.001 0.40098 0.66198
Component2
Age 0.03833 0.00026 149.11 <0.001 0.03783 0.03884
Division 0.00089 0.00087 1.03 0.304 −0.00081 0.00259
Residence 0.048 0.00395 12.14 <0.001 0.04026 0.05575
Education −0.05994 0.00262 −22.91 <0.001 −0.06507 −0.05481
Drinking water −0.08069 0.00727 −11.1 <0.001 −0.09493 −0.06644

(continued)
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Table 17.5 (continued)

Variables Coefficient Std. Err. Z p-value 95% CI

Toilet −0.02702 0.004 −6.75 <0.001 −0.03486 −0.01917
Religion −0.09087 0.00559 −16.27 <0.001 −0.10182 −0.07993
Family size 0.05591 0.00097 57.89 <0.001 0.05402 0.0578
Household head age −0.00229 0.00016 −14.18 <0.001 −0.0026 −0.00197
Wealth index −0.04076 0.00167 −24.44 <0.001 −0.04403 −0.03749
Age at first birth −0.03746 0.0006 −62.86 <0.001 −0.03862 −0.03629
Contraceptive 0.00175 0.00018 9.57 <0.001 0.00139 0.00211
Body mass index −0.00079 0.00222 −0.36 0.722 −0.00001 0.00036
Husband education −0.02217 0.00227 −9.77 <0.001 −0.02662 −0.01772
Husband profession 0.00002 0.0001 0.19 0.849 −0.00017 0.00021
Constant 0.587 0.01816 32.32 <0.001 0.5514 0.6226
Component3
Age 0.03833 0.00067 57.53 <0.001 0.03702 0.03964
Division 0.00088 0.00222 0.4 0.692 −0.00347 0.00523
Residence 0.04797 0.009 5.33 <0.001 0.03033 0.06562
Education −0.05997 0.00586 −10.24 <0.001 −0.07146 −0.04849
Drinking water −0.08079 0.01489 −5.43 <0.001 −0.10997 −0.05161
Toilet −0.02707 0.00961 −2.82 0.005 −0.04591 −0.00823
Religion −0.09092 0.01074 −8.47 <0.001 −0.11197 −0.06987
Family size 0.05324 0.00124 42.82 <0.001 0.0508 0.05567
Household head age −0.00229 0.00037 −6.26 <0.001 −0.00301 −0.00157
Wealth index −0.04077 0.00431 −9.46 <0.001 −0.04922 −0.03232
Age at first birth −0.03746 0.00134 −27.92 <0.001 −0.04009 −0.03483
Contraceptive 0.00175 0.00053 3.31 0.001 0.00071 0.00278
Body mass index −0.00081 0.00403 −0.2 0.84 −0.00001 0.00001
Husband education −0.0222 0.00539 −4.12 <0.001 −0.03277 −0.01163
Husband profession 0.00002 0.00027 0.06 0.95 −0.00051 0.00054
Constant 0.6163 0.03481 17.7 <0.001 0.54807 0.68453

are negatively associated with the number of ever born children. Respondent’s
education and their partner’s education labels categorize as no education; primary;
secondary; and higher secondary, the results depict that as the education level
increase the number of children declines. Similarly, if the respondents drink unsafe
water and do not have better toilet facilities can influence to have more children.
Moreover, the inverse relationship is observed between the number of children of
respondents and the age of the first birth. Another conclusion can be drawn through
the respondent’s religion if respondents follow Islam may have declined the number
of children.

Finally, Fig. 17.2 illustrates the histogram of the predicted and actual number of
children. From the figure, it can be observed that there is a similarity between the
actual and predicted number of ever born children however, there is an existing gap
between the predicted and actual number of children.
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Fig. 17.2 Comparison of the actual and predicted number of children by FMNB-3 fitted model

17.4 Conclusion

The previous literature is taking as the basis of considering the influential factors
of the number of ever born children in Bangladesh. Most of the researchers take
their decision by using standard Poisson and negative binomial count regression
approaches. However, very few researchers comparing the best-fitted models for
predicting the ever born children. Furthermore, there is no literature exist of using
a finite mixture model to predict the ever born children of Bangladesh. From the
descriptive statistics like summary statistics and box-plots are used as an implication
to have a better idea about the regressor. Finally, GLM Poisson and negative
binomial regression; the COM-Poisson regression; Finite Mixture (FM) Poisson and
negative binomial regression were compared with the help of AIC, BIC, and Log-
likelihood values and the results suggest that the FM Negative Binomial as the most
suitable model.

Again, the authors make a comparison among different component base Finite
Mixture Negative Binomial Model and it is observed that the 3- component base
Finite Mixture Negative Binomial Regression as the best-fitted model. After that,
the ever born children was predicted through the best-fitted regression model. The
results depict that respondents age, residential status, family size and intention
of using contraception have a significant positive impact, however, respondent’s
education, drinking water, toilet facility, religious status, household head age, wealth
index, age at first birth, and husband’s education shows negative influence on the
number of ever born children. The author of this paper thinks that the outcome of
this paper will be helpful to the researchers who are concern about demographic
research.



17 Finite Mixture Modelling Approach to Identify Factors Affecting Children. . . 235

References

1. United Nations Development Programme.: Human Development Report 2015: work for
human development. UN. http://hdr.undp.org/en/content/human-development-report-2015-
work-human-development (2016). Accessed on 15 Mar 2019

2. Sayem, A.M., Nury, A.T.M.S., Hossain, M.D.: Achieving the millennium development goal
for under-five mortality in Bangladesh: current status and lessons for issues and challenges for
further improvements. J. Health Popul. Nutr. 29(2), 92–102 (2011)

3. WB Homepage.: Fertility rate, total (births per woman) | Data. https://data.worldbank.org/
indicator/SP.DYN.TFRT.IN?locations=BD. Accessed on 4 May 2019

4. Our World in Data Homepage.: Fertility rate. https://ourworldindata.org/fertility-rate.
Accessed on 16 May 2019

5. Kiser, H., Hossain, M.A.: Estimation of number of ever born children using zero truncated
count model: evidence from Bangladesh demographic and health survey. Health Inform. Sci.
Syst. 7(1), 3 (2019)

6. Satyavada, A., Adamchak, D.J.: Determinants of current use of contraception and children ever
born in Nepal. Soc. Biol. 47(1–2), 51–60 (2000)

7. Matsumoto, Y., Yamabe, S.: Family size preference and factors affecting the fertility rate in
Hyogo, Japan. Reprod. Health. 10, 6 (2013)

8. Haque, A., Hossain, T., Nasser, M.: Predicting the number of children ever born using logistic
Regression model. Biometr. Biostat. Int. J. 2(4), 00034 (2015)

9. Uddin, I., Bhuyan, K.C., Islam, S.S.: Determinants of desired family size and children ever
born in Bangladesh. J. Fam. Welf. 57(2), 39–47 (2011)

10. Matin, K.A..: The demographic dividend in Bangladesh: an illustrative study. In: 18th
Biennial Conference of the Bangladesh Economic Association Proceedings, pp. 1–20. Dhaka,
Bangladesh (2012)

11. Population Pyramids Homepage.: Population Pyramids of the World from 1950 to 2100. https:/
/populationpyramid.net/bangladesh/2050/. Accessed 4 May 2019

12. Dwivedi, V.K., Sediadie, T., Ama, N.O.: Factors affecting children ever born (CEB) in
Botswana: application of Poisson Regression model. Res. J. Math. Stat. Sci. 4(10), 1–9 (2016)

13. Mekonnen, W., Worku, A.: Determinants of fertility in rural Ethiopia: the case of Butajira
Demographic Surveillance System (DSS). BMC Publ. Health. 11, 782 (2011)

14. Kareem, Y.O., Yusuf, O.B.: Statistical modeling of fertility experience among women of
reproductive age in Nigeria. Int. J. Stat. Appl. 8(1), 23–33 (2018)

15. Ahmed, H.M.M., ALI, H.M.H.: Using count Regression models to determinate factors
influencing fertility of Sudanese women. J. Glob. Econ. Manag. Bus. Res. 6(4), 277–285
(2015)

16. Mullahy, J.: Specification and testing of some modified count data models. J. Econ. 33(3),
341–365 (1986)

17. Lambert, D.: Zero-inflated Poisson Regression, with an application to defects in manufacturing.
Technometrics. 34(1), 1–14 (1992)

18. Poston, D.L., McKibben, S.L.: Using zero-inflated count Regression models to estimate the
fertility of U. S. Women. J. Mod. Appl. Stat. Methods. 2(2), 371–379 (2003)

19. Islam, M.R., Islam, M.R., Alam, M.R., Hossain, M.M.: Affecting socio-demographic factors
on children ever born for women who have experienced domestic violence and women who
have not experienced domestic violence in Bangladesh. Am. J. Sociolog. Res. 2(5), 113–119
(2012)

20. Ahmmed, F., Naser, M.: Modeling and predicting of children ever born in Bangladesh. In:
International Conference on Statistical Data Mining for Bioinformatics Health Agriculture and
Environment Proceedings, pp. 1–10. Rajshahi, Bangladesh (2012)

21. Sellers, K.F., Borle, S., Shmueli, G.: The COM-Poisson model for count data: a survey of
methods and applications. Appl. Stoch. Model. Bus. Ind. 28(2), 104–116 (2012)

http://hdr.undp.org/en/content/human-development-report-2015-work-human-development
https://data.worldbank.org/indicator/SP.DYN.TFRT.IN?locations=BD
https://ourworldindata.org/fertility-rate
https://populationpyramid.net/bangladesh/2050/


236 Md. Karimuzzaman et al.

22. Bonat, W.H., Zeviani, W.M., Ribeiro Jr, E.E.: Regression Models for Count Data: Beyond the
Poisson model. Statistics and Geoinformation Laboratory Federal University of Parana, Brazil,
http://cursos.leg.ufpr.br/rmcd/rmcdbook.pdf (2017), Accessed on 12 Apr 2019

23. Park, B.-J., Lord, D.: Application of finite mixture models for vehicle crash data analysis.
Accid. Anal. Prev. 41(4), 683–691 (2009)

24. McLachlan, G.J., Lee, S.X., Rathnayake, S.I.: Finite mixture models. Ann. Rev. Stat. Appl.
6(1), 355–378 (2019)

25. Stata Finite Mixture Models Reference Manual Release 16. Stata Press, Texas, 2019
26. Dalrymple, M.L., Hudson, I.L., Ford, R.P.K.: Finite mixture, zero-inflated Poisson and hurdle

models with application to SIDS. Comput. Stat. Data Anal. 41(3–4), 491–504 (2003)
27. Land, K.C., McCall, P.L., Nagin, D.S.: A comparison of Poisson, negative binomial, and

semiparametric mixed Poisson Regression models: with empirical applications to criminal
careers data. Sociol. Method. Res. 24(4), 387–442 (1996)

28. Bermúdez, L., Karlis, D.: A finite mixture of bivariate Poisson regression models with an
application to insurance ratemaking. Comput. Stat. Data Anal. 56(12), 3988–3999 (2012)

29. Park, B.-J., Lord, D., Wu, L.: Finite mixture modeling approach for developing crash
modification factors in highway safety analysis. Accid. Anal. Prev. 97(74–287), 274–287
(2016)

30. Azagba, S., Wolfson, M.: E-cigarette use and quantity of cigarette smoking among adolescent
cigarette smokers: a finite mixture model analysis. Drug Alcohol Depend. 185, 33–39 (2018)

31. National Institute of Population Research and Training (NIPORT).: Bangladesh Demographic
and Health Survey 2014. NIPORT, Mitra and Associates, and ICF International, Bangladesh,
Dhaka. https://dhsprogram.com/pubs/pdf/FR311/FR311.pdf accessed on 2018/06/25 (2016)

32. Sahle, G.: Ethiopic maternal care data mining: discovering the factors that affect postnatal care
visit in Ethiopia. Health Inform. Sci. Syst. 4(1), 4 (2016)

33. Cameron, A.C., Trivedi, P.K.: Regression Analysis of Count Data. Cambridge University Press,
Cambridge (2013)

34. Poisson Regression, Chapter 325, NCSS Statistical Software. https://ncss-wpengine.netdna-
ssl.com/wp-content/themes/ncss/pdf/Procedures/NCSS/Poisson_Regression.pdf. Accessed 10
Mar 2019

35. Hilbe, J.M.: Modeling Count Data. Cambridge University Press, Cambridge (2014)
36. Negative Binomial Regression, Chapter 326, NCSS Statistical Software. https:/

/ncss-wpengine.netdna-ssl.com/wp-content/themes/ncss/pdf/Procedures/NCSS/
Negative_Binomial_Regression.pdf. Accessed 11 Mar 2019

37. Dávila, V.H.L., Cabral, C.R.B., Zeller, C.B.: Finite Mixture of Skewed Distributions. Springer,
Cham (2018)

38. McLachlan, G., Peel, D.: Finite Mixture Models. Wiley, New York (2000)
39. Sellers, K.F., Shmueli, G.: Predicting Censored Count Data with COM-Poisson Regres-

sion. Robert H. Smith School Research Paper No. RHS-06-129, (2010). https://ssrn.com/
abstract=1702845. Accessed on 17 Mar 2019

40. Cameron, A., Trivedi, P.: Generalized Count Regression. In Regression Analysis of Count
Data (Econometric Society Monographs, pp. 111–176). Cambridge University Press, UK,
Cambridge (2013)

http://cursos.leg.ufpr.br/rmcd/rmcdbook.pdf
https://dhsprogram.com/pubs/pdf/FR311/FR311.pdf
https://ncss-wpengine.netdna-ssl.com/wp-content/themes/ncss/pdf/Procedures/NCSS/Poisson_Regression.pdf
https://ncss-wpengine.netdna-ssl.com/wp-content/themes/ncss/pdf/Procedures/NCSS/Negative_Binomial_Regression.pdf
https://ssrn.com/abstract=1702845


Chapter 18
An Assessment of Influencing Factors
for Motherhood During Childhood
in Bangladesh Using Factor Analysis
and Logistic Regression Methods

Mohammad Salim Zahangir and Mosammat Zamilun Nahar

Abstract Though Bangladesh has achieved great success in family planning as well
as maternal and child sector nowadays, it still needs further improvement. This study
deals with popular phenomenon motherhood in childhood and its influential factors
in Bangladesh. Data are obtained from the 2014 Bangladesh Demographic and
Health Survey (BDHS). It can be seen that 62.1% of women age 18 or below become
a mother or pregnant in childhood. The relationship between factors obtained by
factor analysis and motherhood in childhood is assessed by both linear discriminant
and logistic regression analyses. The covariates that are found to be significant by
the χ2-test are also analysed by binary logistic regression technique for examining
their effects on childbearing in childhood. The analysis reveals that respondent’s
education, husband’s education and age at first marriage are significantly negatively
associated and respondent’s current age is significantly positively associated with
the chance of becoming a mother in childhood. Region, wealth index, husband’s
occupation and husband’s age are also significant to some extent. In conclusion, the
prevalence of motherhood in childhood can be reduced by educating women upto
secondary or higher levels, alleviating poverty and limiting the provisions of early
marriage.

Keywords Motherhood in childhood · Factor analysis · Binary logistic
regression

18.1 Introduction

The United Nations convention on the rights of the child defines a “child” as a
person under the age of 18 unless the laws of a specific country set the legal age
of adulthood at a younger age. Childhood or adolescence (10–19 years) is a period
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that has special importance in the course of an individual’s life [1]. In fact, it is
the time to gain knowledge and build up career to finding life projects. However,
motherhood in childhood is a huge global problem, especially in developing
countries. There is a concern that forming a family at younger ages limits women’s
future opportunities [2]. Due to early uptake of responsibilities of motherhood and
childcare, women do not get the opportunity to develop themselves; as a result, the
quality of women’s life is reduced. Moreover, teenagers are not psychologically and
physically mature to bear the burden of childbearing and rearing. Complications
from pregnancy or childbirth are the second cause of death for women of ages 15–
19 years globally [3].

The State of World Population 2013 reports that most (95%) of the world’s births
to adolescents occur in developing countries, and nine in ten of these births occur
within marriage or a union [4]. One-fifth of women (about 19%) in developing
countries becomes pregnant before reaching the age of 18. Of the 7.3 million
adolescent women below 18 years who give birth every year in developing countries,
2 million are under the age of 15. Child marriage, an inferior category of age at first
marriage—a demographic factor, is the main reason of early pregnancy/motherhood.
Various socio-cultural and economic (e.g., illiteracy or lower level of education,
poverty and lack of access to reproductive health), and security (e.g., sexual
violence) factors are also responsible for early pregnancy.

Early entry into motherhood can have various immediate and long-lasting
consequences, especially on maternal and child health. For instance, early pregnant
women are at increased risk of toxaemia, anaemia, excessive bleeding, prolonged
labor-pain, premature delivery and higher levels of blood pressure [5], higher rate of
low birth weight, stillbirth and perinatal mortality [6, 7]. The ultimate consequences
are morbidity and mortality of women during pregnancy and delivery [5]. In
developing countries, the risk of maternal death for women under 15 is double of
women age 15 or older. This younger group also suffers notably higher rates of
obstetric fistulae than their older peers. Beside health-related consequences, early
pregnancy may have negative social and economic impacts on women’s individual,
familial and communal levels [3]. Researchers found a positive relationship between
lower educational attainment and early childbearing [8–10]. Teenagers who become
pregnant have drop out of school. Girls with little or no education have fewer skills
and opportunities to get a job. This can also have an economic value with a country
losing out on the annual income a teen girl would have earned during her lifetime,
if she had not had an early pregnancy [3].

Adolescent births are declining globally but are increasing in three regions
such as South Asia, sub-Saharan Africa, and Latin America. Bangladesh is often
characterized by early marriage [11–13] and early motherhood [14]. In fact,
early marriage and early motherhood are traditions in the patriarchal Bangladeshi
culture [15]. Over 82% of women become mothers by age 19 [16]. Apparently,
age at first birth is much lower in Bangladesh [16, 17]. According to the State of
World Population 2013 report, about 17% of Bangladeshi women get married before
reaching 15, while most of them give birth to two children before reaching 18 [4].
Considering the rate of adolescent pregnancy, Bangladesh ranks third in the world
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and highest in the Asia. The British Medical Journal reports that one in three women
aged 15–19 becomes a mother or pregnant in Bangladesh today, with adolescent
mothers are more likely to suffer birth complications than adult women [18]. Save
the Children [14] reported that women who become mothers by age 14 face the
greatest risks. According to Early Motherhood Risk Ranking, Bangladesh is the
first in South Asia and 13th in the world. With respect to fertility, early childbearing
is related to a higher completed fertility [19]. Suchitta [20] claimed that early
motherhood is a major constraint to economic development and social progress of
Bangladesh.

There is a large body of research on adolescent motherhood in the global con-
text [4, 21–24]. All those researches showed that lower socioeconomic attainments,
early age of marriage, lower contraceptive use and higher spousal age difference are
the key determinants of adolescent motherhood. There also have several studies that
investigated factors affecting adolescent fertility in Bangladesh [15, 25–29]. Among
recent studies, Islam et al. [29] observed trends and determinants of adolescent
motherhood in Bangladesh using all seven DHS datasets (1993/94 to 2014). The
authors found that current age, respondent’s education, husband’s education, place
of residence, region of residence, exposure to mass media and spousal age gap are
important determinants of adolescent fertility. Kamal [15] analyzed the 2007 BDHS
data. The author observed with almost all the above-mentioned factors that wealth
index and ever used any contraceptive are significantly associated with adolescent
fertility in Bangladesh. Moreover, using the four different BDHS datasets (1993–
2004), Nahar and Min [28] showed that women’s higher education, delayed age at
first marriage and media contact exerted strong influence in delay of having babies
among adolescent women in Bangladesh. They also noticed significant variations
across divisions in having the first birth of women age 19 or earlier.

It should be mentioned that in almost everywhere, especially in developing
regions, teenage pregnancy has been a source of worry for policy makers, social
workers and other human service providers due to its negative consequences to the
girl-child [30]. Taking the context “understanding girl-child childbearing” seriously
into account, little attention has been paid to study the context. The aim of this
study is to provide some data and ideas for the design of specific interventions that
are essentials of these girls. Thus, this is an attempt to investigate the socio-cultural,
economic and demographic factors and their effects on motherhood in childhood
among Bangladeshi women who are 18 years of younger or below 18.

18.2 Data and Methodology

18.2.1 The Data

This study uses the latest Bangladesh Demographic and Health Survey (BDHS)
data conducted in 2014. The survey is based on a two-stage stratified sampling
technique. In the first stage, probability proportional to size sampling and in the
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second stage, systematic sampling techniques are applied. Among a total of 17,989
selected households throughout the country, 17,565 were occupied. Interviews
were successfully completed in 17,300 households, in which a total of 18,245
ever-married women aged 15–49 years were identified and finally 17,863 were
interviewed. The survey was designed to provide information on the basic national
indicators of social progress, including fertility, fertility preferences and regulation,
childhood mortality and causes of death, maternal and child health, nutrition
status of mothers and children, awareness and attitudes towards HIV/AIDS, and
prevalence of non-communicable diseases. Information on the timing of the first
birth was collected from women in the standard DHS individual module. The
detailed descriptions of the survey are given in the report book (see, [31]).

18.2.2 Unit of Analysis

While 18 is the legal age at marriage of women in Bangladesh, a large majority
(58.1%; source: BDHS 2014) of women aged 15–49 become mothers/pregnant by
age 18. In the case of considering adolescent women, there may have a chance
to include some of those who marry within 18–19 years of age. According to the
United Nations’ definition of child, “motherhood in childhood” means a woman
becomes a mother by her 18th year birthday. Since births are confined to marriage in
Bangladeshi society, this study considers the ever-married women who are 18 years
of younger or below 18. It should be noticed that “age” is computed in completed
years by the BDHS surveys. For instance, age 18 means completed 18 years. Upto
age 18, there are total 1460 ever-married women in the BDHS 2014 data. Thus, the
unit of analysis in this study is 1460 respondents.

18.2.3 Variables

18.2.3.1 Dependent Variable

“Motherhood in childhood”—a dichotomous variable, is considered the dependent
variable in this study.

18.2.3.2 Independent Variables

In choosing independent variables or covariates, this study relies on previous liter-
ature on early motherhood in the global context, mainly in Bangladesh. Moreover,
according to availability of data, total 13 covariates on socio-cultural, economic
and demographic issues are chosen here. The list of covariates and their suitable
categories are presented in Table 18.1.
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Table 18.1 Percentage of childbearing status among ever-married women aged 15–18 by
socioeconomic and demographic characteristics, BDHS 2014

% of starting
childbearing

Chi-square test

Covariates Category No. of respondents Value P-value

Type of place
of residence

Urban 440 (30.1) 61.1 0.226 0.635

Rural 1020 (69.9) 62.5

Current age 15 years 291 (19.9) 40.0

16 years 431 (29.5) 52.9 75.360 0.000

17 years 548 (37.5) 65.0

18 years 291 (19.9) 72.3

Respondent’s
education

Illiterate & primarya 447 (30.6) 71.4 23.710 0.000

Secondary & above 1013 (69.4) 57.9

Husband’s
education

Illiterate 209 (14.3) 76.1
Primary 479 (32.8) 69.5 52.070 0.000

Secondary & above 772 (52.9) 53.6

Region Barisal 210 (14.4) 59.0

Chittagong 262 (17.9) 64.9

Dhaka 234 (16.0) 58.1

Khulna 209 (14.3) 57.9 13.670 0.034

Rajshahi 184 (12.6) 62.5

Rangpur 218 (14.9) 61.5

Sylhet 143 (9.8) 74.1

Access to mass
mediab

No 543 (37.2) 67.6 11.240 0.001

Yes 917 (62.8) 58.8

Religion Muslims 1360 (93.2) 61.6 1.610 0.204

Others 100 (6.8) 68.0

Wealth indexc Poor 934 (64.0) 65.4

Middle 335 (22.9) 58.2 14.220 0.001

Rich 191 (13.1) 52.4

Respondent’s
working status

Not working 1252 (85.8) 62.1 0.027 0.868

Working 208 (14.2) 61.5

Husband’s
occupation

Agriculture 156 (10.7) 62.8

Business 301 (20.6) 67.1 6.800 0.078

Service 39 (2.7) 48.7

Others 964 (66.0) 60.9

Age at first
marriage

10–14 years 579 (39.7) 72.9 47.790 0.000

15–18 years 881 (60.3) 54.9

Ever used any
contraception

No 433 (29.7) 58.9 2.616 0.106

Yes 1027 (70.3) 63.4

(continued)
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Table 18.1 (continued)

% of starting
childbearing

Chi-square test

Covariates Category No. of respondents Value P-value

Husband’s aged 15–22 years 384 (26.3) 52.6

23–25 years 447 (30.6) 60.4 33.040 0.000

26–55 years 596 (40.8) 70.5

Missing 33 (2.3)

Total 1460 (100) 62.1

Figures in parentheses indicate percentage of respondents
a Illiterate women and women with primary education are added together as individually they are

rather inadequate in size
bAccess to mass media is obtained by combining three variables: frequencies of listening to the

radio, watching TV and reading newspapers at least once in a week
c Wealth index is a composite measure of a household’s cumulative living standard. The index is

constructed and provided by DHS, Macro International
dHusband’s age is used to investigate whether it has the similar relationship like respondent’s age

with childhood motherhood

18.2.4 Methods

This study deals with ever-married Bangladeshi women to observe the recent and
the most recent past situations of motherhood status. This section would help to
understand the reproductive behavior among women in childhood. Both bivariate
and multivariate statistical methods are employed to examine the relationship
between motherhood in childhood and its underlying factors. In order to evaluate
individual factors and to extract significant factors of motherhood in childhood,
factor analysis based on principal components is used as an alternative approach.
Linear discriminant analysis is employed using the factor scores derived from the
factor analysis to determine as to how correctly women are classified into different
motherhood status. Binary logistic regression method is also applied, uses the
predicted probabilities to assign cases into the categories of the dependent variable
and then compares the results with their actual categories. The method can also be
used to explain the effect of covariates on the dependent variable.

Based on the dependent variable, the logistic regression model is briefly
described here. Let Y represents childbearing status in childhood. It is categorized
as “1” for ever-married women age 18 or below who become mothers/pregnant by
age 18 and “0” for those belonging in the opposite group. Let x1, x2, . . . , xk be the
explanatory variables. If P(Y = 1) = p is the probability of becoming a mother or
pregnant by age 18, then logistic regression model can be expressed as:

logit(p) = log

(
p

1 − p
)

= β0 + β1x1 + . . .+ βkxk.

or, p = exp(β0 + β1x1 + . . .+ βkxk)
1 + exp(β0 + β1x1 + . . .+ βkxk) .
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The above expression is used to predict the childhood status using a cut value or
threshold probability of 0.5.

18.3 Results and Discussions

Figure 18.1 represents the percentage of ever-married women age 18 or below,
giving first birth (in single years) by age 18. It shows that childbearing starts very
early (at age 12) in Bangladesh. Of all childhood mothers, the highest 25.3% become
a mother at age 16. Table 18.1 shows that total 62.1% of women age 18 or below
become a mother/pregnant in childhood. However, about 73% of them are intended
to give birth in childhood and the remaining are mistimed (see Table 18.2).

The proportion of women who give birth by age 18 is varied across categories of
each covariate. Here, it is assumed that each of selected covariate is associated with
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Fig. 18.1 Percentage of ever-married women age 18 or below by their age at first birth, BDHS
2014

Table 18.2 Percentage of
ever-married women age 18
or below giving at least one
birth in the last five years
preceding the survey by their
intention status, BDHS 2014

Birth intentione Frequency Percent

Intended 491 72.6

Mistimed 185 27.4

Total 676 100
e All eligible women were asked whether

each birth in the 5-year preceding the
survey was planned (wanted then), mist-
imed (wanted but later), or unwanted.
The pregnancies reported as wanted
later or wanted no more is termed as
“unintended” or “mistimed”
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motherhood in childhood. The χ2-test for independence of attributes is employed
to verify the assumption; findings are shown in Table 18.1. Of all 13 covariates,
type of place of residence, religion, respondent’s working status and ever used any
contraception has no significant association with motherhood in childhood.

Current age is found to be positively associated with motherhood in childhood
in Bangladesh. Nguyen [24] has found the similar relationship in the study of
adolescent pregnancy in Vietnam. In Table 18.1, the percentage of becoming a
mother in childhood is the highest for women of age 18 (72.3%) and the lowest
for women of age 15 (40.0%). Female education is inversely associated with
childbearing in childhood. More than seven-tenths (71.4%) of illiterates or primary
school graduates start childbearing by age 18, and that of secondary or higher
school graduates is about 58%. The percentage of women with illiterate husbands
becoming a mother in childhood is the highest (76.1%), followed by those with
primary school graduated (about 70%) and secondary or higher school graduated
(53.6%) husbands, respectively. Kamal [15] has also found the similar findings in
studying adolescent fertility in Bangladesh.

Age at first marriage is also negatively associated with childbearing in childhood.
Women age 18 or below marrying within ages 10–14, 72.9% of them become a
mother by age 18, and that of those marrying within ages 15–18 is only 54.9%.
Haque [26] has also found a decreasing pattern in adolescent childbearing with
age at first marriage. Husband’s age is positively associated with motherhood in
childhood. Of women age 18 or below whose husbands are 26 years or older, 70.5%
become a mother in childhood, whereas those whose husbands are 22 years or
younger, 52.6% of them become a mother in childhood.

Now, to check the strength of covariates in relation to motherhood in childhood
factor analysis based on principal components is applied. In the principal component
analysis, orthogonal rotation (varimax option) is used to obtain non-correlated
factors [32] and the Kaiser eigenvalue 1 criterion is used for choosing the number
of factors. Adequacy of factors and the homogeneity of variance across variables
for motherhood in childhood are checked by Kaiser-Meyer-Olkin’s (KMO) and
Bartlett’s tests. Factor loadings greater than 0.5 and cross-loading (loadings with
a negative value) less than −0.4 are considered to explain the relationship between
the covariates and factors [33].

The scree plot of factor analysis for motherhood in childhood among women
upto age 18 is displayed in Fig. 18.2. The plot shows that every eigenvalue after the
sixth component is less than 1 and therefore, the first six factors will be extracted
for motherhood in childhood among women age 18 or below. These six factors are
computed by factor analysis that provides two more outputs: total variance explained
by factors associated with motherhood in childhood, presented in Table 18.3, and
rotated component matrix for motherhood in childhood, shown in Table 18.4.
Among 13 covariates, six extracted factors explain the variation of motherhood
in childhood by 16.55%, 11.06%, 10.43%, 8.88%, 8.34% and 7.77%, respectively
and the cumulative percent of the variance of those six components is 63.02% (see
Table 18.3).
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Fig. 18.2 Scree plot: Eigenvalues by factors influencing motherhood in childhood, BDHS 2014

Table 18.3 Total variation explained by factors related to starting childbearing in childhood,
BDHS 2014

Extraction sums of Rotation sums of
Initial eigenvalues squared loadings squared loadings

% of Cumulative % of Cumulative % of Cumulative
Comp. Total variance % Total variance % Total variance %

1 2.15 16.55 16.55 2.15 16.55 16.55 1.75 13.47 13.47

2 1.44 11.06 27.61 1.44 11.06 27.61 1.59 12.22 25.69

3 1.36 10.43 38.04 1.36 10.43 38.04 1.43 10.99 36.67

4 1.15 8.88 46.92 1.15 8.88 46.92 1.17 9.02 45.69

5 1.08 8.34 55.25 1.08 8.34 55.25 1.17 9.00 54.69

6 1.01 7.77 63.02 1.01 7.77 63.02 1.08 8.34 63.02

Extraction method: Principal component analysis. Comp. means component

The rotated component matrix represents that type of place of residence, access
to mass media and wealth index are highly correlated with the first principal
component. The second principal component is found to have a high correlation with
respondent’s education and husband’s education. The third, fourth, fifth and sixth
principal components are highly correlated with respondent’s current age and age at
first marriage, husband’s occupation and husband’s age, respondent’s working status
and ever used any contraception, and region and religion, respectively. Beyond the
significance of covariates, respondent’s education and type of place of residence are
strong determinants of childhood in motherhood as they are highly correlated with
only one component and less correlated with the other two components.

Linear discriminant analysis is used to check the validity of findings from
factor analysis. To compare the predictive power of this model, binary logistic
regression is also used. The relationship between factors obtained by factor analysis
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Table 18.4 Rotated component matrix for starting childbearing in childhood, BDHS 2014

Component

Variables 1 2 3 4 5 6

Respondent’s current age 0.081 −0.034 0.779 0.257 0.154 0.053

Type of place of residence −0.760 0.113 −0.012 0.088 −0.091 −0.005

Division 0.101 −0.401 −0.157 0.139 −0.397 0.561

Respondent’s education 0.048 0.746 −0.003 0.094 −0.029 −0.035

Religion −0.085 0.054 0.150 −0.080 0.183 0.825

Access to mass media 0.674 0.289 −0.011 −0.033 0.027 0.066

Wealth index 0.774 0.180 0.069 0.102 −0.005 −0.126

Respondent’s occupation 0.074 −0.241 0.058 −0.062 0.666 0.008

Husband’s education 0.263 0.730 0.090 0.013 −0.07 −0.004

Husband’s occupation 0.114 −0.211 0.171 −0.656 0.229 −0.128

Age at first marriage −0.005 0.165 0.762 −0.181 −0.264 0.061

Husband’s age 0.060 −0.053 0.214 0.755 0.171 −0.143

Ever used any contraception 0.059 0.268 −0.319 0.119 0.588 0.152

Extraction method: Principal component analysis
Rotation method: Varimax with Kaiser normalization
Rotation converged in 14 iterations

Table 18.5 Classification of individual woman using scores derived from factor analysis for
motherhood in childhood

Predicted group by

Starting
childbearing:
Actual group

Discriminant analysis Logistic regression

No Yes
Classification
rate (%) No Yes

Classification
rate (%)

No 66.8 (370) 33.2 (184)
63.6

36.1 (200) 63.9 (354)
66.6

Yes 38.4 (348) 61.6 (558) 14.7 (133) 85.3 (773)

Figures in parentheses indicate number of respondents

and childbearing status in childhood is assessed by both linear discriminant and
binary logistic regression analyses. In both models, childbearing in childhood is
the dependent variable and factor scores obtained by the factor analysis are the
independent variables. The results of the two models are shown in Table 18.5.
It shows that the discriminant analysis classifies 66.8% for women who are not
mothers and 61.6% for those who are currently mothers. The overall correct clas-
sification rate is 63.6%. About 33.2% of women who do not start childbearing are
predicted as a mother, while 38.4% who are not mothers or pregnant, are predicted
as a mother/pregnant. These results imply that there is a significant relationship
between 13 explanatory variables and motherhood status during childhood. In the
logistic regression analysis, 36.1% of non-mothers are correctly classified and
85.3% among mothers. The overall correct classification rate is 66.6%. It also shows
that logistic regression provides somewhat better results than discriminant analysis.
In this analysis, discriminant analysis can classify 370 respondents as a good group
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out of 554 good respondents and 558 respondents as a bad group out of 906 bad
respondents. Table 18.6 represents that discriminant analysis obtains a large amount
of costs through “bad accepted (348)” rather than logistic regression (133). So,
logistic regression analysis achieves less cost of misclassification.

The binary logistic regression technique is applied to examine the effect of
covariates on childbearing in childhood. All four covariates that are found to be
insignificant by the χ2-test are excluded from the logistic regression analysis. The
regression coefficients, odds ratios and their respective 95% confidence intervals
(CI) are presented in Table 18.7. The odds ratio indicates the relative chance of the
other groups in relation to specific baseline group by the exponent of the regression
coefficient, Exp(β). Values greater than 1 indicate that the chance of becoming a
mother or pregnant in childhood is higher for this group compared to the reference
group, and vice versa.

There is a strong positive association between the current age and the onset
of childbearing in childhood. Women age 16, 17 and 18 are 2.59 (CI = 1.69–
3.96), 6.80 (CI = 4.36–10.59) and 11.86 (CI = 7.51–18.72) times more likely to be
a mother in childhood than the reference group (e.g., women age 15). This may
be because women of age 15 do not have physical maturity like their older peers.
Female education is inversely associated with motherhood in childhood. Illiterate or
primary educated women are 1.37 (CI = 1.02–1.85) times more likely to give birth
in childhood than those who are secondary or higher educated. Moreover, women
with illiterate and primary school graduated husbands are 2.28 (CI = 1.46–3.57)
and 1.76 (CI = 1.31–2.36) times more likely to start childbearing in childhood with
respect to those with secondary or higher school graduated husbands. Focusing on
mass media, it shows that women who have no exposure to any media are 1.14
(CI = 0.85–1.52) times more likely to be a mother in childhood than those who
have any exposure to that. It is partly due to fact that women can be conscious
about the adverse effects of early motherhood through mass media. According to
region of residence, women who live in Sylhet and Chittagong divisions are 1.78
(CI = 1.05–3.01) and 1.56 (CI = 1.03–2.36) times more likely to be a mother in
childhood than those residing in Dhaka division. A significantly higher chance of
becoming a mother in childhood is found among poor women (OR: 1.69; CI = 1.13–
2.51) than those who are economically rich. In case of husband’s occupation, the
chance of becoming a mother in childhood is significantly higher among women
with businessmen husbands (OR: 2.19; CI = 1.02–4.68) than those with service-
holder husbands.

Table 18.6 Predictive models comparison

Good news Bad news

Models Accepted Rejected Accepted Rejected Success rate

Discriminant analysis 370 184 558 348 63.6%

Logistic regression 200 354 773 133 66.6%
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Table 18.7 Binary logistic regression coefficients and odds ratios of starting childbearing by
selected covariates among ever-married women aged 15–18, BDHS-2014

Covariates Category β P-value Exp(β) 95% CI for Exp(β)

Current age 15 years RC

16 years 0.950 0.000 2.585 (1.686, 3.962)

17 years 1.917 0.000 6.797 (4.363, 10.589)

18 years 2.473 0.000 11.855 (7.508, 18.717)

Respondent’s education Illiterate & primary 0.317 0.036 1.373 (1.021, 1.845)

Secondary & above RC

Husband’s education Illiterate 0.826 0.000 2.284 (1.461, 3.571)

Primary 0.565 0.000 1.759 (1.313, 2.357)

Secondary & above RC

Region Barisal 0.030 0.896 1.031 (0.655, 1.622)

Chittagong 0.443 0.037 1.557 (1.028, 2.357)

Dhaka RC

Khulna 0.166 0.461 1.181 (0.759, 1839)

Rajshahi 0.029 0.900 1.030 (0.650, 1.632)

Rangpur 0.117 0.612 1.124 (0.715, 1.769)

Sylhet 0.574 0.033 1.775 (1.048, 3.007)

Wealth index Poor 0.522 0.010 1.686 (1.132, 2.511)

Middle 0.262 0.204 1.300 (0.868, 1.946)

Rich RC

Access to mass media No 0.132 0.372 1.141 (0.854, 1.524)

Yes RC

Husband’s occupation Agriculture 0.457 0.273 1.580 (0.698, 3.578)

Business 0.783 0.043 2.188 (1.024, 4.677)

Service RC

Others 0.424 0.258 1.528 (0.733, 3.189)

Age at first marriage ≤14 years 1.636 0.000 5.133 (3.732, 7.059)

15–18 years RC

Husband’s age 15–22 years RC

23–25 years 0.016 0.919 1.016 (0.743, 1.390)

26–55 years 0.475 0.003 1.608 (1.180, 2.191)

Constant −3.387 0.000 0.034

RC means reference category (A category of each variable, which has the lowest proportion of
starting childbearing in childhood, is considered as a reference category). CI means confidence
interval

The chance of becoming a mother by age 18 has sharply declined with increasing
age at first marriage. For instance, among women age 18 or lower marrying before
age 15, are 5.13 (CI = 3.73–7.06) times more likely to be a mother in childhood
than those marrying within ages 15–17. Regarding husband’s age, the chance of
giving a birth by age 18 is significantly higher for the women whose husbands are
26 or higher ages (OR: 1.61; CI = 1.18–2.19) with respect to those belonging in the
reference category.
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18.4 Conclusions and Policy Implications

This study notices that motherhood starts very early in Bangladesh. Slightly more
than three-fifths (62.1%) of women age 18 or below become a mother or pregnant
in childhood. The prevalence of motherhood in childhood is also perceived among
all groups of women age 18 or below, controlled by covariates, especially among
women who own and their husbands are illiterate and marry very early.

Of all selected covariates, age at first marriage plays the most influential role
in motherhood in childhood. This means that the earlier a woman gets married,
the earlier she gives birth. Since childbearing outside of marriage is illegal or
unacceptable in Bangladeshi society, an increase in the consented age at first
marriage should be the first and foremost agenda for reducing the number of cases
of motherhood in childhood. To reduce early marriage, the legal age of marriage
law should be properly implemented across regions and in rural and urban areas
of Bangladesh. Female education is not strong enough like male education in
influencing motherhood in childhood. This may be because males are not controlled
by their age, whereas females upto age 18 are limited here. However, secondary
or higher educated women are not more prone to become a mother in childhood
like those who are illiterates or primarily school graduates. The similar but rather
stronger inference can be drawn for women with secondary or higher educated
husbands. Apparently, upto a certain level of education, especially female education
is very crucial in order to raise their consciousness about adverse consequences
of motherhood in childhood. In light of this fact, the government should be more
concerned to increase the level with increasing the rate of education.

It is important to notice that there is much more than one-third (40.8%) of
women age 18 or below whose husbands are 26 years or older. This indicates that
when a woman marries very early, she has a higher chance to have a more aged
husband. Due to a larger age gap between couples, child brides are often inept
at negotiating safe sex with their husbands. This might be the main reason for
making them more vulnerable to sexually transmitted infections, including HIV,
and put them at higher risk of early pregnancy even if they have a poor BMI [4].
The reality is that they are typically ignored by or beyond the reach of national
health, education, and development institutions. It is, therefore, crucial to provide
user-friendly reproductive health services to young women throughout the country,
especially in poor communities to enable them in order to avoid early sexual activity
and ultimately early childbearing. Indeed, the government, civil society, national
and international communities should do more to protect them and support their
safe and healthy life. Above all, focusing on adverse consequences of motherhood
in childhood, integrated social awareness programs, including campaigns from the
parts of social, electronic and print media can take notable contributions in order to
reduce the prevalence of motherhood in childhood in Bangladesh.
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18.5 Limitations of the Study

There are some limitations in the study. Firstly, in the BDHS 2014 survey, each
woman was asked a wide range of retrospective questions on birth histories of
women. There were no questions about the most background characteristics with
individual life histories, such as parent’s education and mother’s age at first birth.
Many studies reveal that parent’s education and mother’s age at first birth are
significantly associated with early childbearing of her daughter. Secondly, this study
is based on women aged 10–18 years. The BDHS 2014 survey is not considered
ever-married women aged 10–14 years and never married women of their age in
single years. According to the BDHS 2014 report, 54.8% (n = 4, 485) of women
aged 15–19 years are never married. Hence, it is not possible to know the number of
never married women of ages 15–18 years. Thirdly, the survey suffers from recall
bias. Women do not report correctly about their age at first birth. It is a common
phenomenon for developing countries like Bangladesh. Such incorrect reporting
may bias the estimates. Despite these limitations, the BDHS is reliable as it is a
nationally representative large data set and mostly used in demographic studies.
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Chapter 19
Effect of Women’s Education on Skilled
Birth Attendants in South and South East
Asia: A Cross-Country Assessment
on Sustainable Development Goal 3.1

Raaj Kishore Biswas , Nurjahan Ananna, and Jahar Bhowmik

Abstract The Sustainable Development Goal (SDG) 3.1 is to “reduce the global
maternal mortality ratio (MMR) to less than 70 per 100,000 live births” by 2030.
One of the indicators of MMR is the proportion of births attended by a skilled health
personnel. To achieve this goal low- and middle-income countries are required to
increase the coverage of skilled birth attendants (SBA) for safe delivery during
childbirth. This study used the Demographic and Health Surveys (DHS) data and
assessed 1,171,731 women aged 15–49 years from 10 countries selected from South
and Southeast Asian (SSEA) region to evaluate the status of SDG 3.1 in this region.
This paper also evaluated the contribution of women’s education on SBA coverage
using surveys conducted during the period 1992–2017. Logistic regression models
were fitted adjusting the survey clusters, strata and sampling weights. Meta-analyses
were conducted collapsing the effect sizes and confidence intervals of education on
SBA coverage. Cambodia, Indonesia and Philippines had over 80% SBA coverage
after 2010, whereas Bangladesh had only 44.7% coverage among the selected
countries in SEA. Education of women at all levels (primary, secondary and higher)
were significantly associated with SBA coverage, suggesting that education is a key
to skilled delivery cares in SSEA region.

Keywords Sustainable Development Goal · Maternal mortality ratio · Skilled
birth attendants · Education · Meta-analysis · Demographic and Health Surveys
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19.1 Introduction

Progress in the public health domain in low- and middle-income countries (LMICs)
are typically measured using the targets of Sustainable Development Goal (SDG).
The aim of SDG 3 is to ensure healthy lives and promote well-being for all at all
ages. The first target of this goal (3.1) is to “reduce the global maternal mortality
ratio to less than 70 per 100,000 live births” by 2030 [18]. One of the two indicators
for this objective is the proportion of births attended by skilled health personnel in
that country and the other being maternal mortality ratio (MMR) [19].

A limitation in assessing SDG progress in SSEA countries is data paucity or
irregular national level data [20]. According to this UN report, the Asia-Pacific
region has made “satisfactory progress on” SDG 3. This includes the proportion of
births attended by skilled health personnel, and this progress needs to be maintained
to meet the 2030 target [22]. However, performance of the developing countries had
varied across goals, countries, and regions in attaining Millennium Development
Goals (MDG), which is expected to continue for SDGs as well. Furthermore,
consorted collaborative efforts from both government and experts are required
to monitor the progress and assess implementation strategies, which demands
assessment of national data sets for SGD progress.

SBA is a broad category that encompasses health professionals, particularly
doctors, nurses, and midwives, who are certified to attend mothers and newborn
babies prior to and during delivery to manage normal deliveries and diagnose,
manage or refer obstetric complications [13]. To keep consistency with DHS defi-
nition, this study considered a qualified doctor, nurse, midwife, paramedic, family
welfare visitor (FWV), community skilled birth attendant (CSBA), or sub-assistant
community medical officer (SACMO) as SBA [4]. Orthodox village doctors without
academic qualifications, uncertified community workers, and untrained conven-
tional midwives were identified as traditional birth attendants (TBAs).

There has been an increasing number of studies that investigated factors associ-
ated with healthseeking behaviors of mothers and children [24]. Common findings
across these studies suggested that maternal health care is generally affected by
various personal, sociocultural and environmental factors, including individual per-
ceptions of health, self-efficacy, motivation, social values and belief systems [25].
Access to SBA services are found to be associated with various sociodemographic
factors, for example education of women/mothers, religion, residency (urban/rural)
and household financial capabilities are important predictors for women’s access to
maternal health services [17].

One important contributor to public health success in LMICs are education
of women. Past decades have experienced growth in education, both for men
and women in SSEA countries with high socioeconomic return [11]. Multiple
governmental and non-governmental programs were conducted using both foreign
aid and public funding to increase school enrollments, with particular focus on girls’
education [14]. One objective of these programs, and overall literacy rate, is to
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inform women of their rights and literate them on maternal health care including
access to SBA [6].

Literature on past studies demonstrate that improving SBA rate could signifi-
cantly reduce maternal and child deaths, particularly adopting reinforcement of the
programs focusing on training for health personnel and education for mothers [21].
Similarly, it is expected that education of mothers would contribute to the increased
access to SBA as educated mothers are more aware of the delivery complications
and more likely to access modern health care [12]. However, there is a gap in
literature in quantifying the sociodemographic factors that commonly influence
SBA accessibility across SSEA region with the objective of attaining SDG 3.1.

This study focuses on the skilled birth attendance of the developing countries
in the South and Southeast Asian (SSEA) region, for which representative datasets
on the population level are available through the Demographic and Health Surveys
(DHS) program. These include multiple surveys from Afghanistan, Bangladesh,
Cambodia, India, Indonesia, Maldives, Myanmar, Nepal, Pakistan, Philippines, and
Timor-Leste. The primary objective of this study is to assess the progress of SDG 3.1
using proportion of skilled birth attendance and to investigate the sociodemographic
factors associated with the gradual increase of skilled birth attendants (SBA) across
these countries. More specifically, effects of women’s education in the progress of
SDG 3.1 will be evaluated through its association with SBA in the selected SEA
countries.

Although several studies used DHS data sets from African nations to evaluate
maternal health services, evaluation on cross-country assessment in SSEA region
is limited [3]. For a consistent nationwide data collection process with similar
methodologies in these selected LMICs, this study was limited to DHS surveys
between 1990 and 2016. A meta-analysis was undertaken to evaluate the overall
association between girls’ education on SBA in this region. The outline of the paper
is as follows: Sect. 19.2 provides detailed information on the data sets, variables
used and statistical methodologies; Sect. 19.3 elucidates the results found from the
analyses displayed in tables and figures; and Sect. 19.4 discusses the impact of
the findings and compared with the contemporary literally with Sect. 19.5 provides
concluding remarks.

19.2 Materials and Methods

19.2.1 Data Overview

DHS is considered a standardized and nationally representative cross-sectional
survey, which has been conducted in LMICs since 1984. As the survey method-
ology are consistent across DHS and collected variables are nearly similar, these
surveys allow assessments over multiple populations over time. All DHS follows
a standard protocol with consent from the human participants approved by ICF
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Macro Institutional Review Board and local research ethics committee. The authors
had access to de-identified survey data with permission from Measure DHS and
ICF (approval 127313). The secondary data sets analyzed in the current study are
freely available upon request from the DHS website at http://dhsprogram.com/data/
available-datasets.com.

Every survey under DHS uses two-stage stratified cluster sampling techniques
[7]. Sampling frame consists of a list of enumeration areas (EAs) using recent census
data. For first stage, EAs (or clusters) are selected using probability proportional
to size (PPS) sampling method, where the number of clusters/EAs vary across
countries. For example, typically there are 600 clusters in Bangladesh and 28,522
clusters in India. An equal probability systematic sampling method is applied in
the second stage to select a pre-specified number of households from each cluster.
Generally, the survey focuses on women of reproductive health age group (15–49
years), although some surveys includes men as well. In this current study, only data
from female respondents were extracted from the surveys.

19.2.2 Surveys

From selected 10 South and Southeast Asian countries, surveys from 1990 to 2017
were included in this study. Total 37 surveys containing 1,171,731 participants
(women) were analyzed. The included surveys of 10 countries are Afghanistan
(2015), Bangladesh (1993, 1996, 1999, 2004, 2007, 2011, 2014), Cambodia (2000,
2005, 2010, 2014), India (1992, 1998, 2006, 2015), Indonesia (1997, 2002, 2007,
2012), Myanmar (2016), Nepal (1996, 2001, 2006, 2011, 2016), Pakistan (1990,
2006, 2012, 2017), Philippines (1993, 1998, 2003, 2008, 2013, 2017), Timor Leste
(2009, 2016). Surveys that were not typical DHS (e.g., Afghanistan 2010 mortality
survey) or had incomplete data (Indonesia 1991 or 1994) lacked the necessary
variables and were excluded from the analysis. Data from Maldives were also
excluded from the analysis as they had 95% and 100% SBA coverage in 2009 and
2016 survey respectively.

19.2.3 Variable

In this study, access of SBA is the outcome variable. DHS VI standard recode
manual were followed while defining SBA. It was recoded as a binary variable with
women who had accessed SBA vs those who did not. As explained earlier, qualified
doctor, nurse, midwife, paramedic, FWV, MA and SACMO were considered as
skilled ANC providers and SBAs. For one respondent who seek multiple services,
the one with the highest qualification was considered as birth attendant during
delivery.

http://dhsprogram.com/data/available-datasets.com
http://dhsprogram.com/data/available-datasets.com
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According to literature and outcome from the pre-analysis results (missing values
and consistency of variables in the surveys over the years), seven sociodemographic
factors were included in this study as explanatory variables [9]. The selected
explanatory variables are age of respondents (continuous measured in in years);
residence (urban, rural); education of both respondent and her partner (none,
primary, secondary, higher); wealth index (poorest, poorest, middle, richer, richest);
age at first birth (years); and age of partner/husband (years). For adjusting models,
survey weights, strata and cluster were extracted collected as well.

19.2.4 Statistical Analysis

As the outcome variable was binary, a regression model with binomial family
of distributions would be appropriate to find the association between SBA and
sociodemographic factors. As DHS data are collected at multiple levels (cluster,
strata and individual), generalized linear models (GLMs) with binary outcome
were used in this study adjusting for cluster-wise and strata-wise effects. For
generalization of the results, survey weights for each individual were adjusted in
GLMs commonly used in DHS surveys [1]. The models were fitted using R −
package svyglm (survey).

Using the adjusted odds ratio of women’s education status (primary, secondary
and higher compared to no education) a meta-analysis was conducted for all surveys
that indicated the association between education and SBA access. R − package
metafor was used for fitting fixed effect forest plots. All data compilations and
analyses were conducted in R (3.5.0).

19.3 Results

All 10 countries selected in this study have increased the coverage of SBA over
the years (Table 19.1); however, annual improvement for the Afghanistan could not
be observed as there were only one survey conducted during the selected period
(2015). The highest coverage was noted in Cambodia in 2014 survey (89%), apart
from Maldives where 100% coverage was observed but not added in this study.
Philippines and Indonesia also had over 80% SBA coverage according to 2012
survey. Only Bangladesh had below 50% SBA coverage (44.7% in 2014) among
the countries in their latest survey. The results were cross-checked with individual
survey’s report.

Most of the sociodemographic factors showed significant associations with
access to SBA. As the primary focus of this study was to evaluate the relation
between education of participants (women) and access to SBA, the effect sizes
of education on SBA were extracted from each survey through GLM outcomes.
The association between dichotomous SBA and education of participants categories
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Fig. 19.1 Forest plot of odds of women having primary education on access to skilled birth
attendants compared to women with no education (OR Odds Ratio, C.I. Confidence Interval)

are displayed in Figures 19.1, 19.2 and 19.3 through forest plots. Adjusted odds
ratio (AOR) of primary, secondary and higher education compared to no education
showed that most of the primary and secondary levels and all higher-level education
status were significantly associated with women’s access to SBA.
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Fig. 19.2 Forest plot odds of women having secondary education on access to skilled birth
attendants compared to women with no education (OR Odds Ratio, C.I. Confidence Interval)

It is evident that the AOR increased with increased level of education (Figs. 19.1,
19.2 and 19.3). Summary estimates indicate that women with primary, secondary
and higher level of education were 1.65, 2.21 and 3.14 times significantly more
likely to access SBA during childbirth. However, the more variation in the effect
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Fig. 19.3 Forest plot of odds of women having higher education on access to skilled birth
attendants compared to women with no education (OR = Odds Ratio, C.I. = Confidence Interval).
Due to the small sample size of higher education category, inflated AOR and CI were detected in
Cambodia (2000, 2005, 2010, 2014), Pakistan (1990), 9 and Nepal (2006), which were not added
in this forest plot

sizes for the estimates of higher education were observed, as some surveys estimated
increased impact of higher education on access to SBA (e.g., Afghanistan 2015 and
Indonesia 2007).
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19.4 Discussion

This study aimed to evaluate the SBA coverage in countries of SSEA and evaluated
the contribution of women’s education in improving the SBA coverage, which
ultimately expected to impact SDG 3.1 by decreasing maternal mortality. Results
indicate that all selected countries in the SSEA region have improved their
maternal health care scenario, particularly regarding access to SBA. However,
this improvement is not homogeneous across the region as countries such as
Cambodia, Indonesia and Philippines where 80% SBA coverage have already been
achieved, according to post 2010 surveys. Only Bangladesh (44%) and Afghanistan
(53.8%) had approximately 50% nationwide SBA coverage reported in recent
surveys. Further analysis showed that women’s education (primary, secondary and
higher) were significantly associated with SBA coverage proving the suggestion that
education is directly associated with access to SBA coverage.

Autonomy of women plays a key role in deciding her health care. South and
Southeast Asian families are typically male donating and male is the house head.
In patriarchal society, voice of women is limited to the privileged section of the
society, generally higher educated females who contribute to the family economy
[2]. This traditional scenario and cultural norms bars women from going beyond
typical healthcare (TBA in this case) and avail any modern healthcare on their own.
However, it is argued that educated women are likely to firmer in making decisions
on their own and keen to reject the ancestral deliveries [15]. Thus, allowing access
to education seem to help them partake SBA services and ultimately contribute to
lowering maternal deaths.

Health care awareness is commonly associated with level of education. It is
supported by the findings in this study as results showed that mothers with greater
access to education were more likely to seek SBA services compared to the illiterate
counterparts. Women, who completed their secondary and higher education, are
expected to be well-informed of the various health issues, particularly the problems
of seeking traditional unscientific cheap treatments. An educated individual is more
likely to understand the consequences of traditional medicines or services from
TBA, usually in rural areas that lead to unattended home deliveries [5, 10]. To rise
above the long-established mindset of the community and go against the flow to
seek modern medical help, higher education would be necessary to avert maternal
deaths [8].

In LMICs, education is typically correlated with family income status. Educated
families are likely to be well-off. This limits SBA services to the well-off families
with educated women [23]. Insolvent households are less like to afford maternal
health care services. Hospital admissions or access any means of health care
are considered financial burden for them and compel to use services from TBAs
providing cheap service in the locality for a long time [16].

Although this study analyzed a large population, there were few limitations.
Firstly, all DHS are cross-sectional, which limits the scope of casual interpretation
of the findings. Future studies could consider conducting a counterfactual analysis
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to determine the life saved due to increase of educated women in SA. Secondly,
SBA calculation in surveys varied in terms of number of years preceding the survey.
For example, Bangladesh DHS 2014 used 3 years preceding the survey, Afghanistan
2015 used 5 years and India 1992 used 4 years. Thirdly, during data cleaning, some
strata in various surveys had complete missing or low sample count, which had to be
omitted for model building purpose. Finally, as the data sets were interrupted time
series, no prediction was undertaken. However, future studies could avail interrupted
time series models to strengthen the meta-analysis.

19.5 Conclusion

With almost 10 years remaining for the 2030 deadline of the SDGs, some LMICs
are having difficulties in minimizing the health care gaps, particularly providing
access to SBA services. These countries must inject a sense of urgency by changing
policies and executing accelerated actions at the national level. The study found
that there exists heterogeneous development in SSEA region with some countries
already gained above 80% SBA coverage and some are below the halfway mark.
Female education, as hypothesized, was found to be significantly associated with
access to SBA in all countries over the years, which shows a reasonable link between
female literacy and access to health services.

The findings from this study suggest that effective intervention programs focus-
ing on women’s education, especially in the regional areas could be useful to
improve the SBA coverage. Also, public agencies and non-governmental organi-
zation could be involved in regard to SBA training and awareness campaigns to
increase the coverage. Finally, figuring out country level sociodemographic factors
to identify the most vulnerable groups and then providing them with better facilities
including health infrastructure and accessibility would be productive in achieving
SDG 3.1.
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Chapter 20
Estimation of Child Undernutrition
at Disaggregated Administrative Tiers
of a North-Eastern District
of Bangladesh: An Application of Small
Area Estimation Method

Sumonkanti Das, Bappi Kumar, Md. Zakir Hossain,
Sabbir Tahmidur Rahman, and Azizur Rahman

Abstract Children of Sunamganj district located in the north-eastern part of
Bangladesh are highly vulnerable to undernutrition and chronic food insecurity
due to its geographic location, long-time waterlog, frequent flash floods, and
underdeveloped infrastructure. In this study, child undernutrition indicators stunting
and underweight are estimated at district, sub-district (Upzila) and union level
administrative tiers of Sunamganj district employing the World Bank small area
estimation (SAE) method to a Sunamganj household level survey data collected
in 2018 and the census 2011 data of Sunamganj. District level prevalence of
stunting and underweight are estimated as about 48.5% (95% CI: 45.3–51.7%)
and 37.0% (95% CI: 34.6–39.8%) based on the SAE method. At upzila level,
stunting varied from 41.0% to 54.9% and underweight varied from 24.0% to 53.4%;
while the indicators varied over 19.5–59.7% and 20.2–56.8% respectively at union
level. A significant number of unions are found as hotspots of higher underweight
and stunting over the north, north-eastern and north-western parts of Sunamganj.
Though the southern part of Sunamganj was homogeneous in the upzila level maps
of stunting and underweight; significant number of heterogeneous unions are found
in the union-level maps. The upzilas belong to the northern part particularly closer to
the Indian border and haor areas are mostly vulnerable to stunting and underweight.
The study findings on disaggregate level prevalence of stunting and underweight

S. Das (�)
Department of Statistics, Shahjalal University of Science & Technology, Sylhet, Bangladesh

Quantitative Economics, Maastricht University, Maastricht, The Netherlands
e-mail: s.das@maastrichtuniversity.nl

B. Kumar · Md. Z. Hossain · S. T. Rahman
Department of Statistics, Shahjalal University of Science & Technology, Sylhet, Bangladesh

A. Rahman
School of Computing and Mathematics, Charles Stuart University, Wagga Wagga, NSW, Australia

© Springer Nature Singapore Pte Ltd. 2020
A. Rahman (eds.), Statistics for Data Science and Policy Analysis,
https://doi.org/10.1007/978-981-15-1735-8_20

267

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1735-8_20&domain=pdf
mailto:s.das@maastrichtuniversity.nl
https://doi.org/10.1007/978-981-15-1735-8_20


268 S. Das et al.

might help the concerned government and non-government organizations to prepare
and implement aid-related programs on public health and nutrition.

Keywords Stunting · Sunamganj District · Underweight · Upzila · Union ·
World Bank Method

20.1 Introduction

Sunamganj is a north-eastern district of Bangladesh bounded by Meghalaya state
of India on the north. A large part of Sunamganj district is covered by haors, a
wetland ecosystem characterized by the presence of large bowl-shaped flood plain
depression. The low lying areas remain under water for nearly half of the year.
Geographic location, long-time waterlog, frequent flash floods, and underdeveloped
infrastructure are some major determinants of children undernutrition vulnerability
and chronic food insecurity [1, 2]. Sunamganj district belongs to Sylhet division
which is known as economically well-off region in Bangladesh, however, the
demographic characteristics, child and maternal health care conditions of Sylhet
division are very worse than the other divisions of Bangladesh. Currently Sylhet
region has been experiencing high fertility rate (2.9% in 2014), low contraceptive
use (40.9% in 2014), highest infant and under-5 mortality rates (55 and 67 per
1000 live births respectively), lowest antenatal care visits of pregnant mothers
(53.1% ANC from medically trained provider), lower proportion of facility delivery
(22.6%), and lowest coverage of postnatal care after delivery (25.1%) [3]. Progress
in these indicators in Sylhet division is found very slow in the demographic
surveys conducted during the last two decades [3–8]. Such slow-paced improvement
scenarios are also persistent in the child health and nutrition sector. For a long time
period, the proportions of stunted and underweight children are found markedly
higher in Sylhet division. The trends of these two child health indicators shown in
Table 20.1 indicate that the prevalence of stunting and underweight are still about
50% and 40% respectively in 2014, while this prevalence was respectively about
61% and 64% in 1996–97. These improvements in Sylhet region during this two-
decade are very poor compared to the other regions of the country.

Though division level estimates are available from nationwide household survey
data, disaggregated administrative level statistics are not estimable from survey data.
Consequently, the demographic statistics of the Sunamganj district are not available
from the nationwide survey. For estimating sub-district (Upzila) specific estimate of
child undernutrition, BBS and UNWFP [9] utilized an indirect statistical technique

Table 20.1 Child undernutrition indicators in Sylhet Division, 1996–2014

Indicators 1996–97 1999–2000 2004 2007 2011 2014

Stunting 61.4 56.8 46.2 44.7 49.3 49.6
Wasting 20.9 11.1 12.2 18.3 18.4 12.1
Underweight 64.0 56.8 49.8 42.1 44.9 39.8

Sources: NIPORT, Mitra and Associates, and ORC Macro [3–8]
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known as small area estimation (SAE) to the 2000 Child Nutrition Survey data and
a 5% sample of 2001 Bangladesh Population and Housing Census (BPHC) data. It
is observed that the prevalence of stunting and underweight were more than 60%
and 56% respectively for most of the upzilas in Sunamganj district. Recently BBS,
WFP and IFAD [10] has implemented the same technique to a Child Nutrition data
(combination of Child and Mother Nutrition Survey of Bangladesh 2012 and the
Health and Morbidity Status Survey 2011) and full census data of 2011 BPHC.
Based on this study findings, it is observed that the rates have been reduce to 46.1%
and 40.1% respectively at district level (Appendix C, [10]).

Child health and nutrition related issues particularly in the vulnerable areas
like haors have been major concerns to both the local and central governments
with respect to the achievement of the sustainable development goals by the
targeted time-period. In this respect, Bangladesh Government has already started
to estimate district level official statistics of different emerging issues like poverty
[11] via multiple indicator cluster survey for monitoring and implementing different
intervention programmers at district level. For estimating indicators at the finer
level below district level, the SAE method is still require to implement by utilizing
the survey data and the concurrent census data. In this study, a Household level
survey data on child undernutrition in Sunamgnaj district has been combined with
the census information of Sunamgnaj district extracted from the 2011 BPHC. As
previous studies on upzila level child undernutrition [9, 10], the World Bank SAE
methodology also known as ELL method after the authors Elbers, Lanjouw, and
Lanjouw [12] has been implemented to explore children undernutrition vulnerability
and their inequality at finer administrative units of Sunamgnaj district. The specific
objectives of the research include estimation of district, upzila, and union levels
prevalence of stunting and underweight with their accuracy measures and then
generation of upzila and union-level maps of Sunamganj district for each of the
considered child undernutrition indicators. The outcomes of the research might help
to understand the child undernutrition situations at the finer level as well as to
understand the spatial distribution of the child vulnerability in Sunamganj district.

20.2 Data Sources

A household survey entitled “2018 Sunamganj Child Morbidity and Undernutrition
Survey” was conducted under a research project “Assessment of Child Morbidity
and Undernutrition Status in Different Administrative Tiers of Sunamganj District
through Small Area Estimation Technique” funded by Ministry of Science &
Technology, Bangladesh for collecting data on children health, nutrition, and
morbidity in Sunamganj district. Children nutrition data have been utilized here to
explore the undernutrition vulnerability at finer administrative units of Sunamganj
district. Full census data of Sunamganj District have been extracted from the 2011
BPHC data. Brief descriptions of these datasets are given in the below two sub-
sections.
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20.2.1 Sunamganj Population and Housing Census (SPHC)
Data, 2011

The full census data of Sunamganj district have been collected from BBS for the
above mentioned research project. The census data of Sunamganj have been referred
as 2011 Sunamganj Population and Housing Census (SPHC) Data. Sunamganj
district consists of 11 upzilas, 87 unions (rural) and 36 wards (urban), 1599 Mauza
(rural) and 139 Mahalla (urban), and overall 2887 villages. Since full census dataset
for Sunamganj district is available, the target parameters can be estimated at Mauza
level if a good model can be developed. The SPHC data consists of 438,747 general
HHs with 2,449,618 population. Upzila, union/ward and mauza/mahalla levels
mean number of households were 43,326, 4805, and 3750 respectively. A total of
354,668 under-5 children were found in these general HHs based on which the target
parameters at district, upzila, and union levels are estimated. The distribution of
under-5 (U5) children at upazila, union and mauza levels are given in Table 20.2.

20.2.2 Sunamganj Child Morbidity and Nutrition Survey
(SCMNS) Data, 2018

Since child health, nutrition and morbidity information are not available from the
census data and also no representative data of Sunamganj district is available, a
district representative household survey data has been collected covering all the 11
upzilas of Sunamganj district. A two-stage cluster sampling design has been adopted
to select households following the 2011 BDHS sampling plan [3]. Sunamganj
district was divided into two strata according to rural and urban residence, hence 60
clusters (30 per stratum) are planned to select proportionally from rural and urban
strata. The lower administrative unit mauza in rural area and mahalla in urban area
are considered as the primary sampling unit (PSU) and hence the clusters for the
study.

At the first stage, 60 clusters were selected in such a way that rural and urban
clusters of 11 upzilas are covered in the sample. Thus, the clusters were required
to select via probability proportional to cluster size and their place of residence

Table 20.2 Administrative units, mean, minimum and maximum number of under-5 children in
Sunamganj district in the 2011 SPHC and the 2018 SCMNS)

2011 SPHC 2018 SCMNS
Upzila Union/Ward Mauza/Mahalla Upzila Union/Ward Mauza/Mahalla

Units 11 123 1738 11 61 62
Mean 34,762 4083 513 122 22 21
Minimum 16,780 177 1 62 14 14
Maximum 53,723 8123 2809 212 43 31
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(rural-urban). In the second stage, 20 households having children under 5 years
of age were planned to draw randomly from each cluster. Since every household
does not have under-5 children, the selected households with under-5 children
are random in nature. Thus, the ultimate sample size for the proposed study
stands at least 1200 households covering 60 clusters from rural-urban residence
of 11 upzilas. Considering the issues of undistinguishable urban-rural classifica-
tion of Mauza/Mahalla in some upzilas, poor communication circumstances, and
adverse weather circumstances, ultimately 1241 households were selected from 62
mauza/mahalla covering 61 union/ward and 11 upazilas. After scrutinizing, a total
of 1339 children were found for which collected data were plausible to analyze.
The distribution of surveyed children in SCMNS according to administrative units
are given in Table 20.2. Though children undernutrition could be estimated at
mauza/mahalla level, only the first three hierarchies district, upazila and union/ward
are considered in this study.

In the household survey, anthropometric information children age (in month),
height (in cm), and weight (in kg) were collected following the recommended meth-
ods and tools by WHO [13]. Children age was recorded from his/her Vaccination
Card, height was measured using standard height measuring tape, and weight was
recorded using digital bathroom scale with one decimal point readabilities. The
measuring scales were verified by the Civil Engineering department of Shahjalal
University of Science & Technology. Socio-economic information of the households
were collected from household head, while mother and children information were
collected from mothers.

A questionnaire was prepared both in English and Bangla to record all the
collected information. Before interview, an oral consent with mother’s signature was
taken in the questionnaire. The questionnaire was developed following the BDHS
questionnaire pattern but assured the variables are structured similar to the 2011
BPHC questionnaire. The survey was conducted by the university graduates during
the period of April–May, 2018. Since it was time consuming to find household
with under-5 children, information of such households was collected as snowball
sampling technique. As a result, the households have a nested characteristic by
nature.

20.3 Statistical Methods

The main response variables height-for-age Z-score (HAZ) and weight-for-age z-
score (WAZ) are calculated using the children anthropometric data through WHO
Anthro software [3]. Suppose yijk is the HAZ/WAZ score for the kth child belongs to
the jth household (HH) of the ith cluster. It is assumed that the anthropometric index
follows either a 2-level or 3-level model as below:

yijk = xTijkβ + uij + εijk or yijk = xTijkβ + ηi + uij + εijk
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where xTijk is a vector of explanatory information, β is the vector of regression
parameters and ηi, uij and εijk are respectively cluster, HH, and child-specific
random errors. It is assumed that the level-specific random errors are identically and
independently distributed with mean zero and homoskedastic error variances σ̂ 2

η(l),

σ̂ 2
u(l), and σ̂ 2

ε(l) respectively where the suffix (l) for l− level model. Assuming nor-
mality of the level-specific random errors, the models can be developed following
standard maximum likelihood (ML) or restricted ML (REML) method. The fitted
models can be used to estimate mean and distribution functions (say, HAZ < −2.0)
of a nutrition index at different hierarchies (as for example, division, district, and
upzila in this study).

Auxiliary variables at different hierarchical levels (such as cluster- or household-
level) are used to explain the respective level variation. If variation at a particular
level is explained more by a model, the respective error variance will be smaller. The
estimate for a particular small area will typically be the average of the predicted Yijks
in that area. Since the standard error of a mean gets smaller as the sample size gets
bigger, the contribution to the overall standard error of the variation at each level
depends on the sample size at that level. The number of households in a small area
will typically be much larger than the number of clusters, and the number of children
under five larger again, so to get small standard errors for the small area estimates
it is of particular importance that, at the highest level, the unexplained cluster-level
variance σ̂ 2

η(l) should be small. Two important diagnostics of the model-fitting stage,
in which the relationship between Y and X is estimated for the survey data, are the
R2 measuring how much of the variability in Y is explained by X, and the ratio
(
σ̂ 2
η(3) + σ̂ 2

u(3) + σ̂ 2
ε(3)

)−1
σ̂ 2
η(3) measuring how much of the unexplained variation is

at the cluster level.
In this study, the World Bank ELL method instead of other relevant SAE methods

like empirical Bayes [14] and M-quantile [15] methods has been applied not only
for ease of the calculation but also comparison with the previous studies on child
undernutrition in Bangladesh [9, 10]. The ELL procedure is sub-divided into two
stages: fitting regression model at first and then prediction of the response variable
for all census units based on the fitted model. After fitting the regression model
and obtaining the corresponding parameters, the second stage of the ELL method
is to conduct either a parametric bootstrap (PB) or a non-parametric bootstrap
(NPB) procedure to obtain the area-specific poverty estimates of interest and their
corresponding estimated mean square errors (ESMEs). More detail of the ELL
procedure are available in ELL [12, 16], Das and Chambers [17]. For both the PB
or NPB procedures the basic steps are: Step 1: generate regression parameters from
a suitable sampling distribution, say the multivariate normal distribution; Step 2:
generate level-specific random errors using an appropriate parametric distribution
or by resampling via simple random sampling with replacement from the estimated
level-specific sample residuals; Step 3: generate bootstrap response values y∗

ijk

using the generated regression parameters and the level-specific random errors.
The generated response values are used to estimate the area-specific parameter of
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interest say P ∗
i = N−1

i

∑Ci
j=1

∑Nij
k=1I

[
y∗
ijk < t

]
for a specific value of t (say, here

t = − 2.00). These three steps are iterated for a large number of times say B = 500
and then the mean and variance of these B estimates are considered as the final
estimates and their MSEs respectively as

P̂ ELLi = B−1
∑B

b=1
P ∗
i and seELLi = B−1

∑B

b=1

(
P ∗
i − P̂ ELLi

)2
.

In this study, several selection criteria have been considered for selecting the
best model for a response variable. For a linear mixed model, conditional AIC
[18], marginal and conditional r-squared values [19], and likelihood ratio test (LRT)
of variance components have been considered for selecting a better model. Also,
the additive properties of variance components at different hierarchies are also
checked when higher level model is selected. As for example, if a 2-level and
a 3-level models have been fitted and the sum of level-2 and level-3 variance
components of 3-level model is expected to be approximately equal to the level-
2 variance component of 2-level model [17]. Also, the level-specific residuals are
expected to be approximately normal. If departure from normality is observed, non-
parametric bootstrap procedure will be used in the ELL bootstrap procedure so that
the estimated level-specific residuals can be utilized.

20.4 Results and Discussion

The explanatory variables common in both survey and census data are used to
develop multilevel linear regression models for HAZ and WAZ. A number of
upzila, union and mauza specific contextual variables created from the Census data
are utilized in the model development with the intention of reducing higher-level
variations. Several hundred variables including two and three-way interactions are
generated from both survey and census data, however some variables have been
found significant in the developed models shown in Appendix Tables 20.8 and
20.9. The sub-sections below illustrate (i) development of proper multilevel linear
regression models for HAZ and WAZ, (ii) estimation of stunting (HAZ < −2.00 SD)
and (iii) underweight (WAZ < −2.00 SD) at district, upzila and union levels along
with upzila and union level spatial maps.

20.4.1 Multilevel Modeling of Child Undernutrition Indicators

A number of multilevel linear regression models including single level linear
regression model have been developed to explore the best model for HAZ and
WAZ. Summary statistics of the best fitted random intercept linear regression model
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Table 20.3 Summary statistics and diagnostics of the fitted linear regression (LM) and random
intercept linear regression (LMM) models for Height-for-age (HAZ) and Weight-for-age (WAZ)
Z-scores, 2018 SCMNS

Model for Stunting
Model DF Parameters Marginal R2 Conditional R2 AIC cAIC

σ 2
u σ 2

ε

LM 9 – 3.2148 7.48 – 4929.851 –
LMM 9 0.1112 3.1141 7.37 10.57 4938.455 4916.602
LR test of H0 : σ 2

η = 0: χ2=6.2233, P-value = 0.0063 (LM vs. LMM)

Model for Underweight
Model DF Parameters Marginal R2 Conditional R2 AIC cAIC

σ 2
u σ 2

ε

LM 9 – 2.2590 7.43 – 4810.36 –
LMM 9 0.0242 2.2366 7.33 8.32 4824.329 4811.336
LR test of H0 : σ 2

η = 0: χ2= 0.2706, P-value = 0.3015 (LM vs. LMM)

denoted hereafter by LMM shown in Table 20.3 indicate that the 2-level mauza-
specific model perform better than the single level linear regression model (denoted
by LM) in terms of conditional AIC (cAIC), R2, and LRT. For the model of
HAZ, the LRT suggests that the mauza-specific variance component is significantly
greater than zero and the smaller cAIC value (4916.6) of the LMM than its AIC
(4938.5) supports the fitted LMM as the better model. Therefore, the 2-level LMM
is chosen for implementing the ELL method. For WAZ, the cAIC value of LMM
model instead of LRT suggests the LMM performs better than the LM. As a
diagnostic of the fitted models, the Q-Q plots, and the histograms with normality
and kernel density curves of the estimated mauza-specific and children-specific
residuals are shown in Fig. 20.1. The Q-Q plots and histograms confirm that both
type of residuals are approximately normally distributed. The estimated regression
coefficients with their standard errors of the corresponding LMM are utilized
as input in the ELL bootstrap procedure. Since the residuals are approximately
normally distributed, parametric bootstrap procedure is maintained for estimating
stunting and underweight with their mean squared errors.

20.4.2 Prevalence of Stunting among Under-5 Children
in Sunamganj District

District and upzila level prevalence of stunting are estimated using the ELL method
and compared with the design-based direct estimator (DIR) [20]. Union level
estimates are not calculated using the DIR estimator for two reasons (i) sample sizes
are very small (ranges 14–31) for getting estimates with good accuracy, (ii) only 61
out of 123 union/wards are covered in the household survey. The SAE estimator
provides approximately similar estimates of stunting as the DIR estimator at district
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Fig. 20.1 Q-Q plot and histogram of the mauza-level random effects obtained from the random
intercept linear regression (LMM) model for Height-for-age (HAZ) and Weight-for-age (WAZ)
Z-score, 2018 SCMNS

level (Table 20.4). Both the DIR and SAE estimators indicate that the district
level prevalence of stunting was about 49.0% in Sunamganj district. At upzila
level, model-based estimator provides estimates with lower RMSEs and CVs for all
upzilas. The SAE estimator shows prevalence of stunting varies within the range of
41–55% at upzila level (Table 20.4), more specifically the children of Jagannathpur
were less stunted (95% CI: 36.0–46.1%), while those in Bishwambarpur (95%
CI: 50.5–59.6%) and Dharampasha (95% CI: 49.4–59.5%) were more stunted
compared to other upzilas. Summary statistics of the estimated union-specific
prevalence of stunting with their RMSEs, CVs, and 95% CI are shown in Table 20.5.
In the BBS, WFP, and IFAD [10] study, the prevalence of stunting varied within
44.9–48.8%: highest in Tahirpur and lowest in Derai. The prevalence of stunting
varies within 19.5–59.7% at union level: the highest in Uttar Baradal (59.7%) of
Tahirpur upazila and the lowest in Ward-07 (19.5%) of Derai Pourashava.

The upzila level map for stunting reveals a spatial pattern in the prevalence of
stunting. The upzilas closer to the border of India and surrounded by haors (east
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Table 20.4 Prevalence of stunting among under-5 children at upzila level of Sunamganj district
with standard errors (RMSE), coefficient of variation (CV, %) and 95% confidence interval (CI)
using direct (DIR) and SAE (ELL.C) estimators

Prevalence (%) RMSE (%) CV (%)
Upzila N DIR SAE DIR SAE DIR SAE
Bishwambarpur 24,380 57.14 54.93 5.40 2.41 9.45 4.38
Chhatak 53,723 40.89 46.31 3.45 2.38 8.44 5.13
Dakshin Sunamganj 27,586 45.90 47.34 4.51 1.89 9.83 4.00
Derai 35,412 58.88 43.65 4.76 2.25 8.08 5.17
Dharampasha 31,894 59.57 54.40 5.06 2.75 8.5 5.06
Dowarabazar 33,971 57.47 52.87 5.30 2.46 9.22 4.66
Jagannathpur 32,113 38.94 41.02 4.59 2.59 11.78 6.31
Jamalganj 25,080 44.30 47.02 5.59 2.15 12.61 4.57
Sulla 16,780 45.00 44.84 6.42 3.12 14.27 6.95
Sunamganj Sadar 37,926 44.38 48.64 3.72 1.86 8.39 3.82
Tahirpur 35,803 57.43 52.54 4.92 2.19 8.57 4.17
Sunamganj 354,668 48.78 48.45 1.43 1.68 2.92 3.47

Table 20.5 Summary statistics of stunting among under-5 children at union level in Sunamganj
district with standard errors (RMSE), coefficient of variation (CV, %) and 95% confidence interval
(CI) using SAE (ELL.C) estimator

95% CI
Summary statistics Prevalence (%) RMSE (%) CV (%) LL UL

Minimum 19.54 2.2 4.35 9.04 32.74
Q1 41.85 3 6.00 30.98 49.62
Mean 45.59 4.33 10.40 37.39 54.16
Median 47.19 3.61 7.51 39.16 54.1
Q3 51.93 5.57 14.15 45.68 59.51
SD 8.69 1.68 6.10 7.5 10.3
Maximum 59.73 8.85 32.18 53.18 71.39

part) are highly vulnerable to have more stunted children, while the prevalence is
lower in the south and southeast region of Sunamganj district, which are closer to
the Sylhet district. On the other hand, the proportion of stunted children is found
higher in Dharampasha upzila which actually get no district-level benefits due to its
location from the center of the district.

The interactive map of stunting at union level shown in Fig. 20.2 indicates
that there are significant inequalities across the unions. A significant number of
unions are found as hotspots of higher stunting over the north, north-eastern and
north-western parts of Sunamganj district. More specifically, about 20 unions had
stunting in the range of 54.0–60.0% (dark red-spot in the map). More than 50%
children belonging to the unions of Bishwambarpur (except only Fatehpur union
with 47.6%) and Dharampasha upzilas (except only Madhyanagar union (41.7%)
were stunted. A greater inequality has been observed in Sulla upazila, where only
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Fig. 20.2 Map of stunting among under-5 children at Upzila and Union levels in Sunamganj
District using SAE estimator

the Atgaon union had a prevalence of 55.2% and two other unions had prevalence
of around 35.8%. Overall, the prevalence of stunting decreases from north-western
part to south-estern parts of Sunamganj district.

20.4.3 Prevalence of Underweight among Under-5 Children
in Sunamganj District

The district level prevalence of underweight is estimated as about 37.0% (Table
20.6). As expected the SAE estimator provides upzila and union level with lower
CV and RMSE than the DIR estimator. As per the SAE estimates, the proportion
of underweight children was found higher among the children of Dowarabazar
upzila (53.4% with 95% CI: 44.6–62.3%) and lower among those of Jamalganj
upzila (24.0% with 95% CI: 17.5–31.2%). Table 20.7 shows that the prevalence
of underweight varies within 20.2–56.8% at union level: the highest in Duhalia
(56.8%) of Dowarabazar upazila and the lowest in Beheli (20.2%) of Jamalgonj
upazila. More than half of the unions had prevalence of underweight more than 35%,
which is more than the national MDG target of underweight (33.0% in 2015). More
specifically, about 18 unions (most are from Dowarabazar upzila) had underweight
in the range of 39.4–57.0% (dark red-shade in the map).

The upzila level map shown in Fig. 20.3 reveals a spatial pattern in the prevalence
of underweight similar to stunting. The upzilas closer to the border of India (eastern
part) and surrounded by haors (except Tahirpur upzila) are highly vulnerable to have
more underweight children, while the prevalence is lower in the south and southeast
region of Sunamganj district. On the other hand, the proportions of underweight
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Table 20.6 Prevalence of underweight among under-5 children at upzila level of Sunamganj
district with standard errors (RMSE, %), coefficient of variation (CV, %) and 95% confidence
interval (CI) using direct (DIR) and SAE estimators

Prevalence (%) RMSE (%) CV (%)
Upzila N DIR SAE DIR SAE DIR SAE

Bishwambarpur 24,380 34.88 38.17 5.14 1.97 14.73 5.16
Chhatak 53,723 29.19 36.49 3.14 1.48 10.77 4.05
Dakshin Sunamganj 27,586 33.07 37.62 4.17 1.56 12.62 4.16
Derai 35,412 33.33 34.12 4.30 1.66 12.91 4.87
Dharampasha 31,894 40.37 38.06 4.70 1.72 11.64 4.52
Dowarabazar 33,971 39.78 53.35 5.08 4.70 12.76 8.81
Jagannathpur 32,113 32.03 34.56 4.12 1.30 12.88 3.76
Jamalganj 25,080 25.93 23.95 4.87 3.53 18.78 14.75
Sulla 16,780 35.00 34.57 6.16 1.96 17.59 5.68
Sunamganj Sadar 37,926 30.26 36.75 3.29 1.61 10.87 4.39
Tahirpur 35,803 28.30 35.85 4.38 2.20 15.46 6.15
Sunamganj 354,668 32.42 37.02 1.29 1.30 3.98 3.52

Table 20.7 Summary statistics of underweight among under-5 children at union level in Sunam-
ganj district with standard errors (RMSE), coefficient of variation (CV, %) and 95% confidence
interval (CI) using SAE estimator

95% CI
Summary statistics Prevalence (%) RMSE (%) CV (%) LL UL

Minimum 20.15 1.72 4.60 13.18 28.22
Q1 33.15 2.16 5.81 25.70 38.74
Mean 36.00 3.19 9.22 30.02 42.32
Median 35.57 2.73 7.04 30.76 41.20
Q3 38.14 4.14 12.27 33.87 43.13
SD 6.34 1.16 4.10 6.53 6.67
Maximum 56.77 5.62 23.33 47.22 66.42

children are found higher in Dowarabazar and Bishwambarpur upzilas though they
are located very close to the Sunamganj Sadar and Chhatak upzilas. In BBS, WFP,
and IFAD [10] study, the prevalence of underweight varied within the range of 39.3–
42.5%: highest in Dharampasha and lowest in Sulla upzila.

The interactive map of underweight at union level shown in Fig. 20.3 indicates
that there are significant inequalities in underweight across the unions. A significant
number of unions are found as hotspots of higher underweight over the north-
eastern and north-western parts of Sunamganj district. Though the southern part was
homogeneous (light-shaded region) in the upazila-level map, significant number of
heterogeneous unions are found at this region in the union-level map.
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Fig. 20.3 Map of underweight among under-5 children at Upzila and Union levels in Sunamganj
District using SAE estimator

20.5 Conclusion

Children of Sunamganj district are highly vulnerable to undernutrition. Near about
two-fifths and half of the under-5 children in Sunamganj district were underweight
and stunted respectively in 2011 [10]. The findings of this study indicate that near
two-thirds and half of the under-5 children are underweight and stunted respectively
in the Sunamganj district in 2018. Only one upzila Jamalganj has underweight
level below 30%, while all the upzilas have stunting level above the threshold of
40%. The children of Bishwambarpur, Dharampasha, Dowarabazar, and Tahirpur
upzilas were more stunted (more than 50%) than those in other upzilas. Most of the
unions of these four upzilas are highly vulnerable to child stunting. On the other
hand, the proportion of underweight children was found higher among the children
of Dowarabazar (more than 50%) followed by Bishwambarpur (near about 40%).
Thus, Bishwambarpur and Dowarabazar upzila are in great concern in terms of
the child undernutrition indicators. However, the union level map indicates that the
children belonging to the unions of north-eastern part (combination of Dowarabazar
and Chhatak) are more vulnerable to underweight while those belonging to
north-western part (mainly Dharampasha upzila except Madhayanagar union) are
vulnerable to stunting. Overall, it can be said that children belonging to the unions
of top half of the Sunamganj district map are experiencing chronic undernutrition.
More than 40% children belonging Dowarabazar and Bishwambarpur upzilas were
found underweight, while near about 50% children of Tahirpur upzilas were found
stunted followed by the Bishwambarpur upzilas in BBS, WFP and IFAD [10] study.
Findings of this study seems reasonable in comparison to 2014 study where 2011
household survey data were utilized. Though the findings of these two studies are
difficult to compare, the findings of this study do not show any improvement in
the undernutrition status among under-5 children of Sunamganj district without
considering the limitation of this study.
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The main limitation of this study is the time gap of recent Sunamganj survey data
and the 2011 census data. The application of the SAE method to child morbidity and
undernutrition data may be in concern due to this time gap since the distributions
of a number of explanatory variables have been changed during the time period
2011–2018. Thus, proper care has been taken in model specification so that the
district level estimate of child undernutrition indicators calculated by SAE estimator
remain very similar to those obtained by the design-unbiased and consistent direct
estimator.

Appendix (Tables 20.8 and 20.9)

Table 20.8 Multilevel model for HAZ considering children at level-1 and mauza at level-2, 2018
SCMNSa

Variables Estimate Std. Error df t value Pr(>|t|)
(Intercept) −5.13 0.90 59.54 −5.68 0.00
Urban −0.31 0.33 54.61 −0.94 0.35
Household head age 0.01 0.00 1143.78 2.46 0.01
Child age 0 year 0.88 0.13 1218.53 6.73 0.00
Child age 1 year 0.52 0.13 1216.34 4.05 0.00
Katch/jhupry house −0.40 0.12 928.50 −3.40 0.00
pemp15_un 6.83 3.04 52.45 2.25 0.03
pcpred_un 3.66 1.31 52.60 2.80 0.01
pspucka_un 2.48 1.19 54.34 2.08 0.04

apemp15_un: Proportion of 15+ persons employed in union; pcpred_un: Proportion of household
head completed primary school in union; pspucka_un: Proportion of semi-pucka household in union

Table 20.9 Multilevel model for WAZ considering children at level-1 and mauza at level-2,
Sunamganj survey 2018a

Variables Estimate Std. Error df t value Pr(>|t|)
(Intercept) −1.67 0.21 65.12 −7.86 0.00
Urban 0.04 0.14 58.35 0.30 0.76
Dowarabazar upzila −0.60 0.19 73.20 −3.09 0.00
Jamalganj upzila 0.63 0.18 65.59 3.46 0.00
Child age 0 year 0.62 0.10 1313.71 6.18 0.00
Non-sanitary or no latrine −0.23 0.09 421.59 −2.45 0.01
Katch/jhupry house −0.37 0.10 623.16 −3.81 0.00
pscpred_un 11.46 5.46 58.02 2.10 0.04
pnotoilet_mu 1.45 0.62 63.91 2.32 0.02

apcpred_un: Proportion of household head completed primary school in union; pnotoilet_mu:
Proportion of hh with unsanitary toilet in mauza



20 Estimation of Child Undernutrition at Disaggregated Administrative Tiers. . . 281

References

1. Kazal, M.H., Villinueva, C.C., Hossain, M.Z., Das, T.K.: Food Security Strategies of the People
Living in haor Areas: Status and Prospects NFPCSP Final Report PR# 3/8. NFPCSP, Dhaka
(2010)

2. FPMU: Chronic Food Insecurity Situation in 10 Districts of Bangladesh, December 2015–
2018/20. Food Planning and Monitoring Unit (FPMU). Ministry of Food of Bangladesh in
collaboration with country IPC Partners, Dhaka (2016)

3. NIPORT, Mitra and Associates, ICF International: Bangladesh Demographic and Health
Survey 2014. National Institute of Population Research and Training (NIPORT), Mitra and
Associates, and ICF International, Dhaka, Bangladesh and Maryland, U.S.A (2016)

4. NIPORT, Mitra and Associates, Macro International: Bangladesh Demographic and Health
Survey 1996–1997. National Institute of Population Research and Training (NIPORT), Mitra
and Associates, and Macro International. Dhaka, Bangladesh, and Maryland, U.S.A (1997)

5. NIPORT, Mitra and Associates, ORC Macro: Bangladesh Demographic and Health Survey
1999–2000. National Institute of Population Research and Training (NIPORT), Mitra and
Associates, and ORC Macro, Dhaka, Bangladesh, and Maryland, U.S.A (2001)

6. NIPORT, Mitra and Associates, ORC Macro International: Bangladesh Demographic and
Health Survey 2004. National Institute of Population Research and Training; Mitra and
Associates; ORC Macro International. Dhaka, Bangladesh, and Maryland, U.S.A (2005)

7. NIPORT, Mitra and Associates, Macro International: Bangladesh Demographic and Health
Survey 2007. National Institute of Population Research and Training (NIPORT), Mitra and
Associates, and Macro International, Dhaka, Bangladesh and Maryland, U.S.A (2009)

8. NIPORT, Mitra and Associates, ICF International: Bangladesh Demographic and Health
Survey 2011. National Institute of Population Research and Training (NIPORT), Mitra and
Associates, and ICF International, Dhaka, Bangladesh and Maryland, U.S.A (2013)

9. BBS, UNWFP: Local Estimation of Poverty and Malnutrition in Bangladesh. Bangladesh
Bureau of Statistics and United Nations World Food Programme, Dhaka (2004)

10. BBS, WFP, IFAD: Small-Area Estimation of Child Undernutrition in Bangladesh. Bangladesh
Bureau of Statistics, World Food Programme and International Fund for Agricultural Develop-
ment, Dhaka (2014)

11. BBS: Preliminary Report of the Household Income & Expenditure Survey, vol. 2016.
Bangladesh Bureau of Statistics, Dhaka (2017)

12. Elbers, C., Lanjouw, J., Lanjouw, P.: Micro-level estimation of poverty and inequality.
Econometrica. 71(1), 355–364 (2003)

13. WHO Multicentre Growth Reference Study Group: WHO Child Growth Standards:
Length/Height-for-Age, Weight-for-Age, Weight-for-Length, Weight-for-Height and Body
Mass Index-for-Age: Methods and Development. World Health Organization, Geneva (2006)

14. Molina, I., Rao, J.N.K.: Small area estimation of poverty indicators. Can. J. Stat. 38(3), 369–
385 (2010)

15. Tzavidis, N., Salvati, N., Pratesi, M., Chambers, R.: M-quantile models with application to
poverty mapping. Stat. Methods Appl. 17(3), 393–341 (2008)

16. Elbers, C., Lanjouw, J.O., Lanjouw, P.: Micro-Level Estimation of Welfare World Bank Policy
Research Working Papaer, 2911. The World Bank, Washington, DC (2002)

17. Das, S., Chambers, R.: Robust mean-squared error estimation for poverty estimates based on
the method of Elbers, Lanjouw and Lanjouw. J. R. Stat. Soc. A. Stat. Soc. 180(4), 1137–1161
(2017)

18. Greven, S., Kneib, T.: On the behaviour of marginal and conditional AIC in linear mixed
models. Biometrika. 97(4), 773–789 (2010)

19. Nakagawa, S., Schielzeth, H.: A general and simple method for obtaining R2 from generalized
linear mixed-effects models. Methods Ecol. Evol. 4(2), 133–142 (2013)

20. Cochran, W.: Sampling Techniques. Wiley, New York (1977)



Chapter 21
Using a Spatial Farm Microsimulation
Model for Australia to Estimate
the Impact of an External Shock
on Farmer Incomes

Yogi Vidyattama and Robert Tanton

Abstract A greater uncertainty in climate conditions in Australia and external price
shocks in commodity prices has posed a real question for communities on the impact
of these external factors on farmers. Spatial microsimulation models are ideal for
understanding the spatial impacts of various external shocks, including changes
in commodity prices; changes in climate conditions; and changes in Government
policy. This study demonstrates the building of a spatial microsimulation model to
identify farmer financial stress in the Australian State of Victoria, and then shows
how this model can be used to estimate the impact of an external shock such as a
drop in the price of milk. The model is estimated for the Australian State of Victoria.

Keywords Microsimulation modelling · Farmer wellbeing · Agricultural policy

21.1 Introduction

Agricultural support payments such as the Australian Farm household allowance
package help to maintain the wellbeing of farmers and the continuity of the
agricultural sector in Australia in periods of extreme drought [7]. The importance of
these payments will only increase in the future due to increasing pressure placed
on farmers as a result of greater climate uncertainty and changes in prices of
commodities. Therefore, there is an increasing need to develop models that can
analyse farmer financial stress, how different external factors like climate variability
and commodity prices affect financial stress, and how different assistance options
may help to reduce this.
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Microsimulation models have been used extensively to test new tax transfer
policies in terms of the eligibility rules for transfer policies, the effects on financial
stress for different groups in the population, and the cost to the Government of
different policy settings. Microsimulation models can help a Government target its
policy to the groups of people who most need assistance as it can provide some idea
of who will benefit from a change in various external conditions such as climate,
markets or government policy. An important aspect of this modelling for farming
communities is the spatial aspect of the model because the impact of any change in
external factors often varies by location. One reason for this is that there are different
conditions in each area so the impact of the external shock is not distributed evenly
across Australia. Another reason is that there are various types of farming activity
which could be affected differently by the change, for example, a reduction in water
availability in an area would affect the output of different crops in different ways, or
a policy change may be targeted at particular types of farming or particular locations.

This study aims to develop a microsimulation model at a relatively small area
level that will identify where farmers are likely to endure financial stress and also
estimate the impact of an external shock that may affect a farming community.

21.2 Spatial Microsimulation and Its Application to the Farm

Since the emergence of microsimulation by Orcutt [29], microsimulation models
have been used extensively to measure the impact of government policy on the
income distribution and wellbeing. These government policies have included tax
and benefit policies [25, 42]. The microsimulation technique has also been used
to analyse the agricultural sector. In Australia, Kokic et al. [19] developed a
microsimulation model to simulate individual level farm business performance for a
large sample of Australian broad acre farms. In particular, they built a farm specific
supply model for each farm in the Australian Agricultural and Grazing Industries
Survey (AAGIS) with the assumption of profit maximisation of the farm business.
The model was able to simulate the changes in farm income due to the change in the
determinants that they used. These determinants included changes in commodity
prices and the yield produced. Kokic et al. [19] indicated that the model could
accommodate other inputs that can affect farm profit such as subsidies and taxes.
The model could also be used to measure the direct impact of reducing different
farm supports on the income distribution of different types of farm and family as
shown by Menon et al. [26] in Italy.

As stated in the introduction, one important aspect of microsimulation is the
availability of the spatial distribution of the individual unit records being modelled.
In essence, a spatial microsimulation model provides synthetic unit record data
for each small area to be analysed. Spatial microsimulation typically starts with
a survey that provides individual or household unit records, and a census or other
administrative data that provides various known conditions in the small area (based
on aggregate small area data) as benchmarks.
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The next step is a reweighting process which involves assigning different weights
to a unit record survey to make it more representative of the area. Techniques
used for this reweighting include iterative proportional fitting [5, 41], generalised
regression [45], combinatorial optimisation [50] as well as maximum entropy [21].

Spatial microsimulation methods have increasingly been used to derive small-
area estimates of a range of economic and social indicators. In Australia, they have
been used to analyse the impact of government policy and the need for government
services at a small-area level [13]. Vidyattama et al. [48] estimates not only the
spatial distribution of superannuation savings in Australia but also analyses the
different level of superannuation ownership between genders in certain age groups.
The model has also been further developed to allow demographic projections for
small areas. Examples of these types of projections are small area modelling of the
need for different types of care [24] the projection of small area obesity among
children [31] and small area health-related conditions [6].

Spatial microsimulation models have also used farm unit record data. Ballas et al.
[6] tested the capability of a spatial microsimulation model to assess the impact
of the common agriculture policy reform in Ireland. This policy breaks the link
between direct payments and production for a farm so a single farm payment is paid
per hectare. Ballas et al. [6] show how the reforms created winners and losers in
Irish agriculture that may affect long term growth plans for Ireland. Shrestha et al.
[38] took the simulation further by analysing the impact specifically on beef and
sheep farming and introduced some behavioural responses. The results showed that
while most beef farmers receive higher incomes, the majority of them could be de-
stocking, with the exception of those in the Mideast and Southeast of Ireland.

The development of spatial microsimulation for farms in Ireland has also allowed
an assessment of how participation in government programs may affect greenhouse
gas emissions in different locations [16, 20]. Hynes et al. [15] has quantified the
type of habitats being protected under the Rural Environmental Protection Scheme
(REPS) in Ireland, while Murphy et al. [28] analyses how topological conditions
may affect a farmer’s decision to take part in the program.

The development of farm spatial microsimulation outside Ireland has been much
slower. The most notable application is van Leeuwen and Dekkers [46] examining
the spatial patterns of off farm income distribution in the Netherlands. Ramilan et
al. [32] has also used a spatial microsimulation to show that farmers in New Zealand
were likely to increase efficiency to reduce costs and pollution in terms of nitrogen
discharge from dairy farming.

The main challenge in the development of farm microsimulation models is
the lack of farm level data for the model and the lack of availability of suitable
benchmarks at the small area level. This is also the main reason that a spatial
microsimulation model using the farm as the unit of observation has not been
attempted in Australia.
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21.3 Data and Methodology

As mentioned in the introduction, the main part of a spatial microsimulation model
distributes unit record data to small areas in a way that accurately reflects the small
area totals (benchmarks). In this study, the technique to distribute the unit record
data is to assign weights to each unit record (in this case farm) that indicates
how much each farm represents all the farms in the small area. This is known as
reweighting.

Figure 21.1 shows the structure of the model in our study. It shows that the main
part of the model, the reweighting process, needs to be done after the variables
within the databases are synchronised. Synchronising the unit record data and the
benchmarks is the process of ensuring the definitions and categories used are exactly

Fig. 21.1 Flowchart for the farm microsimulation model
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the same. The synchronisation often involves not only understanding the definition
of variables used in the various databases, but also which classifications (eg, age
groups) are used.

Figure 21.1 also shows an imputation process in one of the steps. Although it is
not a necessary step, imputation can be used to merge indicators from two different
datasets to enrich the final database with more information. This is discussed further
in Sect. 3.2.

21.3.1 Data

Survey Unit Record File Spatial microsimulation models depend on the availability
of unit record data or the possibility to create a synthetic unit record data that
can be utilised instead [49]. Ideally for a farm microsimulation model, the unit
record survey should contain household information from an agricultural census or
a specific agricultural survey. If information on the farm business is available, then a
household survey can be linked to the farm business survey, providing information
on the socio-demographic characteristics of the households, as well as financial
information on the farm business. If a farm business survey is not available, the
next best option is to build the household database and impute the farm business
information from other sources (eg, publications).

This work uses the Regional Wellbeing Survey (RWS) produced by the Univer-
sity of Canberra [37], for which results were launched on the 18th June 2014. This
dataset contains around 8000 observations from 2014, with approximately 2500
responses from farmers. In Victoria, where this model was tested, there were a
total of 1605 survey responses, of which 537 were farmers (see [33] to see more
discussion on how this database can be used).

The dataset has a wide range of variables including household income, gross
value of agricultural output as well as the proportion of off-farm and on-farm
income, necessary for the simulation. However, one issue with this survey is that
two farmers surveyed may come from the same household and hence the same
farm. Currently this cannot be tested as we do not have the address of the farm
due to confidentiality restrictions.

The observations used from the RWS are only those where the respondent has
identified as a farmer, is managing or co-managing a farm enterprise or is a partner
of a farmer and they assist with farm work or management.

Benchmark Dataset For a spatial microsimulation model, the second dataset
required is a dataset that can provide socio-demographic estimates reliably for small
areas. The ABS Census of Population and Housing is the largest Australian data
collection that tries to capture all people living in the country. The census data
contain person characteristics such as age and sex, cultural and language diversity,
disability and carer status, children, employment and income in ranges, education
and qualifications as well as relationship in the household.
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The census is used to benchmark the survey dataset in the spatial microsimulation
model but can also be used for estimating the characteristics of the farmer or
farm labourers who work on a particular farm in the area, using the industry of
employment code available on the Census. This data will allow the use of probability
tables to allocate workers to different farm businesses. The 4-digit classification
includes the industries wheat and other crops, mixed livestock-crops, sheep, beef,
combined sheep-beef and dairy farms. The Census used for this work was the 2011
Census.

Another dataset that has been used for the small area benchmarks is the
agricultural census. This dataset provides a comprehensive snapshot of the overall
condition in the Australian agricultural sector for small areas. This snapshot includes
information on agricultural production, water and land management [1]. The main
use of this dataset is to assign weights to the different farm businesses in the survey
so the weighted aggregate value is the same as the census value. To be able to do
this, the benchmark variables on the census need to be defined in the same way as
the variables in the survey which is being benchmarked (the synchronisation process
described above). Again, the 2011 Ag Census was used.

All the benchmarks were extracted using the Statistical Area Level 2 (SA2) as
the spatial unit. These areas are medium-sized general purpose areas that represent
a community that interacts together socially and economically. In Australia, SA2
areas can represent suburbs in capital cities, but larger areas outside capital cities.
The SA2 is often used for analysis as it is large enough to provide reasonable results
but small enough to not suffer from aggregation bias [2].

The benchmarks used for this work are shown in Table 21.1.
For technical reasons, all of the values in each table were adjusted so that the

totals matched the total number of Farmers and Farm Managers in the “Age group
by Sex” benchmark table for each SA2. This Age and Sex table is used as the
benchmark because it is the least perturbed by the Australian Bureau of Statistics
confidentialising process, and there is no “not stated” category in this table. The Not
Stated category is a category used in most Census variables where the respondent
does not answer a question. This adjustment to the Census benchmark tables was
fairly minor.

Table 21.1 Benchmarks for the spatial microsimulation

No. Table

1 Household Income for Farmers and Farm Managers
2 Detailed Industry of Employment for farm classification
3 Estimated Value of Agricultural Operations
4 Age group by Sex for Farmers and Farm Managers
5 Family Household Composition for Farmers and Farm Managers
6 Non School Qualification level for Farmers and Farm Managers
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21.3.2 Methodology

The first step in spatial microsimulation is to synchronise the census and survey
variables so that the variables from each dataset have the same classifications, for
example, matching age groups, income groups, etc. This is essential for correct
benchmarking. The benchmarked variables will be available after the modelling and
can be estimated from the final benchmarked survey reliably.

The adjustment made to the industry that the farmer is working in is more difficult
than the demographic variables. The question from the RWS used is whether
certain activities of the farm were the major use of the land. The four-digit detailed
Industry of Employment was used to help classify farms. There are 64 groups in the
Agriculture, Forestry and Fishing industry that are then summarised into 9 groups.
For example, horticulture includes growing mushrooms, various vegetables, fruits
and nuts while grains include rice, other grain and other crop growing not elsewhere
classified. There are combined classes as well such as Grain-Sheep or Grain-Beef
Cattle Farming, while Dairy also has its own industry grouping.

Given this grouping for the census data, the RWS was first checked to see whether
the farmer’s major land use was grain. If this was the case, and they also had beef
or sheep activities as their major land use, then the farmers were classified as grain-
beef or grain-sheep. If they didn’t have any sheep or beef activity as the major land
use, then they were classified as a grain farmer.

The next step was to check whether they had dairy activities or horticulture as
their major land use to be able to classify them as dairy or horticulture farmers
respectively. After exhausting these options, the specialised sheep and then beef
farmers were identified before moving to other cropping and other agriculture activ-
ities. This means there is an implicit prioritisation in the identification process from
grain-beef or grain-sheep; grain; dairy; horticulture; sheep; beef; other cropping and
finally, other agriculture. To ensure the suitability of this classification, the number
of farmers allocated to these groupings from the census and RWS were compared.
The comparison of the proportion of those identified for Victoria was quite close,
and even closer for Australia.

Further explanation also needs to be given on one benchmarking variable that
comes not from the Census of Population and Housing but instead from the
agricultural census. The variable is the Estimated Value of Agricultural Operations
(EVAO). The data contains the number of businesses in a certain EVAO range. The
variable from the RWS to match this variable was the Gross value of agricultural
production, which was equivalent to the EVAO and was placed into the same ranges
as the agricultural census.

The proportion of farmers in each farm type and the value of agricultural
production are the two tables where ensuring the proportions from the agricultural
census and RWS are similar is crucial. For the farm type table, a similar proportion
means that the regrouping of variables that are slightly different between the census
and RWS is acceptable. Table 21.2 confirms that the grouping provides similar
proportions of farmers in different categories except for dairy. This is likely to be
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Table 21.2 Comparison of the proportion of farmers in different categories between the census of
population and housing and the RWS

Census RWS
Category Number Proportion Number Proportion

Victoria
Grains 2961 8.6 46 12.2
Horticulture 4241 12.3 36 9.6
Sheep 6084 17.6 72 19.1
Beef 6898 20.0 105 27.9
Grain-beef or sheep 4075 11.8 50 13.3
Dairy 8330 24.1 52 13.8
Other agriculture 1977 5.7 15 4.0
Not Further Defined 853 111

Australia
Grains 14,491 10.5 151 14.4
Horticulture 19,220 13.9 112 10.7
Sheep 21,548 15.6 203 19.4
Beef 34,091 24.7 268 25.5
Grain-beef or sheep 23,152 16.8 216 20.6
Dairy 13,399 9.7 59 5.6
Other agriculture 7472 5.4 37 3.5
Not Further Defined 4579 306

Note: Farm categories with very low observations in the RWS were removed. This only covered
“Other Cropping”

the result of the differences in the definition of the industry of employment category
with the activity question in the RWS separating major and minor land use. On
some farms, dairy is the major income earner even if it is a small area of the farm.
Therefore, even though dairy was prioritised above beef in the classification, there is
a possibility that a beef farmer should be classified into dairy according to industry
of employment.

A similar proportion between the agricultural census and RWS for the value of
agricultural production is also important. Given the value of agricultural production
was based on the number of firms rather than farmers, the distribution of farmers in
different production ranges should be similar. This is because the number of farmers
in the benchmark is calculated using the proportion of firms in each production
range to the total number of farmers. This can only be done with the assumption that
the distribution of farmers in firms of different production ranges is similar. Table
21.3 shows that the proportion of farms in each range in the agricultural census and
the RWS is similar. In the RWS, the proportion of Victorian farms with production
value less than $50,000 is slightly higher than the estimate from the agricultural
census but this could mostly be attributed to the lower proportion in the next class
($50,000–$100,000).
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Table 21.3 Comparison of the proportion of farmers with different production value between
agriculture census and RWS

Census RWS
Category Number Proportion Number Proportion

Victoria
Less than 50,000 14,478 37.4 149 43.6
50,000–200,000 11,056 28.6 69 20.2
200,000–500,000 7590 19.6 60 17.5
500,000-1 million 3656 9.4 34 9.9
More than 1 million 1938 5.0 30 8.8

Australia
Less than 50,000 55,340 35.6 357 37.9
50,000–200,000 45,074 29.0 217 23.0
200,000–500,000 28,473 18.3 161 17.1
500,000-1 million 15,597 10.0 104 11.0
More than 1 million 10,757 6.9 103 10.9

One crucial process in spatial microsimulation is distributing the observations (in
this case farmers) farmers from the survey data to each of the small areas. In this
model, this is done by assigning weights to each observation that are calculated to
make the weighted total of the observations to be as close possible to the aggregate
small area benchmark tables described above. This is done for each of the SA2s.

In the spatial microsimulation method, one test of whether an area provides a
reasonable estimate is to estimate the total population for a particular category from
the model (eg, age by sex) and test how close it is to the population for the same
category from the population Census. If the modelled population is too different
from the Census population, the area is rejected.

The test is called the total absolute error (TAE) and it is calculated from all
the benchmarks. The accepted error condition for the TAE is when the sum of the
absolute differences between the census and the spatial microsimulation results are
less than the total population of that area. The TAE has been used in a number
of spatial microsimulation models as a criterion for reweighting accuracy [3, 52]
and has been supported by other studies such as Smith et al. [40] and Voas and
Williamson [50].

In this case, the spatial microsimulation procedure produced reasonable estimates
for around 73% of the SA2’s. These SA2s cover almost 96% of the farmers in the
census (see Table 21.4).

There are another two benchmark tables that could be used – education and
household composition. Adding either one of these benchmarks reduced the number
of reasonable estimates for SA2’s (Table 21.4) and Farmers (Table 21.5) consider-
ably. Adding both these tables meant that the proportion of acceptable SA2s was
41% of all SA2s and around 45% of farmers. Further, these two benchmarks were
useful, but not essential, for this project, so they were not used.
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Table 21.4 Proportion SA2s passing TAE test

Row Labels

Number
of
SA2s

Proportion
of SA2s (%)
using 4
benchmark

Proportion
of SA2s (%)
using 5
benchmark
incl. HH
composition

Proportion of
SA2s (%)
using 5
benchmark
incl.
Education

Proportion
of SA2s
(%) using 6
benchmark

Ballarat 17 100.0 76.5 70.6 41.2
Bendigo 16 87.5 75.0 56.3 25.0
Geelong 20 80.0 55.0 45.0 40.0
Hume 22 95.5 90.9 95.5 77.3
Latrobe –
Gippsland

27 100.0 92.6 92.6 59.3

Melbourne –
Inner

89 66.3 58.4 60.7 50.6

Melbourne – NE 54 68.5 51.9 57.4 46.3
Melbourne – OE 36 61.1 41.7 44.4 36.1
Melbourne – SE 41 58.5 34.1 31.7 24.4
Melbourne – W 42 42.9 35.7 38.1 33.3
Mornington Pen 16 75.0 31.3 31.3 18.8
North West 20 95.0 75.0 65.0 25.0
Shepparton 14 85.7 71.4 71.4 35.7
Warrnambool
and SW

14 100.0 100.0 92.9 50.0

Grand total 428 72.9 58.2 57.7 41.8

Another important process in this model was imputation. Schafer [36] defines
imputation as filling in missing data with plausible values. While there are many
imputation techniques such as categorical average, random selection, classification
based and regression based (see [4, 39, 51] for a discussion), this model uses
the application imputes data by finding similar observations from different data
sources and then using the variables available in those sources [17]. The reweighting
described above has provided a database that can estimate the pattern of various
RWS variables at the SA2 level, but we often need other variables to conduct our
analysis. For example, to calculate poverty rates, we needed income, which was only
available in groups on the regional wellbeing survey. An imputation process using
the 2009/10 ABS Survey of Income and housing was able to provide this variable
to the model.

The imputation process can add a continuous income variable and the exact
number of children, both of which were necessary to calculate poverty rates using
household equivalised disposable income. Other variables that could be added from
the ABS Survey of Income and Housing (SIH) include the amount of government
benefit that could be used to calculate how much the current government benefit
contributes to farming areas. There are 80 farmers in the SIH in Victoria that can be
matched with the 487 observations of Victorian farmers in the RWS.
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Table 21.5 Proportion of Farmers living in SA2s that passed the TAE test

Row Labels
Number
of farmers

Proportion
of farmers
(%) using 4
benchmark

Proportion
of farmers
(%) using 5
benchmark
incl. HH
composition

Proportion of
farmers (%)
using 5
benchmark
incl.
Education

Proportion
of farmers
(%) using 6
benchmark

Ballarat 1870 100.0 92.5 91.3 70.4
Bendigo 2022 98.2 93.3 81.1 26.8
Geelong 1156 95.9 85.0 72.9 69.5
Hume 4278 99.4 96.4 99.4 92.6
Latrobe – Gippsland 6292 100.0 93.7 94.3 65.7
Melbourne – Inner 416 48.8 22.8 34.9 0.0
Melbourne – NE 638 82.6 44.2 63.5 26.8
Melbourne – OE 858 74.9 31.9 29.1 3.0
Melbourne – SE 1477 84.6 54.6 56.4 46.6
Melbourne – W 508 57.3 2.4 6.1 0.0
Mornington Peninsula 593 70.7 6.9 36.8 0.0
North West 7829 96.9 84.8 72.1 17.5
Shepparton 4491 96.9 86.9 81.1 32.1
Warrnambool and SW 6559 100.0 100.0 98.4 73.6
Grand total 38,987 95.8 85.2 82.1 49.5

Several variables are available in both databases for this matching process,
including household income, age, sex, education and family composition. The
matching process is done by sequentially merging the data from the SIH to the
RWS.

The process starts using all five variables – Household income, age, sex, edu-
cation and family composition – with the classes or ranges used in the reweighting
process. This matched only 23% of the data. The second iteration used the remainder
of the SIH that had not been matched but this time, education was taken out as one
of the matching variables. The second iteration adds the SIH variables to a further
25% of the RWS data. The merging process is then re-run on the remainder of the
RWS but using the initial subset of agricultural managers (farmers) from the SIH.
This third iteration only matches the SIH variables to 6% of the RWS data. This
means 55% of data has been matched using at least Household income, age, sex and
family composition.

These remaining four variables are important in ensuring we achieve a good
imputation of the value of government tax and benefits from the SIH. Therefore,
no variable was taken out in the fourth iteration. Instead, the farmer age group
was adjusted to use only two groups – under 65 and 65 and over. As was done
in the previous iterations, the variable was first selected from the remaining SIH
observations from the previous iteration before using the entire SIH sample. These
steps add the SIH variables to an additional 19% of the RWS. Similar steps are taken
for the sixth and seventh iterations, but this time it is the income ranges that are
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widened from five income groups to three income groups. This adds another 20%
of the RWS matched so at this stage 95% of the RWS dataset has been matched. To
finish off the process, the income and then the age variables are removed from the
matching variables to get a final match for the remaining farmers (only 5% of the
farmers).

21.4 Estimating Poverty Rates and Validation

One of the main uses of the model is small area estimation. In Australia, spatial
microsimulation has been used to analyse the spatial distribution of socio-economic
conditions such as poverty and housing stress [27, 30]. This study will use the base
dataset of weighted small area data on farmers with imputed income from the SIH
to calculate a poverty rate as an estimate of financial stress.

The poverty rate in Australia is commonly calculated as the proportion of people
living in households where the equivalised disposable household income is less
than half the national median. Equivalised income is calculated using the modified
OECD method which applies an equivalising factor to the disposable income, using
a weight of 1 for the first adult in the household; 0.5 for each additional person
aged 15 and over; and 0.3 for each person in the household aged under 15. This
is a standard poverty rate used in Australia [12, 35, 43]. The median equivalised
disposable household income used for this work was a national median of $619.40,
and the poverty line was therefore $309.70 per week.

Figure 21.2 shows the poverty rate for dairy farmer households. The figure shows
that higher poverty rates for farmers were identified in the Mildura area (the north
part of the North West region in the top left corner of the figure), as well as some
areas in the Bendigo area. In addition, the area surrounding Melbourne (especially
in Melbourne North but also to Geelong in the west and part of Dandenong in the
east) also experiences high farmer poverty rates.

The finding of a relatively high poverty rate in areas surrounding Melbourne,
especially Melbourne North, is in line with the poverty rate of the overall population.
The number of farmer households is relatively small in these areas, while sectors
such as health care, retail trade and construction are more dominant. On the other
hand, the finding in Mildura indicates that the farmer poverty rate is slightly higher
than normal while this area is not known as a poor area.

Another important measure of socio-economic condition is a measure of well-
being of the farmer. This can be done by estimating financial stress using the
question from the RWS “Overall, how do you feel your farm business is going?
-My farm enterprise is under a lot of financial stress at the moment”. Responses to
this question gave 7 choices ranging from strongly disagree to strongly agree. The
farmers in financial stress are those who chose between 5 and 7 while those who
chose between 1 and 4 are not in financial stress. The results from the financial stress
question estimated using the spatial microsimulation model for small areas across
Victoria are shown in Fig. 21.3. The figure shows that the spatial distribution of
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Fig. 21.2 Estimated poverty rate for dairy farmer households

Fig. 21.3 Results for financial stress, Victoria
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Table 21.6 Estimates of the proportion of farmers in financial stress at SA4 level

Row
Labels

RWS
sample
(n)

RWS
Estimate
(%)

4 bench-
mark
(%)

5 benchmark
incl. HH
composition
(%)

5 benchmark
incl.
Education
(%)

6 bench-
mark
(%)

Hume 75 32.0 29.5 30.9 27.7 27.0
Latrobe –
Gippsland

60 28.3 23.8 20.6 18.1 13.0

North West 62 50.0 40.1 34.3 30.2 5.9a

aNote: The proportion is estimated from the area that contain less than 50% of farmers (see Table
21.2)
Areas with very low observations in the RWS (n < 50) are not shown in the table

financial stress is relatively similar to the distribution of poverty. However, financial
stress in the North West region went beyond Mildura. As mentioned previously, the
estimate is based on 2011 data and this was when crop output had been declining
for several years. Therefore, it is reasonable that the farming community may
be feeling financial pressure even though their income is not below the poverty
line yet. Furthermore, given these areas were not considered as poor areas, this
financial stress estimate adds to the importance of spatial microsimulation estimates
of financial stress for farms as a leading indicator of poverty for farmers.

Validation of these estimates of financial stress can be conducted using the
aggregate estimates of financial stress at the SA4 level from the RWS and comparing
these to the small area estimates aggregated to the SA4 level. This is a standard
way to validate spatial microsimulation results [11]. It is important to note that
a high level of non-response to the financial stress question means we have even
fewer observations that can be used from the RWS and the estimation at the SA4
level from the RWS for some areas is based on a small number of observations.
We have only presented results in this paper for SA4’s where we know there are
enough observations to provide reliable estimates from the survey, and the number
of observations in the SA4 (n) is shown in the table.

Using a spatial microsimulation model, there is a trade-off between the number
of benchmarks used in the model and the accuracy of the results. As the number of
benchmarks decrease, the accuracy decreases, but the number of areas available to
be used (measured through the TAE as outlined above) increases [44]. The results
in Table 21.6 show that in three areas where the RWS has enough observations, the
difference between our spatial microsimulation estimate using 4 benchmark tables
is closer than the 5 and 6 benchmark results.

The validation does show that the model tends to under-estimate financial stress
in all areas, by 4–5% points except in North West where it was nearly 10% points
lower than the survey estimate. This SA4 was particularly difficult to estimate,
and the other models provided even lower estimates than the 4 benchmark model.
Therefore, the simulation with 4 benchmark tables is considered the best option for
the analysis.
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Fig. 21.4 Farmers’ age structure in spatial MSM, RWS and census

As an additional step to validate the model, we looked at the RWS, the spatial
microsimulation results and data from the population census for the age structure of
Farmers in Victoria. The results are shown in Fig. 21.4. It can be seen that the age
structure does not differ too much over the three datasets. However, the proportion
of people aged 35–64 is higher in the RWS compared to census, possibly reflecting
a bias in the RWS sampling (even though weighted estimates were used from the
RWS). On the other hand, the proportion of farmers aged 15–24 in the census is
higher than the RWS but lower than SpatialMSM. The proportion of people aged
64 and over in the RWS is slightly higher from the Census while the proportion of
people aged 35–54 is slightly lower.

The difference between the Census and the modelled population is due to all
of the other benchmarks apart from Age/Sex in the microsimulation model. In this
case, household income, production value and type of farm are the benchmarks that
are contributing to the difference between the census and spatial microsimulation
results.

21.5 Applying an External Shock

Another way that the farm spatial microsimulation model can be used is to estimate
the impact of various external shocks on the farming community. One way to
produce this estimate is to link the unit data that represents the farmers in the
microsimulation model as recipients of an external shock from another model
or new policy. As mentioned by Hynes et al. [15] and Hopkins et al. [14], this
simulation is meaningful if the impacts of these policies or external models will
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be different for each agent or observations in the micro data. The output from a
model like a CGE or input-output based model can be used to supply the shock
to the microsimulation model as the impact can be different for those working
in different sectors of the economy or occupations or in some case even in
different commodities. These impacts can then be directly applied to households
in the microsimulation model. Examples where CGE models have been linked to
microsimulation models include specific farm microsimulation [10, 18] or more
general microsimulation [9, 34].

For this paper, the example of an external shock is a reduction in the milk price.
This is a real scenario that has occurred in Australia from 2016, caused by an
oversupply of milk and a reduction in demand for milk solids from China [23].
Three scenarios were created for this paper: a price drop of 5%, 10% and 15%.
The price drop was based on the drop in milk solids price and was only applied
to those with activity in the RWS in dairy farming. The impact of a change in the
price of milk will be affected by how much milk the dairy produces for sale, and
any off-farm income that can be used to reduce the impact of the price change.

The new income for each farm was calculated using the formula:

New income = old income – (D% x production/income) (1 − % off farm income)

Where D% is the percentage drop in the milk solids price. From the new and old
incomes, we were able to calculate poverty rates before and after this change in milk
price.

The construction of the model used several assumptions. The first assumption is
that the dairy farms are predominantly dairy as the grain production that is often
associated with dairy farms cannot be incorporated into the model. Second, there
are no behavioural changes made by farmers (for example, changing to a different
type of farming which provides greater profit, or increasing the amount of off farm
income). Third, the poverty line (half of median equivalised income) is unaffected
by the drop in farm incomes. This is a reasonable assumption as the small number
of dairy farmers in Victoria would not affect the national poverty line much. Fourth,
price is exogenous to the model. The decreased price is distributed to all dairy
farmers given lack of information on the distribution channels and composition of
their dairy products.

Figure 21.5 shows the impact of the three different changes in milk prices on
poverty rates. This figure shows the original poverty rates (the same map as Fig.
21.2) but superimposes the impact of the milk price drops as a column chart. A
lower column means the incomes of farmers in the area are less affected by the
change in milk price. It is likely that the area is not a dairy farm area or most of
the dairy farmers were already in poverty. There are some areas where the three
different scenarios have different impacts while other areas where they have similar
impacts. This indicates the variation of margins (income less costs) and size of
the farms in those areas as larger farms have greater economies of scale. It can
be seen that the impact of the price change on poverty rates for farmers is greatest in
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Fig. 21.5 Impact of change in milk price on poverty rates

the regions of Shepparton; Warrnambool and South West; and Latrobe-Gippsland.
This is understandable as these regions contribute to approximately 22, 31.5 and 32
percent of dairy farmers in Victoria, respectively. In addition, more than 40 percent
of farmers in these regions are classified as dairy farmers. As a comparison, the
regions of Melbourne – South East; Hume; Bendigo and North West, where the
proportion of dairy farmers among all farmer can be considered high, only have 13,
10.5, 5.8 and 5.5% of their farmers classified as dairy.

Figure 21.5 also shows whether the expected impact affects areas that already
have a high proportion of farmers in poverty. Many SA2s in these areas had low
poverty rates, but Corangamite-South in South-West near Warrnambool and Swan
Hill region in the North-West had high poverty rates and a high increase in poverty.
These are the areas where government social policy may need to focus on helping
farmers, especially in Swan Hill where not only the margins of dairy products
are low but also the financial stress expressed by farmers is estimated to be high.
There is a big difference between Corangamite-South and the Swan Hill region.
Corangamite-South is a dairy farming area with around 80% of farmers classified as
dairy farmers. Therefore, many of the farmers that were considered poor were dairy
farmers and the drop in the milk price will affect those who are already in poverty
as well as those who previously were not counted as being below the poverty line.
On the other hand, only around 5% of farmers in Swan Hill are dairy farmers. The
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relatively high increase in the poverty rate indicates that these dairy farmers were
not considered as being in poverty before the milk price decreases.

The next step in this analysis was to identify farms that were operating at a
loss after a drop in the price of milk by 15%. Although farmers in Australia have
increased flexibility in facing fluctuating market prices, a large drop in price will be
hard to manage [8, 47]. The proportion of farmers operating at a loss (revenue less
than expenses) as a result of the milk price dropping by 15% is shown in Fig. 21.6. It
can be seen that a high proportion of dairy farmers in West Victoria are operating at
a loss after this milk price reduction, while a much lower proportion in East Victoria
are operating at a loss.

A closer look at Fig. 21.6 also indicates that farms closer to Melbourne and close
to the highway connecting Melbourne and Sydney are less affected by the fall in
milk prices. This may partly be driven by the availability of off farm income in areas
close to cities like Melbourne or highways, where access to cities and transport is
available. One interpretation of this result is that milk production in the West and
North-West of Victoria is unsustainable if the price continues to drop, and off farm
income is needed to support the farm. Therefore, one important policy in dealing
with the persistent drop in milk price is to create more opportunities for off-farm
income.

Fig. 21.6 Percentage of farms that are estimated to operate at a loss after a 15% reduction in the
price of milk
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The results have demonstrated the capabilities of the model in analysing the
impact of an external shock on farm income. While the example used in this paper
is a drop in the price of milk, there are other external shocks that could be modelled
as long as the shock has an impact on the variables in the model. The link could be
based on occupation and industry of employment of individuals in the unit record
data. Therefore, the drop in production of different commodities due to factors
such as climate change, reduced water availability (drought), or flooding can be
introduced to the model. However, these would need to be modelled outside the
microsimulation model, and then the impacts introduced as an external shock.

The estimation of the impact can also be extended by introducing a dynamic
behavioural model. The current static model developed is able to model the short
term impact, however there are behavioural changes which a farmer can make; and
the decisions made by farmers are usually long term. Dynamic models are ideal for
these longer term implications [22], and this is an area of future research for this
model.

21.6 Conclusions

This paper has shown how a spatial microsimulation model can be built to analyse
farms in Australia. The model has utilised the Regional Wellbeing Survey together
with the ABS census of Population and Housing as well as the ABS Agricultural
census. The existing variables in the survey also enable us to impute variables from
other surveys in Australia. In this case, we have used the 2009/10 ABS survey of
Income and Housing to impute income onto our base dataset. This provides us with
a synthetic survey data that represents farms at a small area level.

This model is a powerful tool in identifying areas where farmers may need some
support from the government or elsewhere. The results show that this is important
as farmers’ socio-economic disadvantage may be obscured by the condition of the
general population. In addition, the model can also estimate the impact of an external
shock that may affect a farming community. As an example, we have been able to
identify the areas where farms are most are affected by the recent change in the
milk price, and then estimate in which areas farms are likely to become financially
unviable.

The results show that the simulated impact of the decrease in the price of milk
on poverty is greatest in the areas of Shepparton, Warrnambool and Gippsland,
which had low farm poverty rates, as well as Corangamite-South in South-West near
Warrnambool and Swan Hill region in the North-West, that had high farm poverty
rates. Farms closer to Melbourne and the highway between Melbourne and Sydney,
which can offer more off farm income, are less affected by the fall in milk prices.

This application has shown that the model can make a significant contribution
to farm policy, and with some development, could significantly add to the Com-
monwealth Government’s ability to assist farmers, either through direct financial
support, or through assistance in modelling different scenarios.
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Chapter 22
A Tax Benefit Model for Policy
Evaluation in Luxembourg: LuxTaxBen

Nizamul Islam and Lennart Flood

Abstract This paper presents a new tax benefit microsimulation model for Luxem-
bourg. The main distinguishing feature of the model is that it includes a behavioural
module for labour supply. We validate our model by comparing incomes, taxes,
and transfers produced with those of EU–SILC and EUROMOD. The labour
supply model is validated by studying the fit (comparing observed hours of labour
with those predicted by the model). Wage elasticities are reported and compared
with similar exercises in the literature. Finally, the model is used for assessing
a recent switch of the Luxembourg tax system from joint to individual taxation.
By comparing simulated non-behavioural output it is shown that, as a whole,
LuxTaxBen produces an output very close to that produced by EUROMOD and EU-
SILC. Further, the behavioural simulation suggests that the reform has no impact
on the labour supply for males in couple while a significant number of inactive
females change their inactivity status and start working due to the reform. It is also
shown that the change in the labour income increases by 0.8% while the welfare
dependence decreases by −0.6 due to move from joint to individual tax rules.

Keywords Micro-simulation · Distributional and behavioural effect · Welfare

22.1 Introduction

The use of tax-benefit microsimulation models has become (or is about to become)
an integrated part of evaluation of (the design of) tax-benefit reforms/policies. In
many countries, the core part of this evaluation consists of a tax-transfer program
that allows calculating the household net income using representative data for the
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population. This technique is usually referred micro-simulation and has become
popular for its ability to provide a priori assessment of different policy designs [18].
It has been used to simulate the distributional consequences among heterogeneous
groups of families and the effect of behavioural changes induced by a reform
[5]. Examples of country-specific micro-simulation models include TAXBEN from
the Institute for Fiscal Studies (IFS) in London [3] for the UK, SWEtaxben
[8] for Sweden, or IZA�MOD [16] for Germany, the OECD family type Tax-
Benefit model, and the micro-simulation model for the European Union countries
EUROMOD.1

There are few micro-simulation tools for Luxembourg. A micro-simulation
model for the social Budget “SOBULUX” has been developed by the Ministry
for Social Security (IGSS) aiming to analyze the long-term pension budget in
Luxembourg. LIAM2 is another micro-simulation model that has been developed
and validated for the first time at the Federal Planning Bureau in Belgium [13]
and later on tested by the Luxembourg Team (LISER and IGSS). LIAM2 is a
partial, dynamic micro-simulation model which can be used to analyze pensions and
social transfers over the longer period for many countries, including Luxembourg.
The OECD tax benefit model, a tax benefit model for 38 countries (32 OECD
countries and, from 2005, Cyprus1, Latvia, Lithuania, Malta, and, from 2008,
Bulgaria and Romania), can be used for policy evaluation in Luxembourg. The
problem with this model is that it is strictly limited to various family types and
thus does not offer analysis for the whole population. EOROMOD, an excellent
instrument for programming the tax-benefit model for Luxembourg, is another
example of a micro-simulation model used by several academics and researchers
to analyze research questions specific to Luxembourg. For example Berger, Islam
and Liegeois [2] analyze the effect of behavioural responses to the significant
changes in the tax-benefit system during 2001–2002 in Luxembourg for single
women and women in couple. One noteworthy shortcoming of EUROMOD is that
the stochastic/behavioural models, such as labour supply model, are not integrated
and thus analyzing behavioural aspects hinges exclusively on other software. We
can say in another way that though EUROMOD can be convenient for static micro-
simulations, it does not accommodate behavioural or stochastic models. Therefore,
to calculate the budget set, Berger, Islam and Liegeois [2] and many others used the
micro-simulation model EUROMOD, but for analyzing the behavioural model they
used STATA, or SAS, or other software.

To the best of our knowledge, no behavioural micro-simulation model has so far
been developed exclusively for Luxembourg. Therefore, we develop a Luxembourg
Tax-Benefit micro-simulation model – LuxTaxBen. The main aim of this model is
to evaluate the effects of tax-transfer policy reforms as well as other changes related

1Examples of dynamic micro-simulation, another stream of micro-simulation, include PENSIM2
(a dynamic micro-simulation model which dynamically simulates pension income for the next
50 years in the UK), LIAM [15], SESIM [10, 14], MIDAS [6, 7] and north American dynamic
micro-simulation CORSIM, DYNACAN for Canada and POLISIM for the United States.
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to poverty, inequality, incentives and the governmental budget in Luxembourg. It
contains very precise information on income tax rules, as well as eligibility rules
for a number of welfare programs, such as social assistance, housing allowance, etc.
It has been built specifically for analyzing the Luxembourgish tax-transfer system
whereby one can generate net income for different choices of hours of work and
welfare participation. One important feature of LuxTaxBen is that it is constructed
in an integrated way so all modules including labour supply can be used together.
Another distinguishing characteristic of this model is flexibility, meaning that the
model is flexible enough to create a new version of it by updating the database
and/or new rules. The model is very simple and handy. It can accommodate either
survey or administrative data. One objective of LuxTaxBen is to give the users the
opportunity to analyze the effects of planned changes (new rules) in the Luxembourg
tax-benefit system. This model has been built at the Luxembourg institute of socio-
economic research (LISER) for individual researchers as well as for governmental
and non-governmental offices. The current version of LuxTaxBen has been written
in SAS-language.

The purpose of this paper is to show the usage of LuxTaxBen where, first,
we define the static micro-simulation and simulate various income components,
including household net income and taxes. For validation purposes these income
components are compared with observed data (EU-SILC) as well as with the output
of a similar exercise using EUROMOD. By comparing simulated non-behavioural
output it is shown that, as a whole, LuxTaxBen produces an output very close to
that produced by EUROMOD and EU-SILC. Second, on 14 December 2016, the
Luxembourg parliament approved the law for the 2017 tax reform where one of the
adopted measure is the option for individual taxation of couples. The consequences
of this policy reform on income distribution has two aspects. (a) A mechanical
effect in which individuals do not change their employment behaviour; this effect is
usually called pure income effect and can be calculated to perform the distributional
analysis. (b) The employment status may be affected by the change of the reform.
This effect is typically identified as the behavioural effect or endogenous effect of
the reform. Our aim here is to present how LuxTaxBen is used to evaluate the central
governmental budget, distinguishing behavioural and non-behavioural effects due to
a switch from joint to individual tax systems in Luxembourg. It is also shown that
the change in tax revenue is about 6% due to the move from a joint to an individual
tax system.

The next section (Sect. 22.2) describes the data used for the empirical exercise.
Section 22.3 presents the behavioural and non-behavioural application of Lux-
TaxBen. Finally, Sect. 22.4 concludes the paper after a short discussion.

22.2 Data

LuxTaxBen can accommodate either survey or administrative data for Luxembourg.
In the paper we give an example of application of LuxTaxBen where we use survey
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EU-SILC-2010 data (Income year 2009)2 for Luxembourg. We have presented only
the sub-sample of couple household (2276) from EU-SILC. It is worth to mention
that for all exercise we have used single male/female household, single male/female
parent households, and couple households from two different data sources survey
(EU-SILC) and administrative (IGSS). However, other than the couple household
sub-sample, these results are not presented in the paper but available on request.

22.3 Empirical Framework

The modelling framework established in LuxTaxBen described in the following
subsections has two parts: The first part is the static micro-simulation model that
used to evaluate the mechanical or immediate distributional effect of possible policy
change on individuals and/or households, while the time dimension and behavioural
adjustment are not taken into account. This part is used to define the alternative
budget set applied in the second part (the structural labour supply) of the model.
The second part is a behavioural or structural labour supply model that is used to
estimate the individual preference parameters and to simulate the incentive effects of
tax reform on the labour market as well as on individual and household net income.

22.3.1 Static Micro-simulation Model

Static models without behavioural effects are simply tax and benefit simulators
that simulate household net income for each household before and after a policy
change. The objective of this model is to investigate how changes in the tax-benefit
system would affect household incomes. This model can have great value for a
reform where the assumption of no behavioural response can be realistic. It allows
the simulation of taxes, social security contributions, benefits and net income of
several subgroups such as couple household, single male, single female. Using
LuxTaxBen, we have simulated all taxes and transfers to yield household net income
of each couple household, given their wage, demographic and other characteristics.
To validate simulated static output, since the input data of the model originated in
EU-SILC, we choose EU-SILC as the reference and compare all its major income
components with the output from LuxTaxBen. For cross validation, we compare
findings from LuxTaxBen to findings from the same exercise using EUROMOD.3

For the sake of simplicity, we keep identical names and the definitions of all income

2EU-SILC-2010 is the cross-sectional survey “panel socio-economique LiewenzuLetzebuerg
(Psell-3)” data collected during the year 2010, which include information on income for 2009.
3EUROMOD is a unique source and a recognized standard tool for simulating the effect of tax-
transfers reform of all EU countries including Luxembourg. The model enables to simulate all
individual and household income components (including net income) using available information
from the European Union Statistics on Income and Living Conditions – EU-SILC (for detail about
EUROMOD, see for example Sutherland and Figari [19]). Therefore, to control for the validity of
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components of LuxTaxBen as given in EUROMOD. Before comparison of all
income it is important to know that the two models are different by construction.
Table 22.1 provides a short overview of various income and tax-transfer components
that have been taken into account for the calculation of household net income for
couples.4 The table shows that the annual average of all income components from
EU-SILC, EUROMOD, and LuxTaxBen are quite similar. Original income5 consists
of labour income (employment + self-employment income), investment income,
property income, income from child below 16, intra-household transfer received,
and maintenance payments. It is clear that these income components (row a–h)
are identical although the construction technique of these income components are
not same.6 Row m shows the means-tested benefits that consist of social assistance

Table 22.1 Comparing annual average of all major income components of EUROMOD, EU-
SILC and LuxTaxBen

Income components EUROMOD EU-SILC LuXTaxBen

(a) Labour income 77476.08 77475.41 77475.41
(b) Investment income 1255.51 1255.51 1255.51
(c) Income from child below 16 7.43 7.43 7.43
(d) Pension from private pension plans 7.23 7.23 7.23
(e) Property income 1262.30 1262.30 1262.30
(f) Intra hh transfer received 91.45 91.45 91.45
(g) Maintenance payments 430.92 430.92 430.92
(h) Original income 79669.09 79668.41 79668.41
(I) Social assistance (RMG) 654.38 229.03 593.71
(j) Expensive life allowance 366.95 46.43 292.44
(k) Housing allowance 326.69 326.69 275.072
(l) Scholarship for tertiary education 127.98 10.08 10.08
(m) Means-tested benefits 1475.99 612.23 1171.30
(n) Child benefit 3464.59 3477.80 3104.16
(o) New school year allowance 76.4763406 183.30 150.22
(p) Tax bonus for children 1077.27 1036.17 1043.90
(q) Accident permanent benefit 100.73 100.53 100.53
(r) Benefit – Care 12.46 12.46 12.46
(s) Benefit – Dependence 137.75 49.01 49.01
(t) Primary and post-primary school subsidies 3.78 0.00 0.00

(continued)

the performance of LuxTaxBen, it is appropriate to compare the output of EUROMOD with that
of LuxTaxBen.
4Various simulated income components for single households are available on demand.
5The name (original income) of these income components are used in EUROMOD and the level is
ils_origy. A similar rule will be followed for all other names of income components.
6For example, in LuxTaxBen the labour income has been constructed by yearly hours of work
multiplied by the wage rate while in EUROMOD it is defined according to monthly income.
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Table 22.1 (continued)

Income components EUROMOD EU-SILC LuXTaxBen

(u) Communal subsidies for schooling 1.61 0.00 0.00
(v) Education allowances 225.27 225.27 225.27
(w) Benefit – Disabled Person 37.88 18.23 18.23
(x) Parental leave allowances 269.35 269.35 269.35
(y) Antenatal, birth, postnatal ben 54.99 54.99 54.99
(z) Maternity allowance (lump-sum) 25.24 24.62 24.62
(aa) Maternity payments 312.85 316.18 316.18
(ab) Other benefits from the solidarity national

fund (FNS)
98.94 37.48 37.48

(ac) Unemployment benefit 776.85 1807.57 1807.57
(ad) Sickness benefit 128.89 128.89 128.89
(ae) Benefit, if fired 60.18 49.04 49.04
(af) Non means-tested benefits 6865.10 7790.92 7391.93
(ag) Benefit – Early retirement pension 1185.86 1172.00 1172.00
(ah) Pension – Disability (invalidity) 1467.97 1464.70 1464.70
(ai) Pension for past education of children 82.66 75.21 75.21
(aj) Old age pension – Additional from employer

(2nd tier)
66.88 66.88 66.88

(ak) Old age pension – For private sector 3738.87 3461.50 3461.50
(al) Old age pension – For public sector (state

regime)
2115.59 2113.44 2113.44

(am) Old age pension – End of year allowance 57.56 50.63 50.63
(an) Survivors pension – Private sector (reversion

pension)
416.11 68.15 68.15

(ao) Survivors pension – Public sector (reversion
pension)

6.92 6.92 6.92

(ap) Pension 9138.42 8479.44 8479.44
(aq) Total benefit 17479.51 16882.59 17042.67
(ar) Tax 10777.92 10678.67
(as) Social security 10303.50 10319.16
(at) Tax and social security 21081.42 20716.06 20997.83
(av) Disposable income 76067.18 75834.93 75713.24

Labour Income = Employment income + Self-employment income;
h = a + b + c + d + e + f + g; m = I + j + k + l;
af = n + o + p + q + r + s + t + u + v + w + x + y + z + aa + ab + ac + ad
+ae;
ap = ag + ah + ai +aj + ak + al + am + an +ao; aq = m + af + ap;
Tax = employment tax + self-employment tax;
Social security = Social security from employment + Social security from self-employment;
av = h + aq -ar -as

(RMG), living expenses allowance, housing allowance, and scholarship for tertiary
education. One important characteristic of this income group is that most of them
are simulated by tax-benefit rules. For example, RMG, housing allowance, and
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living expenses allowance are simulated by the tax-benefit rules in both LuxTaxBen
and EUROMOD. The difference between actual value (in EU-SILC) and simulated
value (from both LuxTaxBen and EUROMOD) can be explained by non-take up
ratio. In Luxembourg over 65 percent of all households potentially entitled do not
claim RMG because of rational motivation; for example, expected net utility from
claiming, as well as stigma, play a major role in explaining the level of non-take up
[1].

Non means-tested benefits, another income group, contains child benefit, new
school year allowance, tax bonus for children, permanent accident benefit, care
benefit, dependency benefit, primary and post primary school subsidies, com-
munal subsidies for schooling, education allowances, benefit for the severely
disabled, parental leave allowances, antenatal, birth, and postnatal benefit, maternity
allowance (lump-sum), maternity payments, other benefits from the national social
security fund (FNS), unemployment benefit, sickness benefit, and benefit if fired.
Child benefit, new school year allowance, and tax bonus for children have been
simulated in both EUROMOD and LuxTaxBen. These simulations depend on the
number and age of children in the household. For example, child benefit for 1
child amounts to AC185.6*12/year, for 2 children AC440.72*12/year, for 3 children
AC802.74*12/year, and for more than 3 children AC802.74*12 + (361.82*(number
of children-3)*12)/year. New school year allowance for 1 child aged 6–11 is
AC113.15/year, for 2 children it is AC194.02*2/year, and for subsequent children
AC274.82*(number of subsequent children)/year. The child tax credit (moderation
d’impôt pour enfant) was a benefit that applied only to families who paid income
tax. This benefit has been replaced by a bonus for children (boni pour enfant) in
2008. This bonus applies to all families with children eligible for family allowances
and the bonus is AC 922.50/year per child.

Almost all components in the non means-tested income group are rather similar
in EUROMOD and in LuxTaxBen as well as in EU-SILC. Nevertheless, some of
them are noticeably different such as unemployment benefit. This benefit, on aver-
age, when reported in EUROMOD is AC776.85/year, in EU-SILC AC1807.57/year,
and in LuxTaxBen AC1807.57/year. This benefit has been simulated in EUROMOD
but not in LuxTaxBen. In LuxTaxBen it is the same as in EU-SILC.

Row (ap) presents the pension income which contains benefits from early
retirement, disability/invalidity pension, pension for past education of children,
additional old age pension from the employer, complementary pension for miners
and metal workers, old age pension for private sector, old age pension for public
sector (state regime), complementary old age pension for war captivity, old age
pension for end of year allowance, survivors pension for private sector (reversion
pension), and survivors pension for public sector (reversion pension). LuxTaxBen
produces all of these pension components exactly as in EU-SILC, while it is
somewhat different with respect to some components produced by EUROMOD.
This difference, although not great, can be explained by the structure of household
composition. Another source of this variation is the labour income of other
members.
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As we mentioned earlier and as in other micro-simulation models, the ultimate
objective of LuxTaxBen is to generate household net income. Therefore, in the end
of the simulation, the model produces household net income that is equal to original
income plus total benefit minus the total tax and social security contributions,
where total benefit contains pension, means- and non means-tested benefit. Total tax
and social security contributions contain employment and self-employment tax and
social security contributions respectively. Row (av) presents on average household
net income of AC76067.18/year in EUROMOD, AC75834.93/year in EU-SILC, and
AC75713.24/year in LuxTaxBen, which are very close to each other.

22.3.2 Behavioural or Structural Labour Supply Model

In order to evaluate the behavioural response of a reform LuxTaxBen adopts a
structural model with some innovative features where the simultaneous nature
of labour supply and welfare participation decisions are taken into account. It
integrates the discrete choice approach proposed by Van Soest [17].7 The motivation
of choosing this approach is that it can analyze the joint decision of spouses and can
accommodate the preference heterogeneity inherent in the model.8

An important distinguishing characteristic of a micro-simulation labor supply
model is that it should be able to replicate the actual values. Thus, to check predictive
power, we estimate a series of labour supply models using various specifications and
different data sources. In order to check the goodness of fit of the model we compare
the actual and predicted hours of work.

The top panel of Table 22.2 presents the percentages of actual and predicted
hours’ work for a male and female in couple while the bottom panel presents the
probability of welfare participation of a couple household. The predicted probability
of welfare participation and hours’ work are very similar to observed welfare
participation and hours’ work for both male and female.

Elasticity
After inspecting predictive power of the model, we derive the uncompensated wage
elasticities of labour supply for male and female in couple (see Table 22.3).

We find evidence that labor supply elasticity with respect to gross wage
are quite small. Of course, the wage elasticity depends on the wage level and
otherinstitutional features. For example, a labour supply response of 10% increase

7The technical detail of the estimaton of the labor supply model is provided in the Appendix. One
important limitation is that it is not an equilibrium model and therefore the model does not take
into account demand-side restrictions.
8For more information regarding the advantages of this approach, see Flood and Islam [11],
Blundell and MaCurdy [4].
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Table 22.2 Percentages of actual and predicted hours and welfare participation for male and
female in couple

Male Female
Observed Predicted Observed Predicted

0 h 21.40 21.31 41.17 40.51
0 > h > 1500 5.67 5.05 27.55 28.73
2250 h and more 72.93 73.64 31.28 30.76

Household
Observed Predicted

Probability of
welfare participation

Not participated Participated Not participated Participated
93.06 6.94 93.15 6.85

Source: LuxTaxBen

Table 22.3 Wage elasticity
(uncompensated) of labour
supply for male and female in
couple

10% wage change
Female Male

Female
Full sample 0.44 −1.40
10th percentile 2.63 −0.88
25th percentile 1.15 −0.29
50th percentile 0.19 −1.46
75th percentile 0.54 −1.07
90th percentile 0.00 0.00
Male
Full sample −0.70 0.29
10th percentile −0.93 3.74
25th percentile −0.30 1.21
50th percentile −0.13 0.61
75th percentile −1.50 0.00
90th percentile −0.86 0.00

Source: LuxTaxBen

in the 10th percentile wage rate of male (female) varies from the labour supply
response of the other percentile wage rate of male (female). In general, female
wage elasticity is higher than for males. For example, Van Soest [17] shows that
the own wage elasticity for a married woman with average characteristics is 1.03,
and for a married man is 0.15. Similarly, using the data from PSID (US Panel Study
of Income dynamics) 1976, Hausman and Ruud [12] show that the elasticity for
married women is 0.76, while the elasticity for married men is 0.−0.03. Our findings
are in line with other previous findings, implying that females have higher wage
elasticity than males.
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22.3.3 An Evaluation of Individual Tax Reform

To evaluate the individual tax reform LuxTaxBen simulates the net income, choice
of hours, taxes and other benefits of each household under joint tax rules. It then
simulates the “new” net income, choice of hours, taxes and other benefits under
individual tax rules. Tables 22.4 and 22.5 demonstrate the transition matrix of the
labour supply due to a switch from a joint to an individual tax system for males and
females in couple respectively.

We find almost all males remain on the diagonal, implying that the reform has
no impact on the labour supply for males in couple, while the story is different for
the females in couple. A notable number (1291) of inactive females change their
inactivity status and start working due to reform. Top panel of Table 22.6 shows the
non-behavioural effects on household disposable income, labour income, pension
income, tax, unemployment benefit, social assistance (RMG), and social security
contribution. It is clear that the reform has negative impacts on the household
disposable income: 4% decrease after the reform. The reform has positive impact
on tax revenue (28.6% increase) because the male, individually, pays more tax
after the reform, unrelatedly working hours of his wife. Bottom panel of Table 22.6
shows the effects of the reform with behavioural adjustment. The simulation results
show that while the labour income increase by 0.8% the welfare dependence (Social
assistance-RMG) decrease by −0.6 due to move from joint to individual tax rules.

22.4 Conclusion

In this paper we present a behavioural micro-simulation model (LuxTaxBen) that
can be used to evaluate the impact of changes in the tax-transfer policy on poverty,
inequality as well as the central governmental budget system in Luxembourg.
It provides the opportunity to simulate the new rules in the Luxembourg tax-
transfer system. The model consists of a number of modules such as a module for
child benefit, housing allowance, and fees for child care. It is constructed in an
integrated way so all the modules can be used together. One important feature of
LuxTaxBen is that for behavioural modelling it does not depend on other software
while it is constructed in an integrated way so all the modules including labour
supply can be used together. Our non-behavioural simulation shows, as a whole,
LuxTaxBen produces very similar output to EUROMOD and EU-SILC. In addition,
the behavioural simulation provides evidence that the reform has no impact on the
labour supply for males in couple while a significant number of inactive females
change their inactivity status and start working due to reform. It is also shown
that the labour income increase by 0.8% while the welfare dependence (Social
assistance-RMG) decrease by −0.6 due to move from joint to individual tax rules.
One shortcoming of LuxTaxBen is that at present it includes the labour supply model
proposed by Van Soest [17], which in fact does not take into account the demand-
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Table 22.6 Behavioural and non-behavioural effects of the Tax Reform

Macro level
Joint Tax Rules Individual Tax Rules Change %

Households
No behavioural adjustment
Disposable income 5,917,034,919 5,682,868,780 −234,166,139 −4.0
Labour income 5,993,404,021 5,993,404,021 0 0.0
Pension income 676,590,748 676,590,748 0 0.0
Tax 817,975,424 1,052,141,563 234,166,139 28.6
Unemployment benefit 144,158,621 144,158,621 0 0.0
Social assistance (RMG) 56,567,731 56,567,731 0 0.0
Social security 805,070,123 805,070,123 0 0.0
With behavioural adjustment
Disposable income 5,917,034,919 5,723,230,523 −193,804,396 −3.3
Labour income 5,993,404,021 6,039,572,930 46,168,909 0.8
Pension income 676,590,748 676,590,748 0 0.0
Tax 817,975,424 1,051,653,254 233,677,829 28.6
Unemployment benefit 144,158,621 144,158,621 0 0.0
Social assistance(RMG) 56,567,731 56,228,256 −339,476 −0.6
Social security 805,070,123 810,627,219 5,557,096 0.7

Source: LuxTaxBen

side effect. This is not an equilibrium effect model. Accordingly, an interesting
future challenge is to include such a model that allows for a more realistic view
of demand-side restrictions.
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Chapter 23
Finding Significant Determinants
and Impacts of Farm-Level Integrated
Pest Management Practices Using
Statistical Tools

Md. Sadique Rahman

Abstract The study aims to identify the determinants of adoption of integrated
pest management (IPM) and its impacts on productivity and pesticide applications.
The study employed two-part poisson hurdle regression, propensity score matching
(PSM), and inverse probability weighted regression adjustment (IPWRA) tech-
niques to achieve the objectives. The findings indicated that level of IPM adoption
was low. Around 15% and 10% of the respondents adopted poultry refuse and sex
pheromone trap, respectively while about 11% adopted both the practices. Decision
to adopt significantly influenced by training (p < 0.01), neighbour farmers adoption
(p < 0.01) and distance from highway (p < 0.05) while extent of adoption depend on
extension contact (p < 0.05) and neighbour farmers adoption (p < 0.05). Adoption
of IPM significantly reduced pesticide applications and increased productivity
compared to non-adopters based on kernel and radius matching. Adoption analysis
suggested that more research and field demonstrations are required to improve
the adoption level. Reduced pesticide applications may have some environmental
benefits. Due to higher productivity, there is scope to boost the role of IPM in anti-
poverty policies in Bangladesh.

Keywords Impact evaluation · Pesticide application · Poisson hurdle model ·
Propensity score matching · Vegetable farming

23.1 Introduction

Vegetable farming is viewed as one of the most income generating activities in
Bangladesh but overuse and misuse of pesticides in vegetables farming creates many
negative consequences including farmers’ health, environment and development of
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resistance [1–4]. There are even instances of daily application of pesticides in the
vegetable fields in Bangladesh [5]. As a result, IPM emerged as a policy concern
in Bangladesh. IPM is an environment friendly and cost-effective approach to pest
control [6].

Vegetable IPM was first introduced in Bangladesh during 1996 with support
of the Food and Agriculture Organization (FAO) and subsequently a number of
donor and non-government agencies (NGOs) started working in Bangladesh [7].
The Integrated Pest Management Innovation Lab (IPM IL), funded by United States
Agency for International Development (USAID), is one of the programme started
working in Bangladesh from 1998 in collaboration with the Bangladesh Agricultural
Research Institute (BARI) to develop and disseminate the vegetable IPM practices.
The present study used the data from a subproject of the IPM IL that involved IPM
technology transfer for tomato (Solanum lycopersicum L.) in some selected regions
of Bangladesh.

Tomato, one of the major vegetables of Bangladesh, is widely grown in winter
season but susceptible to various pests and diseases [8–9]. To combat pests and
diseases, IPM IL recommends a variety of methods, including use of virus resistant
varieties, use of pheromone traps, yellow sticky traps, soil amendment with poultry
refuse, and use of bio-pesticides [5]. IPM IL used field days, trainings and small
group discussion as intervention to disseminate the recommended practices in the
south-western parts of Bangladesh. The locations had been chosen by the IPM IL to
correspond with USAID “Feed-the-Future” (FtF) programme areas.

Adoption of these IPM practices has created a wide range of impacts that need to
be evaluated to understand the contributions of research and development. But farm-
level impact assessments of tomato IPM have been relatively limited in Bangladesh.
Many studies used discrete choice model to identify the factors affecting the
adoption but failed to consider the differences in level of adoption among the
adopters [10–12]. Few studies found that adoption of IPM reduced the frequency of
pesticide applications and increased yield but the studies treated all IPM practices
equal whereas farmers exhibited different adoption attitudes towards different IPM
practices [12–14]. Several other studies estimated the farm-level impact of IPM
adoption without considering the selection bias problem that may arise due to
non-random sampling of households [15–16]. Thus, the causal effect of tomato
IPM adoption on pesticide use and productivity is yet to be studied empirically
in Bangladesh. The current study was undertaken to identify the determinants
of adoption and impacts of tomato IPM practices on productivity, and pesticide
applications.

Rest of the paper is organized as follows. The next section describes how data
were collected and analyzed. Section 23.3 represent the results and discussion in the
wider context of IPM impacts and adoption globally. Section 23.4 concludes with
policy recommendations.
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23.2 Methodology

23.2.1 Data Sources

The study was conducted in four regions: Jashore, Magura, Barishal and Jhalokati of
Bangladesh. The IPM IL randomly selected 104 villages from these four regions and
disseminated the IPM practices through a 3-year training programme by selecting
eight or nine farmers from each village. Thus, a total of 838 farmers were selected
by IPM IL from the villages of which 50% of the farmers received the intervention
(adopters). To assess the adoption and impacts of IPM, a survey was conducted
in 2015 and the sample was divided into IPM adopter and non-adopter based on
the IPM practices: pheromone traps for mass trapping, and soil amendment with
poultry refuse to manage soil diseases and improve soil fertility. Out of 838 farmers,
a total of 751 farmers were interviewed in 2015 (a few farmers had migrated to other
villages and a few were not interested in being re-interviewed), of which the farmers
who did not cultivated tomato during 2015 were dropped from the sample, leaving
235 tomato farmers, of which 85 farmers were IPM adopters and 150 were non-
adopters.

23.2.2 Analytical Techniques

23.2.2.1 Factors Affecting Adoption

To assess the factors affecting the adoption of new technologies/practices several
studies used binary probit/logit model where a farmer who adopted at least 1
practice, he/she was considered as adopter and assigned a score of 1, otherwise
assigned 0 [10–12]. But the use of binary probit model may not provide robust
result because IPM farmers exhibit different adoption decision for different IPM
practices. Thus, the farmers take two decisions: whether to adopt and then deciding
how many IPM practices to be adopted. The present study used two-part poisson
hurdle regression to answer these two questions [17]. The first part of the model
was a binary response model (logit) and the second part was a zero truncated count
model [18]. The poisson hurdle model can handle both under and over dispersion
problem [19]. The first part of the model deals with adoption decision (yi = 1 if
adopted or 0 otherwise) known as hurdle, once the hurdle cross, second part of the
model deals with the positive count (yi > 0). The probabilities in the first part of the
model were as follows [20]:

Pr (yi = 0|xi) = exp (−u1i )

Pr (yi = 1|xi) = 1 − exp (−u1i )
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Where, yi is the count variable and xi is the explanatory variables. For the second
part of the model, zero truncated poisson distribution was given by:

Pr (yi |xi, yi > 0) = e−μiμiyi
(
1 − e−μi ) yi ! , yi = 1, 2 . . .

23.2.2.2 Impact Assessment

Assessment of impact in the absence of baseline data is always challenging due
to potential selection bias and endogeneity. Past studies suggested either matching
techniques or instrumental variable (IV) based regression approach to deal with
selection bias or endogeneity [21–23]. But finding a valid instrument is difficult.
Thus, the present study used matching techniques to estimate the causal effect of
tomato IPM adoption on selected outcome variables.

Propensity score matching (PSM), which is commonly used in drawing causal
inferences [24–25], helps in creating a counterfactual from control group based
on two conditions; a conditional independence assumption (CIA) and overlap in
propensity scores across the adopters and non-adopters [14, 26–27]. Estimation of
PSM model generally follows three steps procedure: first, use of binary probit/logit
model to estimate the propensity scores. If any farmer adopted any one of the IPM
practices mentioned earlier, he or she was considered an IPM adopter and given a
score of one, otherwise given 0. In the second step, balancing test was executed and
region of common support was selected. Finally adopters and non-adopters of IPM
were matched based on the estimated propensity scores and the average treatment
effect on the treated (ATT) was computed as follows;

AT T = E
(
Y 1–Y 0|Xi, T = 1

)
= E

(
Y 1|Xi, T = 1

)
–E
(
Y 0|Xi, T = 1

)

Where, T indicates treatment status (adopted =1, otherwise =0), Xi is observed
characteristics, E(Y1| Xi, T = 1) is the mean outcome of the adopters conditioned
on Xi in the treated situation and E(Y0| X, T = 1) is the mean outcome of the non-
adopters conditioned on Xi in the treated situation.

So far, a farmer was considered as IPM adopters if he/she adopted any one of
the IPM practices but there are several IPM practices available and a farmer may
adopt more than one. Thus, the impact of adoption on productivity and pesticide
applications may differ depending on the types of IPM practices adopted. To address
this issue, adoption was defined based on the types of IPM practices a farmer adopts
and thus, three separate PSM models were estimated to measure the impacts of
adoption. For sex pheromone trap model, a farmer was considered as IPM adopter
if he/she adopted the practice and given a score of 1, otherwise 0. Similarly, in the
case of poultry refuse model, a farmer was considered as IPM adopter if he/she
adopted the practice and given a score of 1, otherwise 0. For the third model, a
farmer was considered as adopter if he/she adopted both sex pheromone trap and
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poultry refuse. Two matching algorithms (radius and kernel matching) were used to
estimate the treatment effect.

To check the robustness of the PSM analysis, the present study used inverse
probability weighted regression adjustment (IPWRA) which provides consistent
results in the presence of mis-specification in the treatment or outcome model, but
not both [28]. Following [29], ATT in the IPWRA model was estimated in two
steps. In the first step, propensity scores were estimated using multinomial logit
regression by generalizing three different and mutually exclusive categories (0,1,2)
of IPM adoption and in second step, linear regression was used to estimate the ATT.
The treatment and outcome model under IPWRA was computed as follows;

Pr (Ti = 1, 2) = f (Jiα)+ vi

Yi = g (xiβ)+ ui

Where, Ji is a set of explanatory variables explaining treatment assignment Ti, xi

is a set of explanatory variables that influence the outcome Yi. Descriptions of the
explanatory variables used in the models are given in Table 23.1.

Table 23.1 Definition of the explanatory variables used in the different models

Variable Notation Description

Experience (years) z1 Tomato cultivation experience of the primary
farmer, a proxy for willingness to adopt

Max. education (years) z2 Highest years of schooling of household member,
representing the knowledge of the household

Farm size (ha) z3 Total amount of land owned by the farmer,
calculated as: Farm size = own land + rented in+
sharecropped in – rented out – sharecropped out

Credit access (yes/no) z4 One if the farmer received credit from any formal
source, otherwise 0

Extension contact (no.) z5 Total number of visit to local extension agent
during last 12 months regarding information on
tomato cultivation

Severity of diseases (score) z6 Zero if no disease infestation, 1 if severity is low, 2
if medium low, 3 if medium high, 4 if severity is
high

IPM training (no.) z7 Number of training received on IPM during last
12 months

FAI (no.) z8 Total number of neighbour farmers who adopted
IPM practices near the primary farmer’s field

Distance from highway (km) z9 Distance in kilometers of highway from the primary
farmer’s field
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23.3 Results and Discussion

23.3.1 Descriptive Statistics

Table 23.2 present the summary statistics of the independent variables that were
used in the estimation process. Differences in maximum education, extension
contact, number of IPM training, FAI and distance from highway were significant.
IPM adopters received more training on IPM compared to non-adopters. IPM
adopters were also more likely to maintain frequent contact with extension officers
than non-adopters. These differences indicate that the two groups of tomato growers
are not directly comparable which justifies the use of different treatment effect
models [14, 27].

23.3.2 Adoption of IPM Practices

Among the IPM practices suggested by IPM IL, highest portion of farmers adopted
soil amendment with poultry refuse (14.89%) followed by sex pheromone traps
(Table 23.3). Among different IPM practices most farmers in Bangladesh adopted
sex pheromone traps and soil amendment methods due to availability, and effective
in controlling insects and soil borne diseases compared to pesticides [7]. Level of
knowledge is a prerequisite for adoption of IPM practices [30], thus more training
and awareness building programmes are warranted to increase the adoption status
of IPM.

Table 23.2 Descriptive statistics for variables used in the analysis

Adopters (n = 85)
Non-adopters
(n = 150)

Mean
difference t-value

Variable Mean
Standard
deviation Mean

Standard
deviation

Experience (years) 19.31 10.20 21.17 11.89 −1.87ns −1.21
Max. education (years) 11.02 2.86 10.21 3.23 0.81* 1.92
Farm size (ha) 0.98 1.00 0.85 1.04 0.12ns 0.89
Credit access (yes/no) 0.62 0.49 0.55 0.50 0.07ns 1.04
Extension contact (no.) 13.47 12.89 9.51 9.62 3.96*** 2.67
Severity of diseases (score) 1.14 1.11 0.97 1.10 0.17ns 1.16
IPM training (no.) 2.80 4.14 0.14 0.48 2.66*** 7.78
FAI (no.) 2.07 2.78 0.73 1.61 1.33*** 4.67
Distance from highway (km) 0.69 0.84 0.50 0.51 0.18** 2.09

Note: *, ** and *** indicate significant differences at 10%, 5% and 1% level; t-test was used to
test the mean differences; ns indicates not significant
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Table 23.3 Percentage of
farmers adopting different
IPM practices

IPM practices No. of farmers Percentage

Sex pheromone trap 24 10.21
Soil amendment with poultry
refuse

35 14.89

Both 25 10.63

Table 23.4 Determinants of integrated pest management adoption

Poisson hurdle regression
Logit (hurdle) Poisson

Variables Coefficients SE Coefficients SE

Constant −3.26*** 0.83 −1.83* 1.04
Experience (years) −0.01 0.02 −0.01 0.02
Max. education (years) 0.10* 0.06 0.07 0.07
Farm size (ha) 0.03 0.15 0.06 0.15
Credit access (yes/no) 0.27 0.36 −0.14 0.40
Extension contact (no.) 0.02 0.02 0.02** 0.01
Severity of diseases (score) 0.24 0.15 0.01 0.18
IPM training (no.) 0.97*** 0.22 −0.03 0.05
FAI (no.) 0.24*** 0.08 0.15** 0.06
Distance from highway (km) 0.53** 0.26 0.21 0.22
Log likelihood −160.54
Wald χ2 35.76***
Number of obs. 235

Note: *, ** and *** indicate significant at 10%, 5% and 1% level

23.3.3 Factors Affecting Adoption

The first part of the Table 23.4 presents the result of logit regression (hurdle) of
poisson hurdle model. The findings revealed that decision to adopt IPM practices
positively influenced by a wide range of variables. Highest education of the
household member positively influenced the adoption decision. Education plays a
vital role in understanding and decision making. Farmers having educated family
members would have perceived favorably the issues of IPM which may augmented
the adoption decision. Number of trainings on IPM (p < 0.01) played a significant
role in the adoption decision, similar to the findings of [7, 31]. The farmers with
IPM training adopted more than those without training because training increases
the exposure to and knowledge about IPM. Training also enables farmers to come
in contact with specialists who have diversified knowledge which may encourage
farmers to adopt more. Positive and significant value of FAI (p < 0.01) indicates that
adoption decision of neighbour farmers positively influenced the IPM adoption of
primary farmers. According to Nakano et al. [32] the farmers who were a neighbour
of a new technology adopter were more likely to adopt more than those who were
not. This may also warrant field level demonstration in the locality to influence
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farmers regarding IPM. Positive and significant value of distance from highway
(p < 0.05) indicates that probability of adopting tomato IPM practices goes up as
the distance from highway to primary farmers’ field increases which is opposite of
general expectation. However, one explanation could be that IPM IL introduced the
IPM practices in areas which are far away from highway to enhance the productivity
and improve the malnutrition situation of the rural people. This may augment the
adoption of IPM in rural areas which are located away from highway.

The second part of Table 23.4 shows the poisson regression result regarding
extent of IPM adoption. The findings revealed that after deciding to adopt the
tomato IPM, most of the factors were no longer decisive in determining the
number of IPM practices adoption. Only extension contact and FAI is positive and
significantly associated with the number of IPM practices adoption. Positive and
significant coefficient of extension contact (p < 0.05) implies that the farmers who
are frequently visiting extension personnel have higher level of adoption. Adoption
of IPM requires additional knowledge regarding different IPM practices and the
farmers who are able to visit extension personnel frequently get their required
extension services and adopt more practices. Farmers adopt improved practices
if they are aware of the benefits and inherent characteristics of the improved
practices [33, 34]. Local extension personnel provide advice and training regarding
the benefits of using IPM practices which may play a vital role in increasing
adoption level. Neighbour farmers adoption (p < 0.05) positively influence both
adoption decision and level of adoption which implies that more demonstration
and motivational field visit are warranted to enhance the extent of IPM practices
adoption. Overall findings may imply that farmers are not well aware about the
benefits of IPM practices. More efforts including training, demonstration, and field
visit are needed to increase the level of adoption to a great extent.

23.3.4 Impact of IPM on Productivity and Pesticide
Application

The tomato farmers who adopted either sex pheromone trap or poultry refuse
received higher yield than non-adopters based on kernel and radius matching (Table
23.5). It is also evident from the table that the adopters of both the practices received
significant higher yield (4463–5702 kg/ha) compared to non-adopters. The result
confirms the findings of [12] which reported that IPM adoption increased tomato
yield in Bangladesh. Adoption of sex pheromone trap and poultry refuse practices
significantly reduced the frequency of pesticide applications based on kernel and
radius matching technique which is consistent with findings of other studies [14,
35, 36] indicated that IPM is helpful in reducing frequency of pesticide applications.
The farmers who adopted both the practices received higher yield and also be able
to reduce pesticide applications to some extent compared to non-adopters (Table
23.5). Tomato IPM adopters used sex pheromone traps and poultry refuse for mass
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Table 23.5 Impact of IPM on productivity and number of pesticide application: PSM estimates

ATT
IPM practices Outcome variables Kernel matching Radius matching

Pheromone trap Productivity 5566** (2648) 4761*(2697)
Pesticide application −5.40**(2.47) −3.97*(2.25)

Soil amendment using poultry
refuse

Productivity 5073*(2682) 4215*(2684)

Pesticide application −3.95*(2.31) −4.14*(2.25)
Both Productivity 5702**(2781) 4463*(2701)

Pesticide application −2.49*(1.51) −3.79*(2.25)

Note: * and *** indicate significant differences at 10% and 1% level, respectively; ns indicates
not significant; figures in the parentheses indicates standard error

Table 23.6 Impact of IPM practices on productivity and number of pesticide applications

Outcome variable Adoption status ATT SE

Productivity 1 vs 0 2801ns 2727
2 vs 0 6483* 3490
2 vs 1 3081* 1831

Number of pesticide applications 1 vs 0 −1.65ns 2.44
2 vs 0 −4.80** 2.43
2 vs 1 −4.03* 2.40

Note: *, and ** indicates significant at 10%, and 5% level, respectively; 0 = Not adopted any of
the IPM practices; 1 = adopted any one of the IPM practices; 2 = adopted both the IPM practices

trapping of male moth and to prevent soil borne diseases and improve soil fertility
which may increase the yield and reduced the number of pesticide applications.

To check the robustness of PSM analysis, adopters were categorized based on
the number (0, 1, or 2) of IPM practices adopted and IPWRA technique was used to
compare the results with non-adopters (Table 23.6). The results indicate that there
was no significant difference in terms of yield and pesticide applications between
adopters of 1 practice and non-adopters. The farmers who adopted 2 IPM practices
were received significantly higher yield and reduced the pesticide applications
compared to non-adopters. The findings also indicate that the farmers who adopted
2 IPM practices were showing better performance in terms of yield and pesticide
applications compared to the farmers who adopted 1 IPM practice (Table 23.6).
This suggests that more efforts in terms of training and field days are needed to
familiarize the tomato IPM package in the local areas. The author observed limited
availability of bio-pesticides and the farmers were found very reluctant to adopt the
full package of IPM, this may warrant more research to optimize the tomato IPM
package.
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23.4 Conclusions and Policy Implications

This study measured the determinants of IPM adoption and farm-level impacts on
productivity and pesticide applications using data associated with a subproject of
the IPM IL. Findings indicate that training on IPM, neighbour farmers’ adoption
decision and distance of primary farmer’s field from highway played a significant
role in initial adoption decision but extent of adoption depends on extension contact
and neighbour farmers adoption decision. The farmers who maintained frequent
communication with extension personnel adopted more practices. The availability of
IPM practices like bio-pesticides at a reasonable price need to be ensured at farmers’
field level, if high adoption of IPM practices is to occur. There is need to develop and
disseminate an appropriate tomato IPM package with emphasis on biological pest
control technique. Extension approaches need to be modified to some extent for
better result. Field visit and demonstrations on IPM practices should be arranged
frequently to increase the awareness and level of adoption. Neighbour farmers can
be used as a media to influence other farmers for higher adoption. Reduction in
pesticide applications may have some health and environmental benefits. Higher
productivity indicates higher return which may have a positive effect on reducing
poverty and malnutrition in the country. Thus, there is need for promoting the role of
IPM in anti-poverty policies of Bangladesh. Public sector investment is warranted to
provide incentives to institutions involved in transferring IPM practices to farmers.
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Chapter 24
Consumers Adoption Behavior
Prediction through Technology
Acceptance Model and Machine
Learning Models

Xinying Li and Lihong Zheng

Abstract This paper is to uncover the key factors that influence purchase intention
of customers through analysing technology acceptance theories/models, in the
current online-to-offline (abbreviated as O2O) mobile commerce, and to improve the
prediction accuracy of consumers’ adoption behaviour by utilizing machine learning
based methods. With a huge amount of smart phone users, O2O mobile commerce
derived from electronic commerce (abbreviated as e-commerce) has been growing
vastly. There are many research interests has been attracted on online banking, dig-
ital wallet, E-tickets, order tracking, supply chain and so on. However, there is little
specific study about O2O mobile APP consumers’ adoption behaviour. Motivated
from the commonly used technology acceptance theories/models, especially, the
Unified Theory of Acceptance and Use of Technology (UTAUT) model, this paper
is to identify key influencing factors of O2O mobile APP consumers’ adoption
behaviour. Then, a new model is proposed as an extended version of UTAUT.
The new model has been validated through a survey questionnaire conducted in
target groups. More significantly, treating consumers adoption behaviour as a binary
classification problem, we apply two different types of machine learning based
approaches(Linear Discriminant Analysis(LDA) and Logistic Regression(LR)) to
predicate the possible action result by taking into consideration of all influencing
factors from the collected survey data. Comparing against several other conventional
approaches, Logistic regression shows the better predication accuracy. Hence, it will
provide better guidance for promotion strategies in a more productive way.
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Keywords The unified theory of acceptance and use of technology · Machine
learning · Linear discriminant analysis(LDA) · Logistic regression(LR) · O2O ·
APP · Adoption behavior

24.1 Introduction

The rapid development of new technologies and mobile online payment system has
lifted business of mobile online shopping. Meanwhile, the integration of online and
offline services is expedited [1]. O2O is a business strategy that draws potential
customers from online channels to make purchases in physical stores [2, 3]. O2O
is the embodiment of the integration of online and offline services. Consumers are
able to find a shop, choose products then pay for them using the online component,
and acquire products or services using the offline component. A mobile application
or mobile APP for short, refers to an application software running on mobile
devices (such as smartwatch, smartphones, PDA). O2O mobile APP here is defined
for the business mode, which combines online and offline, software development
companies develop an application running on mobile devices for a business domain,
an industry, or a merchant. A survey report by China Internet Network Information
Center (abbreviated as CNNIC), an administration and service organization upon
the approval of the competent authority and undertakes the responsibilities as the
national Internet network information center [4], showed that as of December 2017,
the number of mobile internet users in China reached 753 million, increased by 35%
when compared the amount of mobile users in 2015. Among them, there are 506
million people, or 67.2% of mobile internet users, conducted online shopping on
their phones [1]. The report also showed that the number of mobile online payment
users was up to 527 million [1]. It is predicted by research firm Canalys that there
is three-fifths of the smartphones shipped in China will be made up of 5G-enabled
handsets by 2023.

Using O2O mobile APP, consumers can obtain relevant information about
merchants and products for their own needs, and order and pay for them at anytime
and anywhere. Mobile Apps have replaced traditional PC programs due to simplify,
convenience [5]. It also helps businesses to boost their sales in an easy and fast
way. With the rapid growing of O2O mobile commerce, whether consumers adopt
a certain O2O mobile APP is very import for merchants and software development
companies.

Commonly, SPSS has been used as a main computational tool to explain the
data in a sensible way. However, SPSS usually tries to discover the linear function
between the inputs and an output. Such a linear way affects the prediction accuracy
in the end. Recent advances in machine learning provide much powerful data
analysis capability that can discover more explicit relationship among the data non-
linearly. Thus, the prediction accuracy can be improved massively.

In this paper, we are going to address the following two main questions:

(1) What factors influence consumers adoption behavior of O2O mobile APP?
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(2) Which approach of machine learning is better to predict consumers adoption
behavior of O2O mobile APP, logistic regression or linear discriminant analy-
sis?

Through a proposed new Technology Acceptance Theories/Model and machine
learning approaches, the key influencing factors contributing to positive customers
adoption behavior will be identified through a customized sample survey data.
Therefore, more accurate customer’s adoption behavior can be predicted accord-
ingly.

The structure of this paper is as follows: In Sect. 24.2, we review the related
literature in e-commerce, discuss and compare four technology acceptance theo-
ries/models, as well as present some existing machine learning applications for
e-business. We examine seven influencing factors individually and propose a new
O2O mobile APP consumers adoption behavior model by revising the UTAUT
model in Sect. 24.3. Two machine learning methods are elaborated in Sect. 24.4.
We then show the experimental results in Sect. 24.5 and finally we conclude in
Sect. 24.6

24.2 Literature Review and Theory Foundation

24.2.1 Technology Acceptance Theories/Models

Given that there is not much research has been done on O2O mobile APP consumers
adoption behavior analysis, we investigate some existing technology acceptance
theories/models and select one of them to analyze O2O mobile APP consumers
adoption behavior in order to support our research ideas. Generally speaking, O2O
is a type of e-commerce and mobile commerce (abbreviated as m-commerce), while
O2O mobile APP is the tool of O2O m-commerce. Therefore, we mainly review
the existing literature on e-commerce, m-commerce and m-commerce APP in the
recent years. There are many different types of theories/models to be used to analyze
the influencing factors of adoption behavior in e-commerce field. The technology
adoption theories/models are the most widely used. Within this type, Theory of
Reasoned Action (abbreviated as TRA, Fishbein and Ajzen, 1975) is the very first
one to gain widespread acceptance in technology acceptance research [6, 7]. To
improve on the predictive power of TRA, Ajzen [8, 9] added a perceived behavioral
control component to TRA, named Theory of Planned Behavior (abbreviated as
TPB, 1985) [10]. Moreover, Technology Acceptance Model (abbreviated as TAM,
Davis, 1989) [11] was also developed from TRA. It was the first used to discuss
psychological factors affecting technology acceptance [7]. The two important
components of the TAM were perceived usefulness and perceived ease of use.

The Unified Theory of Acceptance and Use of Technology (abbreviated as
UTAUT, Venkatesh et al., 2003) [12] is one of the latest developments in the field of
general technology acceptance models [13]. Venkatesh et al. [12] discussed eight
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models (Theory of Reasoned Action, Theory of Planned Behavior, Technology
Acceptance Model, Model of PC Utilization, Motivational Model, Social Cognitive
Theory, Extension of the Technology Acceptance Model, Diffusion of Innovation
Model) that each attempted to predict and explain user behavior using a variety of
independent variables [13]. UTAUT was created based on the above eight models
and it had higher explanatory power (UTAUT was able to account for as much as 70
percent of the variance in usage intention/behavior. In comparison, the maximum
of the eight original models was around 40 percent.) [7, 12, 13]. UTAUT provides a
solid base to explain why users accept or reject a technology in a specific perspective
and it has much potential in enhancing our understanding of technology acceptance
[7]. To conclude, we choose UTAUT as the base model of the research model. More
details can be found in the following Sect. 24.3.1. Jaradat and Rababaa [14] modified
UTAUT to examine which factors affected Jordanian consumers to accept and use
m-commerce. Rodröguez and Trujillo [15] analyzed the determinants of purchasing
flights from low-cost carrier websites based on UTAUT. The explanatory powers of
online purchase intention and use were relatively high (around 60 percent). Lu, Lin
and Lin [16] used UTAUT to study the purchase intention of mobile game APP. The
result showed that performance expectancy et al. had effects on behavioral intention.

24.2.2 Machine Learning in E-Commerce

Machine learning is “a field of computer science that uses statistical techniques
to give computer systems the ability to” learn ‘with data, without being explicitly
programmed’ and is used in computer vision, nature language processing, hand
writing recognition, object recognition, information retrieval, and social network,
etc. [17]. In the e-commerce domain, machine learning mainly applies to product
recommendation, product search, customer support, et al. [18]. Zhao et al. [19] used
recurrent neural networks and gradient boosting trees to recommend products from
e-commerce Web sites to users at social networking sites in “cold-start” situations.
Shankar et al. [20] proposed a deep learning approach to build a large scale visual
search and recommendation system for e-commerce. Spens and Lindgren [21] built
models, using support vector machines and neural networks, to classify voice calls
in a customer support center.

But there is rarely research to predict consumers adoption behavior using
machine learning in the field of O2O m-commerce which is a newer type of e-
commerce. This paper presents that we use UTAUT to construct the research model,
then apply machine learning approaches to analyse data, aiming at predicting O2O
mobile APP consumers adoption behavior. We choose logistic regression and linear
discriminant analysis to respectively analyze data and compared results of the
two approaches. The two machine learning approaches always are used to predict
behavior. To and Ngai [22] established a model to predict the adoption of online
retailing by organizations and used logistic regression to test the data collected. Shi
and Marini [23] used linear discriminant analysis to develop a mood recognition
tool in order to predict the mood of online customers.
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24.3 Model of O2O Mobile APP Consumers Adoption
Behavior

In order to get the deep insight of the key factors leading to a good model for O2O
mobile APP consumers adoption behavior, we introduce UTAUT model firstly and
then discuss each possible influencing factor to construct our proposed model.

This section will discuss the influencing factors of O2O mobile APP consumers
adoption behavior based on UTAUT, the existing research results and the actual
condition. Then the research model will be constructed.

24.3.1 UTAUT

UTAUT is a kind of technology acceptance theories/models. In recent years, it
has been widely used to analyze consumers adoption behavior in e-commerce
domain. There are four core components in UTAUT: performance expectancy,
effort expectancy, social influence and facilitating conditions [12]. To fits our
research purpose, we define these four terms for O2O mobile APP especially in
the Table 24.1.

In UTAUT, performance expectancy, effort expectancy and social influence affect
behavioral intention [12]. This conclusion has been proved in many other studies
[14, 15, 24–27]. Research has found that behavioral intention is the most direct
and important influencing factor of actual use/adoption behavior [6, 8, 11, 12]. In
addition, our research focuses on the actual use/adoption behavior of O2O mobile
APP. Therefore, we consider that each of performance expectancy, effort expectancy
and social influence has an influence on the adoption behavior of O2O mobile APP,
which is consistent with the findings of Alshehri [13], Zhou [28] et al.

Furthermore, as shown in the original UTAUT [12] and the research results from
other scholars [13, 15, 26–29], it has been concluded that facilitating conditions
affect the actual adoption behavior. If consumers haven’t got any external resources

Table 24.1 Four core components of UTAUT modle

Component Definition

Performance expectancy The degree to which consumers believe that using O2O mobile
APP will improve their efficiency of work or life

Effort expectancy The degree to which consumers perceive O2O mobile APP as easy
to understand and use

Social influence Consumers’ perceived support level by those who are important to
them or those who are influential in their choice of O2O mobile
APP

Facilitating conditions The degree of support of resources required toward O2O mobile
APP, including external resources and consumers’ personal com-
petency
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(e.g. mobile devices, mobile APP, the Internet service quality) and personal
competency (e.g. use of mobile devices) of using O2O mobile APP, they will not
show good adoption behavior. Hence, in this paper, we propose that facilitating
conditions have an influence on the adoption behavior of O2O mobile APP.

24.3.2 Additional Influencing Factors for the New Proposed
Model

In addition to the above mentioned four main core factors based on UTAUT model,
taking into account the research results of other scholars and the actual condition we
take consideration of another three new factors into our new model. Namely, they
are information quality, sales promotion and consumer innovativeness. Those three
factors have been used in other applications elaborated as follows individually.

24.3.2.1 Information Quality

Information quality can be defined here as a consumers’ perception degree to which
the information on O2O mobile APP is believed to be accurate, complete, timely,
to have content, and to match the expectations for consumers [15]. High-quality
information is beneficial to increase consumers satisfaction [30]. This embodies
the importance of quality information. Previous researches have investigated that
information quality directly or indirectly affect the user acceptance of a new
information technology. Filieri and McLeay [31] measured eight dimensions of
information quality in order to predict travelers’ adoption of information. Rodröguez
and Trujillo [15] proved that “the consumers” perception of the quality of website
information has a positive effect on trust’, and trust affected consumers behavior
by influencing behavioral intention. Both Koivumäki et al. [32] and Albashrawi
et al. [33] considered that information quality affected user satisfaction, thereby
impacting behavior. In conclusion, this paper proposes that information quality has
an influence on the adoption behavior of O2O mobile APP.

24.3.2.2 Sales Promotion

In this paper sales promotion can be defined as consumers’ perception of the
preferential degree on O2O mobile APP. It has two categories. One is price
sales promotion. Examples include cents-off deals, sales, coupons, free-gift-with-
purchase, rebates/refunds, bonus packs and so on [34, 35]. Another is non-price sales
promotion. This category includes free samples, sweepstakes and so on [34, 35]. The
most important function of sales promotion is incenting consumers to purchase [36].
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Xiao [37] confirmed that sales promotion was positively related to college students’
intention of online shopping. Weng and Run [38] found that sales promotion
techniques preferences had an influence on consumers’ behavioral intention. Neha
and Manoj [39] deemed sales promotion was a valuable tool to affect consumers’
purchase decision. After depth interviews with consumers who always buy products
through O2O mobile APP, we found that they were sensitive to sales promotion.
The more promotions and discounts offered by the APP, the more they are willing
to use it. Hence, we propose that sales promotion has an influence on the adoption
behavior of O2O mobile APP.

24.3.2.3 Consumer Innovativeness

Consumer innovativeness is defined as “the tendency to buy new products more
often and more quickly than other people” [40]. Two commonly known aspects
are considered in our research. They are innate innovativeness and domain-specific
innovativeness.

The definition of innate innovativeness is “the degree to which an individual
is receptive to new ideas and makes innovation decisions independently of the
communicated experience of others” [41]. The kind of innovativeness is a nature
personality trait and doesn’t depend on his or her field [42]. Consumers with a high
level of innate innovativeness are much easily adopt to new technologies. Bauer et
al. [43] considered the higher degree of innate innovativeness the more willing to
learn new knowledge. By an empirical study, Ho and Wu [44] proved that innate
innovativeness influenced the adoption of new products.

On another hand, adoption behavior of new things is also related to consumers’
field, in addition to innate innovativeness [42]. The definition of domain-specific
innovativeness is “tendency to learn about and adopt innovations (new products)
within a specific domain of interest” [40]. Chao, Reid and Mavodo [45] found that
domain-specific innovativeness had a positive and direct influence on really new
product adoption. Moreover, Lassar, Manolis and Lassar [46] confirmed that both
innate innovation and domain-specific innovativeness significantly and positively
affected the adoption behavior.

O2O m-commerce is a relatively new e-commerce type. Thus, it is necessary to
consider consumer innovativeness in the analysis of O2O mobile APP consumers
adoption behavior. In other words, we believe that consumer innovativeness is
another important influencing factor to be considered on the adoption behavior of
O2O mobile APP.

Hence, based on the above rationale, the new proposed model which is an
extended version of the UTAUT model is shown in Fig. 24.1. We have included
another three new influencing factors mentioned above to the original UTAUT
model. Finally, the new model (see Fig. 24.1) has seven influencing factors that
contribute differently to the consumers adoption behavior.
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Fig. 24.1 Proposed new model for adoption behavior of O2O mobile APP

24.4 Machine Learning Based Methods

In order to get an objective interpretation of the collected data, in this paper, we
apply two machine learning methods respectively predict the consumers adoption
behavior. Commonly analysis tool used for such research is SPSS. It is trying to
produce a model that represented by a polynomial equation. However, sometimes it
is hard to produce the best results due to correlation between input variables. Thus,
we are trying to use machine learning based approaches to interpret collected data
from a designed model. In this paper, two well-known methods: Linear Discriminant
Analysis and Logistic Regression are selected as examples. We explain both
methods individually in the following sections.

24.4.1 Linear Discriminant Analysis

Linear discriminant analysis (abbreviated as LDA) [47] is one of linear transfor-
mation techniques that are commonly used for dimensionality reduction. LDA is
a “supervised” approach. Similar to principal component analysis (abbreviated as
PCA), LDA is to combine variables linearly to best present the given data. However,
LDA explicitly cares more about the difference between the classes while PCA
on the other hand does not consider any difference. LDA can be derived from
simple probabilistic models which model the class conditional distribution of the
data p(Xy = k) for each class k. For given M training samples for K classes with n
features, M = ∑K

i=1Ni , Ni is the number of training sample of the class Ki , Ki is
the n-dimensional mean vectors for the classKi(i = 1, ,K) and is the overall mean
of all the training samples. LDA assumes that the data is Gaussian, in other words,
each variable is shaped like a bell curve when plotted. More specifically, LDA
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models p(X|y) as a multivariate Gaussian distribution with density. The following
formula can represent LDA in a mathematical way:

p(X|y = k) = 1

(2π)n(|Σk|)(1/2)exp(−1/2(X − μk)T Σ−1
k (X − μk)) (24.1)

In order to get the final class output based on the formula above, we need to know
the class priors p(y = k), the class means μk and the covariance matrices Σ . The
class prior can be calculated by the proportion of instances of class k. The class
means μk is to average the features of given training samples of class k. Moreover,
the covariance matrices include those values of each feature vary around the mean
by the same amount via the following formula:

Σi =
Ni∑

j=1

(Xij − μi)(Xij − μi)T (24.2)

LDA assumes that each class shares the same covariance matrix: Σk = Σ for all
k classes, so that, predictions can then be obtained by using Bayes’ rule:

p(y = k|X) = p(X|y = k)p(y = k)
p(X)

= p(X|y = k)p(y = k)
Σip(X|y = 1)p(y = 1)

(24.3)

In the end, the class k which gets the highest conditional probability is selected as
the output class. Thus, LDA makes predictions by estimating the probability that a
new set of variables belongs to each class based on Bayes Theorem.

24.4.2 Logistic Regression

Logistic regression (abbreviated as LR), proposed by statistician David Cox in 1958
[48], was such called due that it uses sigmoid function in its representation. Sigmoid
function is an S-shaped curve. It can convert any real-valued number into a value
between 0 and 1. LR is initially designed for two-class or binary classification
problems. It can be extended for multi-class classification but is rarely used for
this purpose. LR is an alternative to linear discriminant analysis. If the assumptions
of linear discriminant analysis hold, the conditioning can be reversed to produce
logistic regression. LR can be seen as a special case of the linear regression.

LR models the probability of an output value (y) via combining linearly input
values (x) using weights or coefficient values. The coefficients are to be estimated
by maximum likelihood in the training process. Either in a binary classification or in
the case of multi-class, the sum of all the posterior probabilities of each class must
equal to one.
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Given that the conditional distribution y|x is a Bernoulli distribution

p(y|x, θ) = (hθ (x))y(1 − hθ (x))1−y (24.4)

Thus, the predicted values are probabilities of (0,1) through the logistic distribution
function.

24.5 Experimental Results and Analysis

As discussed previously, there are seven factors to influence consumers adoption
behavior of O2O mobile APP. Based on our previous analysis, we have designed
a questionnaire and conducted an online survey to the target group whose majority
are the University students. The survey questions consist of 27 items to reflect the
influences from the above mentioned seven factors. Each question is measured by
5-point Likert scales [49] ranging from strongly disagree to strongly agree. There
are about 366 samples collected were valid from the survey. The data collected are
used as the main source to feed two different types of machine learning methods. We
follow the general procedure of data pre-processing, training and testing. Firstly, the
collected scores of the survey are quantitated from 1 to 5 to 0 to 1 as the results of
data normalization. In addition, the individual results of potential adoption action as
the output have been categorized into two classes. We here use 1 to present stronger
adoption behavior, while 0 represents neural or negative adoption behavior. Thus,
the pre-processed data can be fed into the machine learning models for training and
testing purpose. Generally, we select 70% of the data for training and the rest of
30% is used to validate the prediction accuracy of different models. The accuracy
here is calculated by the percentage of the true labels out of the total number of
given samples.

The experimental results are given in the following Table 24.2. Compared to
the conventional approaches like SPSS, machine learning based approaches take
into consideration of all the possible inputs and discover the more complicated
relationship between inputs and output in a better way. From the results it clearly
shows that LR has higher prediction accuracy.

We have therefore addressed the two guiding questions mentioned at the
beginning of this paper clearly.

Table 24.2 Accuracy results
of two machine learning
based approaches

Method Accuracy LogLoss

LDA 75.51% 0.439

LR 78.91% 0.413

SPSS 48.6% N/A
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24.5.1 What Factors Influence Consumers Adoption Behavior
of O2O Mobile APP?

This paper takes UTAUT as the theoretical basis, combined with the research
results of other scholars and the actual situation of the problem studied, and
then we identify seven influencing factors of consumers adoption behavior of
O2O mobile APP, and construct a new research model. These seven factors are
respectively performance expectancy, effort expectancy, social influence, facilitating
conditions, information quality, sales promotion and consumer innovativeness. This
new expanded UTAUT model proposed can be used to study similar problems in
other research fields such as social networks, e-health and e-government.

24.5.2 Which Approach of Machine Learning Is Better to
Predict Consumers Adoption Behavior of O2O Mobile
APP?

This paper applies LR and LDA to respectively analyze data and then the results of
the two approaches are compared. The experimental results show that LR performs
better and the accuracy nearly achieved 80%.

24.6 Conclusions

In this paper, we make two contributions in terms of proposing a new model for
consumers adoption behavior of O2O mobile APP, as well as applying machine
learning based methods to provide a better consumers adoption behavior analysis.
Hence, we have shown better capability of machine learning based approaches
in interpreting e-business consumers behavior. Apparently, this paper has some
limitations to be considered for future work. Firstly, more data needs to be collected
to improve the predictive accuracy. Secondly, we should scale up the scope of
survey to include different groups of people, as well as considering genders, ages,
job types and so on. Thirdly, this new model does not provide enough information
about the importance of each influencing factor. In future, we are going to identify
the importance level of each factor. Lastly, we will also investigate the reasons
why those consumers don’t adopt O2O mobile APP, then construct a model
and analyze the importance of each influencing factor. Comparison between the
adoption behavior with the non-adoption behavior will provide more meaningful
insight for better marketing strategies.
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Chapter 25
Shaping the Future of Multidimensional
Project Management in Retail Industry
Using Statistical and Big-Data Theories

Jennifer Hayes, Azizur Rahman, and Md. Rafiqul Islam

Abstract IT projects are by nature, complex and chaotic with a significant pro-
portion failing, assessed as ‘not meeting requirements’, experiencing overruns in
time, budget or scope or not determined acceptable by sponsors and stakeholders.
This paper presents a literature review, focused on defining a project initiation
and governance framework rooted in complexity theory and bound to the Liminal
Cynefin framework with the potential to transform IT project management by
understanding projects from the intersection of chaos, complexity and constraints
theories. The findings would assist decision makers in the project management
industry to assess the potential complexity of a project in the Concept, Validate
and Plan stages, matching these results with adaptive governance models and
adaptive project management leadership in order to improve project outcomes.
With the traditional hard paradigm of the project management industry advocating
quantitative measures of project success criteria and projects still failing against
these measures, an analysis of historical projects against an amalgamation of
current developments in chaos, complexity and constraints theories, combined with
alignment to the Cynefin framework is proposed.

Keywords Retail · Complexity theory · Theory of constraints · Chaos theory ·
Liminal Cynefin

25.1 Introduction

The retail sector in Australia is characterised by small profit margins, high customer
expectations and stringent legislative and governance requirements. Coupled with
competitive practices and implicit requirement for speed to market in order to
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capitalise on consumer trends, the IT projects which enable and support this industry
need to enable rather than hinder market agility whilst operating in a highly
governed and complex IT environment characterised by large numbers of tightly,
and often unexpectedly, integrated applications and platforms. The overarching
challenge in IT project management in this sector lies in being able to make sense of
one’s own space in project delivery, relating and understanding how ones projects
fit and are constrained within the organisation; along with negotiating and managing
across projects within the same business units, applications, and platforms.

The assumption that traditional project management methodologies and gov-
ernance frameworks are adequate for dealing with a new era of complexity and
oftentimes chaotic IT project environments will be analysed in relation to the sense
and decision-making theories often deemed applicable to project management –
namely Complexity in which Burnham [1] states, “Explicit technical knowledge,
factual documentation, and deterministic rational approaches are of least help”;
Chaos Theory which “ . . . focuses on how simple systems give rise to complicated
and unpredictable behaviour” [1, 2]; Game Theory, dealing with “ . . . establishing
and planning your project to be a ‘game’ that allows you to maximize the gains
and minimize the losses . . . ” [3]; and the Theory of Constraints focusing on
“ . . . removing the most important limiting factor.” [4].

The introduction of a relatively new framework, that of Cynefin, and more
recently the revised Liminal Cynefin, a “ . . . conceptual framework for making
sense of the different landscapes faced within and by projects.” [5], will be applied
as a potential alternative, with the opportunity to apply this framework both to
the IT project landscape itself [6], as well as to the individual project manager
competencies. The potential for developing a project initiation model that assesses
and ranks projects prior to execution, assigning the relevant delivery methodology
and governance structure will be investigated, alongside the development of a
ranking and matching tool to align projects with project managers based on the
soft paradigm [7] as opposed to the traditional hard paradigms associated with the
project management industry to date.

The IT project management landscape, while maturing and improving with a
wealth of research in relation to success factors and execution best practices, con-
tinues to see the same issues and problems arising daily. As initiatives are rolled out
in an effort to improve processes, performance and results, more organisations are
increasingly interested in understanding why such initiatives are failing to provide
the elusive promise of successful IT project delivery and ultimately realisation of
business benefits.

IT project process improvements within the study organisation are focused on
the quality of project artefacts with little discernible impact on the identification and
prevention of risks, nor outcomes of projects. The complexity of the IT landscape
within this organisation and the wider industry is a contributing factor however the
challenge ultimately lies within the organisation’s response to, and ability to adapt
to complexity and uncertainty.

The aim of this study is to determine the optimal alignment of project gover-
nance, project manager, and project methodology in order to improve initiation,
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management and governance of complex and chaotic IT projects in Retail. The study
objectives are:

• To critically evaluate historical projects and their artefacts, aligning each to the
Cynefin framework

• To assess suitability of governance methodology on historical projects
• To determine extent of project manager hard v soft skills and the impact on

project success
• To make recommendations to improve project categorisation, adaptive project

governance structures, adaptive project leadership, classifying and evaluating
project improvements

The rest of the paper is organised as follows. Section 25.2 identifies the significance
of the research. Section 25.3 provides a report from the literature review. Section
25.4 discusses the current state of study within this area and is followed by Sect.
25.5, highlighting the research challenges. The final section provides an overview
of the proposed research questions and methodological approach that will be
undertaken.

25.2 Research Significance

Within the organisation, decision making on IT projects is predominantly consid-
ered the remit of the project manager and the Project Steering Group (PSG), with
resultant success or failure of the project resting on key decisions made during
the project life cycle. How well equipped the project manager is to be able to
make these decisions is a variable often left to chance and dependent on their
individual capabilities to make decisions in the Chaotic/Unknowable domain [5].
Project Managers are often ill-equipped to understand complexity and chaos in
project management [8] and apply, under the auspices of the organisational project
governance structure, tools and techniques inherently more suited to Simple projects
[8].

Steps to move away from a ‘one size fits all’ governance approach have
been introduced, however differentiation is bound to PMBOK success criteria of
schedule, scope and cost [9], with the expectation that projects follow a predictable
pattern and methodology. However under complexity, a “Project has within itself
the capacity to interact with its environment resulting in a whole that cannot be
understood by analysing its constituent parts [8]. The necessity to align towards
a new paradigm and “Utilise the complex responsive process of relating for
influencing project outcomes instead of implementing rigid control structures that
historically have failed” [8, 10] is necessary to improve project outcomes. A number
of authors have refuted the notion of predictability in project management, arguing
that complexity, chaos, uncertainty and constraints in the IT project management
domain necessitate a different type of leadership than that understood under the
hard paradigm, a paradigm characterised by quantitative tools and techniques and
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controlling management methods [7]. Pollack further posits that a shift towards the
interpretivist soft paradigm encompassing qualitative measurements and embracing
ambiguity and participation [7], is required in order to improve project outcomes in
relation to complex projects, in particular those projects categorised as such using
the Cynefin framework [5].

The soft skills of leadership go beyond management and allow the project
manager to thrive in complex and chaotic environments where “Leading is more
important than managing . . . ” [2], and it is not “ . . . possible to calculate the
chaos that is inevitable in a project . . . ” but it is possible to “ . . . develop better
strategies for dealing with the changes that are brought about through disorder and
unpredictable circumstances [8]. This different skill set requires increased maturity
in being able to deal with uncertainty and decision making [7].

25.3 Literature Review

A moderate amount of research on Cynefin as applicable to the IT project manage-
ment field has been published and is predominantly theoretical. Empirical studies
are limited and not undertaken in a large, high volume retail organisation. There
appears very little attention to the field of project complexity and the alignment
of the Cynefin framework to this field in order to improve project initiation and
adaptive governance structures. The recency of the Liminal Cynefin framework
has seen no current research available pertaining to Retail IT project management,
although it is expected that work is progressing in this regard and will begin to
appear in publications and journals as the framework is formalised and published.
The following literature review focuses on the individual theories and frameworks
as bringing them together has seen very little substantial research undertaken.

25.3.1 Chaos & Complexity

An understanding of the differentiation between chaos and complexity is essential
to positioning this research. Chaos theory helps to explain observable phenomenon,
an unpredictable set of occurrences on a project or undertaking that “ . . . threaten to
throw a project off its planned track.” [2]. While it may be desired to separate the
two concepts, they are in truth fundamentally and inextricably linked. Singh et al.,
offer an explanation of how this may be visualised, “ . . . the more general name for
the field of chaos is “complexity theory”, under which “chaos” is a particular mode
of behaviour” [2].

In a somewhat philosophical discussion, unavoidable when attempting to under-
stand random and unpredictable behaviour, Singh et al. raise the practice of
attribution of project success to a project managers advanced skills and management
while blaming the organisation or external factors for failures. The unpredictability
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of events that caused the failures, even though the same failures often repeat, is
not determined as chaotic or complex. Organisational tendency is to replicate the
thinking of the project manager of a successful project, basing governance and
project frameworks on such successes, reasoning that the patterns that existed
to create the success must therefore have contributed directly to the outcomes.
Kurtz and Snowden term this ‘the assumption of order’ where the implications
of causal behaviour and a ‘right choice’ are made. [11]. Even though chaos and
complexity teaches us that random events are unpredictable, structures put in place
in organisations would suggest otherwise. [2] Similarly, the tools and techniques
used to deal with chaos and complexity assume that of order, rational choice
and intentional capability are universally true and this is not the case. [5]. This
additionally applies to project management methodologies wherein the application
of methodologies designed for use in ordered contexts is not suitable in unordered
contexts.

Chaos theory destabilises management approaches to strategic planning and
management by providing theoretical reasons for why traditional approaches do
not work in modern organisations. Filtered down to the project management level
of an organisation, Singh et al. provide the following insight for implications
to projects “ . . . (PM) must begin to pay greater attention to the non-linear and
subtle influences . . . shift away from . . . quantitative analysis and project controls.”
[2] Mikulecky, referenced in Burnham [8], quotes, “Complexity is the property
of a real world system that is manifest in the inability of any one formalism
being adequate to capture all its properties.” Central to the concept of complexity
is an anti-reductionist approach. [12]. Traditional project management tools and
methodologies are reductionist. This approach has been attributed to Rene Descartes
and refers to breaking down into component parts [11], for example a project
Work Breakdown Structure (WBS). Complexity cannot be managed with tools
and methodologies designed for reductionist approaches. Dahlberg [12] argues that
complex systems further cannot be reduced to their component parts and measured
or understood in isolation. Kurtz et al. contrasts the approach to managing in
the domain of order where optimisation is achieved by optimising the component
parts, with management in the domain of unorder where “ . . . the whole is never
the sum of the parts” [5]. Without the interactions and interdependencies that are
created due to the emergent properties, complex systems cannot be understood
[5]. This viewpoint will have a direct bearing on the effectiveness of governance
models designed and enforced with the aim to formalise and standardise project
management within an organisation, expecting to improve project outcomes by
employing a one size fits all strategy. However Dahlberg [12] warns that failures
may “ . . . be seen as the outcome of continuous application of linear predictive
methods on unpredictable complex systems . . . have produced project disasters . . . ”.
Burnham concludes that an understanding of chaos and complexity perspectives
pertaining to project management is able to offer a “ . . .more profound view of
the dynamic nature of projects and can offer empowerment to the PM’s leading
them.” [8]. Such theories appear to offer a panacea to current issues in IT project
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management, however the lack of application in real world scenarios and the reasons
behind this slow uptake require investigation.

25.3.2 The Theory of Constraints

The Theory of Constraints system of business management led, in 1997, to Dr. Eli
Goldratt’s Critical Chain theory, described in a book of the same name. (Hitchner,
Housden & Kania [4] Depicting urgency and focus as the keys to gaining the elusive
‘competitive edge’, the theory seeks to highlight key tasks or constraints within
projects that are pivotal at a point in time to the success or failure of a project.
These tasks form the system constraints around which the theory revolves [13]
with all other decisions being subordinated to these constraints. The premise behind
this approach focuses on the phenomena of everything being urgent subsequently
resulting in nothing being urgent due to the lack of real focus on those few key
areas that have the potential to derail a project without warning. According to
Rand [13], this theory is a ‘breakthrough solution’ to familiar project problems
including late completion, overspending and under-delivering. The lack of research
evidence available suggests a lack of practical application of this method in modern
organisations, such observation being supported by Hitchner et al. [4], wherein it
is stated that critical chain project management “Does not appear to be widely
practised.”

While the method appears sound, the lack of adoption may result more from the
challenges in behavioural management than any shortcomings of the project man-
agement approach. The ‘human’ element warrants robust discussion in the literature,
specifically on the difficulties inherent in removing the ‘safety buffers’ [4] added
in automatically by resources targeting achievement of performance management
metrics in lieu of minimising project schedule and cost to business. Rand [13] cites
the ‘psychology of the workforce’ in being a deterrent to widespread adoption, with
a need to change management approaches to both resource behaviour, and to the
technical aspects of project management in order to extract maximum value from
Goldratt’s approach. Hitchner et al. [4], propose that the benefits of critical chain
project management have the potential to significantly improve project outcomes,
although the authors note that a significant cultural change would be required
in order to remove the reliance on safety buffer estimation practices and the
practice of multitasking as a measure of productivity. Application of the Theory of
Constraints to improvement of IT Project Management via employing the Critical
Chain approach has the potential to significantly influence project outcomes. Real
world application in a large-scale retail organisation may provide the opportunity to
review suitability of this approach across a broad range of IT projects.
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25.3.3 Cynefin

Cynefin is a phenomenological framework based on three distinct ontological
states (order, complexity and chaos) [5], which aims to make sense of situations and
challenges via alignment across four different domains:

• Simple (Known) domain
• Complicated (knowable) domain
• Complex (Unknowable) domain
• Chaotic (Unknowable) domain [5, 10]

Cynefin aims to bring chaos, complexity and constraints together into one simple
to visualise and apply framework. The literature largely agrees on the concept
of Cynefin as a sense-making framework with little variation across authors, and
all positive concerning the potential of Cynefin to improving decision-making.
French [14], does state that the Cynefin framework provides nothing that is new,
but does view the framework as providing a valuable basis for discussions to be
had. A detailed review of the different domains and their characteristics will not be
undertaken within this paper as all sources reviewed are in agreement on the basics
of Cynefin and its domains. All authors who reference Cynefin have provided an
outline of the domains, all of which are close to identical. The framework itself
is not under review or question. The research does however, vary in descriptions
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and treatment of Disorder, the fifth domain of Cynefin placed at the centre of the
framework. It is described by Shalbafan & Leigh, as the “Cause of fleeing to the
‘safe’ context of the Obvious while failing to realise that uncertainty and chaos are
merely learning tools . . . ” while also calling it the ‘central pivot – an indicator of its
potential for destruction’ [10]. Further research will aim to understand how to keep
projects from starting out or falling into this domain.

Vasilescu [15] situates Cynefin within the historical evolution of decision-
making frameworks. Post Dewey, Military and Mintzberg, Cynefin is discussed
as responding to a modern business environment that is “ . . . fluid, ambiguous
and uncertain.” [15]. Fierro, Putino and Tirone [16] additionally qualify modern
organisations as complex structures, requiring an understanding and management
of complexity. Central to their journal article is the position that a “Better construct
to understand and manage complexity is the Cynefin framework” [16]. Key to
Vasilescu’s discussion on Cynefin is the notion that businesses/projects must make
ask the right questions and make decisions according to the prevailing environment.
This stands in contrast to traditional, rational sense-making models which are
ineffective where instability and unpredictability are evident. Detailed discussion
on the Cynefin framework and its domains is not a focus of Vasilescu’s research,
with the paper focusing on attributing failures to the attempt to apply a standardised
leadership model regardless of the “ . . . prevailing operative context” [10], while
promoting the ability of Cynefin to assist in identifying and applying contextually
appropriate management methods in each situation.

Cynefin is not a categorisation tool yet it hasn’t prevented it being used as
such, for example ISQUA uses Cynefin to “categorise and evaluate . . . ” Snowden
himself, in a key paper on the Cynefin framework, also refutes the notion of Cynefin
as a categorisation tool, but does however submit that he does “ . . . sometimes
use the contextualized Cynefin framework for categorisation within a particular
context . . . ” [5] Other authors such as French [14] discuss the framework as,
“ . . . saying little that is new, provides an intuitive backdrop for discussing many
analytical processes . . . ” Snowden agrees with the view of non-uniqueness of the
framework, relating his team’s research back to ancient origins and a bringing
together of a number of phenomena, ideas, philosophies, and other aspects to create
the Cynefin framework in its present state [5].

Utilising the Cynefin framework requires understanding of the domains and the
way in which movement across domains occurs. The Liminal Cynefin framework
is a work in progress and aims to represent the movement across domains, clearly
defining that projects are expected to move across domains as they are initiated and
progressed. Kurtz et al. note that it is this movement that has the potential to create
issues in projects due to the requirement for “ . . . a different model of understanding
and interpretation as well as a different leadership style” [5].
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25.3.4 The Project Management Paradigm

In discussing leadership styles in project management, Pollack [7] raises the
question of whether the traditional hard paradigm of project management, namely
quantitative measurements and reductionist techniques, is still appropriate for
modern organisations steeped in complexity and uncertainty. Pollack’s discussion
on the traditional philosophical basis of project management as aligned to the hard
paradigm and resulting in ‘problem solving, rather than problem structuring’, points
to the need for control in these methodologies as being more suited to simple
projects and project management where clear and stable goals are presumed [7].
French [14] highlights the use of analytical tools used in various analysis situations,
including one would assume, in project management, and determines that such tools
are useful only in the Known and Knowable Cynefin domains. While this argument
has been made of management and leadership styles, French is one of only a handful
who have called out the inadequacy of existing tools for the Complex and Chaotic
Cynefin domains.

Adopting a style of project management based on the ‘soft’ paradigm is, Pollack
asserts, more likely to result in success in complex project environments and
organisations where collaboration is more important than ‘command and control’
and where projects ‘emerge’ rather than commence fully planned. This style of
project management requires a major shift in thinking for the leadership team,
requiring relearning and acceptance of the change and uncertainty inherent in
IT projects [7]. This new type of leadership is defined by Fierro et al. [16]
as an active form of leadership in comparison to a passive effort, a leadership
which “transcend(s) authoritative expertise to mobilise discovery and generate new
capacity . . . ”

The research on Cynefin raises the need for different leadership or management
styles to be employed dependent on the domain under which a project falls [16]. This
ability to adapt managerial response and shift decision-making styles is challenging
to expect of project managers trained in traditional ‘hard’ paradigm methodologies,
requiring a mindset of flexibility and willingness to embrace complexity. With a
predisposition to innate behaviours that bias decision-making [17], many responses
to complexity and uncertainty is to default to an intuitive approach rather than a
cognitive approach [18]. The default behaviour for project managers is to gravitate
towards the management or leadership style they prefer, which may or may not be
suited to the particular Cynefin domain prevailing at the time in their project. This
risk is one of many identified throughout the literature and is one of the primary
factors to be considered when assessing the reasons behind project successes and
failures.
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25.4 Current Study

The application and adoption of Cynefin in organisations has not received the
detailed level of research expected from what appears to be a significant movement
forward on the study of complexity in modern organisations and with the recency
and ongoing refinement of Cynefin now taking shape as Liminal Cynefin, further
research is required to assess the potential for project improvement and management
in a high volume, complex IT project environment.

Review of the literature has identified very little insofar as an empirical, real-
world, end to end study of primary sources of information. Literature focus has been
towards theoretical repetition of the origins, intricacies and potential applications
of the Cynefin framework to business management and decision-making scenarios
in general. Case studies and empirical analyses that are academically focused and
researched are not available. This review has revealed a lack of understanding and
guidelines on how the application of the framework may be practically applied to
large, high project volume Australian organisations.

Defining a project initiation and governance framework rooted in complexity
theory and bound to the Liminal Cynefin framework has the potential to transform
IT project management by understanding projects from the intersection of chaos,
complexity and constraints theories, and adjusting management and leadership
styles as the projects dictate. The management of projects in times of complexity
and for which complexity is inherent in the delivery requires a methodology that
has itself been derived from complexity. The application of methodologies designed
for projects that follow a defined structure and delivery is expected to be determined
as a pivotal reason for the failure of a large number of projects undertaken, where
failure is taken to include abandoned projects, as well as those where key decisions
have resulted in cost, schedule or scope impacts that have significantly changed
since project inception. Such a model would result in improved project initiation and
execution, with an understanding of the potential pitfalls and concerns surrounding
the initiative prior to execution allowing for adequate oversight, management and
focus on required mitigations to ensure and improve the quality of project outcomes.

25.5 Research Challenges

The recency of development of the Liminal Cynefin framework aligns to a corre-
spondingly small scope of literature and research discussing the application of the
updated framework to project management generally, and IT project management
specifically. While Cynefin, prior to the addition of ‘Liminal’ has generated
academic, and to a small extent, corporate, research and examples of applications
in some industries, discussion has focused predominantly on an explanation of
the framework and potential applications. Practical modelling by way of the
undertaking of an empirical study in a large retail organisation in Australia that
seeks to plot completed projects on the respective domains in order to establish
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a baseline and initiation framework on which to measure in-flight and future IT
projects against has yet to be undertaken.

Correspondingly, there is a lack of detailed research on the potential for a
combination of the available theories and frameworks to be applied in order to
generate the project success outcomes desired. While some research has proposed
suitable project management methodologies that correspond to each of the Cynefin
domains, there is no significant study defining governance frameworks for each of
the domains that is flexible and adaptable as a project moves through the various
domains during its lifecycle. Theories of chaos, complexity, and constraints will be
assessed with a view to consideration of an alignment of approaches combined with
right-sized governance models that succeed in breaking through the project status
quo currently preventing improved results and benefits.

This research will develop a project initiation and governance model incorporat-
ing suitable project management methodologies, adaptable governance structures,
and guidance on aligning the assignment of project managers, underpinned by
historical assessment of results against relevant theories and application of a
combination of processes grounded in complexity theory and Liminal Cynefin.

25.6 Research Design and Methodological Approach

This research proposal will explore the following questions:
Will the application of a combination of theoretical approaches based on

complexity science that are more aligned to complex organisational realities than
the traditional quantitative project management approaches currently in use, result
in improved project success outcomes?

This research will focus on the application of qualitative methods based on
an underlying interpretive epistemological philosophy [1, 19, 20] in which the
researcher is deeply embedded within the social and organisational construct of
the IT project management business unit, able to understand the pre-structured
words and data existing in the organisational project environment in question
[19]. The double hermeneutic principle [19] recognises the researcher as subject,
making subjective interpretations in the same manner as those being studied or
interviewed, focusing on contextualised meaning-making for situation definition
and understanding.

Randomised, multi-stage cluster sampling of projects in various stages of the
project life cycle will be undertaken, underpinned by the qualitative research method
of grounded theory which will assist in associating outcomes from the data with
explanations of the organisational phenomena [19]. The Grounded Theory concept
allows a theory to emerge from successive conceptual analyses of empirical data
[20], requiring iterative data mining and analysis of IT project artefacts, determining
successes and failures based on original baselined scope, schedule and cost against
number of variations and project closure scope, schedule and cost.
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Decision making within the projects will be assessed via an analysis of the
‘Decisions Made’ and ‘Assumptions’ artefacts, relying on interpretive general-
isations derived from researcher experience within the organisation for over a
decade, allowing acceptable reconstruction of facts based on a shared under-
standing of meanings and intentions in the organisation [19]. The plausibility
of the logical reasoning employed in this research will be validated with the
original authors of the documents and artefacts if such persons remain within the
organisation.

Complexity Theory, Theory of Constraints, and Chaos Theory will then be
applied against this historical data to evaluate the strengths and weaknesses of each
in relation to application for sense and decision-making in IT projects in the Retail
sector and the potential for improving complex project outcomes by employing
a combination of theories and frameworks beginning with initial categorisation
of both the project and the project manager using the Cynefin framework. A
series of interactive workshops will be held to facilitate the classification of
projects across the Cynefin domains, eliciting shared group understanding of
project outcomes and further contextualising the research within the organisational
construct.

The study will assess projects closed within the previous 3 years, and in progress
IT projects, reviewing the past projects to determine whether commonly associated
theories or frameworks make sense when applied to the project. Assessment of
failures will be undertaken with potential application of the model as a preventative
on in progress and future initiatives. The projects and key decisions within each
will be mapped onto the Cynefin framework. A parallel assessment of a subset of
IT project managers will be undertaken via stakeholder questionnaires and in-flight
project satisfaction surveys, with positive correlation between leadership ranking
according to the Cynefin framework and projects reported with successful outcomes
expected. This research will develop and deliver a framework for new project
initiation and governance in the organisation.
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25.7 Conclusion

The integration of a variety of approaches to project management, informed
by relevant theories of chaos, complexity, and constraints, when combined with
projects that are defined and initiated in line with a sense-making framework such as
Cynefin and combined with right-sized governance structures, is expected to result
in significantly improved IT project outcomes across the organisation.

It is proposed that by developing standardised assessment during project concept
and initiation phases against the Cynefin framework and developing governance
structures that support projects within and transitioning between each of the
domains, improved IT and business expectations for delivery of the projects
will result. Coupled with flexible governance structures that adapt alongside the
project as it moves through the project lifecycle, the expectation is that IT project
outcomes will significantly improve whilst reducing delays and cost overruns when
uncertainty and complexity are present. Implications for this study will be to
evaluate the effectiveness of the resulting model in a variety of industries and project
management organisations.
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Chapter 26
Technical Efficiency and Value Chain
Analysis of Potato in a South-East Asian
Country

Mahfuza Afroj, Mohammad Mizanul Haque Kazal ,
Imtiaz Faruk Chowdhury, and Md. Mahfuzar Rahman

Abstract This study was conducted to assess the technical efficiency, capital
financing and value chain analysis of potato in Bangladesh from November 2015
to April 2016. In total 252 farm households were selected as sample from top four
potato growing districts Rangpur, Munshigonj, Bogra and Rajshahi. Additionally,
12–13 small and medium rural traders were selected from each district. In the
case of retailers, 61 were chosen, 10 from each district while 21 were selected
from the capital, Dhaka. Similarly for urban wholesalers 8 were selected from
each district and 18 from Dhaka. Stochastic frontier model was used to analyse
data and found that among the different variables K fertilizer, irrigation and seed
cost is statistically significant at different levels. Additionally, technical inefficiency
model find education, farm size and credit is statistically significant at 5% level
of significant. These variables have great impact on efficiency of potato cultivation.
The govt. should support on N fertilizer, pesticide and other statistically insignificant
variables to increase the efficiency of the farmers at higher level. In potato
value chain, farmers, small traders and large traders (Bapari) share was 28.57%,
13.07% and 11.58% respectively. The share of Aratdar was 15.87% and 8.44%
for commission agent. The rural and urban retailers share is 9.23% and 11.48%.
The share of the processing company and cold storage was 42.31% and 33.33%
respectively. The information obtained in this study will help the policy maker to
take such policy that helps to increase the efficiency at farmer’s level and develop
efficient potato value chain in Bangladesh.
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26.1 Introduction

Potato (Solanum tuberosum L.) is one of the major food crops of the world. It is
both a vegetable crop as well as cash crop. Potato is cultivated as a staple food crop
in at least 40 countries [1]. It is an important food crop from the very beginning
of human civilization and occupying its position just after wheat and rice both in
respect of production and consumption [2]. Bangladesh is the 8th potato producing
country in the world [3]. The total area under potato crop, national average yield and
total production in Bangladesh are 444,534.41 hectares, 19.35 t ha−1 and 8,603,000
metric tons, respectively [3]. The total production is increasing day by day as such
consumption also rapidly increased in Bangladesh [4]. However, due to lack of
proper marketing facilities farmers do not get fair price even sometime they cannot
afford to recover production cost [5]. The growers may sell major part of their
produces immediately after harvesting at a very low price due to lack of storage
facilities and cash need of the farmers [6]. Farmers are compelled to spoil potato
in the most potato growing areas of Bangladesh [7]. If farmers fail to sell their
produce at an incentive price they are likely to discontinue its production, which
may adversely affect the economy [8]. Thus, there is a strong need for an efficient
marketing system in order to accelerate and sustain potato production and thereby
promote agricultural growth in the country. The main objective of this study is to
know about the socio-economic status of potato growers and different value chain
actors in Bangladesh, to analyze the technical efficiency of potato production and to
analyze value chain of potato in Bangladesh.

26.2 Methodology

This study was conducted in Bangladesh from November 2015 to April 2016. In
total 252 farm households were selected as sample from 16 villages of top four
potato growing districts; Rangpur, Munshigonj, Bogra and Rajshahi. From each
district, two upazilas (sub-district) and from each upazila we chose two villages
were chosen. The criteria for choosing the upazilas were that one upazila would be
from the more developed region of the district while the other would be from the
less developed, more remote part. At the same time, 12–13 small and medium rural
traders were selected from each district along with the same number of Aratdars
from rural and semi-rural areas. In the case of retailers, 61 were chosen, 10 from
each district while 21 were selected from the capital, Dhaka. Samples were selected
by using random sampling technique and a structured questionnaire was used to
collect information.
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The stochastic frontier model was used to analyse technical efficiency of potato
value chain which consists of two parts technical efficiency and inefficiency. General
functional form of the model is as follows.

Yi = f (Xi, α)+ εi (26.1)

Where, Yi is the level of output of the ith sample farm, Xi is the value of input of the
ith sample farm, α is unknown parameters to be estimated and εi is the error term
that is composed of two independent elements Vi and Ui, such that εi = Vi − Ui.
The composite error term Vi is the two-sided error term, and Ui is the one-sided
error term. The components of the composed error term are governed by different
assumptions about their distribution. The random (symmetric) component Vi is
assumed to be identically and independently distributed as N (0, σ v2) and is also
independent of Ui. Ui is associated with the technical inefficiency of the farmers
and are assumed to be independently and identically distributed truncations of the
half normal distribution as N (0, σu2) and also independently distributed of Vi.

The parameters of the stochastic frontier model can be consistently estimated by
the maximum-likelihood estimation method. The variance of the parameters of the
likelihood function are estimated as:
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2 + σu
2
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2/
(
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)

Following their studies, the error specification in Eq. (26.1) is

εi = g (Xi, β) [Vi − Ui] (26.2)

Thus, from Eqs. (26.1) and (26.2) we have

Yi = f (Xi, α)+ g (Xi, β) [Vi − Ui] (26.3)

Equation (26.3) is the specification of the stochastic frontier production function
with flexible risk properties [9]. The mean and variance (risk function) of output
of the ith farmer given the values of inputs and technical inefficiency effect can be
estimated as

E (Yi\Xi,Ui) = f (Xi, α)− g (Xi, β) Ui (26.4)

and

V ar (Yi\Xi,Ui) = g2 (Xi, β) (26.5)
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Using this variance (risk function), the marginal production risk can be obtained
by partial derivative of variance of production with respect to inputs which can be
either positive or negative. That is

δV ar (YiXi/Ui)

δXij
> 0 or < 0 (26.6)

Accordingly, the technical efficiency of the ith farmer (TEi) is defined by the ratio
of the mean production for the ith farmer (given the values of the inputs, Xi, and
its technical inefficiency effect, Ui) to the corresponding mean maximum possible
production (production with no technical inefficiency) can be specified as

TEI = E (Yi/Xi, Ui)

E (Yi/Xi, Ui = 0)
= 1 − TIi (26.7)

Where TIi is technical inefficiency defined as potential output loss and repre-
sented as

TEi = Ui.g (Xi, β)

E (Yi/Xi, Ui = 0)
= Ui.g (Xi, β)

E (Yi/Xi, Ui = 0)
(26.8)

If the parameters of the stochastic frontier production function are known, the
best predictor of Ui would be the conditional expectation of TEi, given the realized
value of the random variable Ei = Vi–Ui [10]. It can be shown that Ui/(Vi−Ui) is
distributed as N(mi, si

2).
Where μi∗ and σ∗2 are defined by

μ∗
i = − (Vi − Ui) σu2

(1 + σi2)
(26.9)

σ2 = σu2

1 + σu2
(26.10)

It can also be shown that E[Ui(Vi − Ui)] denoted by,

Ui = μi
∗ + σi

∗
⎡

⎣
∅
(
μi∗
σ∗
)

φ
(
μi∗
σ∗
)

⎤

⎦ (26.11)

Where, ϕ(.) and φ(.) represent the density and distribution functions of the standard
normal random variable. Eq. (26.11) can be estimated using the corresponding
predictors for the random variable, Ei, given by
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Ei = Y i − f (Xi, α)
g (Xi.β)

(26.12)

After estimating Eq. (26.11), Eq. (26.8) can be estimated as

TIi = Uig (Xi, β)

f (Xi, α)
(26.13)

The technical efficiency of the ith farmer is predicted by TEi = 1 − TIi. Technical
efficiency of the ith farmer can also be calculated as TEi = exp. (−Ui)*100
(TE is converted into percentage through multiplying this equation by 100). It is
calculated using the conditional expectation of the above equation, conditioned on
the composite error(εi = Vi − Ui).

The empirical Cobb-Douglas frontier production function with double log form
can be expressed as:

LnYi = β0 + β1LnX1i + β2LnX2i + β3LnX3i

+ β4LnX4i + β5LnX5i + β6LnX6i + vi − ui

Where, Ln = Natural logarithm, Yi = Yield of potato of the i-th farm (kg/ha),
X1i = Human labor cost by the i-th farm (Tk/ha), X 2i = Nitrogen used by the i-th
farm (Tk/ha), X 3i = Potassium used by the i-th farm (Tk/ha), X 4i = Phosphorus
used by the i-th farm (Tk/ha), X 5i = Pesticide used by the i-th farm (Tk/ha),
X 6i = Irrigation used by the i-th farm (Tk/ha), vi−ui = Error term, vi’s were
assumed to be independently and identically distributed random errors, had N(0,σv

2)
distribution.

26.2.1 Technical Inefficiency Effect Model

The ui’ s in equation were non-negative random variables, assumed to be indepen-
dently distributed such that the technical inefficiency effect for the ith farmer, ui,
were obtained by truncation of normal distribution with mean zero and variance,
σu

2, such that,

Ui = σ0 + σiZ1i + σiZ2i + σiZ3i + σiZ4i + Wi

Where,
Z1i = Farmers age of the i-th farm operator (years), Z2i = Farmers education of

the i-th farm operator (year of schooling), Z3i = Family size of the i-th farm operator
(years), Z4i = Occupation of i-th farm household head, Z5i = Farm size of i-th farm,
Dummy = Credit (0, if not taken lone and 1, if take lone)
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W, s were unobservable random variables or classical disturbance term which
are assumed to be independently distributed, obtained by truncation of the normal
distribution with mean zero and unknown variance, σ2, such that ui is non negative.

The β, η and η co-efficient are unknown parameters to be estimated, together
with the variance parameters which are expressed in terms of,

σ2= σu
2 + σv

2

γ = σu
2/σ2

γ is the ratio of variance of farm specific technical efficiency to the total variance
of output and has a value between zero and one.

The estimates for all parameters of the stochastic frontier and inefficiency model
were estimated in a single stage by using the Maximum Likelihood (ML) method.
The econometric computer software package STATA was applied to estimate the
parameters of stochastic frontier models using the ML method.

26.3 Results

26.3.1 Demographic Profile

The demographic profile of the households indicates a small family size (less than
5) with low levels of child, and especially adult dependency ratios. Table 26.1 shows
that average age of family head for the marginal farmer is 44.5, 46.3 for small
farmers and 53.7 for large farmers. Females constitute some 48% of the household
population. There is some variation across land ownership size groups, particularly
for the ‘marginal’ category (where the female ratio is low, along with child and adult
dependency rates).

Additionally, the average education level with less than 5 years is 33.4, with
5–8 years is 32.6, with 9–10 years is average 20.2, household members with
11–12 years education level is 9.2 and 4.6 in case of 12+ years of education.
Furthermore, more than 50% of household members reported doing agricultural
work within the village. However, very few reported agricultural work outside the
village (3%) or nonfarm work (3%). Students or those with ‘no occupation’ formed
more than 40% of the household members. Wage employment was few (around
6%) while another 6% accounted for those who were engaged in non-agricultural
self-employment.
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Table 26.1 Socio-demographic profile of potato farmers

Marginal Small Medium 1 Medium 2 Large Total

Age of household
Total members 4.3 4.6 4.7 4.8 5.6 4.8
Age of head 44.5 46.3 46.5 49.6 53.7 47.7
Female ratio 0.40 0.50 0.48 0.50 0.47 0.48
Child dep. ratio 0.13 0.20 0.16 0.15 0.17 0.16
Adult dep. ratio 0.03 0.06 0.05 0.08 0.08 0.06
Education level
Less than 5 years 38.5 44.7 31.4 32 24.6 33.4
5–8 years 32.1 31.3 34.6 30.4 32.2 32.6
9–10 years 19.2 15.1 19.1 23.6 24.6 20.2
11–12 years 10.3 5.6 9.4 9.1 13.6 9.2
12 + years 0 3.4 5.5 4.9 5.1 4.6
Total 100 100 100 100 100 100
Household occupation
Agriculture(in village) 22 57 204 105 37 425
Agriculture(Outside vill.) 1 1 6 19 0 27
Non-farm(In village) 4 2 2 4 1 13
Non- farm(Outside vill.) 0 1 6 1 5 13
No occupation 2 5 23 11 12 53
Student 25 53 133 82 25 318
All 54 119 374 222 80 849

Source: Field Survey 2015
Note: Marginal = <100 decimal; Small = 100–200 decimal; Medium1 = 200–300 decimal;
medium2 = 300–400 decimal; Large= > 400 decimal

26.3.2 Land Holding Capacity of Household

26.3.2.1 Land of Household

The households in sample are predominantly agricultural households whose mem-
bers operate within the village in family-owned farms. About 70.7% of the total
cultivated land is owned by the farmer and another 25.6% is rented in (with cash)
while just 2.4% is shared-in (Table 26.2).

26.3.2.2 Cropping Pattern

Potatoes are cultivated in 22,090 decimal land and 345 plots and then rice. Small
quantities of other crops are also cultivated. This picture is very similar to that
obtained from the village data. It should be observed that many of the really small
plots combine potato farming with rice crops. In other words, potato cultivation is a
very major activity among these households (Table 26.3).
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Table 26.2 Land owned, operated, leased or shared-in

Land type Mean (decimals) Number of plots Decimals %

Owned 34.14 1081 36, 905 70.7
Rented with money 42.76 312 13, 341 25.6
Share-in 29.52 42 1240 2.4
Free 231 1 231 –
Leased out 33.5 8 268 –
Other 39.6 5 198 –
Total 1450 52, 183 100

Source: Field Survey 2015

Table 26.3 Cropping pattern

Crops Plot Area (dec.) Decimal (share) Plot (share)

Potato 345 22, 090 42 0.24
Boro 24 11, 570 22 0.02
Aman 18 5684 11 0.01
Other 23 4526 09 0.02
Potato mixed 456 5436 10 0.31
(Boro/aman)
Total 1450 52, 244 1 1

Source: Field Survey 2015
Note: Around 45–50% of the area is used for potato cultivation

26.3.3 Socio Demographic Profile of Traders

26.3.3.1 Profile of Traders

The distribution of sample traders by type and location is indicated below. There are
a total of 205 traders in the sample spread across five districts and four categories
(small, medium, Aratdar and wholesaler).

26.3.3.2 Trade Specialization

While a degree of specialization in trade exists, it is interesting to note that each
trader often wears multiple hats. For example, almost all small traders engage in
wholesaling but a significant subset (32.1%) also does retailing. Similarly, 94.3%
of Atatdars are commission agents although 32.1% are also wholesalers. Indeed,
the categories of wholesalers and Aratdars seem very similar with 64% reporting
engaging in commission work (Tables 26.4 and 26.5).
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Table 26.4 Trader sample by districts and category

Trader Type Munshiganj Rajshahi Bogra Rangpur Dhaka City Joypurhat Total

Small 13 13 13 14 0 0 53
Medium 13 13 13 10 0 0 49
Aratdar 13 13 13 14 0 0 53
Wholesaler 8 8 7 8 18 1 50
Total 47 47 46 46 18 1 205

Source: Field Survey 2015

Table 26.5 Trade specialization

Number and percent of Traders
Business

Traders type Commission Wholesale Retail Total res. Total sample

Small 2 51 17 70 53
% 3.8 96.2 32.1
Medium 11 49 2 62 49
% 22.4 100.0 4.1
Aratdar 50 17 1 68 53
% 94.3 32.1 1.9
Wholesaler 32 27 4 63 50
% 64.0 54.0 8.0
Total responses 95 144 24 263 205
% 46.3 70.2 11.7

Source: Field Survey 2015
Note: Total responses (percent) can be more than 100% due to multiple responses

26.3.3.3 Age and Education of Traders

The small traders are on average 44.09 years old and medium traders, Aratdar,
wholesalers have average age of 44.41, 43.04 and 42.88. The maximum education
year is 9.1 years which is contained by wholesalers, then Aratdar, which is
8.68 years of education. Medium traders had lowest education years which is
7.27 years.

26.3.3.4 Initial Investments

Table 26.6 shows the initial investment of different types of traders. Here, mean of
small trader’s investment is 68349.06. It is 166224.49 and 192987.74 is for medium
traders and Aratdar. The wholesaler’s initial investment mean is 316449.22 (Table
26.7).
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Table 26.6 Age and
education of traders

Trader type Age (year) Education (year)

Small 44.09 7.83
Medium 44.41 7.27
Aratdar 43.04 8.68
Wholesaler 42.88 9.1
Total 43.6 8.22

Source: Field Survey 2015

Table 26.7 Size of initial
investments

Trader Type/Period Mean N Sum

Small 68349.06 53 3, 622, 500
Medium 166224.49 49 8, 145, 000
Aratdar 192987.74 53 10, 228, 350
Wholesaler 316449.22 49 15, 506, 012
Total 744011 204 37, 501, 862

Source: Field Survey 2015

Table 26.8 Investment and assets

Trader type Stall Truck or smaller vehicles Processing investment Other Total

Small 48 2 14 3 67
Medium 43 5 17 0 65
Aratdar 51 7 19 2 79
Wholesaler 50 0 3 2 55
Total 192 (93.4%) 14 (6.8%) 53 (25.6%) 7 266

Source: Field Survey 2015

26.3.3.5 Investment and Assets

Over 93.4% of traders (192 out of 205) reported investing in a stall. Another 25.6%
invested in avenues related to potato processing. 6.8% (14 traders) also reported
investing in transport equipment (Table 26.8). In addition a few cases of investment
in cold storage and warehouses were also reported.

26.3.3.6 Source of Investment

Small traders invest BDT 52022 as own money and them borrowed BDT 25666 for
investment. Medium traders invest BDT 102076 as own money and BDT 111153
and BDT 273333 was invested as own money by Aratdar and wholesalers. The
average investment amount was BDT 625514 with over 91% financed by own
money (Table 26.9).
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Table 26.9 Source of investment and total investment

Trader type Investment Own Money Borrowed r/i

Small Mean 52,679 52,022 25,666 12
N 67 66 3 3

Medium Mean 106,415 102,076 200,000 0
N 65 65 1 1

Aratdar Mean 111,778 111,153 550,625 9.44
N 79 74 8 8

Wholesaler Mean 233,825 216,866 273,333 14.25
N 55 51 12 12

Total Mean 625,514 482,117 1,381,374 35.69
N 266 256 24 24

Source: Field Survey 2015

Table 26.10 Characteristics
of traditional potato retailers

Characteristics

Gender (% male) 100
Age(mean) (years) 41
Education (%)
No schooling 6.56
Primary (1–5 years) only 54.1
More than 5 years but not more than 9 26.23
More than 9 years 13.11
Year started potato retail business 2001
Also sold other food products (%) 100
Share of potato in his/her total retail sales (%) 42.4

Source: Field Survey 2015

26.3.4 Structure of Traditional Potato Retail

Table 26.10 provides information on the characteristics of traditional potato retail-
ers. The retailers surveyed were all males with an average age of 41 years. The
majority of them had only primary level education while only about 13.11% of them
had schooling over 9 years. All the retailers reported selling other food products and
vegetables besides potato and on average potatoes made about 42.4% of their total
retail sales. 42.4% of the retailers reported that they grew potato while none were
found to be involved with potato processing. Additionally, none of the retailers had
stalls at wholesale markets.
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26.3.5 Technical Efficiency Measurement

26.3.5.1 Human Labor

It can be seen from Table 26.11 shows that human labor using cost in the potato
production process was not statistically significant. This result indicates that human
labor could not change the result of yield and co-efficient of labor is positive. It
indicates that 1% increase in the cost of using labor in their farming activities will
increase yield at 0.009. It has no effect on technical efficiency.

26.3.5.2 N Fertilizer

Table 26.11 shows that N fertilizer using cost in the potato production process was
not statistically significant. The result indicates that N fertilizer use cost could not
change the result of yield. The co-efficient of N fertilizer is positive. It indicates
that higher cost of N fertilizer in their farming activities, they can increase technical
efficiency.

Table 26.11 Technical efficiency of potato production

Variable Parameters Co-efficient Standard Error p-value

Constant β0 10.206 0.544 0
Labor β1 0.009 0.017 0.583
N fertilizer β2 0.021 0.031 0.499
K fertilizer β3 −0.082*** 0.031 0.007
P fertilizer β4 −0.001 0.022 0.982
Pesticide β5 0.024 0.055 0.664
Irrigation β6 −0.03** 0.014 0.03
Seed β7 0.053*** 0.016 0.001
Technical inefficiency model
Constant σ −3.754 1.129 0.001
Family size σ 1 0.05 0.096 0.605
Age σ 2 0.014 0.013 0.285
Education σ 3 −0.066* 0.038 0.084
Occupation σ 4 −0.351 0.617 0.57
Farm size σ 5 1.205* 0.709 0.089
Credit (dummy): 1, if taken; 0, otherwise) σ 6 −6.171* 3.775 0.102
Log likelihood value 5.792333

Source: Field survey, 2015
*** 1% level of significance, ** 5% level of significance, * 10% level of significance
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26.3.5.3 K Fertilizer

Table 26.11 represents that K fertilizer using cost in the potato production process
was statistically significant at 1% level of significance. The co-efficient of K
fertilizer using cost is (−.082) which reveals that 1% increase in the cost of K
fertilizer will reduce the yield of potato. The result indicates that N fertilizer cost
could not change the result of yield. The co-efficient of K fertilizer is negative. It
higher K fertilizer cost in their farming activities can reduce technical efficiency. So
the farmer should reduce the cost of K fertilizer.

26.3.5.4 P Fertilizer

It can be seen from Table 26.11 that P fertilizer using cost in the potato production
process was not statistically significant. The result indicates that P fertilizer cost
could not change the result of yield. The co-efficient of labor is negative and it is
(−.001). It indicates that 1% increase in the cost of using P fertilizer in their farming
activities will decrease yield at 0.001. It has no effect on technical efficiency.

26.3.5.5 Pesticide

It can be seen from Table 13 that pesticide using cost in the potato production
process was not statistically significant. The result indicates that pesticide use cost
could not change the result of yield. The co-efficient of pesticide is positive which
is 0.024. It indicates that 1% increase in the cost of using pesticide cost in their
farming activities will increase yield at 0.024. It can increase technical efficiency.

26.3.5.6 Irrigation

It can be seen from Table 26.11 that irrigation cost in the potato production process
was statistically significant at 5% level of significance. The co-efficient of irrigation
cost is (−.03) which reveals that 1% increase in the cost of irrigation will reduce the
yield of potato. The result indicates that irrigation cost could not change the result
of yield. It indicates that increase of irrigation cost in their farming activities can
reduce technical efficiency. So the farmer should reduce the cost of irrigation.

26.3.5.7 Seed

Table 26.11 shows that seed cost in the potato production process was statistically
significant at 1% level of significance. The co-efficient of seed cost is .053 which
reveals that 1% increase in the cost of seed will increase the yield of potato. It
indicates that increase of seed cost in their farming activities can increase technical
efficiency.
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26.3.5.8 Family Size

The co-efficient of family size is positive but not statistically significant. It implies
the negative relationship with farming efficiency. Family size has no significant
impact on farm efficiency.

26.3.5.9 Age

The co-efficient of age was positive which is 0.014 but not statistically significant.
It implies the negative relationship with farming efficiency. Age has no significant
impact on farm efficiency.

26.3.5.10 Education

The co-efficient of education was negative and it is (−0.066). It is significant at 10%
level of significant. It reveals that technical inefficiency decrease with the increase in
education level. Thus, the higher educated farmers were technically more efficient
in potato production.

26.3.5.11 Occupation

The co-efficient of age was negative which is (−0.351) and it has no statistical
significant. It implies the negative relationship with farming efficiency. Occupation
has no significant impact on farm efficiency.

26.3.5.12 Farm Size

The co-efficient of education was positive and it is 1.205. It is significant at 10%
level of significant. It reveals that technical efficiency decrease with the increase in
farm size. Thus, the higher farm size owned farmers were technically more efficient
in potato production.

26.3.6 Frequency Distribution of Technical Efficiency

Table 26.12 shows the frequency distribution of technical efficiency estimate from
frontier stochastic model. It reveals that the technical efficiency varies from 40%
to 99%. The maximum economic efficiency has been observed to be in the range
of 80–89%. Here, the maximum farms (135) are efficient as they get proper capital
financing in cultivation of potato. However, govt. should support in those variables
that are insignificant to make the farmers more efficient.
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Table 26.12 Frequency
distribution of technical
efficiency estimates from
stochastic frontier model

Efficiency level (%) Technical efficiency

40–49% 1
50–59% 0
60–69% 13
70–79% 38
80–89% 135
90–99% 65
Total number of farmer 252
Mean .857
Minimum efficiency .489
Maximum efficiency .995

Source: Field survey, 2015
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Flowchart 26.1 Value chain of potato
Source: Field survey, 2015

26.3.7 Potato Value Chain

Flowchart 26.1 shows the potato value chain in Bangladesh and different actors
involved in potato value chain has been identified with their share. Here the center
point is the producer of potato. Farmers sell potato at 1125 taka per quintal
after harvest. From the farmer’s commission agent, Paiker, Baparies, Aratdar,
Cold storage, processing companies purchase potato. Among these purchasers,
processors company purchase at high rate and then the cold storage. Here, the
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farmers share is 28.57%. 13.07 and 11.58% share is for small traders and large
traders (Bapari). The share of Aratdar is 15.87% and 8.44% for commission agent.
The rural and urban retailers share is 9.23 and 11.48%. The share of the processing
company and cold storage is 42.31 and 33.33%.

26.4 Discussion

This study aims to analyses technical efficiency and value chain of potato in
Bangladesh. Findings from this study contribute to the current literature in technical
efficiency and value chain of potato. This study suggest that in potato value chain,
farmers share is 28.57%. About 13.07 and 11.58% share is for small traders and
large traders (Bapari). The share of Aratdar is 15.87% and 8.44% for commission
agent. The rural and urban retailers share is 9.23 and 11.48%. The share of the
processing company and cold storage is 42.31 and 33.33%. This study confirm by
the previous findings by [11] who also find retailers hold lowest share in potato value
chain. However, [12] demonstrated that retailers hold highest share in potato value
chain which is not similar with the findings of this study. The main reason behind
this may include different study area selection and also time gap. Furthermore, this
study also explained that among the different variables K fertilizer, irrigation and
seed cost is statistically significant at different levels which are confirmed by [13].

26.5 Conclusion

Bangladesh produces a huge amount of potato every year. A relatively high yield and
low cost of production of the crop with the introduction of modern technologies have
perhaps provided an incentive to the farmers to increase the production of potato
which thereby raise the marketable surplus of potato in Bangladesh. However, due
to lack of proper marketing facilities farmers do not get fair price even sometime
they cannot afford to recover production cost. The growers have to sell major part of
their produces immediately after harvesting at a very low price due to lack of storage
facilities and cash need of the farmers. The present study intends to find out some of
the shortcomings of the existing potato marketing system so that continuous increase
in its production can be maintained. This study will therefore, have a scope to deliver
the information to the potato growing farmers and value chain actors as well as
researcher and policy makers so that they can take proper initiatives to enhance
potato production and its marketing and sustainable growth in future.
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Chapter 27
Modelling and Analysis of Computer
Experiments Using a Simple Pendulum
Model

Kazeem Adewale Osuolale

Abstract A computer experiment is an experiment conducted using data obtained
from a computer model or simulator in lieu of the physical process. A physics-based
experiment known as a simple pendulum experiment was performed to demonstrate
a computer experiment. A true model called a computer model of a simple pendulum
was used to simulate a real life pendulum experiment. The inputs to the computer
code were varied in order to determine the effect of different inputs on the output(s)
of a pendulum experiment. The output of such computer model is used as a proxy
for the real life observations of the study. The focus of this study is to determine
the output, that is, the time it takes the pendulum bob to return to rest. This time is
also called the stoppage time in this study. The accuracy of the estimated time of
the pendulum based on the calculation of the standard error was checked and 95%
bootstrapped Confidence Intervals (CIs) were estimated. MATLAB 2016a computer
package (www.mathworks.com/) was used for the development of the program that
generates the time it takes the pendulum to return to rest.

Keywords Computer experiment · Simulator · Simple pendulum

27.1 Introduction

Computer experiments are becoming more commonly used in science and engi-
neering. This is mainly because some complex physical experiments may be time
consuming, expensive, or even impossible to perform. The rapid growth in computer
power has made it possible to perform experiments on simulators. Since the
emergence of the first computer experiment conducted by Enrico Fermi and col-
leagues [1] in Los Alamos in 1953, scientists in diverse fields such as engineering,
cosmology, particle physics and aircraft design have turned to computer experiments
as a powerful tool to understand their respective processes. For instance, in the
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design of a vehicle, computer experiments are used to study the effect of a collision
of the vehicle with a barrier before manufacturing the prototype of the vehicle,
see Bayarri et al. [2]. A simple pendulum is used in this work as a demonstrative
example for a computer experiment. A simple pendulum may be described ideally
as a point mass suspended by a weightless string from some point about which it is
allowed to swing back and forth in a place, Parks [3]. A simple pendulum can be
approximated by a small metal sphere which has a small radius and a large mass
when compared relatively to the length and mass of the light string from which
it is suspended. This work presents the results of a computer experiment that was
performed using a simple pendulum model to demonstrate a computer experiment.
The pendulum spent the same minimum time to return to rest at different pendulum
lengths and displacement angle of 180◦. This is a novel application area in the field
of computer experiment different from the stochastic simulation experiment. The
MATLAB code was written to numerically solve for the time the pendulum stops by
iteratively varying the pendulum length and initial displacement angle and calculate
the time it takes for the pendulum to stop. A simple pendulum experiment discussed
in Osuolale et al. [4] has been modified in this study with some additional statistical
estimates to convey the accuracy of the estimated time of the pendulum.

27.2 Materials and Methods

An experimental design is a matrix of input variable values (X), where each
column of X represents a variable and each row represents the combination of
input variable values for a single run of an experiment. Conventional experimental
designs according to Montgomery [5] were originated from the theory of Design
of Experiments when physical experiments are performed. Computer experiments
are different from physical experiments in that they have no random variable and
they deal with functions that are thought to have more complex behaviour. Properly
designed experiments are essential for effective computer utilization. After the
computer experimentation had been carried out based on the simulation model,
the next step is to choose an approximate model to fit the process. Motulsky and
Christopoulos [6] reported G.E.P. Box to have said that “all models are wrong
but some are useful” while many models and methods still exist. A complex
mathematical model that produces a set of output values given a set of input values is
commonly referred to as a computer model. This model is used to mimic the real life
system or physical experiment. More often than not, everybody wants computers to
do the extensive computations especially for situations where the intending model
does not result to a closed form solution or the one that requires an iterative solution.
Computer models are distinct from models of data from physical experiments
in that they are often not subjected to random error. In a computer experiment,
observations are made on a response function y by running a complex computer
model at various settings of input factors X. For instance, in the proposed simple
pendulum experiment here, X can be a set of initial displacement angles in a system
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of differential equation and y can be the time it takes the pendulum to return to rest.
Solving the resulting differential equations numerically for specified X gives a value
for y. The goal of this model is to estimate the relationship between X and y from a
moderate number of runs so that y can be predicted at untried inputs. Observations
obtained from this experiment can be used to build up a computationally cheap
surrogate model to the selected simulator or computer code. This surrogate model is
used to approximate the computer simulator or model efficiently and inexpensively
to investigate the behaviour of the function. A computer always produces the
same output when it is fed with the same input. Due to the lack of random error,
classical statistical modelling approaches are not appropriate. For example, one
of the features of design of experiments is replication which simply results to
redundant information in computer experiments. A major contribution to this area
was made by Sacks et al. [7]. In many scientific investigations, complex physical
phenomena are represented by a mathematical model:

Y = f (X),X ∈ [0, 1]m, (27.1)

where X consists of m input variables, f is the functional form of the relationship
and Y represents the output of a computer experiment. This model is a solution to
a set of equations, which can be linear, nonlinear, ordinary or partial differential in
nature. Due to the complex nature of f (X) for many real life cases, the solution to
Eq. (27.1) is often impossible to obtain analytically. Therefore, the scientists often
study the complex relationship between the inputs X and outputs y by varying the
inputs to the computer code and observing how the process outputs are affected. The
pendulum has the following non-linear differential equation as its model:

ML2 d
2θ

dt2
+ bdθ

dt
+MgLsin (θ) = 0

d2θ

dt2
= −b dθ

dt
−MgL sin (θ)

ML2
(27.2)

where M is the mass (kg) of the bob, L is the length (metre) of the pendulum, θ is
the pendulum displacement angle (degrees), b is the coefficient of friction (Newton)
and g is the acceleration (in ms−2) due to gravity. The MATLAB code was written
to numerically solve for the time the pendulum stops by iteratively varying the
pendulum length and initial displacement angle and calculate the time it takes for
the pendulum to return to rest. This model represents a system with two inputs
(pendulum length and initial displacement angle) and one output (the stoppage time
of the pendulum). The mass, M is specified while the friction (b) is also fixed.
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27.3 Implementation

A computer program using MATLAB 2016a package was written to generate values
for the input variables and concurrently calculate the output values. The acceleration
due to gravity g was fixed at 9.81 ms−2 mass was fixed at 0.1 kg and the friction,
b was set to be 0.25 N. A complete diagrammatic model for a simple pendulum
experiment to represent the non-linear differential equations used in this study is
shown in Fig. 27.1 to aid the understanding of the input and output values generated
from the pendulum experiment.

The simulink environment visually solves the model using a chosen solver
(ode45) to numerically compute the value of θ (pendulum displacement angle). The
simulation is run infinitely until the angular displacement becomes zero and the time
it occurs determined. The program loads the simulink model and passes the input
parameters into the model and returns the stoppage time during each experimental
iteration. The Pendulum Length L was varied between 0.2 and 1 m while the initial
displacement angle θ was varied between 5◦ and 180◦ at regular increment of 5◦
intervals. The results from this experiment are presented in Table 27.1.

27.4 Results and Discussion

Graphs are presented in this section in order to see at glance, the time the pendulum
stops at different degrees of displacement angle when the pendulum length L is
0.2, 0.4, 0.6, 0.8 and 1 m. The line graphs showed separately the time it took the
pendulum to stop at each pendulum length used in the experiment. The minimum
time it took the pendulum to return to rest was 0.2 s at 180◦ and the average

Fig. 27.1 Simple pendulum model build-up
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Table 27.1 The estimated stoppage time of the pendulum (in seconds) at various displacement
angles for five different pendulum lengths

Initial dis-
placement
angle

Stoppage time
at pendulum
length of 0.2

Stoppage time
at pendulum
length of 0.4

Stoppage time
at pendulum
length of 0.6

Stoppage time
at pendulum
length of 0.8

Stoppage time
at pendulum
length of 1.0

5 5.19 3.40 4.27 7.49 10.28
10 5.98 5.85 4.25 8.41 11.28
15 4.46 4.23 5.11 8.41 12.32
20 5.79 1.77 5.10 10.25 14.35
25 5.03 3.42 5.93 9.34 14.35
30 5.40 5.05 5.11 9.35 14.35
35 5.97 5.86 5.94 10.34 14.37
40 5.36 6.68 5.93 10.28 15.40
45 5.73 7.53 5.12 10.29 15.40
50 6.16 5.88 5.11 10.29 16.43
55 5.55 6.71 5.11 10.29 15.43
60 6.98 6.72 5.95 10.32 16.45
65 5.50 6.74 6.81 10.31 15.44
70 7.06 5.12 6.82 12.18 15.45
75 5.58 3.48 6.00 10.34 15.48
80 6.83 2.69 6.01 11.36 18.55
85 5.67 2.69 6.85 12.21 16.52
90 6.91 4.35 6.02 11.32 17.56
95 5.75 7.64 6.03 11.33 15.55
100 7.31 5.20 6.90 11.34 17.60
105 5.83 3.58 6.09 11.44 16.61
110 6.66 2.80 6.11 11.47 18.68
115 7.17 2.82 6.11 12.33 18.70
120 6.01 5.31 6.15 11.50 17.72
125 7.25 6.98 6.17 11.46 18.77
130 6.09 4.55 6.19 12.41 18.81
135 6.61 2.96 7.08 12.46 18.85
140 7.45 2.98 6.27 11.56 18.88
145 6.42 6.31 6.32 12.54 18.93
150 6.39 6.38 6.38 12.58 19.00
155 6.50 3.99 6.41 11.73 18.05
160 6.61 3.25 6.52 12.73 18.13
165 8.00 6.62 6.61 12.83 18.23
170 7.00 4.33 6.73 12.11 18.39
175 7.83 4.57 7.00 12.33 18.64
180 0.20 0.20 0.20 0.20 0.20

displacement angle using harmonic mean was 43.12◦ for all the pendulum lengths
used. The maximum time it took the pendulum to return to rest when L = 0.2 m
was 8 s at 165◦ and the average time it took the pendulum to stop using harmonic
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mean was 3.38 s. It took the pendulum the maximum time of 7.64 s to return to
rest when L = 0.4 m at 95◦ and the average time was 2.71 s. The pendulum spent
the maximum time of 7.08 s to stop when L = 0.6 m at 135◦ and the average time
was 3.30s. The pendulum also spent the maximum time of 12.83 s and 19 s to stop
when L = 0.8 m at 165◦ and L = 1.0 m at 150◦ and the average times were 4.38 s
and 5.03 s, respectively. The accuracy of the estimated time of the pendulum based
on the length of the pendulum was checked. The stoppage time of pendulum at
the length of 0.2 gave the estimated mean of 6.1 with the standard error 0.2 and
95% bootstrapped CI (5.7–6.5) while at the length of 0.4, the mean was 4.7 with
the standard error 0.3 and 95% bootstrapped CI (4.1–5.3). The stoppage time of
pendulum at the length of 0.6 gave the estimated mean of 5.8 with the standard
error 0.2% and 95% bootstrapped CI (5.4–6.1) while at the length of 0.8, the mean
was 10.6 with the standard error 0.4 and 95% bootstrapped CI (9.8–11.1). The
stoppage time of pendulum at the length of 1.0 gave the estimated mean of 16.0
with the standard error 0.6 and 95% bootstrapped CI (14.8–17.1). All the estimated
results were significant based on the bootstrapped confidence interval estimates. The
pendulum length at 0.2 and 0.6 gave the smallest estimate of the standard error.

Box plot was also used to compress the information contained in Fig. 27.2.
This enables easy comparisons of the median stoppage times at different chosen
pendulum lengths. From the boxplots, it can be observed that the minimum and
maximum stoppage times of the pendulum at all the displacement angles were
attained at the pendulum lengths of 0.4 and 1.0 m, respectively (Fig. 27.3).

Fig. 27.2 Line graphs of the stoppage time against initial displacement angles (degrees) for five
different pendulum lengths
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Fig. 27.3 Box plots of the stoppage times at the five chosen pendulum lengths over all the
displacement angles

27.5 Conclusion

This study presents the results of a computer experiment that was performed using
a simple pendulum model to demonstrate a computer experiment. The pendulum
spent the same minimum time to return to rest at different pendulum lengths and
displacement angle of 180◦. The maximum time of 19 s was spent by the pendulum
to stop when L = 1 m at displacement angle of 150◦. This study has taken a novel
application area in the realm of computer experiment different from the stochastic
simulation experiment. The mass can also be varied as done for pendulum length
and pendulum displacement angle to simulate the stoppage time. All the estimated
results were significant based on the bootstrapped confidence interval estimates. The
pendulum length at 0.2 and 0.6 gave the smallest estimate of the standard error. The
results obtained in this study show that this methodology indeed drastically reduces
the computation time and still provides reasonably accurate results.
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