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Preface

The International Conference on Small Satellites (ICSS-2019) is organized by the
Society for Small Satellites and Systems (SSSS) and the Sensors Research Society
(SRS). Recent advances in technologies related to small satellites and miniaturized
sensors brought SSSS and SRS together organizing ICSS-2019 at Research Center
Imarat (RCI). The efforts and steadfastness of the ICSS organizing team must be
appreciated who made sure that this event is held on time and flawlessly.

Small satellites are playing an important role in space applications. They are
faster to build, cost-effective, and better packaged due to the use of latest tech-
nologies. Small satellite platforms can be adapted for optical IR, thermal, and radar
imaging (micro-SAR) remote sensing with good resolutions. This conference will
provide a common platform for professionals from industries, industry, and uni-
versities to bring out their novel ideas and research and development work related
to small satellites.

This conference came at the right time and aimed at bringing various stake-
holders from academia, research institutions, and industry onto a common platform
to share, discuss, and deliberate the critical issues in the related technologies and
future trends. This conference was enriched with keynote addresses and invited
talks by eminent persons from various countries and a large number of contributory
papers. To benefit the students and young researchers, a satellite design workshop
was organized with focused talks.

The proceedings of ICSS-2019 consists of full manuscripts accepted from sci-
entists, academicians, researchers, and students worldwide. The theme of the
conference is small satellites, big constellation. The papers are grouped in seven
technical sessions, namely orbit and attitude control and dynamics; payloads and
applications; power systems; small satellite system engineering and production;
satellite constellations, mission design; and space robotics and mechanical engi-
neering. A total of 121 papers were reviewed by specialists from different fields,
and among them, 49 papers are selected for publication in the proceedings with rich
content, clear focus, and high academic level. The acceptance rate was 44%,
implying that only the quality papers were accepted. Plagiarism detection software
Turnitin was used to scan each research paper. The proceedings had excellent
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practical and promotional value, and we hope it would provide reference and help
to all officials and scientific and technical personnel at different levels in the field of
design and development of small satellites. This conference had created a platform
for all to further the research, development, and operation of small satellites ben-
efitting the society at large.

Thanks are due to the contributing authors and co-authors for their valuable
submissions. However, the editors are not responsible for any statement made or
any opinion expressed by the authors. All the queries should be directed to the
respective authors. The papers were received with the presumption of being original
work of the authors, not submitted elsewhere. The submissions were received after
disseminating the Springer policies and procedures on paper submissions and
copyrights. The editors have tried their best to accomplish their jobs within the
narrow time frame; therefore, errors, if any, may genially be absolved.

Hyderabad, India PSR Srinivasa Sastry
Chennai, India Dr. D. V. A. Raghavamurthy
Bengaluru, India Dr. Samba Siva Rao
Trivandrum, India Dr. Jiji C. V.
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44 Channels Multi-sensors Interface
CMOS IC for Telemetry Application

Pradeep Kumar Dixena, Ashish Ranjan Prasad, Divya Kumar Garg,
Amitesh Tripathi, Sushant Gaurav, P. Veeranna and P. Gangadhara

Abstract In the telemetry system, multiple types of sensors are used for monitoring
the physical and structural parameters of a system. These parameters are helpful for
understanding the behavior of the system and to improve the performance of the
system. Telemetry system integrates all the signal conditioning circuits for different
types of sensors and provides digital data in the form of serial interface. To provide
a compact and energy-efficient solution for telemetry, a 44 channels multi-sensors
interface is implemented in single CMOS IC. In telemetry system, different types of
sensors have been used which provide an output voltage in range of micro volt to 10
V. Each sensor has different noise, bandwidth and filtering requirement. This sensor
interface chip (SIC) provides an integrated solution for different types of sensors
used in the telemetry system. SIC used advanced circuit techniques to achieve better
sensitivity and accuracy and also used the combination of high-voltage and low-
voltage breakdown transistors for high level of integration. SIC has been designed
and fabricated using 180 nm CMOS technology. Die area for this chip is 8 mm x
8 mm, and the package area is 20 mm× 20 mm. This chip has been tested for 10-bit
accuracy of all sensor channel interface. Total power consumption of this chip is
800 mW.

Keywords Sensor interface ·Multi-sensors · Telemetry

1 Introduction

Sensor interface chip has been designed for telemetry application. Telemetry is the
process by which an object’s characteristics are measured, and the result is transmit-
ted to a distant station where they are displayed, recorded and analyzed. Telemetry
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data is of immense use in evaluating various subsystem performances, i.e. propul-
sion, control guidance, structure analysis and aerodynamics. The telemetry data is
extensively used in detecting the failure or under performance of subsystem and help
in incorporating the necessary change in the subsystem so that optimum performance
is obtained. Most important part of the telemetry system is sensor and signal con-
ditioning circuit which interfaces physical signal to electrical signal and provides
information about health of the complete system.

Sensor interface IC is targeted to integrate signal conditioning and sensor excita-
tion circuits of ten different types of sensors used in telemetry along with multiple
numbers of channels. This chip has been designed to reduce the number of discrete
components and PCB boards in on-board subsystem, which will also reduce the
number of cables, wiring lengths, size and weight along with energy consumption.
Since the number of component reduces, it increases the reliability of the telemetry
subsystem and also reduces the cost. It will also standardize and provide programma-
bility to the telemetry system. The sensors’ outputs are converted into digital serial
data and made available on a standard serial SPI bus.

The SIC is implemented with a number of optimized high-performance front-end
circuit for various types of sensors. The SIC samples the sensor signals and converts
them into digital signal using in-built analog to digital converter. To realize a low-cost
chip and low-cost IC technology, CMOS technology has been used. To overcome
the drawbacks of the CMOS technology and obtain high performance, in the SIC
design many advanced techniques and concepts [1–3], such as auto-calibration for
offset and gain errors, chopping, low noise circuit implementation, temperature-
independent bias and current generation, high-speed multiplexing and ADC, digital
FIR filtering are used. To provide high-voltage constant current excitation and over-
voltage protection high-voltage CMOS cell, resistors and diodes have been used
which can stand up to 60 V.

2 General Description

Sensor interface chip (SIC) incorporates signal conditioning and excitation circuits
for different kinds of sensors. Main requirement of signal conditioning circuit is to
provide enough gain and filtering for further signal processing. Signal conditioning
circuit should be designed such that it should introduce very low circuit noise to
the desired sensor signal. Another requirement of signal conditioning block is to
provide variable gain so it can support various sensor signal output ranges and provide
DC voltage programming such that it can compensate various types of DC offset
generated due to wire length and mismatch of components.

The sensor interface chip (SIC) is a mixed signal CMOS IC which integrates
analog front end for sensor interface along with analog to digital converter and
digital filtering. SIC converts sensing element signals into a serial digital output.
These signals are in Serial Peripheral Interface (SPI) format which can easily read
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by FPGA, DSP or microcontroller for further signal processing and recording. The
SIC provide interfaces for:

• Resistance temperature detector (RTD) type PT100 for temperature range of −
100 to 600 °C

• Thermocouple Sensor type-C for temperature range of −100 to 3000 °C
• Strain sensor, bridge type with resistance change of 350 ± 0.7, 350 ± 1.4, 350 ±
2.8 and 350 ± 5.6 �

• Pressure sensor, with signal output of 0–5 and ±2.5 V
• Acceleration sensor, bridge type with voltage range 7.5 V ± 150 mV
• Vibration and shock sensor, IEPE type with voltage output range 12 ± 5 V
• Acoustic sensor, IEPE type with voltage output range 12 ± 8 V
• Electrical signal sensing, single ended with output range ±10 V
• Electrical signal sensing differential ended with output range 0–20, 0–40 and
0–80 V.

3 System Level Implementation

Figure 1 shows the functional block diagram of the sensor interface chip. Sensor
interface chip (SIC) integrates signal conditioning, excitation of above-mentioned
sensors and output of signal conditioning circuits for all sensor channels are mul-
tiplexed and converted into a digital data by on-chip analog to digital converter
(12-bit ADC), and converted digital data after filtering is made available serially on
a standard Serial Peripheral Interface (SPI) bus.

Fig. 1 Sensor interface chip block diagram
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The basic building block of SIC is three op-amp-based instrumentation amplifier
[4], which provides very high common mode noise rejection, analog low-pass fil-
ter used for high-frequency noise rejection and anti-aliasing filtering for ADC and
programmable gain amplifier to adjust the signal gain and signal swing and match
to ADC input swing. For some sensors, voltage swing is higher compared to supply
voltage [5]. To accommodate higher voltage swing, the resistive divider scaling cir-
cuit has been used. This scaling circuit has been designed in such a way that it makes
sure that input voltage of CMOS op-amp should not cross supply voltage.

High-frequency analog multiplexer has been used to sample the sensing signal.
Multiplexer control signal is provided by state machine, and multiplexing scheme is
optimized in such a way that it can accommodate very high and very low-frequency
sensing signal in moderate rate. Signal-to-noise ratio of each signal conditioning cir-
cuit is maintained to get accuracy of 10-bit full-scale swing. Output of multiplexer is
connected to high sampling 12-bit pipeline ADC. After ADC, digital de-multiplexer
has been used to separate different sensor digital output. De-multiplexer is also con-
trolled by same statemachine to ensure synchronization between analogmultiplexing
and digital de-multiplexing. After de-multiplexing, sensor digital data is passed par-
allel through cascaded integrated comb (CIC) structure and digital finite impulse
response (FIR) low-pass filter [6]. CIC filter down samples the ADC data and brings
down the sampling rate of sensor bandwidth, and FIR filter provides desired low
cut-off frequency and sampling rate of each sensor channel. Output of FIR filter is
stored in SPI register and can be read by providing the SPI address data for defined
sensor channel.

4 Block Level Implementation

This chip incorporates from very low-voltage sensing (in the range of micro volts) to
very high-voltage sensing (in the range of 24 V) requirements. For very low-voltage
sensing, noise is the most important aspect to design signal conditioning circuit,
whereas for high-voltage sensing circuit, linearity as well as circuit breakdown is an
important aspect. Different type of sensor requires different type of excitation, which
is in the form of either constant current or constant voltage. The SIC chip provides
the current/voltage excitation with programmable fine-tuning.

4.1 Interface Circuit for Sensor Output Voltage Less Than
Supply Voltage

RTD, strain and thermocouple are examples of such type of sensors. This type of
sensor output voltage is less than supply voltage and voltage swing vary from μV to
mVonly. Signal conditioning circuit of this type sensor should provide very high gain
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along with very low noise to maintain desired SNR. CMOS technology has problem
of flicker noise, which causes very high noise density at lower frequency. Most of the
sensors are having very low-frequency response which falls in the range of device
flicker noise. This type of sensor signal frequency is in the range of 10–20 Hz. To
provide better sensitivity, CMOS op-amp should be designed in such a way that it
provides very low flicker noise [7] and satisfies the 10-bit SNR requirement.

Figure 2 shows the block diagram of two-wire RTD sensor interface circuit. RTD
sensor provides sensing of temperature in terms of resistance. For the temperature
range of−100 to+600 °C, the resistance of PT100 RTD sensor changes from 60 to
320 �. To measure this change, a constant current of 1 mA has been flown through
RTD sensor, which provides differential voltage change of 260 mV. This constant
current has been generated using cascoded current mirror, and to provide constant
reference DC bias, a feedback amplifier has been used.

Front end of RTD sensor composes of three op-amp-based instrumentation ampli-
fier alongwith over-voltage protection (OVP) circuit. Instrumentation amplifier along
with programmable gain amplifier provides the gain in the range of 2 V/260 mV, so
full ADC swing can be achieved. After the instrumentation amplifier, analog low-
pass filter (LPF) with cut-off frequency of 1 K has been used to filter high-frequency
noise and anti-aliasing filter for ADC. Since sensor signal bandwidth is 10–20 Hz,
1 K LPF has been implemented to save silicon area. Lower frequency requires much
higher passive component which occupies very large area. To achieve sensor signal
bandwidth, very low cut-off frequency in range of 10–20 Hz digital FIR filter has
been used after ADC. After LPF, programmable gain amplifier has been used to
provide variable signal swing and gain. For RTD sensor signal conditioning chain,
multiplexer sampling rate is 4 K, four times of LPF cut-off frequency. After analog
to digital conversion and digital de-multiplexing and filtering, output of RTD sensor
signal is stored in SPI register. RTD sensor signal conditioning chain also consists
of a 8-bit digital to analog converter to provide DC offset correction which can be
easily controlled by SPI configuration.

Figure 3 shows the detailed front-end circuit for RTD sensor interface. In all
modes, the design target of the whole system is better than 10-bits. Similar archi-
tecture has been used for thermocouple and strain sensor signal conditioning circuit.

Fig. 2 Block diagram of two-wire RTD sensor interface circuit
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Fig. 3 Detailed front-end circuit for RTD sensor interface

The only difference is signal conditioning gain and excitation circuits. Thermocou-
ple sensor only requires DC biasing, whereas strain sensor requires a low drop out
(LDO) voltage regulator and bridge network for input voltage.

4.2 Interface Circuit for Sensor Output Voltage More Than
Supply Voltage

Vibration, shock and acoustic sensor are of Integrated Electronics Piezo-Electric
(IEPE) type, and voltage output of these sensors is in the range of 12VDCvoltage and
voltage swing of ±5 V. Electrical signal measurement is also a type of high-voltage
measurement.

Figure 4 shows the block diagram of IEPE vibration sensor interface circuit. IEPE
sensor requires excitation of 4 mA constant current from 24 V DC supply voltage.

Fig. 4 Block diagram of IEPE vibration sensor interface circuit
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Fig. 5 Layout of the
fabricated SIC chip

8mm

8mm

This excitation circuit has been designed using high breakdownLDMOS transistor so
it can withstand higher-voltage swing. Scaling network has been used as front end for
this type of sensors. Scalar network has been designed using high-voltage breakdown
resistor and diode. Scaling network makes sure that the input to the CMOS buffer
is less than the normal supply voltage (5 V). Scalar and buffer circuits have been
designed, i.e. sizing of scaling resistor and sizing of buffer transistor such that it
has maintained required SNR of 10-bit. After buffer, second-order analog low-pass
filter and programmable gain amplifier have been used. In the design, a digital to
analog converter (DAC) output has been fed to PGA for DC offset correction and to
provide DC bias shift to the input signal. For this sensor multiplexer, the sampling
and ADC sampling are at 32 kHz, which is four times of LPF frequency. Desired
sensor bandwidth is maintained using digital FIR filter.

5 SIC Chip Implementation

The SIC chip has been implemented using a 180 nm analog CMOS process with
power management option, and the whole chip area is around 64 mm2 (8 mm ×
8 mm). All the analog blocks are fully custom designed and layout. There are also
digital parts for digital FIR filtering and control and serial communication with the
FPGA/DSP/MCU. Figure 5 shows the layouts of the fabricated SIC chip.

6 Test Set-Up and Experiment Results

The SIC chip has been tested for its functionality using the evaluation board and
standardmeasurement system. Figure 6 shows the test set-up forRTDsensor interface
circuit. Standard variable resistor simulator has been used to mimic the RTD sensor
resistance change due to temperature.
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Fig. 6 Test set-up for RTD sensor signal conditioning chain

From RTD datasheet [8] for different temperature, corresponding resistance has
been chosen and applied as the input of RTD signal conditioning circuit, and cor-
responding ADC output has been recorded. Table 1 shows the ADC output of RTD
channel in decimal format forADCoutput rangeof±512. Figure 7 shows the pictorial
plot of measured data.

Figure 8 shows the test set-up for vibration sensor (IEPE) interface circuit. IEPE
sensor simulator has been used to mimic the vibration sensor output voltage. Table 2

Table 1 ADC output of RTD sensor channels

S. No. Temp. Res. RTD1 RTD2 RTD3 RTD4 RTD5 RTD6

1 −100 60.25 −481 −480 −478 −478 −484 −480

2 0 100 −338 −335 −336 −336 −340 −337

3 100 138.5 −200 −198 −198 −198 −201 −200

4 200 175.8 −66 −65 −64 −65 −66 −66

5 300 212 64 65 65 65 66 65

6 400 247 190 189 191 191 193 191

7 500 280.9 312 310 313 312 316 312

8 600 313.6 429 427 430 428 435 430

Fig. 7 RTD sensor channels measurement result
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Fig. 8 Test set-up for vibration sensor signal conditioning chain

Table 2 ADC output of vibration sensor channels

S. No. Input (V) VIB1 VIB2 VIB3 VIB4 VIB5 VIB6

1 7 −468 −466 −466 −470 −468 −465

2 8 −375 −374 −373 −377 −375 −371

3 9 −282 −279 −280 −285 −283 −279

4 10 −188 −187 −187 −190 −188 −186

5 11 −96 −94 −92 −96 −94 −91

6 12 −2 −3 −2 −4 −3 3

7 13 92 92 94 91 90 97

8 14 185 187 188 183 185 191

9 15 277 280 279 277 278 284

10 16 371 371 374 370 371 375

11 17 464 465 467 463 463 469

shows the ADC output, and Fig. 9 shows the pictorial plot for all vibration sensor
channel ADC outputs.

Fig. 9 Vibration sensor
channels measurement result
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A full set of measurement carried out at themoment of this paper is submitted, and
all of the measurement modes have been tested carefully and verified. The overall
speed and accuracy have been checked over the design target.

7 Conclusions

In this paper, a 44 channel sensor interface chip has been presented. As compared
to an existing interface, the SIC offers a large variety and number of sensor channel
integration compared to existing sensor interface ICs. Moreover, in the SIC, an opti-
mized multiplexing scheme has been incorporated which takes care of the different
bandwidth requirements of different variety of sensors. It also provides a standard
Serial Peripheral Interface (SPI) bus for reading sensor data in serial digital form
at higher speeds, which can be easily integrated with any other digital system. This
chip uses advanced techniques and concepts, including auto-calibration, chopping
technique, low noise circuit design and dynamic sampling. A prototype has been
built and tested. A resolution and linearity of 10-bits have been achieved in a mea-
surement. Chip size after packaging is only 20 mm× 20 mm, and it consumes power
only 800 mW from 5 V supply. The SIC chip is very suitable to be realizing an
integrated compact and miniaturized, low power and high-performance telemetry
system, which can be used in avionics applications.
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Study of Concurrent Piezo Actuation
and Sensing on Drift Stability of CVGs

Nisha S. Dathan, G. S. Anish, K. Usha and S. Paul Pandian

Abstract Vibratory gyroscopes with piezoelectric transducers have found substan-
tial number of applications where low drift rate is easily achievable with low cost,
lowweight and high reliability. However, piezoelectric transducers are prone to aging
effects that cannot be compensated and hence affect gyro drift and scale factor sta-
bility. In this paper, two methods of using same piezoelectric transducer element for
actuation and sensing are designed and evaluated for improving gyro performance.

Keywords CVG · TFG · PZT · Concurrent drive and sense

1 Introduction

The inertia and stiffness introduced by a piezoelectric element and bonding epoxy
can significantly contribute to the performance of a vibratory gyroscope. Small dis-
persions in thickness of piezoelectric element and/or bonding layer as well as its
mechanical and electricalmaterial properties can result in asymmetry in the resonator
calling for tight component level tolerance and process control. Though this require-
ment is indispensable in piezoelectric resonators, contribution of piezo imperfections
can be significantly reduced by going for single set of piezoelectric transducers for
actuation and sensing. First method studied in the paper makes use of the inherent
piezoelectric capacitance in parallel with piezoelectric element. The input voltage is
applied simultaneously to the piezo element and a reference capacitance, which by
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matching with the known piezoelectric capacitance can give out signal proportional
to the strain rate [1]. The second method employs a time-multiplexed discontinuous
excitation and sensing.

2 CVG Details

Coriolis VibratoryGyroworks on the principle of energy transfer from a drivenmode
to sense mode due to Coriolis force generation. The Coriolis force, Fc, is given by

Fc = 2mV� (1)

where m is the mass of the resonator, v is the driving velocity, and � is the angular
velocity to be measured.

2.1 CVG Configuration

TFG used for the study is a four-tine configuration with high rate capability and
high accuracy. The gyro has four control loops, viz. frequency control, vibration
amplitude control loop, force feedback loop and quadrature control loop.

TFG is driven using a set of four piezoelectric ceramic plates for drive mode exci-
tation. Another spatially displaced set of four piezos are used to take feedback for
excitation amplitude control. Conventionally, these eight sets of piezos are used for
frequency control and amplitude control of drive mode. Another set of eight orthog-
onal piezos are used for force feedback control and quadrature control. However, the
gyro is configured for open-loop operation for this study to minimize the effects of
control loop stiffness on the performance, i.e., of the eight orthogonal piezos, only
four sets are used to take rate output in open loop. Though gyro bandwidth is limited,
it has no bearing on the drift stability.

2.2 Piezoelectric Transducer Specification

Piezo material composition is lead zirconate titanate (PZT). Relative dielectric con-
stant is 1750, mechanical quality Qm is 75, piezoelectric strain coefficients d33 and
d31 are 400 × 10−12 C/N and −170 × 10−12 C/N, respectively. The piezo dimen-
sions are 2.5 × 2 × 0.2 (mm) with tolerance of +0.0/−0.05 mm. PZT transducers
are bonded using conductive epoxy.
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3 Concurrent Sensing Techniques

In these techniques, the same piezo element is used for both actuation and sensing [5].
Two such techniques are discussed. The first one is based on drive and sense using
a matched RC network, and the second one is based on time division multiplexing.

3.1 Concurrent Drive and Sense Using Matched RC Network

In the first method of concurrent sensing circuit, each piezo is simultaneously used
as an actuator and sensor via a strain rate circuit [7]. The inherent piezoelectric
capacitance in parallel to the piezoelectric transformer is matched to an equivalent
capacitance, and differential readout is done. Piezo current is the sum total of current
through the transformer and current through the inherent capacitance. This relation
is implied in the sensor equation [1].

θT ŕ = Bqi − Cpv́ (2)

where θ is the mechanical and electrical coupling factor, r is the displacement
coordinate vector, Bq is the forcing function, C is the capacitance, and v is the
voltage.

3.1.1 Design Details

An R-C-based matching network is designed for strain rate measurement for 1.7 nF
capacitance of the drive piezo element. In Fig. 1, the V 1 and V 2 can be derived from

Fig. 1 Concurrent drive and sense using matched capacitance network
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circuit theory in terms of the input voltage V c and circuit parameters R1, R2, Cp

and C2 in the s domain [1]. Without losing generality, the strain rate signal of the
piezoelectric element is determined by subtracting V 1 from V 2.

V1 = Vc − imechR1

sR1Cp + 1
(3)

V2 = Vc

sR2C2 + 1
(4)

R1 and R2 are chosen 806�, and C2 is chosen to be 1.7 nF, close to the value of drive
capacitance of the piezo load. A potentiometer is used to match both time constants
exactly to cancel out the driving voltage. An instrumentation amplifier is used as
second stage which gives the sensed voltage which is proportional to the vibration
rate.

3.2 Time-Multiplexed Switched Drive and Sense

The second method uses a time division multiplexing scheme [3, 6] to actuate the
piezo and sense the output. The proposed scheme is shown in Fig. 2.

3.2.1 Design Details

The critical design parameters in this method include the multiplexing frequency,
driving band, sensing band and guard band. These time periods should be chosen in
optimum proportion to ensure proper functioning of the multiplexer circuit. If the
actuation band is too high, it can reduce the time available for sensing the external

Fig. 2 Time-multiplexed switched drive and sense
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Fig. 3 Waveforms for
switched drive and direct
feedback signal indicating
minimal ripple

rate, while if actuation band is too low, the amplitude of the sensed signal will be too
low. Similarly, if the guard band is too low, undesirable transition noise can affect
the control loop. Moreover, a long no-actuation zone can result in Q-dependent
decay of sense signal. For optimum actuation and minimizing the transition noises,
for maximum multiplexing rate of 500 Hz, actuation time of 50% time period and
sensing duration of 32% time period are used with a guard band of 18% of time
period. Hi 201-based CMOS analog switches are used to implement the time division
multiplexing scheme. Waveforms for a multiplexing frequency of 500 Hz for a TFG
of frequency 5.423 kHz are shown in Fig. 3.

3.2.2 Effect of Multiplexing Frequency

The time-multiplexed frequency to too low value can result in dropping of TFG
sense output due to lose of energy in the TFG whereas using too high multiplexing
frequency will reduce the number of cycles of excitation obtained for sensing thus
constraining sensor electronics. Further, the correlation of noise in the sensing circuit
is seen to vary inversely as the multiplexing frequency decreases. Lower frequen-
cies increase the ripple content in the sense signal due to decay of piezo amplitude
during sensing phase. FFT of sense output shows side bands at switching frequency
away from resonant frequency (Fig. 4). The ripple being Q dependent, the design
is optimized for a multiplexing frequency range of 50–500 Hz for a TFG with Q ≈
3300.

3.2.3 Effect of Parasitic Capacitance of Analog Switch

Higher value of parasitic capacitance may interfere with sensing circuit as the
observed sense signal using same piezo appears as a superimposed waveform on the
actuation signal on account of parasitic capacitances. This varying bias can interfere
with the control loop, and so, a bleeder resistance is used to discharge the parasitic
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Fig. 4 FFT of direct
feedback signal for 200 Hz
multiplexing frequency

capacitances associated with analog switch. The resistance value if becomes too high
will result in very slow discharge and if its value is too low can load the piezo thus
reducing the magnitude of sensing output, and hence, it is optimally fixed.

4 Experimental Details

The study on drift stability was carried out in a tuning fork gyroscopewith PZT trans-
ducers bonded using conductive epoxy.Q and frequency split was of the order of 3300
and 1.4 Hz, respectively. Open-loop frequency response of TFGwas measured using
conventional drive and sense piezos as well as with concurrent time-multiplexed
switched drive and sense scheme. In conventional scheme, resonant frequency of the
sense mode was seen to decrease as drive voltage increases. With switched drive,
same drive voltage results in lower deflection due to restricted duty cycle. Hence,
comparison was made on switched drive with conventional sensing and concurrent
sensing. Resonant frequency behavior with respect to drive amplitude was seen to be
similar for both cases (Fig. 5), i.e., resonant frequency variations with drive ampli-
tude are not contributed by the sense piezo elements. Figure 6 indicates frequency
response for different switching frequencies.

TFG is trimmed for frequency and amplitude control with conventional method
using separate drive and sense piezo elements. PLL-based frequency loop is set for
closed-loop operation at drive mode resonance of 5.423 kHz. Drive mode feedback
amplitude is set for approximately 3 Vpp.With rate sensing in open loop, drift stabil-
ity and temperature sensitivity are assessed. The mode of CVG operation configured
for the experiment is shown in Fig. 7. Gyro scale factor is 80 µV/(°/s).

ADS1278-based data acquisition system is used to ensure high accuracy voltage
readout, and quadrature phase encoder-based frequency analyzer with 25 MHz res-
olution is used for measuring frequency. Rate output voltage is acquired at 20 ms
time intervals, whereas frequency is updated at 10 s time interval.
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Fig. 5 Resonant frequency versus drive amplitude

Fig. 6 Frequency response plot for different multiplexing frequencies

Time-multiplexed switched drive and sense circuit is interfaced to TFG. Multi-
plexing frequency is chosen as 500 Hz to keep sense signal ripple below 1%. To
maintain same feedback amplitude and thereby same stiffness in the amplitude con-
trol loop, a gain of 3.3 is introduced in the switched concurrent sense output. With
no loop trimming adjustments, drive mode feedback amplitude stabilized at 2.72
Vpp. However, drive mode excitation amplitude increased from 2.2 to 7 Vpp for
500 Hz multiplexing frequency. This is attributed to duty cycle limited drive ampli-
tude. Frequency loop stabilized at 5.424 kHz with ±10 Hz variation as observed
in oscilloscope. Frequency analyzer measurement was with 10 s accumulation and
hence could not measure the oscillatory behavior. However, presence of frequency
variation was not seen to affect drift. Drift stability and temperature sensitivity were
assessed in this condition.
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Fig. 7 TFG evaluation method

5 Results

Both methods discussed in the paper offer the advantage of using the same piezo
for both actuation and sensing, thereby making truly collated control possible. They
also eliminate the non linearity [4] and capacitive coupling problems associated with
separate sensor and actuator piezos [2, 8]. However, these advantages come at the
expense of reduced drive voltage. In the firstmethod, anR-C-basedmatching network
was designed for 1.7 nF capacitance of piezo element, and frequency response was
evaluated. The secondmethodwas realized using analog switches for switching drive
signal and sensing amplifier outputs.

5.1 Comparison of the Two Methods of Concurrent Sensing

The multiplexing method was found to be easier to configure and interface to the
piezoelectric sensors. The multiplexing frequency has to be much larger than the
bandwidth of the sensor to avoid any loss of bandwidth of the integrated system. The
matched RC network-based concurrent sensing circuit on the other hand avoids this
problem by sensing continuously over the entire time but gives time rate of strain as
output and therefore requires modification of control loops. It also suffers from the
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Table 1 Temperature sensitivity and amplitude control for conventional and concurrent drive

Parameter Conventional mode Concurrent drive and sense mode

Temperature sensitivity of rate bias
(mV/°C)

11.4 2

Amplitude control requirement
(V/°C)

0.57 1.43

problem of reduced sensing amplitude as the R1C1ω which is also the proportional
constant is designed to be�1 to keep the sensing output proportional to rate of strain,
but this can be resolved by adding an extra amplifier stage. Also since the concurrent
sensing circuit relies on time constant matching, careful trimming is essential.

5.2 Effect on Drift Stability

Since the introduction of second method of time-multiplexed concurrent sense
required less modification in TFG loop dynamics, the method was adopted for
evaluation of drift stability and thermal sensitivity.

The experiments were carried out in CVG open-loop mode with no quadrature
control and no force feedback control. Results of the experiment are tabulated in
Table 1.

Temperature sensitivity of bias improved from 11.4 to 2 mV/°C for a temperature
range of 25–60 °C. Warm-up characteristics also improved. Drive mode amplitude
control was seen to affect rate less. Frequency drift in conventional mode was 1 Hz,
whereas this could not be correctly determined in the time switched scheme due to
discontinuous pulses corrupting frequency estimation.More than five-fold difference
in temperature sensitivity is attributed to the sense piezo characteristics. Similar
improvement can be expected when quadrature control on orthogonal piezos is also
done in concurrent drive and sense mode. Moreover, effect of spatially co-located
orthogonal modes also benefits control loop stiffness.

Temperature-induced errors due to the temperature sensitivity of mechanical and
electrical material properties of piezoelectric ceramics are significantly reduced by
the proposed scheme. Based on obtained results, one-order improvement is expected
on drift stability of the tuning fork gyroscope.
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A Quantitative Comparator of Heuristic
Methods for Optimal Route in Hilly
Terrain

Sudhir Porwal and Sangeeta Khare

Abstract The computation of optimal route for various kinds of automatic or
manned vehicles on hilly terrain is an important task in route planning applica-
tions. In the absence of a road network, the topography factors of the terrain (slope,
elevation, etc.) and the climbing angle of the vehicle play an important role in the
computation of the optimal route between two points. This kind of problem has been
addressed in the artificial intelligence domain, and the graph search algorithms can
be applied to find a solution. The A* algorithm and various versions of A* have
been reported in the literature to achieve the faster results while maintaining the
optimality criteria of the solution. The speed-up in all the versions of A* algorithms
is achieved through the use of heuristic knowledge available in the problem domain.
There may exist various heuristic functions that fulfil the admissibility criteria but
produce different results as far as the speed and the optimality are concerned. This
paper presents a performance measure for quantitative comparison of the various
heuristics functions that can be used for optimal route selection in hilly terrain.

Keywords Search tree · Graph search · Optimal route · Heuristic methods ·
Terrain model

1 Introduction

The selection of the optimal route between two points has been a very popular prob-
lem for researchers from various domains like GIS, robotics, game programming.
In most of the cases, the input is represented as connected graph G =(V, E). The V
represents a set of vertices (the various destination points), and the E represents the
edges, i.e. each edge connects the two vertices. Every edge is also associated with
some weight or cost that fixes the optimality criteria of the route selection. If the
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length of the edge is used as the cost factor (more the length then more is the cost),
the optimal route selection returns the shortest route possible between two points.
The slope of the edge is also an important cost factor especially in cross-country
movement where the road network is not present and the movement of vehicles is
avoided on steep slopes to mitigate any possibility of accident or mishap. The com-
putation of the optimal route over a given road network is somewhat faster as the
size of the road network graph is not very large. A dense road network of a city
may merely have few hundreds of vertices and few thousands of edges in the road
network. It is much faster to produce the optimal solution for route selection in a
smaller graph as the depth of the spanning tree during the graph search is not too high
and the result can be produced in a faster manner. The cross-country route selection
makes use of the digital geographic data of the terrain (e.g., digital elevation model),
and the associated graph may have millions of vertices and edges. The graph search
algorithms like depth-first search (DFS), breadth-first search (BFS) [1], Dijkstra’s
algorithm [2] guarantee to produce optimal route but expand too many nodes during
the graph search and thus result in slow performance. The A* heuristic-based graph
search algorithm [3] is one of the best-known algorithms for graph search that makes
use of some heuristic knowledge and uses the criteria of the best-first search. The
A* algorithm expands less number of graph nodes, and search is guided towards the
destination node using the heuristic information during the search. It results in less
number of node expansions and thus results in a performance boost up during the
search. The general graph search algorithms use some cost estimation function that
computes the actual cost of route from start node to some intermediate node. The
nodes are reordered based on these cost values, and one node is selected for further
expansion. On the other hand, the heuristic-based algorithms also add an estima-
tion of the route cost from an intermediate node to the destination node. The use of
heuristic information guides the search towards the destination node and results in
less number of node expansions before the search terminates.

The various time, storage and optimality requirements have given birth to many
modified versions of A* algorithm for route planning. The researchers have reported
their work like dynamically pruned A* method [4], using bidirectional search [5],
using experience graphs [6] and learning-based adaptive A* algorithm [7] to fur-
ther improve the performance of the heuristic-based graph search algorithms. These
optimizations are suitable for a class of problems and cannot straightway be used
for optimal route selection problem in various domains. The Lingkun et al. [8],
Geisberger et al. [9], Abraham et al. [10] have studied the problem and provided
the optimized solution for road networks. A well-defined theoretical study of the
performance was presented by Bast [11].

The work presented in this article makes use of standard A* algorithm for cross-
country optimal path selection using the Digital Terrain Elevation Data (DTED). The
various heuristic methods are used to compare the performance using the proposed
comparator. All the selected heuristic function also satisfies the admissibility criteria
[12]. The problem definition is presented in Sect. 2, the performance comparison
and criteria are discussed in Sect. 3 and the paper concludes in Sect. 4.
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2 Problem Definition

The vehicles, like tank, bridge carrier, trucks in armed forces, generally follow the
cross-country routes for themovement. These vehicles have their critical climb angles
that should not be neglected duringmovement to avoid any casualty. The planning of a
safe route withminimum cost requires the knowledge about the terrain of operational
area. With the advent of the GIS technology, the digital geographical data about the
terrain can be stored, updated, managed and analysed for various situations. Using
this digital geographical data, the route for a particular vehicle type can be selected
beforehand and can be used for actual movement during the operation.

2.1 Graph Representation

The DTED is gridded terrain data that contains the ground height above mean sea
level at each grid point. A connected graph needs to be prepared using the DTED so
that a graph search algorithm can be employed over it for the selection of optimal
route between two points. The DTED-based graph representation is shown in Fig. 1.

Each grid point represents the vertices of the graph, and every vertex is 8-way
connected. Each vertex in the graph has eight in bound, and eight outbound edges
except the vertices lying at the boundaries. The size of this graph increases rapidly
as the size of operational area expands. The ASTER DTED data [13] is available at
30 m resolution. A graph representation of an operational area of 30 × 30 km using
the ASTER data contains approximate one million vertices and 8 million edges.
The optimal route selection on such a large graph may sometimes take unexpected
time. It was observed that the performance of the algorithm is greatly affected by the
selection of the heuristic function.

Fig. 1 Graph representation
of DTED
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2.2 Cost Estimation

The route between two vertices in the graphG is shown in Fig. 1, and it is a sequence
of vertices v0, v1 · · · vn, where vi εV and (vi, vi+1) εE for 0 ≤ i ≤ n − 1. Each
edge between two adjacent vertices has some cost associated with it. If the length
of the edge is assumed as the cost of the edge, the optimal route selection algorithm
returns the shortest path. The criteria of optimality in the single weighted tree are
always associated with the cost function. The graph search algorithm always tries
to minimize the total cost of the route. The slope between two adjacent vertices is
another criterion that can be used to compute the cost of the edges. In cross-country
movement, the critical climb angle of vehicles needs to be addressed while selecting
the optimal route. Thus in this work, the slope between two adjacent vertices and
the critical climb angle of vehicle are used in cost estimation using the following
procedure.

Procedure: Cost Estimation
Input: vi, vi+1  // two adjacent vertices
max_height_diff = edge_lenght * tan(critical_climb_angle);
Cost = abs(DTED[i] – DTED[i+1]) * MAX_SLOPE_COST / max_height_diff; 
If(cost > MAX_SLOPE_COST)

Return INFINITY;
Else

Return cost;

This procedure uses two constants MAX_SLOPE_COST and INFINITY that
can be set to some values based on the implementation need. The INFINITY cost
is assigned to those edges which can never be used by a vehicle type for movement.
This computes the cost of the edge that varies linearly with the slope. DTED is an
array that stores the height above mean sea level of each vertex in the graph.

2.3 Graph Search Procedure

The general graph search techniques like depth-first search (DFS) or breadth-first
search (BFS) [1] can be applied for optimal route selection. The DFS technique uses
the stack as internal data structure and backtracking to visit the graph nodes. The BFS
technique uses the queue data structure and visit graph nodes based on their level
of depth in the spanning tree. It guarantees to return an optimal route but consumes
lots of time. The A* technique is modified BFS, that uses the priority queue as data
structure and uses the heuristic information to visit the node with minimum cost
value. The cost function f (n) is described as f (n) = g(n) + h(n), where g(n) is the
actual cost from start node to node ‘n’ and h(n) provides an estimate of route cost
from node ‘n’ to the goal node.
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Table 1 Various heuristic functions

S. No Name Measure between point P1(a, b, c) and Point P2(x, y, z)

1 Euclidean
√
{abs(a−x)2 + abs(b−y)2 + abs(c−z)2}

2 Manhattan abs(a−x) + abs(b−y) + abs(c−z)

3 Chessboard Max[abs(a−x), abs(b−y), abs(c−z)]

2.4 Heuristic Functions

The role of heuristic functions is to provide an estimate of the cost of the undiscovered
route from some intermediate node ‘n’ to goal node. If it is assumed that an optimal
route between start and goal node exists via node ‘n’. If the actual cost of route from
start node to node ‘n’ is g*(n) and actual cost of route from node ‘n’ to goal node
is h*(n), the total route cost can be represented as f ∗ (n) = g ∗ (n) + h ∗ (n). In
various heuristic-based graph search techniques, it is desired that f (n) should be a
close estimate of f *(n). It can be achieved if h(n) provides a close estimate of h*(n).
The admissibility criteria [3] of a heuristic function that can produce an optimal route
is that if h(n) ≤ h*(n), i.e. h(n) is a lower bound on h*(n). The selection of heuristic
function is greatly dependent on the nature of input graph but it ensures the optimal
route only if the admissibility criteria are satisfied.

Three different distance measures as shown in Table 1 are used as heuristic func-
tions in our work to compute the cross-country optimal route for various kinds of
vehicles. All the three distancemeasures satisfy the admissibility criteria thus capable
of resulting in the optimal route.

3 Performance Comparison

The comparison of the heuristic power of different functions is generally done based
on the experiences. It is required to build certain performance measures that can
be calculated for comparison purposes. The penetration (P) is one of the popular
performancemeasures [3]. It computes the extent towhich a search is focused towards
the goal, rather than searching in irrelevant areas. It is defined as P = L/T, where L
is length of the path found to goal node and T is total number of nodes generated
during the search.

3.1 Proposed Comparator Function

A performance measure cumulative cost (CCH) is proposed in this article that takes
the cost of the route as well as the search completion time into account. It is a relative
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measure that makes use of the fact that BFS always generates the optimal route. The
result of algorithm under test is compared with BFS results, and CCH is computed.

Once the route has been searched, various parameters can be computed. The cost
of the route using BFS can be computed as

CBFS =
N−1∑

i=0

cost(xi )

Similarly, the cost of route using heuristic-based method can be represented as

CH =
M−1∑

i=0

cost(hxi )

Here ‘N’ and ‘M’ are total number of nodes in route searchedbyBFSandheuristic-
based method, respectively. The xi and hxi represent the route nodes in BFS and
heuristic-based methods. The time taken to search the route using BFS algorithm
and heuristic-based method is also represented as TBFS and TH, respectively. Now,
the cumulative cost factor can be computed as

CCH = CH

CBFS
+ TH

TBFS

The first fraction F1 = (CH /CBFS) should always be greater than or equal to
one, and the second fraction F2 = (TH /TBFS) should always be less than one. A
good heuristic method always tries to minimize the F1 and F2 both to achieve the
optimality criteria. But in reality if F1 is kept to its minimum, the F2 increases and
vice versa. The CCH provides a measure that is a trade-off between optimality and
the speed of execution of the algorithm.

4 Results

The BFS algorithm and A* algorithm with three different heuristic functions as
shown in Table 1 are implemented in C++. A DTED data set of size 1024 × 1024
containing more than one million ground points is used to compute the optimal route
between start and goal nodes. The selected routes are shown graphically in Fig. 2.
The performance of the algorithms was recorded on the computer with Intel Xeon
X5660 CPUwith 8 GB of RAM. The performance measures like penetration (P) and
cumulative cost (CCH ) are used to compare various algorithms. The minimum and
maximumedge costs are assumed as 20 and50, respectively. The detailed comparison
is shown in Table 2.
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(a) (b) (c) (d)

Fig. 2 Search results a BFS, using heuristic methods, b Euclidean, c Manhattan, d chessboard

Table 2 Performance comparison of various algorithms

S. No Search method CH TH (sec) F1 F2 CCH P

1 A* with
Euclidean
distance

15,567 9.42 1.021 0.0350 1.0560 0.00793

2 A* with
Manhattan
distance

16,707 2.12 1.096 0.0078 1.1038 0.01541

3 A* with
chessboard
distance

15,243 38.77 1.000 0.1443 1.1443 0.00390

CBFS = 15,243, TBFS = 268.526 s, PBFS = 0.00147

5 Conclusion and Future Work

It is evident from Table 2 that the A* algorithmwith Euclidean distance matric works
very well on hilly terrain in comparison with other heuristic method. The CCH value
for Euclidean distance metric is closest to 1; hence, it is the most suitable heuristic
to be used for optimal route selection on hilly terrain. The penetrance (P) does not
account for the search time, and its value is misleading for the selection of suitable
heuristic method.

The heuristic method with Euclidean distance was also checked on various other
routes on the same data set, and it was found that it is the most suitable heuristic
for hilly terrain to compute the optimal route with optimum cost and time. This
performance comparison can certainly help the route planner to choose the right
heuristic based on the criticality of the operation and the availability of time.

The technique presented in this method uses a single-valued cost function that
can easily be extended to accommodate multiple cost factors. The A* algorithm can
further be optimized by using parallelization judiciously to reduce the search time
significantly on multi-core machines.
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Simulation of the Dynamics and Control
of Tethered Small Satellite Deployment

G. R. Sangeetha and Harikumar Ganesan

Abstract This paper presents the simulation studies of the dynamics of short
tethered satellite system during the deployment phase. The deployment dynamics of
the tethered system is dominated by the tether oscillations and the three-dimensional
attitude dynamics of the sub-satellite. The dynamic characters of the system are
investigated, and probable control strategies that can be adopted for the faithful and
hassle-free deployment of the tether are discussed. Tether is proposed to be released
with an initial velocity with constant deceleration using tension in tether. Dynamics
of a short tether of 10 m length connected to a 10 kg 3U sub-satellite is consid-
ered in the study. Deployment with tether in tension and without tension in tether is
discussed.

Keywords Dynamics · Short tethered satelite · Tether oscillations · 10m tether

1 Introduction

India is entering an ambitious new trajectory in its space research and is steadily
keeping pace with the developments in space arena across the globe. With more and
more long-life explorationmissions planned, on-orbit servicing, refueling, inspection
and repair, executing repeated and monotonous maintenance operations are indis-
pensable auxiliary functions. In addition, due to proliferated space activity over past
60 years, the number of space debris has reached a whopping 17,000 [1]. Of these,
the small-sized debris is found to inflict profound damage to serve spacecrafts. This
also calls for immediate human intervention.

An autonomous system that can independently carry out inspection and repair
activities, as well as serve to collect small size debris in the immediate vicinity
of the spacecraft, is the need of the hour. It is proposed to develop a smart sub-
satellite tethered to a parent spacecraft, which can deploy itself, perform inspection
and repair operations, collect space debris, return and re-attach to the parent body
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on its own. The operations of the smart sub-satellite were spread across three major
phases—deployment, station keeping, and retrieval.

Space tether missions have a long history, beginning with the GEMINI-11 and
GEMINI-12 missions, pioneered by NASA in 1996. Then, there was a brief lull for
nearly 10 years, following which a number of tethered experiments have been carried
out by various space agencies since the 1980s, details ofwhich are listed in [2] and [6].
These missions have served to demonstrate various tethered system concepts such as
generation of artificial gravity by spinning, gravity stabilization, upper atmospheric
studies, generation of electrical energy using electrodynamic tethers. Though most
theoretical studies, as well as early experiments, have concentrated on long tethers,
the current focus is on short tethered system applicable to small satellites.

In this paper, the dynamics of the tethered sub-satellite during deployment is
studied. The sub-satellite is of the 3U category with 10 kg mass. It is attached to
the parent body through a 10-m-long tether. Two scenarios have been studied: (1)
deployment assuming zero tension in tether, (2) deployment to nearly 5 m tether
length under controlled tension. Case (1) is significant in developing initial insights
into the qualitative and quantitative features of the tethered satellite motion. Case (2)
is of practical importance in developing control laws for deployment.

The translational dynamics has been expressed both in terms of the motion of
the CG of the sub-satellite in the 3D space and in terms of the in-plane and out-of-
plane angles of the tether. The attitude dynamics has also been modeled to study the
rotational dynamics of the sub-satellite with and without tension.

2 Assumptions

For the purpose of modeling the dominant dynamics, the base satellite is considered
as a massive spacecraft, tether as massless, and the sub-satellite is of comparatively
lower mass. The sub-satellite moves away from the base satellite due to delta V
imparted by separation mechanism/thruster. The assumptions are as follows:

Sub-satellite Mass: 10 kg
Base satellite: Mass > 2 tons, circular sun-synchronous polar orbit at 800 km

altitude, unperturbed by sub-satellite motion

Tether: Material Kevlar 49

Young’s modulus 83 GPa

Tensile strength σ*: 3.8 GPa

Density ρ: 1.44 g/cm3

Length: 10 m

Diameter of tether (cylindrical): 2 mm (45 g)
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3 Translational Dynamics

The tethered satellite system is shown in Fig. 1. The base satellite is depicted as B,
and the sub-satellite is depicted as A.

The motion of sub-satellite, A, has been developed based on

mAwA = TA + FA + GA (1)

wA—acceleration of the particle which is the sum of coriolis, relative, and
reference-frame accelerations, TA—tension in tether, FA—non-gravitational forces,
GA—gravitational force on particle A.

The motion of base satellite, B, is modeled as follows based on the assumption of
Keplerian motion for the vehicle:

r̈B = −μrB
r3B

(2)

The motion of the tethered satellite system in the base satellite orbital coordinate
frame is as follows [2, 3]:

Fig. 1 Tethered satellite
system depicted as point
masses connected by a tether
[2]

α β
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ẍ − 2 ẏω − ω̇y − ˙(1 + 2k−1)ω2x = Tx+Fx
mA

ÿ − 2ẋω − ω̇x − ˙(1 − k−1)ω2y = Ty+Fy

mA

z̈ + k−1ω2z = Tz+Fz

mA

⎫
⎪⎬

⎪⎭
(3)

T = ES

(
ρA

l0
− 1

)

(4)

where T: tension force on tether attached from c.o.m, F: non-gravitational external
forces, mA: TSR mass, ω: orbital angular velocity, k: 1 + eCos(Ψ ) where e = eccen-
tricity, Ψ = true anomaly, E: Young’s modulus of tether, S: cross-sectional area of
tether, lo: length of tether, ρA: TSR radial position in xyz frame, rB: radius vector of
base satellite in geocentric coordinate system, μ: Earth’s gravitational constant.

When the tether is massless rigid rod, the motion of the sub-satellite can be
expressed in terms of the in-plane and out-of-plane angles of the tether. As given in
Fig. 2, α denotes the in-plane angle and β denotes the out of plane angle and the x,
y, z coordinates of the sub-satellite can be expressed as

x = −l cosα cosβ, y = −l sin α cosβ, z = −l sin β

The dynamics of system in terms of tether angles is given as

∝̈ = −2(α̇ + ω)
(
l̇
l − β̇ tan β

)
− 3ω2sin α cosα + u1

mAl2 cos2 β

β̈ = −2
(
l̇
l β̇

)
− [

(∝̇ + ω)2 + 3ω2cos2α
]
sin β cosβ − u2

mAl2

l̈ = −l
(
β̇2 − ω2

) + 3lω2cos2β cos2α + l cos2β(∝̇ + ω)2 − T
m + u3

⎫
⎪⎪⎬

⎪⎪⎭

(5)

where u1, u2, and u3 are the control forces, which is a resultant of the actual control
force applied and the disturbances.

Fig. 2 a Plot of tether motion in 3D space (without tension). b Plot of tether motion in 3D space
(with tension)



Simulation of the Dynamics and Control of Tethered … 37

4 Attitude Dynamics

The attitude of the sub-satellite is coupled with the motion of the tether [4] and is
given as

Isy θ̈s + (
Isy + msl

)
θ̈t − msl̈θs + msl̇ θ̇t = 0

Isx ϕ̈s − (Isx + msl)θ̈t − msl̈ϕs − msl̇ϕ̇t = 0
Iszϑ̈s + msl

(
ϕs θ̈t + θs ϕ̈t

) = 0

⎫
⎬

⎭
(6)

where θs = subsatellite pitch angle, ϕs = subsatellite roll angle, ϑs =
subsatellite yaw angle.

5 Results and Inference

Based on the dynamic model for translational and rotational motion of sub-satellite,
obtained above, simulation was performed to study the possibilities of deployment.

Case study: Ensure stable deployment to a length of 5 m in 100 ms and station
keeping at 5 m for 500 s

The sub-satellite is deployed along the local vertical. The deployment conditions
are as given below

α0 = 0 degree (along local vertical − Ox axis), α̇0 = 0.02◦/s,

β0 = 0 degree (in plane deployment), β̇0 = 0.05◦/s,

Initial length of tether = 0.2 m
Release velocity = 0.1 m/s

θs0 = 0.2◦, θ̇s0 = 0.05◦/sϕs = −0.1◦, ϕ̇s = −0.03◦/s, ϑs = −0.5◦, ϑ̇s = 0.1◦/s

Case 1: Deployment without tension in tether: It is seen that without any tension
in the tether, the tether gets released to about 10 m in 100 s due to the initial velocity
of 0.1 m/s. Also, acceleration of the order of 2 × 10−5 m/s2 is experienced by the
tether due to the effect of Coriolis force. The rate of change of in-plane angle of the
tether settles to the orbital rate of 0.06°/s in 100 s, and hence, the in-plane tether angle
deflects to 6°, as shown in Fig. 4a. The rate of change of out-of-plane angle of tether
also settles to 0, and in the influence of the initial rate of 0.05°/s, the out-of-plane
angle settles to 0.1° in 100 s. Even in the absence of tension in tether, the translational
dynamics remains stable (Figs. 3, 5 and 6).

The attitude dynamics of the sub-satellite is coupled with the tether motion. The
rate of in-plane and out-of-plane angles settles to zero and does not introduce any dis-
turbance on the attitude; however, the acceleration on the tether introduces instability
in attitude due to high rates coming on the sub-satellite.
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Fig. 3 a Deployed length and acceleration on tether (without tension). b Deployed length and
acceleration on tether (with tension)

Fig. 4 a In-plane and out-of-plane angles of tether (without tension). b In-plane and out-of-plane
angles of tether (with tension)

Fig. 5 a Sub-satellite attitude angles (without tension).bSub-satellite attitude angles (with tension)
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Fig. 6 a Sub-satellite attitude rates (without tension). b Sub-satellite attitude rates (with tension)

Case 2: Deployment with tension in tether: To ensure deployment of the tether to
the desired length, the tether has to bemaintained in tension. A tensionwhich imparts
an acceleration equivalent to 0.001 m/s2 is given on the tether. The tether tension can
be maintained to required value, by controlling the tether releasing mechanism [5].

In this scenario, it is seen that with the tension in the tether, required length of
deployment is achieved and the in-plane and out-of-plane angles of the tether and
the respective rates, follow the same trajectory as in the case of the deployment
without tension, as expected. Due to the negative acceleration imparted on tether,
the sub-satellite motion is stable and due to its coupling with the tether motion, the
sub-satellite attitudes display vibratory sinusoidal motion with attitudes less than
±10° in pitch, ±5° in roll, and a gradual increase of up to 18° in yaw. The pitch and
roll rates oscillate at < ±3 °/s, and the yaw rate settles to a constant value of 0.15 °/s
due to which the yaw is seen to steadily increase.

The disturbance forces at the 800 km orbit have not been modeled. Aerodynamic
drag would be a significant component. The presence of this could further dampen
the swing in the attitude of the sub-satellite and reduce it to the level of vibrations
[4].

6 Summary

The dynamics of deployment of a tethered satellite system has been studied. A
controlled deployment method to achieve a desired station-keeping distance has
been simulated.
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Design and Development of Mass
Optimised Latching Solenoid Valve
for Chandrayaan-2 Lander Propulsion

Venkata Sunil Sai Nukala, Subrata Chakrabarti, D. Venkittaraman
and M. Radhakrishnan

Abstract Chandrayaan-2 lander propulsion system employs a bipropellant thruster
with a throttleable flow control valve (TCV) to vary the thrust produced by 800 N
engines. A latching solenoid valve was proposed downstream of TCV to precisely
admit/cut-off propellant supply to the engine as the latter does not inherently possess
stringent leak tightness characteristics. The proposed valve employs a flexure guided
plunger assembly to facilitate both continuous and pulsemode operation of the engine
while preventing the possibility of cold welding/stiction between the sliding parts
under space environment. A latching type of solenoid configurationwas selectedwith
balanced loading and permanent magnets to complement the solenoid in reducing
the mass when compared to a conventional solenoid valve for the same application.
In the selected configuration, switching of the valve position is accomplished by
energising the solenoid coil and latching in the commanded position with the help of
permanent magnets. Thus, the solenoid valve does not require continuous external
supply, which results in negligible coil heating and very low power consumption.
Two sets of proto models were realised which had undergone performance tests,
10,000 cycles of operation and 100 s duration hot test satisfactorily.

Keywords Propellant flow control · Solenoid · Permanent magnet · Flexure

1 Introduction

Chandrayaan-2 lander mission requires a liquid engine which can throttle to vary the
thrust produced to facilitate de-boost and soft landing on the lunar surface. The thrust
produced by 800 N engine is varied from 100 to 40% by throttling the propellant
flow rate using a throttleable flow control valve (TCV). TCV does not inherently
possess stringent leak tightness characteristics. Hence, a latching solenoid valve is
proposed downstream of TCV to precisely admit/cut-off propellant supply to 800 N
engine.
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Latching solenoid valve (Fig. 1) is basically a solenoid-operated shut-off valve
with latching provision in the commanded position. Each bipropellant thruster has
two valves (fuel and oxidiser) which are identical and is designed for the work-
ing medium with higher density. Electromagnetic flux produced by the solenoid is
required to shift the position of the valve [2], and permanent magnetic flux is used
for latching in the commanded position [3]. Breif specifications of the valve is given
in Table 1.

Fig. 1 Isolation latch valve

Table 1 Brief specifications of the valve

Sl No Parameter Specification

1 Working fluid N2O4, MMH

2 Flow rate 162 g/s of oxidiser, 98 g/s of fuel

3 Maximum operating pressure 24 bar

4 Pressure drop at 162 g/s flow rate of oxidiser 3.5 bar

5 Working temperature −7 to 60 °C

6 Supply voltage at coil terminal 21–14 VDC

7 Pull-in voltage (open and close) ≤11 VDC

8 Response time at 24 bar and 28 VDC ≤5 ms

9 Internal leakage at 24 bar ≤1×10−5 sccs of GHe

10 External leakage at 24 bar ≤1×10−6 sccs of GHe

11 Unit mass ≤220 g
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2 Configuration

2.1 Description of Design

The latch valve has an axial configuration permitting straight flow of propellant
through the valve. In order to accomplish precise guidance and sliding-freemovement
of the plunger inside solenoid bobbin bore, moving elements are suspended on a seal
carrier assembly supported by flexures. This arrangement also results in minimising
contaminant generation during valve actuation and improves fatigue life. Flexure
(Fig. 2) is a flat spring designed to achieve required force–deflection characteristics,
acts as a beam with fixed ends and ensures that moving elements are insensitive to
lateral vibration loads. Stress analysis of the flexure is carried out, and the desired
cyclic life is ensured in the design using the Soderberg criteria which inherently
guards against yielding and is considered to be more conservative. Flexures have
been calibrated and qualified for the intended number of actuations.

This method of guidance of plunger assembly facilitates both continuous and/or
pulse mode operation of the 800 N Engine while preventing the possibility of cold
welding or stiction between the sliding pair under space environment is compared to
a direct sliding plunger type of valve, nor any coatings are required.

The port diameter is determined by the oxidiser flow requirements (162 g/s).
Port diameter of 3.2 mm is selected, and corresponding valve stroke is provided
accounting for the swell in soft seal material (PTFE) due to the thermal expansion
and propellant wetting. Sealing is achieved by a flat PTFE seal pressing against a flat
raised land-type stainless steel seat. PTFE seal element is preloaded with a helical
spring in the valve closed condition. This floating spring configuration as depicted
in Fig. 3 assures optimum seat bearing stress, self-alignment between the sealing
surfaces. Inlet pressure generates additional interface sealing load. The seat stress
provided should be adequate to permit sealing in unpressurised condition and at the
same should be within the elastic limit at the operating pressure. For the present

Fig. 2 Flexure
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Fig. 3 Floating spring
configuration

design, maximum seat stress of 1.07 kg/mm2 is provided which is within the yield
limit for PTFE.

Solenoid bobbin comprises of soft magnetic material and non-magnetic material
electron beam welded to form the magnetic circuit. AISI 446 is selected as the core
material owing to its long-term compatibility with the propellants coupled with rea-
sonably goodmagnetic properties. Non-linear BH characteristics of the corematerial
are shown in Fig. 4.

Two coils are provided: one for opening and the other for closing the valve as
shown in Fig. 5. The two coils are potted and hermetically sealed to prevent the entry

Fig. 4 Nonlinear BH curve
for AISI 446
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schematic
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of propellant vapours into the coil cavity. Electrical redundancy is available in the
latch valve design without the incorporation of additional coils. If closing coil fails,
valve can be closed by commanding open coil with reverse polarity. Similarly, the
valve can be opened by commanding close coil with reverse polarity.

Five numbers of arc-shaped radially polarised samarium cobalt permanent mag-
nets are employed to keep the valve latched in open/close position [3]. Permanent
magnet is hermetically sealed from the working medium. Hence, no compatibility
issues are associated with the selection of permanent magnetic material. Resultant
force offered by the selected magnets is resistant to launch vibration and shock
to prevent de-latching of the plunger from the commanded position. A 40-micron
(abs) pleated disc filter is provided at the valve inlet. This ensures that the valve is
contamination tolerant in achieving the stringent leakage specifications.

Thus, the latching type of solenoid configuration with balanced loading and
permanent magnets to complement the solenoid optimises the actuator size when
compared to a conventional solenoid valve for the same application.

All joints in the valve are electron beam welded. External leakage achieved
through the valve is better than 1×10−6 sccs.

3 Principle of Operation

Latching solenoid valve is normally closed. Plunger remains latched in the last
commanded position with the aid of flux emanated from permanent magnets.

3.1 Open Coil Energised

In the valve closed position, permanent magnet attracts the plunger and latches it
to the pole piece with air gap g2 = 0, decoupling the closing spring force from
the magnetic latch force. This electromagnetic actuator employs a radially polarised
permanent magnet assembly to affect latching in both open and close positions. Two
solenoid coils are provided to switch the plunger to the desired position. To open the
valve, a short square wave voltage pulse is given to the open coil. This reduces the
flux at the close pole piece (g2) and builds up at the open pole (g1) as shown in Fig. 6
[4] . When the attracting force exceeds the net closing forces with a margin, plunger
moves towards open pole piece. After a small amount of pre-travel, the plunger
assembly contacts the seal, overcomes the spring force and opens the valve. Plunger
latches to the open pole piece, closing the air gap g1 and the valve is kept open.
Electrical power may be terminated, and the plunger latches in the open position.
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Fig. 6 Flux
distribution—open coil
energised

PlungerCore

Magnet Coil

Fig. 7 Flux
distribution—close coil
energised

3.2 Close Coil Energised

To close the valve, a similar square wave voltage pulse is given to the close coil. This
creates a magnetic flux which opposes the flux from the permanent magnet at air gap
g1 and adds to the permanent magnet flux at the other air gap g2 as shown in Fig. 7
[4] . When the attractive force at gap g2 becomes large enough, plunger is attracted
towards the close pole piece and the air gap g2 approaches zero. Power may then be
terminated. For the present design, air gaps g1 and g2 are kept as 0.8 mm. Air gap is
maintained within a tolerance band of 0.03 mm.

It may be noted that the poppet contacts the seat first during the closing process
and the plunger over travels and latches to the close pole piece. This reduces the seat
bearing stress, improves seal life and allows seal to align with seat under the spring
load.

4 Testing

Two numbers of prototype valves were assembled and subjected to extensive devel-
opmental tests (Table 2) and the design parameters like operation at 24 bar inlet
pressure, leak tightness under all operating conditions, dry coil exitation at rated
voltage [1] valve response times were validated. Pull-in voltage measured for open
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Table 2 Developmental test
matrix

Sl No Test

1 Proof pressure test

2 Reference functional tests
(a) Pull in voltage measurement
(b) Response
(c) Internal leakage
(d) Stroke
(e) Internal and external leak checks

3 Water calibration test

4 Dry excitation test (42 VDC, 120 s)

5 Performance test at −7 to 60 °C

6 Thermo vacuum test (−7 to 60 °C, 6 cycles)

7 Vibration test (20.89 g)

8 Shock test (50 g, 10 ms)

9 Life cycle test (10,000 cycles at 24 bar inlet pressure)

coil and close coil was less than 11 VDC, indicating adequate margins for valve
operation.

During the water calibration test, pressure drop achieved was higher to meet the
equivalentwater flow rate.However, no reduction in valve strokewas observed.When
the flow path was critically analysed, choking of the flow path between the flexure
and the solenoid core was identified as the reason for the higher pressure drop, and
the same was corrected to meet the mass flow rate and pressure drop requirements.
Developmental tests as per the above test matrix were completed. In particular, sig-
nificance is the temperature exposure test and life cycle test. Temperature exposure
test, wherein the valve was subjected to various temperature conditions, envisaged
during the mission by means of external heating. Design adequacy and performance
margins were demonstrated under different temperature conditions. Life cycle test
was carried out at 24 bar inlet pressure using de-ionised water to demonstrate the
cyclic capability of the valve under the lowest pulse width (30 ms ON and 100 ms
OFF). No degradation in performance was noticed. This test was limited to 10,000
cycles based on the end-user requirements. However, cyclic test can be extended as
the moving elements are guided in flexures which ensure sliding free movement and
consistent performance. Performance tests conducted after every stage of the test
mentioned in the developmental test matrix were satisfactory.

5 Results and Discussion

Performance tests were carried out on two prototype valves realised. Pull-in voltage
for opening and closing was measured to be 10.5 VDC against minimum supply
voltage of 14 VDC. This ensures a sufficient margin exists for the valve operation.
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Latching function in open and close positions was demonstrated. Latch force pro-
vided was adequate to hold the plunger to the respective pole piece during vibration
simulation test. Valve opening and closing response times under operating conditions
were better than 4.5 ms. Internal leak tightness achieved through the valve seating
surface was 1.5×10−8 sccs using GHe medium. Water calibration test was carried
out on the valve, and a pressure drop of 3.2 bar was observed for equivalent flow rate
of oxidiser. The performance of the valve has been demonstrated successfully under
extreme operating conditions (−7 °C and 60 °C). Post-cyclic (10,000) performance
test results showed no degradation in the performance of the valves.

6 Conclusion

A latching solenoid valvewith a flexure guided plunger is designed and developed for
the supply/cut-off of propellants to 800N engine. Switching of the valve position and
latching in the commanded position have been successfully demonstrated under vari-
ous operating environmental conditions. Latching type of solenoid design eliminates
the requirement of continuous energisation of solenoid coil which results in negli-
gible heating and very low power consumption. Thus, the present valve is capable
of continuous and/or pulse mode operation. Developmental hardware has undergone
water calibration, temperature exposure, cyclic actuations, vibration simulation test
and 100 s duration test fire with 800 N engine satisfactorily. The performance of the
valve is consistent throughout the developmental phase. Mass of the proto model
was 210 g which is 40% of the mass of a conventional solenoid valve designed for
the same application.
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De-Tumbling Controller of NIUSAT:
Design, Simulation and On-Orbit
Performance

F. Aaron Raphael Raja, Vivek Diwan and K. Samuel

Abstract NIUSATwas developed by the students ofNoorul IslamCentre forHigher
Education under the guidance of various faculties of our college and support from the
ISRO experts. One of the most important problems that a satellite faces after being
separated from the launcher is the tumbling. When the satellite has relatively high
angular velocity, it is said to be tumbling. Tumbling occurs right after the release of
the satellite from the launcher and also during the deployment of the nano-satellite
from the launcher. The first task of attitude control system is to de-tumble the satellite.
We have to bring down the angular velocities before starting to stabilize the satellite
because the stabilization controllers may not have the capacity stabilize the satellite
with high initial velocities. So taking considerations of these things, we have to
design the de-tumbling controller in such a way that it takes reasonable measures to
effectively reduce the tumbling of the satellite in a reasonable time. In this paper,
we will describe the design details of the de-tumbling controller, digital simulation
results and the on-orbit performance on board the NIUSAT nano-satellite.

1 Introduction

The satellite spins in an uncontrolled way after being released from the launcher.
Before the satellite begins to use for normal operation, wemust control the tumbling.
This is the first process of the attitude determination and control system (ADCS).
The tumbling is usually measured in deg/sec with respect to each of the three axes.
Since it is practically impossible to completely de-tumble the satellite, the controller
is switched off as soon as the angular velocity is brought down to a small value, since
we do not have to waste the power/energy forever. For detumbling in NIUSAT, we
have used the B-dot controller which is the most conventional method of detumbling

F. Aaron Raphael Raja (B) · V. Diwan · K. Samuel
Department of Aerospace, Noorul Islam Centre for Higher Education, M1-36, Phase-6,
Avalapalli, Hosur 635109, India

© Springer Nature Singapore Pte Ltd. 2020
PSR. S. Sastry et al. (eds.), Advances in Small Satellite Technologies,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-1724-2_6

49

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1724-2_6&domain=pdf
https://doi.org/10.1007/978-981-15-1724-2_6


50 F. Aaron Raphael Raja et al.

in a nano-satellite. The de-tumbling controller comprises magnetic torquers, magne-
tometers and the suitable control law to produce counteracting torque to bring down
the tumbling rate of the satellite.

2 De-tumbling Controller

TheB-Dot control law is a simple and reliablemethod that is suitable for this purpose.
It uses three-axis magnetometer to measure and compute the magnitude of the dipole
moment required by the magnetic torquers and to get the derivative of the earth’s
magnetic field vector in the rotating body frame. The torque equation is given by:

M_b = −k ∗ B_Dot,k > 0

where

M_b magnetic moment of the coil
k positive control gain
B_dot time derivative of the measured local magnetic field.

3 Magnetic Torquer

The magnetic torquers are nothing, but coils wound in loops, through which current
is passed to create a magnetic field, which in turn interacts with the prevailing earth’s
magnetic field to generate small amount of torque on the satellite. They contribute
in bringing the NIUSAT to a near-zero angular velocity, so that the three-axis sta-
bilization can be carried out. Since our NIUSAT is a three-axis stabilized satellite,
it equips with three magnetic torquers to provide torque about all the three axes.
Generally, a nano-satellite has magnetic torquers placed perpendicular to each other,
inside the side panels. As the magnetic torque will be produced by interacting with
the magnetic field in all three directions, a magnetometer is required to measure the
earth’s magnetic field about each axis. The magnetic torquer is the primary mech-
anism for detumbling immediately after the separation from the launch vehicle. In
the NIUSAT, three magnetic torquers, one at the bottom deck and other two on the
side panels, are used. The design details of the magnetic torquer are given here.

The dimensions of the torquer coils are limited by themaximum space available in
the side and bottom plates of the nano-satellite. The coils maximumouter dimensions
are 200 × 150 mm, the inner dimensions are 180 × 130 mm, and the maximum
thickness is 10 mm. The minimum magnetic moment (M) required for each coil is
0.1 Am2. The minimum supply voltage is 6 V, and OBC will generate the PWM
signal for energizing the torquer. Based on the above requirements, the magnetic
torquer coil specifications are arrived and are given below.
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Fig. 1 Magnetic torquer with zener diode protection and current-limiting resistors

1. Outer dimensions are: 200 × 150 mm.
2. Type of wire/gauge: enamelled copper/32swg.
3. Number of turns: 200
4. Maximum magnetic moment (M) 0.234 Am2 for side panels (xx, yy) and

0.375 Am2 for bottom plate (zz) for a current of 50 mA to the coil
5. Thickness: less than 10 mm
6. Scale factor (AT/Volt): 2
7. Back-to-back Zener protection circuit incorporated to limit the voltage across

the coil maximum of ±9 V
8. Current limited by providing adequate series resistance in the coil drive circuit.
9. Area of the coil

Axx (mm2): 23,400 mm2

Ayy (mm2): 23,400 mm2

Azz (mm2): 37,500 mm2

10. Mass of the coil: 63 g.
11. Resistance: 35 �

12. Inductance: 6.4 mH

The developmental model magnetic torquer with Zener diode protection and
current-limiting resistors is given in Fig. 1.

4 Magnetometer

Themagnetometer is a procured component fromHoneywell International Inc.,USA.
Themodel selected for our nano-satellite isHMC5883L.TheHoneywellHMC5883L
is a surface-mount, multi-chip module designed for low-field magnetic sensing with
a digital interface for applications such as low-cost compassing and magnetometry.

The HMC5883L includes the state-of-the-art, high-resolution HMC118X series
magneto-resistive sensors plus anASIC containing amplification, automatic degauss-
ing strap drivers, offset cancellation, and a 12-bit ADC that enables 1° to 2° compass
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heading accuracy. The I2C serial bus allows for easy interface with the OBC. The
HMC5883L is a 3.0 × 3.0 × 0.9 mm surface-mount 16-pin leadless chip carrier
(LCC).

The HMC5883L utilizes Honeywell’s Anisotropic Magneto-Resistive (AMR)
technology that provides advantages over other magnetic sensor technologies. These
anisotropic, directional sensors feature precision in-axis sensitivity and linear-
ity. These sensors’ solid-state construction with very low cross-axis sensitivity is
designed to measure both the direction and the magnitude of Earth’s magnetic fields,
from milli-gauss to ±8 gauss. Honeywell’s magnetic sensors are among the most
sensitive and reliable low-field sensors in the industry. The key benefits are as fol-
lows: low-power requirements, high-resolution output, easy data interface using I2C
serial bus, and reduced costs.

5 Simulation Results

All simulations are done inMATLAB and Simulink. The International Geomagnetic
Reference Field (IGRF) model was used to simulate the magnetic field vectors at
various orbital altitudes of the NIUSAT. The simulations were carried out for various
gain values of the de-tumbling controller. The simulation results for various gain
values with initial tumbling rates of 5°/s about all the three axes are given in Fig. 2a,
b. The plots of de-tumbling controller performance with an expanded scale for the
individual axis rates and the satellite net are given in Fig. 3a, b.

It can be seen from the above simulation results for lower gain values, the tumbling
rates come close to zero about all three axes only after five orbits. This was not
favourable because it would take a lot of time. So, the gain values were increased
so that the de-tumbling to near-zero rates within two orbits is achieved. The detailed
plot of satellite body rate versus time for the optimized gain values is given in Fig. 3a,
b.

6 On-Orbit Performance of the De-Tumbling Controller

After a successful launch and separation of the NIUSAT from the launch vehicle,
the tumbling rates expected about all the axes was about 5°/s. The NIUSAT was
programmed to go to de-tumbling mode after the 40 min of delay after separation.
When the NIUSAT came to the first visibility of the NIU ground station, the NIUSAT
was already in sun tracking mode. This confirmed the excellent performance of the
de-tumbling controller, where the satellite body rates of 5°/s have come shown below
1°/s, within half an orbit as expected. The following plot (Fig. 4a, b) of the NIUSAT
body rates and the magnetometer reading shows that the body rates are bellow about
0.2°/s.
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Fig. 2 a De-tumbling with minimum gain. b De-tumbling with increased gain
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Fig. 3 a De-tumbling rates about each axis. b Net rate reduction versus time

7 Conclusion

After the separation of the NIUSAT from the launcher, the de-tumbling controller
was actuated and the controller performance was quite satisfactory. On successful
de-tumbling, the NIUSAT entered into sun tracking mode using the micro-reaction
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Fig. 4 a Body rates of NIUSAT during the first pass. bMagnetometer readings

wheels. The basics of attitude control were well understood, and the modelling and
simulations have been carried out using the physical parameters of the NIUSAT
nano-satellite.



The Configurable Attitude Sensor
and Actuator Simulation in the RSAT
Test System
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Abstract Satellite design involves the development of subsystems like telecom-
mand, telemetry, attitude control, thermal control, structure, and payload. Testing
the satellite on ground and qualification is an essential aspect to be considered while
designing a satellite. A test system should be built to test and qualify all subsystems
and their integrated behavior on ground. RSAT is a small satellite being developed at
PES University with automatic identification system (AIS) as a payload. This paper
presents the design aspects of such a test system for testing the attitude control system
(ACS), which is flexible in terms of adding or removing any sensor or actuator. This
paper is an attempt to present details on how the test system is made configurable for
manual testing, automated testing, open-loop bench test, closed-loop attitude control
testing and hardware-in-the-loop tests. The test system has been built as a generic
tool making the system configurable for any satellite with ease.

Keywords User interface · Reconfiguration · Sensors · Actuators · Simulation

Abbreviations

SCHEMACS Satellite control and health monitoring and communication system
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MTC Magnetic torquers
OBC On-board computer
AODCS Attitude–orbit determination and control system
AIS Automatic identification system
EPS Electric power system
DAC Digital to analog converter
TCP/IP Transmission control protocol over internet protocol
USB Universal serial bus
SPI Serial peripheral interface
RF Link Radio frequency link
HILS Hardware-in-the-loop simulation
ACS Attitude control system

1 General Specifications

Figure 1 is a block diagram of RSAT. RSAT is a three-axis stabilized satellite making
use of sun sensors and inertial magnetic unit (IMU). The GPS is used for on-board
orbit determination. The actuators used are four reaction wheels and three magnetic
torquers (MTC). For testing the satellite, one needs to build a test system which

Fig. 1 Block diagram of RSAT
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simulates the sensors and spacecraft dynamics driven by the electrical signals from
the actuators. The test system needs to provide a platform for carrying out open-loop
manual testing, open-loop automated testing, and closed-loop testing of the satellite.
The test system should support hardware-in-the-loop simulationwhere actual sensors
are mounted on the three-axis servo table and where the dynamics running on the
test system drive the three-axis servo table.

2 Test System Specifications

Figure 2 is the block diagram of the test system for RSAT. Test system consists of
telemetry, telecommand, analog sensors, IMU, andMTC. The test system also needs
to simulate solar panel and antenna deployment mechanisms.

The PC drives an interface card which in turn simulates the sensor interfaces for
the satellite. The interface card is driven through TCP/IP and USB interface. The
telecommand and telemetry interfaces are simulated through TCP/IP, and sensor
interface is simulated through USB. The list of sensors simulated by the test system

Fig. 2 Block diagram of the test system
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Table 1 Sensor specifications

Part no. and
manufacturer

Sensor Interface to
OBC

No. of
channels

Data format
and range

Update
rate

Analog devices
(ADIS16488A)

IMU SPI 13 Signed 32 bits
and 16 bits

16 ms

Accord
(ACC-GPS_NANO)

GPS UART 189 Hexadecimal 1 s

PES university Sun
sensors

Analog
input
(0–3.3 V)

16 Signed 12 bits 128 ms

Sinclair
interplanetary
(RW-0.01)

Reaction
wheels (4)

UART 4 Floating point
32 bits

16 ms

is listed in Table 1. The actuator outputs are inputs to the interface card and drive the
spacecraft dynamics being simulated in the PC.

The OBC has to perform several different tasks. The most important ones are
to receive and respond to commands from the ground station (test system) as well
as handle the general housekeeping of the satellite. The OBC needs to collect the
telemetry data, format, and encode the data for transmitting to the ground station.

The following subsystems are integrated into the OBC-attitude–orbit determina-
tion and control system (AODCS), thermal system, automatic identification system
(AIS) payload, telemetry, and telecommand.

In case of telecommand simulation, the required command code will be generated
at the SCHEMACS running in the front-end PC. A 64-bit command is encoded to
320 bits, and those 320 bits were sent to the interface card through Ethernet cable
using TCP/IP protocol. When the telecommand is connected to the OBC through
the ground checkout connector, electrical simulation of the telecommand can be
carried out. The test system also allows testing of telecommand through RF, when
the command generated in test system is connected to the modulator.

The telemetry subsystem collects the data from various subsystems of the satellite
and formats and randomizes the data into a suitable form and encodes it for transmit-
ting to the ground station. The test system allows telemetry testing through electrical
signals directly received from OBC or through RF while data is received through the
demodulator.

The interface card is designed around the Zybo board (ZynqTM-7000) and the
level converter card designed for the specific spacecraft. The level converters are
used to make sure that the inputs to and outputs from the OBC are in the required
voltage range.
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3 Open-Loop and Closed-Loop Testing Using Test System

The test system supports the testing the spacecraft on ground. It also supports manual
open-loop tests, automated open-loop tests, and closed-loop tests.

In case of manual testing, a keyboard interface is provided through the user inter-
face (UI) to the test sensor interfaces. The static inputs given are verified through
telemetry. In case of automated tests, the test file is loaded and the user interface
provides support to choose the file for automated open-loop tests. The test inputs
could be changed at predefined frequency and actuator response (reaction wheel
and magnetic torquers) is measured and compared with the expected result. The test
system provides the support to define time interval between each test case.

In case of closed-loop tests, sensor inputs to the OBC are driven by spacecraft
dynamics running on in the PC. Tests define initial condition of sensors and com-
mands. Once the test starts, actuator outputs drive spacecraft (dynamics) and sensor
inputs. Test system allows the user to define test scenarios and select appropriate test
scenarios. SCHEMACS plot facility is used to collect specified telemetry data and
plot the same. The sensor data plotted is compared with the expected closed-loop
plot.

4 User Interface Overview

In Fig. 3, any number of sensors can be added to the ‘list of active sensors’ panel
and can be accessed via a scroll bar. When a particular sensor is selected, the user
is presented with an option of either entering the data manually into the channels of
the sensor or the user can enter the name of the file which holds data of the sensor
selected, and the user also needs to set the update rate, i.e., the time interval within

Fig. 3 Typical sensor user interface
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which data from the file needs to be updated and sent. If the user hasmanually entered
the values, they are sent instantaneously in an asynchronous manner once the ‘send
data’ button is clicked.

The ‘sensor information’ panel holds the sensor name, number of channels present
in sensor, and the port used for configuration of the active sensor.

The ‘send data’ button encodes the user input and sends it to interface board.
‘Reset sensor’ helps to set all the fields in the workspace to zero. ‘Delete sensor’
button deletes the sensor from the list of active sensors and also kills the work space
for that particular sensor. The sensor beingworked on in theworkspace can be toggled
using the sensor tabs in the ‘list of active sensor panel’.

The ‘log panel’ shows the actions that are taking place in the interface and also
the errors detected in the interface.

5 Addition of New Sensors

The user interface can be used to configure any number of sensors as required.
Figure 4 shows how to configure a new sensor. The user can select ‘configure new
sensor’ from the ‘configure’ option in the menu bar.

The user can enter the required details of each sensor as shown in Fig. 4. After
the user enters the number of channels of the sensor, he/she can configure the details

Fig. 4 Configuration of a new sensor
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of each channel separately. The user can then click on ‘finish’ button, and the speci-
fications of the sensor and each channel configured will automatically be stored by
the user interface for future use. Each satellite can have any number of sensors with
their own specifications. The user can set the number of channels for each sensor, the
port of communication for that sensor and the binary encoding format for encoding
the data before sending the data to the interface card. Each channel of the sensor may
also be different and hence can be configured accordingly. The user can set name
and the range of the values that this channel can take, i.e., the minimum and the
maximum values, the number of bits required for the channel, the resolution of the
channel, and the scientific unit of the channel’s value.

6 Reconfiguration for Any Satellite System

The tool has been developed so that it can be reconfigured to support any satellite.
This makes the sensors and each of its channels generic, and this format can be used
to represent any sensor for a given satellite. The interface is portable and can be used
on any system. Since every sensor has some common attributes such as a name or a
set of channels, the interface takes this into account and asks the user to specify the
values of the common attributes. Once these attributes are set, the sensor is stored
as a new unique instance of the generic sensor type. Similarly, each channel has
common attributes which are specified by the user and this data is also stored. To
add to the configurability, the edit option has been provided and this option can be
used to make changes to the sensors’ data while using the tool in testing instead of
creating a new sensor with the same data and deleting the old one. The edit option
can be used to edit all the attributes of every sensor and all the attributes of each
channel. This makes the interface easy to use.

7 Generic Test System

One way of developing a test system is to make a dedicated one for a specific
satellite. Here, the test system has been developed as a generic tool, so that the
sensors and actuators could be configured with ease for any satellite. The difference
in configurations comes in the form of type of electrical interface (SPI, I2C, UART,
etc.) used and the data representation (fixed point, floating point, etc.). The test system
is generic because it is completely reconfigurable for any satellite. The addition or
deletion of sensors and actuators is possible without any complications to ensure
reuse of the test system for future satellites. The user interface is developed in Python
script and can be executed on any operating system. A facility has been provided for
manual and automated open-loop tests, closed-loop tests, and HILS. This makes the
tool versatile and portable for multiple missions.
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8 Conclusion and Future Work

RSAT test system is a generic tool built to ensure that the system could be easily
reconfigured for future satellites. Ease of configurability, flexibility, and portability
makes the system versatile. Any test engineer should be able to configure the system
and start satellite testing in shortest possible time. The tool reduces the time required
to start the test for any type of satellite where the sensors and actuators use standard
interface buses. The tool could be easily configured for open-loop tests, closed-loop
tests, and HILS tests. The interface card uses the Zybo board which has a processor
and configurable FPGA.The interface toOBC is configurable using tools (VIVADO).
The future enhancement is to provide a user interface to configure the hardware so
that time required to set up test system is further reduced. Once this enhancement
is in place, one needs to only design a level converter board while configuring the
system for a new satellite.
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Optimal Nonlinear Dynamic
Inversion-Based Flight Control System
Design for an Aerospace Vehicle

R. Laxman, Arnab Maity, G. Mallikarjun Rao and R. Kranthi Kumar

Abstract Design of flight control systems for an aerospace vehicle is a significant
challenge to the control designer. Since the aerospace vehicle is highly nonlinear
system, the linear control design may not be effective as well as does lead to large
operational domains. Once the number of operating points increases, gain scheduling
process in linear control technique becomes cumbersome. To overcome the demerits
of linear control design techniques, the nonlinear control strategy techniques can be
applied. This paper first discusses mathematical model of the aerospace vehicle. In
the present work, the nonlinear control methods are designed to achieve effective per-
formance of an aerospace vehicle without linearizing the plant dynamics. The vehicle
dynamics are separated using timescale separation principle, and control synthesis
is designed using nonlinear dynamic inversion (NDI) methodology as well as opti-
mal dynamic inversion (ODI). Nonlinear dynamic inversion is the control synthesis
technique in which the inherent dynamics of a dynamical system are cancelled out
and replaced by desired performance parameters which are selected by the designer.
Two-loop control structure is adopted based on vehicle dynamics. In this approach,
the outer loop control law generates yaw rate, pitch rate and roll rate commands for
the inner loop, based on the side slip angle, angle of attack and bank angle commands.
These body rate commands are further tracked by inner loop control law by gener-
ating necessary control surface deflections. Since the number of control surfaces is
more than the tracking objectives, the inner loop control law is designed by using
optimal dynamic inversion (ODI) technique. Nonlinear dynamic inversion and opti-
mal dynamic inversion methods are popular in the application of control design. The
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detailed generic formulation for theNDI andODI is discussed. Different perturbation
studies on aerodynamic parameters are completed, and robustness of the design is
validated. The second-order actuatormodel for the aerodynamic control surface (fins)
is considered in this design. The nominal control law is designed and compared the
simulation results for a step input of guidance profiles. Later nominal control design
results are compared with respect to off-nominal cases like upper, lower bounds. All
the design specification parameters show the satisfactory performance, and design
is validated using different guidance profiles. To study the robustness of the control
design against parameter uncertainty or model inaccuracies, the design is validated
using different guidance profiles.

Keywords Nonlinear dynamic inversion · Optimal dynamic inversion · Guidance
commands

1 Introduction

This paper explains about nonlinear dynamic inversion control design philosophy
along with optimal dynamic inversion. However, the dynamic inversion can be
applied to square systems and optimal dynamic inversion is applicable for non-
square systems. Atmospheric re-entry is an important and critical part of any re-
entry vehicle. The technical challenges of handling the different phases are always
a significant task. In particular, the re-entry phase is very critical and this is due to
enormous amount of heat generation during re-entry phase and for high structural
loads. In such case, both should be handled carefully mainly for the safety point of
view. During re-entry phase (altitude <60km), aerodynamic forces become com-
parable with gravitational forces. The aerodynamic forces dominate more than the
gravitational forces due to high density of atmosphere in re-entry. Consequently,
axial and transverse loads acting on the re-entry vehicle become important issues
while designing the atmospheric re-entry system. To address this kind of issues of
re-entry system, the vehicle has to be equipped with high performance and reliable
flight control system. Attitude control system for the vehicle needs to satisfy the
desired tracking commands which are issued by guidance algorithm.

Dynamic inversion is a control strategy in which the inherent dynamics of non-
linear system are cancelled out and replaced with desired dynamics selected by the
designer. In the last few decades, the dynamic inversion has more popular control
design method for aircraft, re-entry vehicles, missile applications. Most of the liter-
ature has applied this methodology to both longitudinal and lateral/directional axes
of the air crafts such as F-18 HARV, F-117A and F-16. A variety of approaches for
designing guidance and control RLV has been proposed. The structure of the paper
is divided into four sections. In the first section, introduction along with literature
review has been briefly discussed. In the second section, the plant mathematical
model [1] has been described. The generic philosophy of nonlinear dynamic inver-
sion and optimal dynamic inversion along with aerodynamic control formulations
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has also been explained in this section. In Sect. 3, the design of dynamic inversion
and optimal dynamic inversion-based proportional–integral controller which can be
used to the outer loop and inner loop of the control design has been briefly explained.
Section3 also explains about nominal control design by considering first-order actu-
ator dynamics. In Sect. 4, the perturbation simulation results of the control system
design are presented. Later aforementioned simulation results are compared with
off-nominal simulation results. Conclusions and future scope of the control design
technique are given at end.

1.1 Literature Review

Reference [2] has been discussed, preliminary mission design along with analysis
of winged body RLV. The authors have also discussed trajectory optimization using
quadratic programming. The trajectory optimization problem in this case is solved
using optimal control method like path constraints, terminal constraints, etc. The
proposed design has been validated using 2-DOF point mass model to see the per-
formance of the design and robustness. Reference [3] has discussed the sliding mode
control for designing the control system along with the sliding-based disturbance
observer. Here, they have proposed the gain adoption logic for flight control design
of RLV. This design methodology has been validated using 6-degree of freedom
model, and results are generated with nominal and dispersion in the parameters.
Reference [4] has proposed a guidance design methodology using optimal control
technique like calculus of variations. Here, the authors have developed two different
formulations for guidance using optimal path to go (OPTG) and adaptive production
guidance (APG)methods. Similarly, Ref. [5] has implemented an integrated adaptive
guidance and control forRLV.The authors proposed a time-variantLQR theory-based
IAG&Capproach. Both guidance and control design are discussed using optimal con-
trol techniques. They have designed a nonlinear dynamic inversion method which
can be used to generate guidance commands. The IGC is simulated on high-fidelity
environment like 6-DOF along with nonlinearities. Robustness of the design was
demonstrated using Monte Carlo simulations. Reference [6] has proposed the con-
trol allocation design for RCS design using indexed control method. In this scenario,
the authors addressed about the nonlinear control synthesis using reaction control
system (RCS). This methodology was validated using point mass vehicle dynamics.
Reference [7] has proposed a nonlinear control using dynamic inversion as well as
optimal dynamic inversion (ODI) control techniques. This design method is also
integrated along with state estimation using EKF for full state feedback. The authors
have demonstrated the ODI/EKF-based control design using vehicle dynamics on
six-DOF model for reusable launch vehicle (RLV).

In Ref. [8], the authors have proposed a nonlinear controller design, using model
following neuro-adaptive method for reusable launch vehicle. This method assures
the tracking of guidance commands in spite of uncertainties in themodel. The authors
have designed control design technique in two different methods, namely (a) nominal
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design using dynamic inversion and (b) optimal dynamic inversion for RCS design.
The simulation results with six-DOF dynamics along with realistic constraints like
actuator dynamics, control bounds, RCS constraints, etc., clearly demonstrated the
good command following as well as robustness of the overall design was presented.
In the paper [9], the authors have proposed a nonlinear optimal guidance and con-
trol scheme for RLV in the pitch plane. In this scenario, the authors have discussed
the guidance design using model predictive static programming technique which
provides a finite nonlinear sub-optimal guidance law solution. Reference [10] has
proposed the guidance design methodology using model predictive static program-
ming which is a combination of model predictive control and approximate dynamic
programming (ADP)which gives efficient technique to solve fixedfinite horizon opti-
mal control problems. The authors have designed the trajectory optimization problem
and validated using 6-DOF simulation along with perturbation in the parameters.

In Ref. [11], the authors have proposed a new nonlinear control technique for
ascent phase of reusable launch vehicle and designed using θ − D sub-optimal con-
trol method. This problem is a typical optimal control problem with quadratic cost
function; in this design, the authors also elaborated by using comparative study of
classical PID design along with θ − D method. In Ref. [12], the authors have devel-
oped a new approach of nonlinear robust controller designed using time-varying
sliding mode manifold. Here, the authors also elaborated that using this method the
system performance is more robust towards the model uncertainties/disturbances.
The control system is designed using time-varying approach which will have more
robust in terms of tracking of guidance command. The authors have proposed inte-
grated guidance and control synthesized for RLV along with 6-DOF model. Trajec-
tory design is done using optimal control like path constraints, terminal constraints,
etc. Reference [13] has presented a new reconfigurable inner loop control law con-
sisting of dynamic inversion and control allocation method. A new approach has
been proposed in Ref. [14] for the development of autonomous guidance and control
systems for RLV to handle large dispersion.

2 Dynamical Model of the Vehicle

2.1 Mathematical Model

The re-entry vehicle model used in this work is a automatic landing flight experiment
vehicle (ALFLEX).

The aerodynamic parameters are given at one particular altitude (operating point),
i.e. at re-entry altitudewhich is around 65km. The input data for designing the control
system is given at a particular operation point of the re-entry vehicle ALFLEX, i.e.
Ref. [1]. The aerodynamic parameters and mass and inertia data are available at
particular air density of ρ = 1.156kg/m3.
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The complete aerodynamic, inertia, gravitational parameters are given at one par-
ticular one operating point. These parameters include aerodynamic drag force coef-
ficients, lift and side force coefficients along with rolling moment, pitching moment
and yawing coefficients. The vehicle configuration parameters like mass, inertia and
weight are also given in Table 1. The simplified plant model equations of motion
along with certain assumptions include:

• Forward velocity (V ), weight (W ) and air density (ρ) are constant.
• Angle of attack (α) and side slip angle (β) are small.

Force-related equations:

α̇ = −pβ + q + ẑ + g

V
cosφ cos θ (1)

β̇ = p sin α − r cosα + ŷ + g

V
sin φ cos θ (2)

Moment equations:

ṗ = i1

(
−qr + iapq +

(
L

Ixi1

))
+

(
I xz
I x

)
ṙ (3)

q̇ = i2(rp + ib(−p2 + r2)) +
(
M

Iyi2

)
(4)

ṙ = i3

(
−pq − icqr +

(
N

Izi3

))
+

(
I xz
I z

)
ṗ (5)

The other kinematic equations:

θ̇ = q cosφ − r sin φ (6)

φ̇ = p + (q sin φ tan θ + r cosφ) tan θ (7)

ψ̇ = (r cosφ + q sin φ)

cos θ
(8)

Table 1 Physical data of re-entry vehicle

Parameter Value Parameter Value

W (kg) 7448.0 S (m2) 9.45

V (m/s) 73.84 b (m) 3.295

c (m) 3.154 I xx (kgm2) 407

I yy (kgm
2) 1366 I zz (kgm2) 1643

I xz (kgm2) 10.4 – –
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Notations for the dynamics are: α: angle of attack, β: side slip angle and p, q, r:
body rates in x-, y-, z-axes, respectively. φ, θ , ψ : are attitude angles in x-, y-, z-axes,
whereas other force coefficient parameters are

ŷ = QSCy
( g
WV

)
(9)

ẑ = QSCz
( g
WV

)
(10)

Cz = (Cz0 + Czα (α − α0) + Czδeδe − Czδeδe0)

Cy = (
Cyββ + Cδrδr

) (11)

The other inertia and its cross-coupling parameters are given as:

i1 = I z − Iy
Ix

, i2 = I z − Ix
Iy

, i3 = Iy − Ix
Iz

, ia = Ixz
Ix

1

i1
, ib = Ixz

Iy

1

i2
, ic = Ixz

Iz

1

i3

ŷ = gYa
WV

, ẑ = gZa
WV

, l̂ = L

i1Ix
, m̂ = M

i2Iy
, n̂ = N

i3Iz

where Ya and Za are aerodynamic forces and L, M, N aerodynamic moments about
the centre of gravity and g is the gravity. The given simplified equations are highly
nonlinear with cross-coupling between axes. The given data is for level flight with
steady-state pitch angle θ0, and angle of attack α0 is trivial trim point. Those original
equations can be represented as state space form.

Ẋ = F(x, δ) (12)

which can be further simplified as a control affine form in which state and control
(input) can be separated. The equation can be rewritten as a nonlinear system is of
the form where state and control can be separated.

The mass and inertia, velocity, initial conditions at the given altitude and the
vehicle configuration are given in Table 1.

2.2 Aerodynamic Control

Some of the important equations are given to obtain the relation between aircraft con-
trol surfaces and missile control surface (aerodynamic control surface) as fins. These
fins are control surfaces which are deflected using electro-mechanical actuators.

This cross form is converting from aileron, elevator, rudder to four control surfaces
in the missile configuration. The relation between the aircraft control surfaces and
four missile control surfaces is given below.
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δa = [
δ1+δ2+δ3+δ4

4

]

δe = [
δ1+δ2−δ3−δ4

4

]

δr = [−δ1+δ2+δ3−δ4
4

]
(13)

These cross form equations are converting from aileron, elevator, rudder to four
control surfaces in themissile configurationmentioned [15]. The inner loop dynamics
are written in terms of aforementioned control surfaces, i.e. δ1, δ2, δ3, δ4.

2.3 Generic Dynamic Inversion Philosophy

Gain scheduling methodology employs the well-developed linear control techniques
to the control of nonlinear systems. In this process, a number of operating points are
selected. At each of these points, the designer makes a linear time-varying approxi-
mation to the plant dynamics and designs a linear controller for each linearized plant.
Between operating points, the parameter of compensators is interpolated which will
result in a global compensator. The scheduling variable may not be one variable,
or it can be multiple variables. But usual practice is to choosing the slowly varying
parameter as the scheduling variable. Usually in flight control design, dynamic pres-
sure and Mach number are chosen to be the scheduling parameters. The robustness
and performance, and stability are guaranteed by extensive simulation studies like
non-real-time simulation or real-time simulation method like hardware-in-the-loop
simulation (HILS). The issue with this method is that there may be loss in the mini-
mum phase property. In such case if the parameters of the model are updated during
online, there may be chances of instability. So to avoid this kind of disadvantages in
gain scheduling, some of the nonlinear control design techniques are available like
dynamic inversion, optimal dynamic inversion, timescale separation with dynamic
inversion, dynamic inversion augmentation with neuro-adaptive control design and
model reference adaptive control. These control methods can be applied for con-
trol design which will make system more robust. The theory of nonlinear dynamic
inversion and optimal dynamics is adopted from Ref. [16].

The general philosophy of the dynamic inversion is:

• Carry out the co-ordinate transformation such that the problem appears to be linear.
• Design the controller for the linear system using linear control design techniques.
• Obtain the original system using inverse transformation.
• The control design is carried out by enforcing error dynamics.

Given nonlinear dynamics can be represented as:

Ẋ = f (X ,U ), Y = CX (14)
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X ∈ RN , U ∈ Rm, Y ∈ Rp, the goal is to track the output Y → Y∗, where Y∗ is
desired profile. Special cases were control affine and square system in which state
and control can be separated.

Ẋ = [
f (X )

] + [g(X )]U (15)

p = m, and gY (X ) is non-singular.
Derive the output dynamics by taking differentiation of Y

Ẏ = ∂h

∂X
Ẋ = ∂h

∂X
[f (X ) + g(X )U ] = fY (X ) + gY (X )U (16)

Define error of tracking as:

E(t) = [Y (t) − Y (t)∗] (17)

Select a fixed gain K > 0 such that the first-order error dynamics are: Ė + KE =
0 ⇒ E = E0e−Kt → 0 as t → ∞Ẏ − [Ẏ ∗] + K[Y − Y ∗] = 0.

Which can be further simplified

fY (X ) + gY (X )U = Ẏ ∗ − K[Y − Y ∗]

Therefore, solve for the controller

U = [gY (X )]−1 {
Ẏ ∗ − K

(
Y − Y ∗) − fY (X )

}
(18)

The order of the error dynamics is dictated by the relative degree of the problem,
which can be defined as the number of time the output needs to be differentiated so
that control variable appears explicitly in the equation. The designed control law (U )
such that which cancels the non linearity. If the relative degree is well defined, then
design done is mentioned earlier. The advantages of dynamic inversion design are:

• Simple design: No need of tedious gain scheduling hence some times called as
universal gain scheduling.

• Easy online implementation since it leads to a closed-form solution.
• Asymptotic stability is guaranteed for the error dynamics.
• No problem if the parameters are updated.

2.4 Generic Theory of Optimal Dynamic Inversion

There are some issues in dynamic inversion control design like inverse does not
exists for all time which is limiting case in dynamic inversion where the input matrix
non-square where the no. of control surfaces are not equal to the no. of tracking
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objectives. In such cases, if inverse does not exit, then do not update the control
law unless gY (X ) > ε; otherwise, it may lead to performance degradation. When the
number of control surfaces is less than no. of tracking objectives, perfect tracking
is not possible. In another case where the no. of control surfaces is more than the
tracking objectives, additional objectives can be demanded in the design. This type of
approach is called optimal dynamic inversion (ODI). The number of control surfaces
is four in our application, and thenumber of trackingobjectives is three.Therefore, the
formulation of optimal dynamic inversion is based on equality constrained problem
by minimizing the augmented cost function. This type of control law is designed for
only inner controller in our application. The formulations for this optimal control-
based dynamic inversion control are same as NDI. In this case, the objective is to
convert any three control surface forms of configuration to cross form (four fin control
surfaces). The relation between these is given in Eq. (12) along with generic optimal
control design formulation. All the theories related to NDI and ODI are adopted from
Ref. [16] for control synthesis formulations.

The system dynamics and measurement model are represented by

Ẋ = f (X ,U ),Y = CX (19)

In this case if the number of control surfaces is more than no. of tracking objectives,
the additional objectives can be demanded in the design. This type of design is called
optimal dynamic inversion.

X ∈ RN , U ∈ Rm, Y ∈ Rp, the goal is to track the output Y → Y∗, where Y∗ is
desired profile. Special cases were control affine and square system in which state
and control can be separated.

Ẋ = [
f (X )

] + [g(X )]U (20)

p = m, and gY (X ) is non-singular.
Derive the output dynamics by taking differentiation of Y

Ẏ = ∂h

∂X
Ẋ = ∂h

∂X
[f (X ) + g(X )U ] = fY (X ) + gY (X )U (21)

Define error of tracking as:

E(t) = [Y (t) − Y (t)∗] (22)

Select a fixed gain K > 0 such that the first-order error dynamics are: Ė + KE =
0 ⇒ E = E0e−Kt → 0 and as t → ∞Ẏ − [Ẏ ∗] + K[Y − Y ∗] = 0.

Which can be further simplified

fY (X ) + gY (X )U = Ẏ ∗ − K[Y − Y ∗]

Therefore, solve for the control law
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gY (X )U = {
Ẏ ∗ − K

(
Y − Y ∗) − fY (X )

}
(23)

Since the gY is not square matrix, optimal dynamic inversion philosophy can be
applied. Aforementioned equation can be rewritten as AU = b. Constructing the
cost function minimize subjected to AU = b

• Minimize cost function:

J = 1

2
UTRU (24)

• Subjected to constraint: AU = b, where A = gY (X )

b = {
Ẏ ∗ − K

(
Y − Y ∗) − fY (X )

}

• The complete solution can be obtained by augmenting the performance index:

J = 1

2
UTRU,R = diag(r1, r2, r3, r4) (25)

J̄ = 1

2
UTRU + λT (AU − b) (26)

• The necessary conditions are for the augmented cost function

∂ J̄

∂U
= RU + ATλ = 0 (27)

∂ J̄

∂λ
= AU − b = 0 (28)

• Carrying out necessary simplifications, we can get the control equation

U = −R−1ATλ

AU = b
A(−R−1ATλ) = b
λ = −(ARAT )−1b

U = R−1AT
{
(AR−1AT )

−1
}
b

(29)

where the notation is used for the simplification

A+ = R−1AT
{
(AR−1AT )

−1
}

(30)

The control law is formulated, and if R = I then the optimal dynamic inversion
method can be applied if the system is not square.
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3 Overall Control Design

3.1 Outer Loop Control

The complete vehicle dynamics are separated into two timescales and designed the
controller using nonlinear dynamic inversion along with optimal dynamic inversion.
The vehicle dynamics are separated as fast, slow dynamics using timescale approach.
This type of control synthesis is two-loop control structure in which the outer loop
commands are generated by guidance algorithm; further, these commands are con-
verted into equivalent body rates (p, q, r) which are inputs to the inner loop controller.
Similarly, the inner loop control generates the required deflection commands as per
commanded profiles from outer loop and these deflections are forcing function to
model (plant). This model generates outputs which are measurable by considering
full state feedback. In this design, inner loop dynamics are faster than the outer loop
dynamics. Generally, the inner loop dynamics are 3–5 times faster than outer loop
dynamics. In this method of design, the inner loop dynamics 2–1.5 times faster than
outer loop dynamics. The tuning method can be chosen as settling time requirement
in the process. The outputs of the outer loop are used as the reference input of the
inner loop. The outputs of the inner loop controller are sent to a pair of first-order
actuator dynamics. This actuator commands are the forcing functions to the vehicle
model (plant).

The desired commands are from guidance computer as a forcing function to the
outer controller block. Further, these commandswill generate commanded body rates
to the inner loop. These commanded body rates are forcing function to inner loop
controller, and these body rates will generate required control deflection which is
input to the vehicle dynamics. The actual states coming out from vehicle dynamics
are feedback through sensors and comparedwith the outer loop commanded and inner
loop commanded profiles so that error can be minimized such that control action can
take place. The block diagram is given in Fig. 1, which is a pictorial representation
of control design using nonlinear dynamic inversion as well as other modern control
techniques.

Fig. 1 Closed-loop system with PI dynamic inversion controller
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Where the notations in Fig. 1 are

x1c = [
α∗ β∗ φ∗ ]′

,

x1 = [
α β φ

]′
, (31)

and

x2 = [
p q r

]′
, (32)

the control laws for inner loop and outer loop control systems are defined in the previ-
ous sections. The complete dynamics can be separated into two parameter timescales
using time separation principle, and those dynamics are used for control design using
dynamic inversion. The complete equations can be written as in the form of affine
system. The vehicle dynamics are separated into fast and slow variables. The slow
variables are considered as outer loop variables which are α, β, φ. The dynamics for
the outer loop control are given as:

⎡
⎣ α̇

β̇

φ̇

⎤
⎦ =

⎡
⎣ −pβ + q + ẑ + g

V cosφ cos θ

p sin α − r cosα + ŷ + g
V sin φ cos θ

p + q sin φ tan θ + r cosφ tan θ

⎤
⎦ (33)

The dynamics are converted into control affine form as outer loop dynamics can be
written in state space form

ẋo(t) = fo (xo, t) + Go (xo, t)Uo (t) (34)

yo(t) = Coxo(t) (35)

where Co is a I3×3 matrix for the output measurement. The detailed equations are
given below, in which state and control input can be further simplified as

fo (xo, t) =
⎡
⎣ ẑ + g

V cosφ cos θ

ŷ + g
V sin φ cos θ

0

⎤
⎦ ,

Go (xo, t) =
⎡
⎣ −β 1 0
sin α 0 − cosα

1 sin φ tan θ cosφ tan θ

⎤
⎦

where state and control is given as
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xo =
⎡
⎣α

β

φ

⎤
⎦ , Uo =

⎡
⎣p
q
r

⎤
⎦

Thederivation of control lawusingfirst order error dynamics using dynamic inversion
philosophy. Let the desired/commanded tracking signals can be written as

x∗
o =

⎡
⎣α∗

β∗
φ∗

⎤
⎦ =

⎡
⎣α∗ {Computed from the guidance}

0
φ∗ {Computed from the guidance}

⎤
⎦ (36)

Define the tracking error in outer loop as

eo = x∗
o − xo =

⎡
⎣α∗

β∗
φ∗

⎤
⎦ −

⎡
⎣α

β

φ

⎤
⎦ =

⎡
⎣ α∗ − α

β∗ − β

φ∗ − φ

⎤
⎦ (37)

ėo + Kipeo + Kio

t∫
0

(eodt) = 0 (38)

⎡
⎣p∗
q∗
r∗

⎤
⎦ = Go

−1 ×

⎛
⎜⎜⎜⎜⎝

⎡
⎣ α̇∗

β̇∗
φ̇∗

⎤
⎦ +

⎡
⎣ kα 0 0

0 kβ 0
0 0 kφ

⎤
⎦ eo

+Koi

t∫
0

(eodt) − f (α, β, φ)

⎞
⎟⎟⎟⎟⎠ (39)

3.2 Inner Loop Control

Similarly, the inner loop dynamics are p, q, r, which are considered as fast variables.
The updating of inner loop dynamics must be 3–5 times faster than that of outer loop
variables. ⎡

⎣ ṗ
q̇
ṙ

⎤
⎦ =

⎡
⎢⎣
i1(−qr + iapq + L

i1I x
) + (

I xz
I x

)ṙ

i2(rp + ib(−p2 + r2)) + M
i2Iy

i3(−pq − icqr + N
i3I z

) + (
I xz
I z

)ṗ

⎤
⎥⎦ (40)

These inner loop dynamics can be written in the form of state and control as written
for outer control design

ẋI = fI (xI , t) + GI (xI , t)UI (t) (41)
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yI (t) = CIxI (t) (42)

whereCI is a I3×3 identity matrix for the output measurement where state and control
is given by

xI =
⎡
⎣p
q
r

⎤
⎦ , UI =

⎡
⎢⎢⎣

δ1
δ2
δ3
δ4

⎤
⎥⎥⎦ (43)

Similarly, the inner loop errors are defined as

ei = x∗
i − xi =

⎡
⎣p∗
q∗
r∗

⎤
⎦ −

⎡
⎣p
q
r

⎤
⎦ =

⎡
⎣p∗ − p
q∗ − q
r∗ − r

⎤
⎦ (44)

Since the system is assumed as the all states are measurable. Here in this case assum-
ing that the relative degree is 1 i.e how many times differentiate the output equation
the control term should appear in the equation.

ėi + Kipei + Kii

t∫
0

(eidt) = 0 (45)

Therefore, the outer controller is derived as a function of states and desired dynamics,
i.e. gains. These gains are Ki = 4

τ
where Ki is the channel gain and the outer loop

is also function of control input and integral, proportional error constants. In similar
way for the inner loop dynamics, controller equations can be derived using first-
order error dynamics. The control law formulation is derived using optimal dynamic
inversion method. ⎡

⎢⎢⎣
δ1c
δ2c
δ3c
δ4c

⎤
⎥⎥⎦ = R−1AT

{
(AR−1AT )

−1
}
b

⎡
⎢⎢⎣

δ1c
δ2c
δ3c
δ4c

⎤
⎥⎥⎦ = (

A+) ×

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

⎡
⎢⎢⎣
ṗ∗
q̇∗
ṙ∗

⎤
⎥⎥⎦+

⎡
⎢⎢⎣
kp 0 0
0 kq 0
0 0 kr

⎤
⎥⎥⎦ei

+Kii

t∫
0
eidt−fR(x2)

(46)

where kp, kq, kr are the desired performance parameters (gains) and are functions
of settling time or time constant of the system. The outer loop controller generates
commands of p∗, q∗, r∗ which are the desired commands for the inner loop control.
The external commanded (guidance commands) profiles are given to the outer loop
control as the value of 6◦ of angle of attack (α∗) as a step and 2◦ of roll angle (φ∗)
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as a step and side slip angle (β∗) is forced to zero to avoid the undue yaw rate. The
proportional and integral gains are tune-based iterative method and settling time of
the desired performance where the control inputs are mapped from δa, δe, δr to cross
form of δ1, δ2, δ3, δ4.

3.3 Nominal Control Design with Actuator Dynamics

The control deflections are generated by the inner loop controllers which are the
forcing function to the actuator. These control surfaces will be deflected using servo
electronics. These actuators can be modelled as a first-order or second-order system.
In our simulation, we modelled the each actuator as a second-order dynamics. All
these four models are similar in nature. These dynamics are considered into the
simulation to study the controller performance under these dynamics. The actuator
dynamics for the four actuators are given by the followingmathematical equations. In
this case, second-order actuator model parameters are given with natural frequency
of wn = 250 and damping ratio as ζ = 0.7.

δ̈o1 = −2ζwnδ̇o1 − w2
nδo1 + w2

nδ1 (47)

δ̈o2 = −2ζwnδ̇o2 − w2
nδo2 + w2

nδ2 (48)

δ̈o3 = −2ζwnδ̇o3 − w2
nδo3 + w2

nδ3 (49)

δ̈o4 = −2ζwnδ̇o4 − w2
nδo4 + w2

nδ4 (50)

The actual aerodynamic control deflections observed by the vehicle are obtained
through the actuator. Themaximumdeflections attainable from the aileron and rudder
actuators are limited to 30◦ for all the four control fins, respectively. The outer loop
controller gain values used in the simulation are given in Table2. Similarly in the
inner loop controller, the gain values used in the simulation are given in Table 3.
These gains are adopted from the settling time of the desired dynamics.

Table 2 Outer loop gains

S. No. Proportional gain Integral gain

1 Kα = 4.0 Kαi = 0.02

2 Kβ = 6.0 Kβi = 1.8

3 Kφ = 4.5 Kφi = 0.02
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Table 3 Inner loop gains

S. No. Proportional gain Integral gain

1 Kp = 4.9 Kpi = 1.2

2 Kq = 7.5 Kqi = 4.5

3 Kr = 6.4 Kri = 2.5

3.4 Parameter Choice Principle

The gains in the simulations are taken from the settling time of the desired dynamics
in the system. Taking the outer loop dynamics for the instance, α channel equations
are taken. From the control law equation (32) and substitute into equation of α

dynamics which is given in Eq. (27).

ẋ1 = Kαp(x1c − x1) + Kαi

t∫
0

(x1c − x1) dt (51)

The above equation is a MIMO system with the three tracking objectives. We can
apply the Laplace transform of Eq. (44) to get the transfer function

sα(s) = Kαp(αc(s) − α(s)) + Kαi

s
(αc(s) − α(s)) (52)

Consequently,

Gα(s) ≈ α(s)

αc(s)
= sKαp + Kαi

s2 + Kαp s + Kαi

(53)

The aforementioned equation is the transfer function of the alpha channel control
system. According to the Routh–Hurwitz criterion, if we choose Kαp > 0,Kαi > 0
the control system of (46) is stable. As per the timescale separation principle, the
bandwidth of actuator should be more than triple the inner loop. The bandwidth of
the inner loop should be more than the outer loop. Therefore, definition of bandwidth
of the Gα(s) is expressed as in the form of gains

ωα =
√

(2Kαi + K2
αp

+
√
8K2

αi
+ 4KαiK2

αp
+ K4

αp
) (54)

Thus, whenwe can chooseKαp ,Kαi , ωα should be one in three of the inner loop band-
width. Similarly, we can obtain the limitation control parameters for other control
systems.
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Fig. 2 Closed-loop state trajectory

3.5 Nominal Control Design Simulation Results

The control methodology is implemented in MATLAB and simulated results. The
results show the satisfactory performance for the external guidance commands. The
designed control system is tracking for the step guidance commands which is shown
in Figs. 2, 3, 4 and 5. All the simulation results show satisfactory performance for
given initial conditions.

4 Robustness Study

4.1 Perturbation Study

The designed control system is tracking well under nominal design, and the robust-
ness of the design is further validated by perturbing the aerodynamic parameters
by 0%. All the simulation results show satisfactory performance. The tracking of
external guidance commands is given below.

To validate the robustness towards parameter uncertainty, some amount of pertur-
bation/dispersion is introduced in the plant dynamics by keeping nominal controller
as in the nominal design. The perturbations in the parameters are given as force
coefficients are ±10%, roll moment coefficient as ±30% and pitch and yaw coeffi-
cients as ±15%. The results are shown with comparison nominal case, lower bound,
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Fig. 3 Control trajectories

Fig. 4 State trajectories with step inputs
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Fig. 5 Body rate comparison with actual

upper bound. These bounds are well matching with dispersion and show satisfactory
performance. All three nominal, lower and upper bounds are compared with respect
to actual obtained values which shows that the results are satisfactory as shown in
Figs. 6, 7 and 8. In this simulation, the control commands are little chattering (due
to perturbation) in the initial phase but latter is recovered.

The comparison of all three bounds (nominal, upper and lower) with control
deflections and body rates computed has shown satisfactory performance which
shows that the vehicle is under control and performing as per the desired dynamics
(asymptotic stability). The vehicle fully under control and tracking objectives are
met by considering the aforementioned perturbation in various critical aerodynamic
parameters.

4.2 Tracking Performance with Perturbation

The aerodynamic parameter perturbation has been implemented to study the robust-
ness of the design. The guidance commands are step signals in three channels, and
the tracking performance is validated under such perturbations. The nominal, upper
and lower bounds are generated, and controller tracking is validated. The results
show the satisfactory performance along with the control signals, body rates, etc.
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Fig. 6 Closed-loop trajectory with commanded profiles

Fig. 7 Closed-loop body rate trajectory
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Fig. 8 Time history of control commands

4.3 Conclusions and Future Scope

Nonlinear dynamic inversion-based controller is designed using timescale separation
principle. The outer loop controller is designed based on dynamic inversion with
proportional–integral controller by considering first-order error dynamics. The inner
loop controller is designed using optimal dynamic inversion because the number of
aerodynamic control surfaces is four. The nominal control design is implemented at
one particular operating point for which the aerodynamic data is available. Various
robustness studies were performed like perturbations in the aerodynamic parameters,
with different commanded profiles like step signal, sine signal, square signals, etc.
All the results have shown satisfactory performance in terms of tracking objective
and speed of response. The future scope in this design is to implement outer and
inner loop controllers using neuro-adaptive design along with dynamic inversion-
based nominal controller. In such case, this design will be more robust towards
the parametric uncertainty/inaccuracy in the system. In such scenario, this type of
algorithms can be applied.
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Murthy, Director of RCI, for his encouragement and support to write this paper.
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Closed-Loop Simulation for Attitude
Control of Nano-satellite

Riya, Sanket Chirame, Anant A. Joshi, Ram Milan Kumar Verma,
Sumit Agrawal, Ravit Anand, Shrita Singh, Sanskriti Bhansali,
Piyush Jirwankar and Niket Parikh

Abstract This document describes the implementation of a state estimator, and
an attitude controller for Advitiy, IIT Bombay’s 2nd Student Satellite. The algo-
rithms used by the estimator and the controller are described. A closed-loop simu-
lation (CLS) framework for the testing of these algorithms is explained. A detailed
description of each of the blocks in CLS framework has been provided. The problems
faced due to actuation with magnetorquer are described. It also contains the descrip-
tion of practices followed to ensure the quality (correctness of results obtained and
repeatability of the process).

Keywords Closed-loop simulation · Quality assurance · Estimator · Controller

1 Introduction

The requirements of attitude control and the challenges involved in realizing these
in the case of nano-satellites in low earth orbit (LEO) are unique. The IIT Bom-
bay Student Satellite, Advitiy, belongs to this class of satellites, having a mass of
764 g, size of 10 cm × 10 cm × 11.5 cm and orbiting in a LEO of approximate
altitude 600 km. The Attitude Determination and Controls Subsystem of Advitiy
aim to maintain earth-pointing orientation of satellite within an accuracy of ±10°
because signals are received with detectable strength at minimum expense of power
for transmission in earth-pointing orientation.

The closed-loop simulation framework is developed for the analysis and on
ground-verification of chosen estimators and controllers. The estimation and con-
trol accuracy of the system are monitored in this framework and necessary design
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Fig. 1 Block diagram of CLS framework

changes are made based on the results. State vector refers to the attributes of satellite
which are propagated in simulation. The main aim of simulation is to check that
these attributes are within desired tolerance limits. For our simulation state consists
of seven values—initial 4 values for quaternion corresponding to a rotation matrix
used for rotating a vector from orbit frame to body frame (qBO) and latter 3 values
for angular velocity of body frame with respect to orbit frame (earth-pointing frame)
expressed in body frame. A simulation framework for modeling attitude dynamics of
satellite typically comprises of different blocks as shown in Fig. 1. The rest of article
is structured as follows. In Sect. 2, we introduce environment models used for simu-
lation of environmental parameters. Sections 3–5 contain description of sensor mod-
els, propagator and scientific models, respectively. In Sect. 6, we describe the chosen
estimator algorithm. Section 7 discusses two control modes and analysis of candi-
date control algorithms. Section 8 contains details of actuator modeling. Section 9
describes the attitude and angular velocity propagation step. Section 10 shows the
simulation result we have obtained using the framework. Section 11 summarizes the
guidelines followed to ensure the quality of framework and the correctness of results.

2 Environment Model

The environment model determines the external environmental parameters as a func-
tion of the state of satellite at someparticular time.All the parameters that aremodeled
are explained below.

• Simplified Gravitational Perturbation model (SGP4) [1]: The SGP4 model is a
standard gravity model for earth. It is a sophisticated model which iteratively
calculates earth’s gravity at any point by including effects like J2, J3, secular
effects of gravitation, periodic effects of gravitation, short-term perturbations. The
inputs to this model are orbital elements of the satellite orbit (sun synchronous,
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Fig. 2 Shadow of earth due to sun

500–800 km altitude) in the form of a two-line element (TLE). The output is the
position and velocity vector in the Earth-Centered Inertial Frame (ECIF).

• Sun model [2]: The sun model takes the time elapsed (from the latest vernal
equinox) as its input and gives the sun vector in ECIF as the output.

• Light model: The light model takes the position of the satellite as its input and tells
us whether the satellite is in the light region or in the eclipsed region (shadow of
the earth on the satellite as shown in Fig. 2). The satellite is assumed to be a point
mass while earth and the sun are assumed to be spheres of finite radius. When
the satellite is in either umbra or penumbra, it is assumed to be in eclipse region.
Otherwise it is in the light region.

• Magnetic Fieldmodel: This block takes position of the satellite in the ECIF as input
and calculates the geomagnetic field vector in the ECIF. The International Geo-
magnetic Reference Field 2011 (IGRF-11) [3] model is used. It models the earth’s
magnetism as a magnet with the desired order of polarity (dipole, quadrupole,
octupole, etc.). For ground simulation, a 12th order model [4] is used.
IGRF library [5] requires latitude, longitude, and altitude as input and generates
magnetic field vector in North-East-Down (NED) frame.We perform intermediate
frame transformation to obtain desired results.

• Disturbance model [6, 7]: The satellite, in its orbit, is acted upon by various
forces applied by external environmental entities. These forces result in torques
which cause the satellite to go out of the desired attitude. Thus, it is essential
that we consider these effects during simulation. Based on comparison of order
of magnitudes of torques, it has been concluded that the following three torques
have critical effect on a nano-satellite like Advitiy.

– Aerodynamic Torque: For a satellite in low earth orbit, the major disturbance
torque is exerted by aerodynamic drag. The drag arises from friction between
satellite and atmosphere and is in a directionopposite to that of satellite’s velocity
vector. Its order of magnitude is 10−9 Nm.

– Solar Radiation Torque: Radiation hitting the surface of the satellite hasmomen-
tum associated with it and thus due to absorption and reflection of radiation,
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forces act on satellite which generates a torque around the center of mass. The
majority solar radiation experienced by the satellite is due to radiation emitted
from the sun. Thus, it is assumed not to act in the eclipse region. Its order of
magnitude is 10−10 Nm.

– Gravity Gradient Torque: An extended object in a non-uniform gravitational
field experiences a torque in general due to different forces acting at different
parts of the object. Its order of magnitude is 10−11 Nm.

3 Sensor Model

Following sensors are going to be used in Advitiy, so they are modeled to be included
in simulations.

• GPS model: Position and velocity inputs from SGP4 are taken and noise and bias
is added to it to generate output of GPS.

• Gyroscope model: Angular velocity of body frame with respect to orbit frame
expressed in body frame is given as input to it and it converts it into angular velocity
of body frame with respect to Earth Centered Inertial Frame (ECIF) expressed in
body frame and adds noises and bias to it.

• Magnetometer model: It takes magnetic field data from IGRF in ECIF and
converts it into magnetic field in body frame and adds noises and bias to it.

• Sun sensor model: It takes sun vector in ECIF from sun model converts it into
sun vector in body frame. Since, in the sun sensors, output is electric current value
which is processed using analog-to-digital convertor (ADC), quantization due to
ADC is introduced into the model along with introduction of noise. Comparing
the generated sun sensor reading with a cutoff value, it is tested whether satellite
is in eclipse or not. The output of block is sun-vector in body frame or null values
depending on satellite’s presence in eclipse.

4 Propagator

Since GPS can not be operated continuously on satellite due to power constraints, J2
propagator [8] will be used to determine position and velocity of the satellite during
the duration for which GPS is off. So, J2 propagator is modeled in the simulation
too.

It uses theSGPoutput as an initial condition andnumerically solves the differential
equation to obtain the position and velocity of the satellite. We use Runge Kutta 4th
order (RK-4) method [14] for numerical integration.
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5 Scientific Model

They are used to generate sun vector and magnetic field vector in orbit frame. They
take sun vector and magnetic field vector in ECIF and convert them in orbit frame
using quaternion corresponding to rotation matrix from ECIF to orbit frame [9]. The
rotation matrix is generated by position obtained from propagator.

6 Estimator

It is not possible to obtain a direct measurement of the attitude of the satellite. It
has to be calculated using the measurements from other sensors like coarse sun
sensor, magnetometer, etc. These sensors have their inherent electronic noise. This
makes deterministic attitude calculation difficult. Thus, attitude has to be estimated
using some estimation techniques. Multiplicative Extended Kalman Filter (MEKF)
is the primary attitude estimator in Advitiy which addresses the non-linear nature
of system and constraints associated with the quaternion framework. Quaternion
Estimate (QuEst) algorithm will be used for providing an initial estimate to the filter.

• QuEst: Kalman filter requires an initial estimate of attitude. QuEst will be used for
obtaining this initial attitude estimate between orbit and body frame. QuEst algo-
rithmuses twoof non-parallel vectors in body frame and corresponding twovectors
in orbit frame. Attitude is estimated by minimizing the Wahba’s loss function [9].
In our case, QuEst will use the following two vectors:

– Sun vector: The body frame componentswill bemeasured by the onboard coarse
sun sensor. The orbit frame sun vector will be computed using the onboard
mathematical sun model. In CLS, these vectors will be obtained using sun
sensor model and scientific model, respectively.

– Magnetic field vector: The body frame components are measured using onboard
three-axis magnetometer. The orbit frame components will be computed using
the onboard IGRF magnetic field model. In CLS, these vectors will be obtained
using magnetometer model and scientific model, respectively.

Due to requirement of sun vector, QuEst will be taken only when the satellite is
not in the eclipse region.

• Multiplicative Extended Kalman Filter [9]: Despite being a relatively complex
and computationally demanding, we are implementing it because of following
reasons:

– Unlike QuEst, Kalman Filtering is a dynamic attitude estimator. It incorporates
into it the past measurements made in time and hence is a better method.

– We are using quaternions to represent the attitude. In EKF, error in quaternion
is defined as algebraic difference between the true quaternion and its estimate.
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Fig. 3 Schematic of MEKF operation

If we are to keep the estimate unbiased, the unit norm constraint of quaternion
is violated. So instead MEKF is used where the true quaternion is the product
of an error quaternion and the estimate. Here, product of two unit quaternions
is a unit quaternion resolving the issue.

– A typical EKF uses a dynamic model of the system in the propagation step.
However, we are using gyro measurements instead for propagation. This has
the advantage of avoiding inherent difficulties in modeling torques acting on a
spacecraft. Also gyro measurements are usually more accurate than the models.
All gyros have inherent variable bias which could cause inaccuracies in the
propagated model. So the rate gyro bias is included in the state vector along
with the quaternion and is used to correct the raw gyro measurements.

Figure 3 contains the flowchart which depicts the algorithm of MEKF. State
vector of our estimator is taken to be change in angle corresponding to attitude
change and change in angular rates bias. The initial estimate (i.e., of state vector
and corresponding covariance matrix) for the filter is fed through QuEst which uses
measurements from coarse sun sensor and magnetometer for the task. Angular rates
from gyroscope readings are used to propagate previous estimates of state vector and
corresponding covariance matrix. The propagated state vector and corresponding
covariance matrix are then updated for next instance using magnetometer readings.
The updated attitude is then fed to controller and state vector is input for next iteration
of filter.

7 Controller

The goal of controller of the satellite will be to align the body frame with orbit frame.
This control law should be robust to the disturbances faced by the satellite in orbit.
This means that even in the presence of disturbance torque, the satellite’s attitude
should be within desired bound of the reference attitude. The satellite will have two
control modes.
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• Detumbling mode: The first mode is detumbling. When it is separated from the
launch vehicle, the satellite has high initial angular velocity of body frame with
respect to orbit frame. The detumbling control law will be used to reduce the
body angular velocity with respect to orbit frame. This will be achieved using
B-dot controller [9]. The estimate of angular velocities will be obtained from
magnetometer data.
B-dot control law is based on the fact that the earth’s magnetic field in the body
frame changes with time due to motion of the satellite. Note that the change due to
translational motion of the satellite is neglected as contribution due to high angular
rates during detumbling is considerably larger. The controller aims to make this
rate of change of earth’s magnetic field equal to zero. The required magnetic
moment is proportional to the magnitude of the derivative of body-fixed magnetic
field but opposite in direction.
A magnetic actuation-based controller [10] was also reviewed. The magnetic
moment is determined using the body-fixed earth’smagnetic field vector and angu-
lar velocity vector of the bodywith respect to inertial frame.But itwas later rejected
as it required gyroscope data, which was not possible to obtain reliably since the
estimator cannot be executed in detumbling mode to correct the drifting bias of
the gyroscope.

• Nominal Mode: Once the angular rates are within desired bounds, the satellite
control law will switch to nominal mode. The nominal controller will control the
attitude of satellite. Advitiy will have active control in the eclipse phase as well.
This decision was based on the fact that half of the passes of Advitiy over India are
in eclipse phase. If angular velocities increase beyond the bounds, then controller
mode will switch back to detumbling to reduce angular velocities.

The control laws implemented in previous small satellite missions have been
reviewed. The following controllers are currently under consideration:

• Quaternion Feedback Controller [9]: This controller is implemented in lots of
previous missions. This is like a simple PID controller. The control torque is
directly proportional to the error quaternion and error angular velocity and a few
other non-linear terms. This controller is a continuous controller which guarantees
asymptotic tracking if the torque applied is exactly equal to the torque demanded
and if there are no disturbances present. In case of disturbances and discretized
magnetic actuation, its performance degrades significantly.

• AdaptiveController: Thefirst controller in this category is a variable gain controller
[12] which exactly rejects gravity gradient and designed for magnetically actuated
systems. This overcomes the two major shortcomings of the quaternion feedback
controller.
Another controller in this category estimates the upper bound on the disturbances
acting on the satellite [13]. The implementation of this controller is computation-
ally simple but the tuning is difficult. Work on this controller has been halted since
it was not designed specifically for magnetic actuation. Both of these controllers
have not been implemented in previous satellitemissions. However, they overcome
some of the shortcomings of quaternion feedback controller.
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8 Actuator Model

Aswe have seen in Sect. 7, depending on control algorithm used, output of controller
block can be desired torque or desired magnetic moment. So, two types of actuator
models have been developed depending on two possible cases of output of controller
block. Type A will take magnetic moment required directly as input while type B
takes torque required as input and magnetic moment required is calculated by

m = (B × τ)/‖B‖2

where (bold character represents vector)m is required magnetic moment, B is mag-
netic field at that location, τ is the torque required. This formula comes from the logic
that since we cannot generate torque along magnetic field, so maximum efficiency
(in terms of power consumed) will be in the case of magnetic moment perpendicular
to both the magnetic field and torque required (as component of magnetic moment
in direction of magnetic field will not contribute to torque).

For both the types, once we get the required magnetic moment, electric current
required is calculated using the relation m = n I A where n is number of turns of
wire in magnetorquer (same for all 3), I is a vector containing the required current
in 3 magnetorquers aligned along x , y, z axis of body frame and A is the area
of magnetorquers. Then, we assume magnetorquers to be purely resistive only. So,
required voltage is calculated as V = I × R where V represents voltage required, I
represents current required and R represents resistance of magnetorquers. From the
required voltage to actual current, we are following three approaches on the basis of
ease of implementation.

• We will model the actuator as resistive circuit only in the most basic framework.
So, in this case the required current obtained will be equal to the actual current.

• We will improve the basic model and model the actuator as an LR circuit. Voltage
for a control cycle (the time taken by onboard computing to complete one loop
of execution of all the commands) will be given and current for the environment
cycle (integration time step used for satellite attitude dynamics simulation) will
be calculated using

I = ((1−e−t R/L)(V−ipR))/R

where ip is current in torquers at the end of previous control cycle and t is the time
elapsed after beginning of current control cycle.

• We will introduce the fact that voltage supplied to panels is not Direct Current but
Pulse Width Modulation. So, during ON time

I = ((1−e−t ′R/L)(V−ipR))/R

and during OFF time
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I = (e−t ′R/L)Vp/R

where t′ is the time after change of mode (ON mode or OFF mode and V p is the
voltage during previous mode).

9 Dynamics and Integrator

Dynamics and integrator are used to find next state of satellite using current state of
satellite and total torque (sum of disturbance torque and control torque) acting on
the satellite. Dynamics block calculates the derivative of state vector.

The integrator uses the derivative of the state calculated by the dynamics block
and integrates it using RK-4 method to get next state. The new state is given as input
to the environment and sensor block for continuation of loop thus making it closed.

10 Simulation Results

Simulation of uncontrolled satellite in eclipse region to determine the need of
control in eclipse (Fig. 4)

Initial Angular Rates—[0 0 0]°/s along the X, Y, Z body axes, respectively.
Initial Euler Angles—0° roll, 0° pitch, 0° yaw
Duration—From start of eclipse to end of eclipse
Disturbance torques—Present
Control torques—Absent.

Fig. 4 Euler angles versus
time
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One should observe that value of maximum euler angle is 25° at the end of
eclipse even if the satellite was completely earth pointing and its angular velocity
with respect to earth-pointing frame of reference was zero at the start of eclipse.
Since in real scenarios it is likely to be already deviated at the start of eclipse, the
attitude deviations at the end of the eclipse will be worse. Since half of the passes of
Advitiy over India are in eclipse, to transmit the signals with maximum efficiency,
satellite has to be controlled during eclipse.

11 Quality Assurance

Following quality assurance (QA) practices is essential to minimize chances of mis-
sion failure. So, a rigorous procedure is followed to ensure the results generated
from simulation are correct and the framework is easy to understand and debug. A
document containing guidelines of writing codes and reviewing it has been made.
It also consists of instructions for naming the files so that one can infer the type of
document/code and its version from just looking at the name. Naming conventions
of various elements of code such as functions and variables have also been described
to maintain consistency across different codes and avoid confusion. Comments are
added along with the header of functions where its inputs, outputs, and objective are
defined. Comments are also added in the code to explain any mathematical or logical
operation. The author of the code also writes a readme file, which gives information
on the technical aspects of the code, i.e., the mathematical formulae and scientific
laws used with references at the end.

An exhaustive set of test cases is also prepared, where expected outputs for par-
ticular inputs are written for each function in code. Finally, a test code is written
using unittest module [11] to automate the process of checking whether the actual
output from the functions of code match the expected output for the test case inputs.
Process has been automated to remove manual error while testing. Now, a second
person reviews all the steps identified above and also the correctness and logical
consistency of code in general. The author of the code prepares a QA report based
on existing format in place for it and includes there the links for code, readme file,
and test code. The reviewer writes his suggestions in this QA report, which are then
implemented in the code by the author.

GitHub is used for version control. Amaster repository ismaintained for all codes,
their readme files, test cases, and test codes. Individual team members update their
personal GitHub repository after each change made in their code, and then push the
completed and reviewed code to the master repository. A team member has been
entrusted with responsibility of maintaining the master repository and ensuring that
the laid down guidelines are followed by everyone involved in the development of
framework.
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Real-Time Autonomous Navigation
Scheme for Pointing Small Data Relay
Satellite to LEO Using NavIC and GNSS
Measurements
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Abstract The continuous communication link to the ground station is the prime
requirement of any space mission. Presently, the LEO is primarily used for remote
sensing, science, and human in space program. The visibility of the low Earth orbit
(LEO) to the ground station is limited for a maximum of ~20 min, with four to five
orbital visibilities over a day. This requires a huge network of ground stations. About
two-third coverage of the orbit of LEO satellite is possible, with about 40 stations
located geographically over different places on the globe. The most of the Earth’s
surface is covered by water; a majority of ground stations need to be located on
ships resulting in exorbitant costs of the ground network. Data relay satellite system
with three satellite geosynchronous orbit (GEO) presents a very elegant solution in
this context and provides a stable link between satellite in LEO and ground station.
In the global scenario, the evolution of Tracking and Data Relay Satellite System
(TDRSS) is developedbyNASA to support communications and tracking services for
its LEO spacecraft. The modern space technologies with low-cost microelectronics
and microelectromechanical systems (MEMS) technology have enabled building
small satellites in a short time. They have the advantage of low mass, low power
consumption, low cost, and quick accessibility to space with launch-on-demand
services. Small satellites have successfully demonstrated ground satellite and inter-
satellite laser communication, which transmits data bit rates orders of magnitudes
greater than the radio communication. The efforts are being made to design onboard
controller as a generic 6-DOF control system capable of autonomous orientation,
orbit, and formation control of multiple satellites in orbit. We use the small data
relay satellites at GEO to keep in contact with LEO satellite for continuous data
transfer coverage and better navigation accuracy.
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1 Introduction

In this paper, we investigate the autonomous navigation system to point small data
relay satellite at geosynchronous orbit (GEO) to the low Earth orbit (LEO) satellite,
using observables from Navigation by Indian Constellation (NavIC) satellite and/or
from Global Navigation Satellite System (GNSS). The approach applying GNSS
receiver to autonomous navigation system of data relay satellite hasmany advantages
over conventional ground-based telemetry and tele-command methods. In addition
to reducing the workloads of ground tracking network, it also improves the coverage
and navigation accuracy of LEO satellite [1].

The autonomous onboard navigation system needs precise information of the
absolute state of the spacecraft as well as relative state of the spacecraft in the
formation. The relative navigation requires inter-satellite communication at ultra-
high frequency. There exists a gap in the observability of the states of a satellite.
This gap can be bridged by using Global Navigation Satellite System (GNSS) or by
novel infrared earth sensor and star sensor-based autonomous navigation techniques.
In this work, we have used GNSS including NavIC for kinematic position, velocity,
and time (PVT) estimation [2–6].

Since, the formulation of kinematics is geometric. It is prone to cycle slip, data
outages, due to weak GNSS geometry, which leads to large dilution of precision
(DOP). When the measurements are not available, dynamics continues to provide
the estimates with slight degraded accuracy. So, combining the GNSS/NavIC mea-
surements with dynamics in an extended Kalman filter (EKF) provides continuity in
the PVT estimates.

The reference frames used in this paper are earth-centered inertial (ECI) and
earth-centered-earth-fixed (ECEF) reference frame [3]. The vectors and scalers can
be deduced from the context in which they are used.

The paper contains six sections,where Sect. 2 discusses theLEO satellite visibility
to GEO constellation. The real-time kinematic relative position estimation of LEO
satellite at small data relay satellite is discussed in Sect. 3. Sect. 4 discusses the real-
time reduced dynamic relative position estimation of LEO satellite at small data relay
satellite. Sect. 5 discusses about the antenna orientation angles required to point the
GEO satellite to LEO satellite. The conclusion and directions for the future research
work are described in Sect. 6.

2 LEO Satellite Visibility to GEO Constellation

In this section, we present the visibility of LEO satellite to the small GEO satellites
in constellation. The GEO satellites are assumed to be located at 34°, 134°, and 270°
East longitude. Table 1 describes the parameters for these satellites. The altitude
of LEO satellites is near 599.0 km and is much lower than that of geosynchronous
orbits, which is around 35,786 km. With three small satellites at GEO altitude, near
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Table 1 LEO spacecraft orbital elements

Orbital elements LEO spacecraft GEO#1 @34°
East longitude

GEO#2 @134°
East longitude

GEO#3 @270°
East longitude

Semi-major axis
(a, km)

6981.1 42,164.001 42,164.002 42,164.009

Eccentricity (�e) 0.0016 0.0006 0.00065 0.000045

Inclination (�i , °) 98.7838 0.075 0.08 0.039

Argument of
perigee (ω) (°)

61.1330 62.89 109.99 109.98

RAAN (�) −177.5759 167.9497 152.85 52.20

Mean anomaly
(°)

−156.6613 62.35 −104.92 −104.95

Orbit epoch 25 Apr 2018,
11:20:00 UTCG

25 Apr 2018,
11:20:00 UTCG

25 Apr 2018,
11:20:00 UTCG

25 Apr 2018,
11:20:00 UTCG

seamless visibility of the LEO satellite is ensured, as shown in Fig. 1. From this
figure, it can be deduced that a near continuous visibility of LEO is observed except
for small duration where cones from GEO to LEO intersects. This will help in the
transmission of payload data fromLEO satellite to the nearest available GEO satellite
and to ground station situated at 13.0342° North and 77.5124° East Longitude. The
parameters used to generate measurements are provided in Table 2.

Fig. 1 Visibility of LEO
satellite at GEO satellites at
34°, 134°, and 270° East
longitude
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Table 2 Parameters for measurements generation

Parameters Data value

1 Propagation signal frequency L5 band (f = 1176.45 MHz, λ = 0.2548 m)

2 Receiver code phase noise, SD (σρ) 0.5 m (3σ ) zero mean discrete white noise

3 Code phase frequency (i) 1.023 MHz (standard positioning services)
(ii) 2.046 MHz (restricted services)

4 Receiver carrier phase noise, SD (σφ) 0.025 cycles = 0.64 cm (3 − σ ) zero mean
discrete white noise

5 Receiver clock bias (i) deterministic model: c * 10e−06 =
3000 m, i.e., 10 μs; random walk model

6 Ephemeris update 2 h

3 Real-Time Kinematic Relative Position Estimation
of LEO Satellite at Small Data Relay Satellites

Differential Navigation Method: The absolute position estimation is carried out
using the algorithm described in Misra and Enge, Sect. 5.1.1 [2]. Figure 2 shows the
conceptual scheme for the navigation for computing relative position estimation and
pointing data relay satellite at GEO to LEO, using NavIC and GPS observables.

A. Relative Position Estimation

For computing relative position kinematically, let us assume relative position vector

�xr = [
��r �b

]T ; where ��r is the relative position vector and �b represents the
relative clock bias between LEO and GEO receivers. Their estimates are represented
by �x̂r.

The following observation formulation can be formed to relate the single differ-
ence between-receiver pseudorange measurements from the same, i.e., kth NavIC,
that is Navigation by Indian Constellation is a new regional navigation system
developed by Indian Space Research Organisation (ISRO).

�P (k)(tl) = |�rloc(t) + ��r(t) − �r (k)
NavIC(t − τ)| − |�rloc(t)

− �r (k)
NavIC(t − τ)| + �b + √

2ε(k)
ρ (1)

The NavIC/GNSS measurements consist of biased and noisy estimates of ranges
to the satellites. The major sources of these errors and biases are unknown bias
in receiver clock relative to NavIC/GNSS time, errors in code, carrier phase mea-
surements, and the errors in the satellite clock and ephemerides. The satellite and
receiver clock bias errors are estimated while the integer ambiguity is removed by
taking between-receiver and between-measurement-epoch difference. With this, the
receiver obtains its absolute position (r), velocity ṙ and time. These estimates as
well as the measurements of the remote receiver communicated through the radio
modem are then used in the relative positioning algorithm.
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GNSS/NavIC 

LEO Satellite 
(Remote) 

GEO Satellite 
(Local) 

Fig. 2 Relative navigation concept using GNSS observables

B. Mathematical Formulation

The correction δ x̂r to the a priori estimates of the relative position vector and receiver
clock bias �x̂r is obtained using following relation. It is assumed that the covariance
of noise in all the K observables is equal [2–5]:

δx̂r = (GT
remGrem)−1GT

rem

[
�P(tl) − �P

∧

( j)
]

(2)

where

Grem =

⎡

⎢⎢⎢⎢⎢
⎣

(
e(1)
rem

)T
1

(
e(2)
rem

)T
1

. .

. .
(
e(K)
rem

)T
1

⎤

⎥⎥⎥⎥⎥
⎦

k×4

(3)

and the unit vector e(k)
rem, from the kth NavIC to the estimated position of remote GEO

is estimated iteratively from its definition as in Chap. 3, Eq. (3.25) [3]:
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e(k)
rem = �rrem − �r (k)

NavIC∣∣
∣�rrem − �r (k)

NavIC

∣∣
∣

where k = 1, 2, 3, . . . , K (4)

Finally, the estimates of the relative position and the receiver delta clock bias can
be computed using the following equation:

�x̂r( j) = �x̂r( j − 1) + δ x̂r (5)

Using the estimates of its variables the term �P
∧

( j) in Eq. (1) is estimated in the
jth iteration from the following relation:

�P
∧

( j) =
∣∣
∣�rloc(t) + ��r(t) − �r (k)

NavIC(t − τ)

∣∣
∣ −

∣∣
∣�rloc(t) − �r (k)

NavIC(t − τ)

∣∣
∣ + �b (6)

��r = �x̂r(1:3) and �b = �x̂r(4)

The iterative solution (1) is refined until the condition
∥
∥δ x̂r

∥
∥ ≤ 2

√
Kσρ meter,

which is achieved. The limiting value of the term
∥∥δ x̂r

∥∥ depends on the number of
NavIC’s and the standard deviation (SD) σρ of receiver’s code phase noise.

Figure 3 shows the number of commonGNSS/NavIC satellite, visible to small data
relay satellite, and LEO satellite. The sufficient number (i.e., at-least 4) of common
GNSS satellites for relative position estimation is available only for a short duration.
However, this is sufficient for fixing the relative position. The relative position esti-
mation error achieved with this arrangement is shown in Fig. 4. This computation is
limited to common GNSS satellites; hence, states are available only for 2 h wherever
four or more satellites are in field of view, as shown in Fig. 3, providing an accuracy

Fig. 3 No. of common GNSS satellites visible to both LEO and GEO
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Fig. 4 Error in relative position vector using relative navigation formulation

of [2, 3, 5] m in ECEF frame. The data relay satellite will require continuous precise
estimation of LEO orbital parameters. This estimation period can be increased by
transferring the measurements fromLEO to small data relay satellite using other data
relay satellite in the constellation. Hence, they help improve the prediction capability
of data relay satellite at GEO. The seamless communication to a LEO is possible
by placing three small satellites at GEO at 34°, 134°, and 270° East longitude, with
high-speed optical inter-satellite communication. In next section, we have combined
the NavIC/GNSS measurements with dynamics in an extended Kalman filter (EKF),
thus providing continuity in the PVT estimates [3].

4 Real-Time Reduced Dynamic Relative Position
Estimation of LEO Satellite at Small Data Relay Satellites

In this section, we have incorporated high fidelity translational motion dynamics
model for relative position estimation. It is assumed that the LEO satellite is able to
transfer the available NavIC/GNSS observables to GEO small satellite constellation.

A. High Fidelity Force Models

The translational motion dynamics model for a satellite under perturbational forces,
F, is given by the following equation [3–7],

r̈ = − μ

r3
r + aprt(t, r, ṙ,p) (7)
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where r = ‖r‖ is the magnitude of r and aprt = (aJ2 + aJ22 + aJ33 + aSun + aMoon +
aSRP + adrag + athrust).

The Keplerian acceleration is represented by the first term in Eq. (7). The grav-
itational and non-gravitational perturbational acceleration terms are represented by
the second term aprt. The epoch time ‘t’ corresponds to time at which accelera-
tion acting on the satellite is calculated. The variable ‘p’ represents the unknown
parameters related with perturbational accelerations, i.e., solar radiation pressure
and aerodynamic drag. The additive perturbational terms like aJ2, aJ22, etc., are due
to oblateness of the Earth and the third body perturbational accelerations from the
Sun and the Moon and Thruster acceleration [7–9].

B. Orbit Propagation: Truth Model

The Cowell’s method is used for orbit estimation, wherein the Cartesian equations
of motion integration are carried out in an inertial frame.

⎡

⎣
ẍ
ÿ
z̈

⎤

⎦ =
⎡

⎣
ax
ay
az

⎤

⎦ (8)

where the vector components of the acceleration are ax , ay and az . The state space

for force model is formulated next. Let
[
x1 x2 x3

]T
and

[
x4 x5 x6

]T
represent the

position and velocity vectors of the satellite, respectively. The position and velocity
components are defined as x1 = x; x2 = y; x3 = z and x4 = ẋ; x5 = ẏ; x6 = ż,
respectively. Additional states, namely solar radiation pressure reflection parameter
(Cr) and the receiver clock bias and rate, are also included in state space model. With
the addition of these parameters, the 9 × 1 state vector is as given below:

xT = [r, v,Cr, b]T (9)

The augmented state vector representation of the 9-state dynamicsmodel in vector
form is as follows:

⎡

⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢
⎣

ẋ1
ẋ2
ẋ3
ẋ4
ẋ5
ẋ6
ẋ7
ẋ11
ẋ12

⎤

⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥
⎦

=

⎡

⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢
⎣

x4
x5
x6
ax
ay
az
0
0
x11

⎤

⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥
⎦

+

⎡

⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢
⎣

0
0
0
0
0
0
0
u2
u1

⎤

⎥⎥⎥⎥⎥
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⎥⎥
⎦

(10)
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where u1 and u2 are the zero mean rate and acceleration white noise, respectively,
defined for the clock bias and bias rate. The states x8, x9 and x10 are used to estimate
the empirical accelerations.

The above state space Eq. (10) can be represented by:

ẋ = f (x, a, t) + w (11)

where acceleration vector comprises of a3×1 =∑(
acentral, aJ2, aSun, aMoon, aSRP, adrag, athr

)
. The f (x, a, t) term in Eq. (11)

is a nonlinear vector function. The column vector w represents the white noise. For
further details, refer [3] and cited references.

C. Orbit Propagation: Estimation Model

The estimationmodel is formulatedwith 12 states by adding three states for empirical
acceleration. The empirical acceleration is formulated as first-order exponentially
correlated Markov process. Hence, 12 × 1 state estimation vector is:

x̂T =
[
r̂, v̂,Cr

∧

, âemp, b̂
]T

(12)

Then complete state space model can be written as:

⎡

⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢
⎣

˙̂x1˙̂x2˙̂x3˙̂x4˙̂x5˙̂x6˙̂x7˙̂x8˙̂x9˙̂x10˙̂x11˙̂x12

⎤

⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥
⎦

=

⎡

⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢
⎣

x̂4
x̂5
x̂6
âx
ây
âz
0

−βx x̂8
−βy x̂9
−βz x̂10

0
x̂11

⎤

⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥
⎦

(13)

where x̂1,...,6, x̂7, x̂8,9,10, x̂11,12 are the position, velocity, solar radiation pressure coef-
ficient, empirical accelerations, the receiver clock bias rate, and its bias, respectively.
Equation (13) can be written as:

˙̂x = f (x̂, â, t) (14)

where â3×1 = ∑(
âcentral, âJ2, âSun, âMoon, âSRP, âe

)
being the summation of esti-

mated perturbational accelerations and hence, f (x̂, â, t) is a nonlinear vector.



108 M. Dantuluri et al.

D. Formulation of Extended Kalman Filter from NavIC/GNSS Observables

In the EKF, with reduced dynamics, the observables of NavIC/GNSS are fused with
s/c translational motion dynamics. As usual, EKF outputs are fed back to the estima-
tion model dynamics after the measurement updates along with covariance matrix.
The EKF continues to provide the accurate estimation of states, in the presence of
pseudorange measurements. Whenever outages of measurements occur, the estima-
tion of states continues with the high fidelity translational motion dynamics. In this
case, estimation accuracy will be degraded.

The NavIC/GNSS measurements update of the LEO satellite is carried out using
the following formulation [3, 4],

z(k)
l (xl, tl) = ρ

(k)
l + c

(
δtu − δt (k)

) + ερ + ε
(k)
eph (where k = 1, 2, . . . , K ) (15)

ρ
(k)
l =

[(
x − X (k)

NavIC

)2 +
(
y − Y (k)

NavIC

)2 +
(
z − Z (k)

NavIC

)2
]1/2

; (16)

where [XNavIC,YNavIC, ZNavIC]T is the position vector of the kth NavIC/GNSS satel-
lite at the signal transmission time. This signal has transit time delays, so it is com-
pensated for these delays. Since the dynamics model of the LEO satellite is in the
ECI frame and the received signal from NavIC/GNSS is in ECEF frame, so frame
transformation from ECEF to ECI frame is carried out. In Eq. (15) δtu and δt (k) are
the receiver clock offsets of the LEO, and the kth NavIC/GNSS satellite clock offset,
respectively. The NavIC/GNSS satellite clock offset is obtained from the navigation
signal parameters sent to GEO. We need to model the delay from LEO to GEO
appropriately in the formulation. The ερ is white Gaussian noise having zero mean
and standard deviation σp. The ephemeris error of NavIC/GNSS (ε

(k)
eph), which is a

non-white noise. Presently, it is not accounted herewith. The impact of this is studied
in [8–10].

The measurement innovation is defined as:

ν = zl − ẑe(xl, tl) (17)

where zl and ẑe being the pseudorange measurements and estimated pseudorange
measurements obtained from observations file and navigation file, respectively.

The formulation of the measurement sensitivity matrix is as given below:

Hi = ∂ ẑc(xl, tl)

∂xl

=
⎡

⎣

(
x̂ − X (k)

NavIC

)

ρ
,

(
ŷ − Y (k)

NavIC

)

ρ
,

(
ẑ − Z (k)

NavIC

)

ρ
, 0, 0, 0, 0, 0, 0, 0, 0, 1

⎤

⎦

(18)
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The measurement update phase: At this stage, measurement update of the esti-
mates and the error covariance is performed. This is followed by the Kalman gains
computation. The Kalman gain provides a measure of confidence on the measure-
ments. The measurement covariance matrix R, with uncorrelated measurements, is
given as below:

Ri = (σ 2)

⎡

⎢
⎣

1 · · · 0
...

. . .
...

0 · · · 1

⎤

⎥
⎦m2 where: σ = 0.3m (19)

The Kalman gain is used to update the state vector estimation error covariance
matrix, computed as [3, 4]:

P
∧

l = (I − KlHl)P
−
l (I − KlHl)

T + KlRlK
T
l (20)

As usual, the innovation ν Eq. (17) is used to update the nonlinear state vector,
Eq. (13):

x̂l = x−
l + Klν, (21)

Equations (15)–(21) are executed in a sequence, provided the observations occur
at the same time instant. Otherwise, the high fidelity translational motion dynamics
Eq. (13) states is propagated to the next measurement epoch.

E. Simulation Results with Reduced Dynamics Formulation

This section presents the simulation results for reduced dynamics relative position
estimation between LEO and GEO satellite. It can be seen from Fig. 5 that reduced
dynamics has provided the continuos improved estimation of the relative position
during NavIC/GNSS visibility period. The accuracy during this period is [50, 20,
40] m in ECI frame. Also, during NavIC non-visibility period the orbit estimation is
carried out with translational motion dynamics. Figure 6 shows the relative position
between LEO and GEO satellite for over 7 h.

5 Computation of Antenna Orientation Angle Requirement

For data transfer between LEO and ground station via small GEO Satellites, the
antenna of GEO satellite has to be steered to LEO satellite to establish line-of-sight
(LOS) communication between LEO and GEO satellites. Steering angle is the angle
between current antenna pointing vector and LEO–GEO relative position vector. The
steering can be realized by moving the antenna about elevation and azimuth angles.
The azimuth angle is defined as the in-plane rotation required while elevation angle
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Fig. 5 Relative position estimation error

is defined as the out of plane rotation angle required to point the antenna beam from
GEO to LEO.

The GEO orbit normal unit vector �ron is computed as

�ron = �rpos × �rvel (22)

The relative position vector is resolved into two components: one along the GEO
orbit normal, i.e., �rrelpos_on and the other in the orbital plane unit vector, i.e., �rrelpos_pln.

�rrelpos_on = (�rrelpos · �ron)�ron (23)

�rrelpos_pln = �rrelpos − �rrelpos_on (24)

From Eqs. (23) and (24), the elevation (el) and azimuth (az) angles are computed.
The corresponding plots for GEO at 270° East is shown in Fig. 7, thus establishing
the requirement for continuous tracking of the antenna.
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Fig. 6 Estimated relative position

6 Conclusion and Further Research Directions

This research work investigates the feasibility of using NavIC/GNSS measurements
to determine the position of LEO satellite at data relay satellites at GEO altitude.
Three small satellites are assumed at 34°, 134°, and 270° East longitude for this
study. The visibility study of LEO satellite to GEO satellite is studied, providing
possibility of continuous communication to ground station. The real-time kinematic
relative position estimation between LEO and GEO satellites is carried out using
NavIC/GNSS measurements. The common satellites to both the LEO and GEO are
used to estimate the relative position, providing an estimation error of [2, 3, 5]
m in ECEF frame of reference. This is further augmented with reduced dynamics
in an extended Kalman filter. It is assumed that LEO satellite is transferring its
GNSS observables to available GEO satellite for computation of the relative position.
Whenever GNSS measurements are not available, the estimation is continued with
degraded accuracy. The accuracy achieved during GNSS measurement period is of
the order of [50, 20 40] m in ECI frame of reference. The computation of antenna
orientation angle is carried out to move and track the LEO satellite for transfer of
data anytime in the orbit using high-speed optical communication.
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Fig. 7 Azimuth and elevation for GEO antenna at 270° East

In the future, these schemes should be extended to multiple LEO satellites data
download. In view of optical communication that requires stringent pointing and
control, the development of efficient formation flying algorithm is required.
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Mission and Control Configuration
for Spin to Three-Axis Stabilization
for Small Satellite

A. L. Satheesha, S. Kannan and M. P. Ramachandran

Abstract Describes the mission, control and attitude determination meant for spin
stabilization to three-axis stabilization by using momentum bias system. Advantage
of the proposed minimal configuration is better for small satellite using off-the-shelf
component. There is clear advantage to spin up and spin down of the wheel in this
configuration. Attitude determination is now simpler and reliable for the payload
pointing to earth or solar panel tracking the sun when the pitch is held to orbit
normal.

Keywords Spin stabilization ·Momentum bias stabilization · Attitude
determination ·Magnetometer · Sun sensor

1 Introduction

Commercial and research interest by the companies, universities and organizations
in small satellite design, building, realization and maintain are immense. This is in
line with large computer now being available in smart phones. This is driven by
the advancement in commercial electronic with various sensors in smart phones and
other applications [1]. Launch of small satellite is depending mainly as piggy-bag
along with large satellite. There are many small satellite launch vehicle research
announcements. ISRO launched the HAMSAT way back in 2005 and it was a very
successful mission. Later, Indian universities were guided to build the small satellites
by ISRO. ANUSAT was first one such mission by ANNA UNIVERSITY. After this,
many follow on missions were done by the INDIAN universities. Challenges in
building small satellites by university are limited to ground resources to handle and
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maintain the satellite, using the commercial off-the-shelf components. In this paper,
mission and control design scheme for simple three-axis stabilization are envisaged
with minimal hardware.

2 Challenges in Configuration of Small Satellite

Satellite configuration is complex multidisciplinary task that involves power budget-
ing, control scheme for attitude stabilization, communication, thermal management
and payload requirement, etc. For small satellite, above complex tasks need to be
done with commercial off-the-shelf components which might not have been quali-
fied for space radiation level. Ground infrastructure to support many satellites needs
to be minimized. Thrusters are not considered in most of the small satellites. Cost
considerations are equally important. These requirements triggered the authors to
work out a simple concept of mission and control where three-axis momentum bias
system is achieved after intermediate step of spin-axis stabilization.

3 Mission Design

Power hardware battery and solar panel should support the minimum load to sup-
port the communication, onboard-processor,magnetometer and torque’s requirement
during the initial acquisition. Highly inclined orbit is, however, required for func-
tioning of negative B-dot law of control. Based on the local time of sun synchronous
orbit, solar panel configuration will be decided so that minimum required power can
be generated when spacecraft is spinning. For the sun synchronous orbit with 10:30
local time, the cosine of the angle between sun and orbit normal is around 0.9—this
is parameter where 1 denotes full solar power generation. Hence, sun point panel
can generate power with 90% of the peak power. Maximum moment of inertia axis
should be spin axis that is, pitch axis and it is desirable to keep the cross moment
of inertia considerably small. This ensures stability. To have better control, wheels
about all the axes will compensate the cross moment of inertia effect in fine con-
trolling the spacecraft attitude. Since the pitch axis is held to orbit normal, attitude
determination will be the rotation of the other two axes about pitch. Hence only pitch
rotation angle need to be determined. This can be determined using magnetometer
Yaw and roll components. This can also be determined more accurately using sun
vector measurement in yaw–roll plane. This is described in Sect. 5. It is well known
that magnetic torquer activity will affect the magnetometer measurement. Hence,
magnetic measurement and magnetic torquers operation need to be at different time
slot.

Mission planning need to be done such that good power margin should be ensured
during high power consuming activities like payload data download, torquers activity.
Payload operation attitude with yaw looking to earth with constant pitch rate and
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maximizing the power attitude with sun tracking (pitch is still along the −ve orbit
normal) with zero pitch rate need to be properly planned such that good power
generation and storage should be ensured.

4 Attitude Stabilization and Control

After injection, first step of the attitude stabilization is to kill the rate in the yaw and
roll axes, align the pitch axis along the negative orbit normal with required spin rate.
This can be achieved with magnetometer and two magnetic torquers using negative
B-dot law to align the spin axis to orbit normal and cross product law for the spin-rate
control [2] as done inHAMSAT for highly inclined orbits. Disturbance torques due to
environment and spacecraftmoment of inertiawill decide torques andwheel capacity.
Spin-axis attitude determination and spin rate can be computed with magnetometer.
Yet as mentioned earlier, the active torquers period and magnetometer measurement
cannot be carried out simultaneously. Hence, the control and the measurement and
attitude determination times will be in different slots. Spacecraft maximum moment
of inertia should be spin axis, i.e. pitch to support this mode of acquisition. This
can be achieved with proper mass and structural design. Once this is achievable, the
wheel about spin axis is rotated such that angular moment is transferred to wheel and
spacecraft body is three-axis stabilized in momentum-biased configuration. Wheel
switch ON is considered only after the spin-axis stabilization is achieved to save the
power and make acquisition simple.

It is important to note that as the angular moment vector is same as in spin-
stabilization configuration, hence, negative B-dot control law can be applied to make
the pitch (or negative pitch) along the orbit normal. Single wheel controls the pitch
rotation of spacecraft body. Less capacity wheel may be required based on moment
of inertia matrix. Similar control was used for safe mode in case of RADAR satellite.
Sun-synchronous dawn–dusk orbit (RADARSAT) negative pitch aligning to orbit
normal makes it power safe. Another advantage of this configuration any power
anomaly need the wheel spin down will transfer the angular moment to body with
body spin axis near to orbit normal. Spin configuration should generate sufficient
power only to support the Onboard-computer, minimal communication, magnetome-
ter and torquer. Normally, spin rate of about 2–3 rpm is required to compensate the
disturbance torque in low earth orbit. Wheel capacity should be able to take this
angular moment. Hence wheel sizing is based on spacecraft moment of inertia about
spin axis and spin rate. Once spin rate of spacecraft body is transferred to wheel,
three axis is stabilized and can track the orbit frame with orbital rate. Negative B-dot
control lawwill act to hold the pitch in negative orbit normal. For earth pointing pitch
attitude reference is required. This can be provided by the roll and yaw components
of magnetometer reading detail are discussed in Sect. 5. In this case, attitude determi-
nation becomes single angle (pitch only) attitude determination problem assuming
that pitch axis is pointing to orbit normal. Inertial held attitude can maximum power
generation such that solar panel towards the sun. Still pitchwill point to negative orbit
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normal. This is similar to solar panel drive used for rotation of solar panel in earth
pointing satellite. From this step, we can achieve zero moment system by dumping
the wheel speed using magnetic torquer—in this case, other simplicity will be lost
and wheels control along all the principle axis is required.

5 Determination of Attitude and Rate

Here, confirmation of spin-axis position is required. This can be done using mag-
netometer pitch axis measurement [3]. Spin rate higher than 0.5 °/s can be detected
usingmagnetometer data. Pitch anglemeasurement and reference only required once
spacecraft is achieved the three-axis stabilization with momentum bias system. Pitch
rotation need to be determined and this can be done by just computing the phase of the
magnetic field vector in yaw–roll plane w.r.t say yaw axis. This can be compared with
desired phase angle for earth pointing and control to the required attitude. Similar
scheme can be used with sun vector measurement with sun vector body frame mea-
surement in yaw–roll plane. (Coarse Analog sun sensor will do this measurement)
Sun sensor measurement will not change from orbit to orbit and only changes with
the season. This can be used for better earth pointing and sun pointing. For better
attitude, accuracy during optical payload pointing sun sensor phase can be used. But
magnetometer yaw–roll phase angle will change w.r.t path in the orbit. Difference
between the phase angle in yaw–roll plan between the sun and magnetometer may
be used to find the path of the satellite orbit, and it may be correlated to station vis-
ibility. Momentum-biased system makes the attitude determination lot simpler and
observability issue of “magnetometer only attitude determination” is removed when
one axis is fixed.

Overall for simple symmetric moment of inertia balance small satellite three-axis-
controlled mission can be achieved with single wheels and two magnetic torquers
with magnetometer and coarse analog sun sensor.
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Slew Rate and Control Constrained
Spacecraft Attitude Maneuver
with Reaction Wheel Failure

Anuradha Sahu, Arun Kumar Mahodaya and Shreesha Chokkadi

Abstract Attitude maneuvers are required for reorienting the satellite for
meeting various mission objectives. A higher satellite slew rate during maneuvers is
a desirable characteristic for any mission design. At the same time, a higher slew rate
demands a higher actuator torque capacity which is always constrained due to the
physical limits of the actuator. This paper discusses the satellite attitude maneuver
problem under slew rate and actuator capacity constraints. A quaternion feedback
controller with quaternion and angular rate feedback is implemented to achieve a
rest to rest reorientation maneuver. The control gains are computed based on the
slew rate limits while the control commands incorporate the actuator limits. Three
different configurations of four reaction wheels, (a) pyramid configuration, (b) skew
configuration with three wheels along the body axes and the fourth wheel along body
diagonal and (c) skew configuration with skew angle of 45°, are studied. The paper
further discusses single reaction wheel failure conditions for all the three config-
urations and demonstrates satellite rest to rest maneuver within the slew rate and
actuator limits.

Keywords Attitude maneuver · Slew rate · Quaternion feedback controller ·
Pyramid and skew configuration

1 Introduction

Attitude control system (ACS) is of significant importance among subsystems of
spacecraft which governs the pointing accuracy of space mission. Designing high
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performance ACS subsystem is always a challenging task, specially providing fast
maneuverwith available actuator torque limit. Formaximum torque, reaction thruster
is considered to be a good selection but at the cost of high fuel consumption. Alter-
natively, momentum exchange devices are proven to be the best option, utilizing
only electrical power [1]. Since reaction wheels are widely installed as actuators in
most of the spacecrafts for attitude control recently, the wheel input torque saturation
problem has been a main area of concern. Large angle slew maneuver is driven by
the torque capability of the actuator used in ACS subsystem and commanded control
algorithm. Boskovic et al. have designed a globally stable control algorithm to take
into account the input saturation limit of the actuator and parameter uncertainty [2].
Tian Lin et al. have designed a varying input saturation model for a set of three
flywheels and provided a controller with feedback to take into consideration the sta-
bility of control process [3]. Cruz et al. [4] have proposed a saturation and inertia
free controller for motion to spin tracking case. However, efforts discussed above
have been mainly focused on the saturation limit of the actuators but have not con-
sidered the problem associated with high agility of the satellite. Most literature has
been focusing on the minimum or near minimum time maneuvers associated with
saturation problem.Weiss et al. [5] in their paper presented the algorithmwith inertia
uncertainty and near minimum time attitude control problem with eigen axis rota-
tion using classical PD controller. Wie et al. [6] have proposed the cascade saturation
control problem with slew rate as well as input saturation limits for rest to rest case.
However, there is no illustration for the verification of controller’s capability with
wheel failure mode. This paper deals with quaternion feedback regulation control
for rest to rest maneuver of the spacecraft for large angle reorientation within the
torque limit of the actuator and within the slew rate constraint, with reaction wheel
failure modes. In this paper, three different configurations of reaction wheel are used
for performance comparison.

2 Satellite Modeling

In this section, a rigid spacecraft body at lower earth orbit (LEO) is considered
with reaction wheels used as actuators. The dynamics of spacecraft and quaternion
kinematics have been discussed, along with the distribution matrix of all three con-
figurations of actuator. An asymmetric rigid spacecraft body, say B, is considered
with center of mass C. The whole spacecraft system say s/c consists of the body B
and four symmetric wheels Wi , whose center of mass is Ci , where i = 1–4 for four
wheels. All the calculations will be done relative to a fixed inertial frame N.

2.1 Reaction Wheel Configuration

The angular momentum of wheel for four-wheel configuration is given by [7]:
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N HWi/Ci = [
I Wi/Ci

]{NwWi } (1)

where N HWi/Ci is the momentum of ith wheel measured from its own center of mass,
relative to inertial frame,

[
I Wi/Ci

]
is the moment of inertia matrix of ith wheel and

{NwWi } is the angular velocity of reaction wheel in wheel frame relative to the inertial
frame and is given as,

{NwWi } = {NwB} + �i {di } (2)

where {di } is the unit vector of ith wheel along its spin axis and �i is the angular
velocity of ith wheel

Thus angular momentum is rewritten in compact form for four wheels as,

N HWi/Ci = [A]{�} (3)

where A = [
I W1/C1{d1} I W2/C2{d2} I W3/C3{d3} I W4/C4{d4}

]

�i = [�1 �2 �3 �4]
T

D3×4 = [{d1} {d2} {d3} {d4}]

The torque in satellite body frame is given by;

Tc(3×1) = D(3×4)τRW(4×1) (4)

whereD is a 3× 4 distribution matrix which transforms the torque fromwheel frame
to body frame. τRW is a 4 × 1 matrix gives reaction wheel torque in wheel frame
along each wheel axis.

To obtain τRW, the Moore–Penrose pseudo-inverse method is used [8, 9] to obtain
inverse of distribution matrix,

Df
4×3 = DT

(
DDT

)−1
(5)

τRW(4×1) = Df
(4×3)Tc(3×1) (6)

Different configurations which have been considered in the paper are as follows:

Configuration (a)
The distribution matrix of a pyramid configuration shown in Fig. 1 with α = 35◦
and β = 45◦ is given as:
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Fig. 1 Reaction wheel
configuration (a)

D =
⎡

⎣
cos(α) ∗ cos(β) cos(α) ∗ − cos(β) cos(α) ∗ − cos(β) cos(α) ∗ cos(β)

cos(α) ∗ sin(β) cos(α) ∗ sin(β) cos(α) ∗ − sin(β) cos(α) ∗ − sin(β)

sin(α) sin(α) sin(α) sin(α)

⎤

⎦

(7)

Configuration (b)
The configuration three wheels are kept along the roll, pitch and yaw axes of the
spacecraft body, respectively, and the fourth wheel is kept along body diagonal,
shown in Fig. 2, corresponding distribution matrix is given by;

D =
⎡

⎣
1 0 0 1/

√
3

0 1 0 1/
√
3

0 0 1 1/
√
3

⎤

⎦ (8)

Configuration (c)
This is skew configuration with all wheels skewed by an angle 45° as shown in Fig. 3
[6]. The distribution matrix with β = 45◦ is given by:

Fig. 2 Reaction wheel
configuration (b)
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Fig. 3 Reaction wheel configuration (c)

D =
⎡

⎣
cos(β) − cos(β) cos(β) − cos(β)

sin(β) 0 − sin(β) 0
0 − sin(β) 0 sin(β)

⎤

⎦ (9)

2.2 Satellite Dynamics

From Euler’s equation of motion [1, 7]:

Next =
.

N H B/C +NwB ×N H B/C (10)

where Next is the external torque, N H B/C is angular momentum of the spacecraft
measured from its center of mass C in B relative to N and NwB is the angular body
rate of the satellite in body relative to inertial.

Considering the spacecraft equation of motion in Eq. (10) along with the wheel
dynamics from Eq. (3) and representing in matrix form:

Next = [Is]{ẇ} + {w̃}[Is]{w} + [A]
{
�̇

} + {w̃}[A]{�} (11)

where [Is] is a 3 × 3 spacecraft inertia matrix, {w} is a 3 × 1 matrix representing the
spacecraft angular body rates along roll, pitch and yaw axis.

For no external torque applied to the spacecraft, i.e., Next = 0, we have;

ẇ = −[I−1
s ][{w̃}[Is]{w} + [A]{�̇} + {w̃}[A]{�}] (12)

where {w̃} is a skew symmetric matrix given by;
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w̃ =
⎡

⎣
0 −w3 w2

w3 0 −w1

−w2 w1 0

⎤

⎦ (13)

[A]{�̇} = ḣw = −Nctrl is the control torque input to the reaction wheel, in
opposite direction to the satellite rotation, gives:

ẇ = −[I−1
s ][{w̃}[Is]{w} + {w̃}[A]{�} − Nctrl] (14)

2.3 Quaternion Kinematics

The satellite error kinematics is represented using attitude error quaternion, q =
[q1 q2 q3 q4]T , where the vector part [q1 q2 q3]T represents the axis of rotation
and the scalar q4 gives the angle of rotation. The error kinematics of satellite is given
as [5]:

q̇ = 1

2
{w̃}q (15)

q̇ = 1

2

⎡

⎢⎢
⎣

0 w3 −w2 w1

−w3 0 w1 w2

w2 −w1 0 w3

−w1 −w2 −w3 0

⎤

⎥⎥
⎦q (16)

Equation (15) can be separated for scalar term q4 which gives:

q̇ = −1

2

⎡

⎢
⎢
⎣

0 −w3 w2

w3 0 −w1

−w2 w1 0
w1 w2 w3

⎤

⎥
⎥
⎦

⎡

⎣
q1
q2
q3

⎤

⎦ + 1

2

⎡

⎣
q4 0 0
0 q4 0
0 0 q4

⎤

⎦

⎡

⎣
w1

w2

w2

⎤

⎦ (17)

The kinematic equation can be written as q = [
gT , q4

]
where g = [q1 q2 q3]T is

the vector component of quaternion.

d

dt

[
g
q4

]
= 1

2

[−[w̃]3×3

−wT

]
g + 1

2
q4

[
I3×3

0

]
w (18)
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3 Feedback Control with Slew Rate and Torque Constraint

The satellite dynamics and kinematics from Eqs. (14) and (18) is combined in order
to get a nonlinear equation of the form:

x = f (w1,w2,w3, q1, q2, q3, h1, h2, h3, h4) (19)

The input is the control torque given by the reaction wheels;

u = [
Nx Ny Nz

]
(20)

The feedback control without considering any constraint consists of feedback
error quaternion and angular body rates, which are given as [4, 9]:

u = Nctrl = Tc = Kqqe + Kww (21)

where u is the input torque given to the reaction wheels, Kq and Kw are proportional
and derivative gains, respectively, which are 3 × 3 matrix selected according to the
desired reorientation conditions.

When torque limit is to be included, reaction wheel torque required to be kept in
the same direction as control torque, the maximum condition and saturation limit are
considered as [6]:

ρ = max|(T ∗ τRW)i | (22)

where

T = diag

(
1

τ1RWmax
,

1

τ2RWmax
,

1

τ3RWmax
,

1

τ4RWmax

)
(23)

And thus the saturation limit of the reaction wheel control torque is then defined
as:

τ = sat(τRW) =
{

τRW if ρ ≤ 1
τRW/ρ if ρ > 1

(24)

where ρ is a positive scalar function of τRW which characterizes the largeness of τRW
to limit the torque value.

The control command law considering the slew rate and torque constraint is

u = Tc = sat
ρ (Kqsat(Pqe) + Kww) (25)

Kq = diag(k1, k2, k3) ∗ Is (26)
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Kw = cIs (27)

P = diag(p1, p2, p3) (28)

KqP = k Is (29)

The value of ki is selected as; ki = c |qi(0)|
‖q(0)‖ θ̇max for i = 1, 2, 3.

Where [sat(Pqe)] limits the slew rate of the satellite, keeping the saturation limits
|piqi | = 1, with tc be the time at which there exists at least one axis such that
|piqi (tc)| = 1 for all i and for duration 0 ≤ t ≤ tc.

The saturation for slew rate is given by sign (Pqe) =
⎧
⎨

⎩

+1 if (Pqe) > 0
0 if (Pqe) = 0
−1 if (Pqe) < 0

.

It is assumed that qi(0) is non-zero. The rest to rest reorientationmaneuver consists
of three phases [6]; (a) acceleration phase, (b) coast phase and (c) deceleration phase.

During the acceleration phase, the body rates accelerate at its fastest possible rate
specified by θ̇max, for time 0 ≤ t ≤ t∗s where t∗s is the settling time after acceleration
and is evaluated as t∗s ≈ 4

c .
If a system is being controlled under saturation logic in a constrained maneuver

problem and if there is a condition of |piqi | ≥ 1 for a large time instant, i.e., t ≤ tc,
then during the time

[
t∗s , tc

]
the spacecraft will rotate at constant velocity and is said

to be in quasi-state mode [6]. The coast phase starts from t = t∗s and continues for
the duration t∗s ≤ t ≤ tc, during this phase the angular rate changes very slowly and
is calculated at any instant as;

w(t) ≈ −
∣∣qi(0)

∣∣
∥
∥q(0)

∥
∥ θ̇max

for i = 1, 2, 3 for corresponding quaternion

where i = 1, 2, 3 for the corresponding quaternion and the time tc is approximated
as:

tc ≈ t∗s + 2

θ̇max
ϑ (30)

where

ϑ = tan−1

(∥∥q(0)

∥∥

q4
(
t∗s

)

)

(31)

The quaternion errors and body rates reach zero as the deceleration phase arrives
at [tc,∞].
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As deceleration phase approaches, for settling the spacecraft body rates to zero,
we consider the 2nd order equation of the dynamics of slew rate required;

θ̈ + cθ̇ + k
θ

2
= 0 (32)

Which gives the basis for selecting the parameters c and k for Eqs. (27) and (29)
as:

c = 2ζwn (33)

k = 2w2
n (34)

4 Wheel Failure Condition

The condition with failure of one wheel for each configuration of reaction wheels is
discussed, where distribution matrix with wheel failure is obtained by removing the
column corresponding to the failed one wheel, the matrix is then inverted and a row
corresponding to the wheel failed is replaced with zero [8].

Equation (5) is used to calculate the inverse of distribution matrix in order to
obtain the reaction wheel control torque in wheel frame from the body frame to
evaluate the torque allocation matrix.

5 Simulation Results

The satellite is desired to make a maneuver of 120◦ giving initial quaternion [−→q q] =
[0.2914 0.2914 −0.7615 0.5]T with maximum slew rate of θ̇max = 1.5◦/s and
maximum torque saturation limit of each reaction wheel is 0.027 Nm. Considering
a typical rest to rest maneuver, the initial body rates are taken as w = [0 0 0]T . The
parameters k and c are selected based on desired damping ratio as ζ = 1 for critical
damping and wn = 0.1 rad/s. Settling time relation is used as ts = 8

ζwn
to account

for nonlinear effect of sin(φ/2) in 2nd order equation, which is replaced by φ/2 in
Eq. (32) for the purpose of gain selection. For better understanding of the results, the
preferred configuration of the normal mode has been illustrated, and one of the wheel
failure mode for all the configurations has been shown in the figures to represent the
ability of controller to work with wheel failure mode with all the configurations.

Figure 4 shows the performance of configuration (b) in normal mode with all
wheels working. The plot of body rates (left) in Fig. 4 and slew rate (right) represents
that for time

[
0 t∗s

]
, i.e., t∗s ≈ 4

c ≈ 20 s, the body accelerates within slew rate limit
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Fig. 4 Body rates (left) and slew rate (right) of configuration (b) with all wheels working

and then reaches quasi-state mode, i.e., for
[
t∗s tc

]
; tc ≈ t∗s + 2

θ̇max
tan−1

(‖q(0)‖
q4(t∗s )

)
≈

91.35 s, the spacecraft moves with almost constant velocity, the body rates moves

very slowly withw(t) = − |qi(0)|
‖q(0)‖ θ̇max. After the time interval tc, the spacecraft starts

decelerating and reaches target orientation during interval [tc t∞].
The numerical simulation has been performed using fourth-order Runge-Kutta

integration method using MATLAB. The spacecraft error quaternion and angle
error approaches zero with limited torque capacity of the actuator, represented in
Fig. 5, shows the torque of each reaction wheels which is limited within 0.027 Nm
to avoid saturation of reaction wheels.

Figures 6, 8 and 10 show the body rate and slew rate for one wheel failure mode
(RW3 Failed) for configuration (a), (b) and (c), respectively. Even in the condition of
one wheel failure, the controller is able to reorient the spacecraft under the desired
slew rate and maximum torque limit (see Figs. 7, 9 and 11), however with a com-
promise in the attitude pointing accuracy. With respect to the time of reorientation
and slew rate, all the three configurations of reaction wheels show approximately

Fig. 5 Reaction wheel torque (left) and attitude error (right) for configuration (b), with all wheels
working



Slew Rate and Control Constrained Spacecraft Attitude … 129

Fig. 6 Body rates (left) and slew rate (right) for configuration (a) with RW3 failure

similar performance but with respect to the torque utilization for rest to rest maneu-
ver, configuration (b) performs as the most optimal configuration, utilizingminimum
amount of torque in normal (no wheel failure) mode as given in Table 1.

Fig. 7 Reaction wheel torque (left) and attitude error (right) with configuration (a), RW3 failure

Fig. 8 Body rates (left) and slew rate (right) of configuration (b) with RW3 failure
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Fig. 9 Reaction wheel torque (left) and attitude error (right) with configuration (b), RW3 failure

Fig. 10 Body rates (left) and slew rate (right) of configuration (c) with RW3 failure

Fig. 11 Reaction wheel torque (left) and attitude error (right) with configuration (c), RW3 failure

Table 1 Net maximum torque requirement for rest to rest reorientation maneuver

Configuration (a) Configuration (b) Configuration (c)

Torque in Nm 0.0406 0.0324 0.0372
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6 Conclusion

The paper has discussed the control law for satellite maneuver, with slew rate and
actuator constraints. The paper studied three different reaction wheel configurations
having four wheels each. The slew maneuver capability was demonstrated in the
nominal case of all wheels working as well as the case of single wheel failure. The
slew rate and actuator maximum torque constraints were respected in all the cases.
However, in case of one wheel failure, there was a slight degradation in the slew
maneuver duration and the steady state attitude error.

The three configurations were compared with respect to the minimum torque
demand. Slew rate performances with all wheels working in the nominal case are
compared, and configuration (b) is the preferred configuration with respect to the
minimum torque demand. This configuration also meets the requirement of sin-
gle wheel failure with acceptable performance degradation and within the actuator
physical limits.

References

1. Sidi MJ (1997) Spacecraft dynamics and controls, vol 1, no 7. Cambridge University Press,
Cambridge, UK, pp 152–208

2. Boskovic JD, Li S-M,Mehra RK (2001) Robust adaptive variable structure control of spacecraft
under control input saturation. J Guid Control Dyn 24:14–22

3. Lin T, Shinje XU (2012) Attitude control considering variable input saturation limit for a
spacecraft equipped with flywheels. Chin J Aeronaut 25:437–445

4. Cruz G, Yang X, Weiss A (2011) Torque saturated, inertia free spacecraft attitude control. In:
AIAA guidance, navigation and control conference, Portland, Oregon, pp 1–25

5. Weiss H,Wie B, Araposthathis A (1989) Quaternion feedback regulator for spacecraft eigenaxis
rotations. J Guidance 12(3):375–380

6. Wie B, Lu J (1995) Feedback control logic for spacecraft eigenaxis rotations under slew rate
and control constraints. AIAA 18(6):1372–1379

7. Junkins JL, Turner JD (1986) Optimal spacecraft rotation manoeuvres, vol 3. Elsevier,
Amsterdam

8. Santosh K, Yuvaraj S, Rakshit, Sahay D, Tejaswini GS (2017) Reaction wheel control, testing
and failure analysis for STUDSAT-2. IEEE, pp 1–11

9. Crassidis JL, Markley FL (2014) Fundamentals of spacecraft attitude determination and control.
Springer, New York, pp 123–341



Payloads and Applications



Novel Seed Point Selection Technique
for Dual-Pol SAR Images

Manish Pratap Singh, Sanjay and A. Mishra

Abstract In recent years, dual polarimetry has gainedmuch importance amongother
earth observationmissions due to its less complex architecture, larger swath coverage
and low battery consumption. In this paper, a novel technique for automatic initial
seed point selection for dual-pol data is proposed and its performance for different
dual-pol combinations has been assessed. The proposed technique is independent of
polarization combinations. Impact on classification when only 50% pixel is consid-
ered for selecting initial seed point is demonstrated. RISAT-1 quad-polarimetric data
has been used for validating our result.

Keywords Dual-pol · Quad-pol · Wishart distance

1 Introduction

For dual-pol SAR data, different modes are possible like HH-HV, HH-VV and VV-
HV. It is also a fact that though quad-polarimetric data contains maximum infor-
mation, but often not used completely in the final implementation [1]. In quad-
polarimetric, scattering values for four polarizations HH, HV, VH and VV are
obtained, but in implementation phase it is assumed that HV and VH values are
same as per the principle of reciprocity, or the average of HV and VH is taken for
the further computations. Processing is done on T3 matrices which are a 3 × 3 semi-
positive definite matrices instead of 4 × 4 semi-positive definite matrices. Very few
literatures are available where 4 × 4 matrices are used for processing since not only
the processing but its interpretation is also complex. In dual-pol data processing, all
the information content is used in the final implementation of the algorithms. In dual-
pol SAR data, for different combinations there are different target vectors and C2
matrices. H-Alpha (entropy/mean alpha angle) decomposition is the trademark for
quad-pol data decomposition. For quad-pol data segmentation, the initial seed point
is selected based on H-Alpha plane. Cloude [2] has shown that H-Alpha decomposi-
tion, similar to quad-pol case, is possible for dual-pol also. H-Alpha plane accuracy
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depends on the selected dual-pol data combination as shown by Ji et al. [3]. It is
also seen that for dual-pol data it is not possible to accurately define H-Alpha plane
boundary [3]. Since for different dual-pol combinationsH-Alpha plane is different, so
selecting the initial seed point criteria is also different [3]. In quad-polarimetric data,
Wishart segmentation is applied after getting initial seed point. It is also observed
that Wishart classifier is very robust and its convergence dependency on initial seed
point is not so strong [4]. Even when initial cluster centers are selected randomly, the
convergence is relatively fast. For different dual-pol data combinations, a different
H-Alpha plane was proposed by Ji et al. [3].

2 Proposed Technique

H-Alpha decomposition andWishart classification arewidely used, and it is also very
effective and robust for classifying the quad-polarimetric data.Wehave applied theH-
Alpha decomposition technique for classifying dual-pol data. For different dual-pol
combinations, different target vectors and coherency matrices are defined [3]. Target
vectors and coherency matrices for different dual-pol data combinations are given
in Eqs. (2–10) of Appendix. The proposed technique is independent of the selected
dual-pol combination, and a mode-based initial seed point selection technique is
proposed. In the proposed technique, we may vary the number of classes according
to our requirements. H-Alpha parameter computation for each pixel takes a lot of time
since it involves computation of eigenvalues and eigenvectors. Wishart segmentation
is a very robust segmentation technique, and its stability does not depend much on
initial seeds. Using these facts, only fifty percent pixels for initial seed selection are
considered.

2.1 Preprocessing

We compute a 2 × 2 coherency matrix corresponding to each pixel. Speckle noise
in inherent property of SAR images and since it may affect classification accuracy,
Refined Lee filter is applied to remove speckle noise from the dual-pol data. Bias in
H-Alpha parameter is one of the main issues for not getting the correct result [5].
Generally, entropy (H) value increases with the amount of averaging and averaging
has least effect on Alpha values. After a certain number of looks, H and Alpha values
become constant. In order to remove bias in H and Alpha parameter, Refined Lee
filter of size 5 × 5, and 3 × 3 sub-window size is used. Computing eigenvalues and
eigenvectors only for alternate pixels saves a lot of complex computation. H and
Alpha parameters are also computed for alternate pixels. The range of H is [0, 1] and
that of Alpha is [0, 90]. Rescaling H values which are in the range from [0, 1] to [0,
90] is done so that they are compatible with Alpha values.
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2.2 Initial Seed Point Selection

For histogram computation and initial seed point selection, the advantages of robust-
ness of Wishart classifier are taken into account and only 50% pixels are considered
for initial seed point selection. Fifty percent pixels are chosen by taking alternate pix-
els from input data samples. The histogram of the dual-pol data Hist[][] is computed.
First mode (µ) is selected from this Hist[][]. To ensure minimum distance from each
mode point, we choose a distance d and the points which come under this distance
range from µ-d to µ + d not considered for the next mode selection. Distance ‘d’
varies with the number of clusters. For initial seed point selection, only H and Alpha
values are computed and for further computation H and Alpha computation does not
come. From next iteration onward, all the processing is done on coherency matrices.

2.3 Wishart Classification and Convergence

Coherency matrix of polarimetric SAR images follows Wishart distribution. After
getting the desired number of seed points (here the number is eight), k-mean cluster-
ing technique using Wishart distance is applied. Based on H and Alpha parameters,
we get the mean coherency matrices for each cluster. In the classification stage,
Wishart distance between coherency matrix of current pixel and coherency matrices
of all the cluster centroids is computed. This pixel is assigned to that cluster for
which the computed distance is minimum. This process is applied to all the pixels of
the input image, thus completing an iteration. Many iterations are performed so that
the classifier converges and becomes stable. The convergence criteria used in this
technique is the number of pixels changing their clusters in successive iterations.
The clustering process stops when the number of pixels affected is less than 1%
of the total pixels. Wishart distance defined for dual polarimetric is similar to the
quad-polarimetric Wishart distance.

Dw(C, Vi ) = ln(|Vi |) + Trace(V−1
i C) (1)

C is the coherency matrix of image pixel, and Vi is the coherency matrix of the seed
vector corresponding to the ith cluster. Here Vi, C is 2 × 2 semi-positive definite
matrices. HereDw(C, Vi) corresponds toWishart distance between coherency matrix
of image pixel and the coherency matrix of the seed vector.

3 Test Area and Data Set

Single look complex (SLC) quad-pol data of RISAT-1 satellite of Ahmednagar,
Maharashtra, has been used for validating the proposed technique. Each SLC image
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Table 1 Different parameters
of the data set of RISAT-1
satellite

Date of
acquisition

18-07-2013 Incidence
angle

40.83612

Center latitude 21.496715 Center
longitude

79.147291

Upper left
latitude

21.380718 Upper left
longitude

79.307805

Upper right
latitude

21.327082 Upper right
longitude

79.062090

Lower right
latitude

21.613096 Lower right
longitude

78.989015

Lower left
latitude

21.666830 Lower left
longitude

79.235062

pixel has 4-byte long data in which 2 bytes are real part and 2 bytes are imaginary
part. Image is taken in fine resolution strip map (FRS-2) mode. Since quad-pol data
contains information about HH, HV, VH, VV polarization, three dual-pol data com-
binations (HH-HV, HH-VV and VV-HV) have been used here. Different parameters
of the RISAT-1 satellite are given in Table 1.

4 Results

The proposed technique has been applied to vegetation, water body and urban areas.
We have validated the result by taking the training sample from the data itself. In this
eight class classification, we have broadly classified it into three classes (Fig. 1).

There is no generalized technique for visualizing dual-pol data as we get in quad-
polarimetric data. For quad-polarimetric data, Pauli RGB is the most acceptable way
for visualization. Pauli RGB image of the area is shown in Fig. 2 A. In Pauli RGB
image, red color is for double-bounce scattering, green for volume scattering and blue
for single-bounce scattering phenomena. Data sample is taken by verifying it with
optical data of the corresponding area. Results for different dual-pol combinations
when we take 100% pixels for computing initial seeds are exactly the same when
only 50% pixels are considered for initial seed point selection. Results of each dual-
pol combinations when only 50% pixels are considered for computing initial seed
are given in Fig. 2(b–d).

Fig. 1 Color given to each
pixel

Water Vegetation Urban Vegetation

Vegetation  Urban Vegetation Water
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(a) (b)

(c) (d)

Fig. 2 a Pauli RGB image of the test area; in the image selected, red boxes are urban areas,
blue boxes are water body and green boxes are vegetation. b HH-VV classification. c HH-HV
classification. d VV-HV classification
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We have taken the analysis of results consolidated in the form of confusion matrix
which is given in Table 2.

5 Conclusion

The proposed algorithm is suitable for the varying number of classes as per the
user requirement. It computes initial seed points independent of the chosen dual-
pol combination. It was found that HH-VV combination is good for classifying
urban areas and water body, and other two combinations are good for classifying
vegetation areas. It is better to consider only 50 or 40% of the total pixels while
computing initial seed point, as the results are not significantly affected and also
it is computationally less expensive. HH-VV dual-pol combination is suitable for
applyingH-Alpha parameter-basedWishart segmentation as it can distinguish single-
and double-bounce scattering. Since water pixels are classified correctly in all dual-
pol combination, it is concluded that all dual-pol combinations are suitable for finding
anomalies in water bodies and also soil moisture content. Complexity of algorithms
in dual-pol data is not as complex as quad-polarimetric data. Selection of suitable
polarization combination is required to cater for the desired purpose while planning
small satellite spacemissions. For specific targets,morework is required to be carried
out for the selection of appropriate dual-polarization combination.

Acknowledgements The authors are grateful to Dr. Rishipal Singh Pundir, Director, DEAL,
Dehradun, for granting permission to publish this work. The authors also express their gratitude to
Dr. Sangeeta Khare, Group Head, IAC, DEAL, and V. S. Rathi, Group Director, IAC, DEAL, for
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Appendix A: Target Vector for Different Dual-Pol
Combinations

Fully polarimetric data is used for the analysis of SAR polarimetry. SAR sensor alter-
nately transmitsH- andV-polarized pulses and, for each transmitted pulse, coherently
receives both H and V polarizations. In this way, we get fully polarimetric data. We
represent this information in scattering matrix [S], which embodies the polarimetric
information.

S =
[
Shh Shv
Shv Svv

]
(2)

For quad-pol case assuming reciprocity, which we assume for monostatic radar
case (where transmitter and receiver are the same). Target vector on Pauli basis is as
follows:
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K = 1√
2

⎡
⎣ Shh + Svv
Shh − Svv
2Shv

⎤
⎦ (3)

In dual-pol SAR data, we get precisely half of the full polarimetric scattering
matrix elements. Analysis of dual-pol data starts from an inherently inferior position
in terms of the image information content. The importance of this lost information
depends both on the dual-pol imaging mode, e.g., (HH, HV), (VV, HV) or (HH, VV).
For each polarimetric imaging mode, we get different target vectors and coherency
matrices which are explained in the subsections.

A.1 HH and VV

We get scattering matrix for HH and VV combination as

S =
[
Shh 0
0 Svv

]
(4)

And the corresponding scattering vector based on the Pauli basis as

khh - vv = 1√
2

[
Shh + Svv
Shh − Svv

]
(5)

The coherency matrix we get for the target vector by multiplying target vector to
its transpose conjugate.

〈Chh−vv〉 = 1

L

L∑
i=1

ki k
H
i (6)
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A.2 HH and HV

We get scattering matrix for HH and HV combination as

S =
[
Shh Shv
Shv 0

]
(7)

And the corresponding scattering vector based on the Pauli basis as

khh−hv =
[
Shh
2Shv

]
(8)

A.3 VV and HV

We get scattering matrix for VV and HV combination as

S =
[
0 Shv
Shv Svv

]
(9)

And the corresponding scattering vector based on the Pauli basis as

kvv−hv =
[
Svv
2Shv

]
(10)
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SAR Payload Remote Sensing Satellite
Mission Analysis for Global Coverage

Devi Prasad Panda, Kalpana Bandi and PSR Srinivasa Sastry

Abstract The purpose of this paper is to discuss the criteria to select the orbit for
satellite with SAR payload which is best suitable for the mission. The requirements
of the SAR payload are spelled out, and in turn how we convert those require-
ments to design of orbit is discussed. The constraints of SAR payload imaging over
normal electro-optical payload will be detailed. Mission requirements and payload
constraints are converted into specific orbital parameters. SAR payload geometry
is discussed, and off-nadir angle, repeat cycle and revisit time relation is detailed.
The superiority of the selected orbit is simulated and detailed in the paper. Global
coverage analysis studies are simulated and presented.

Keywords Repeativity days · Revisit time · Global coverage · SAR payload ·
SAR geometry ·Mission analysis

1 Introduction, SAR Geometry and Comparison
with Electro-Optical Payload

In order to meet the mission and system requirements and P/L constraints, and to
decrease the complexity of the satellite mission, orbit selection should be considered
as a priority for all the LEO space missions (imaging payload like SAR or electro-
optic applications). To decide the orbit for the satellite first input comes from the
payload specifications and constraints (Table 1).

Typical SAR payload specifications required for mission studies are provided in
Table 1.

In electro-optical payload, satellite can directly image at sub-satellite point but
in SAR payload off-nadir angle about 10° typically is must to get the valid data of
imaging. SAR geometry [4] is shown in Fig. 1. SAR payload incidence angle will
be converted to satellite look angle or off-nadir angle as shown in Graph 1.
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Table 1 Payload
specifications and constraints

Parameter Value (typical
specifications of
TechSAR)

Incidence angle of operation 10°–60°

Mode of operation Resolution versus max
incidence angle

2 m
3 m
5 m
10 m
20 m

28°
35°
42°
51°
60°

Payload constraints Acquisition time

Swath will vary due to
altitude and look angle
of the satellite (slant
range change)

Power consumption and
thermal limitations

Fig. 1 SAR geometry

Unlike electro-optical payload, the SAR payload gives different modes of opera-
tions for different ranges because SAR is an active method of imaging where SAR
payload transmits EMwaves and receives the reflected and scattered EMwaves from
the object. Due to the power constraint in the satellite, all the slant ranges will not
give the same resolutions. The tentative details are given in Table 1. The variation in
the resolutions as look angle (slant range) increases is shown in Graph 2. The varia-
tions in the resolution for SAR payload for different slant ranges vary from 1 unit to
10 units depending on the mode of operation and slant range typically as shown in
Fig. 2. For electro-optical payload, the change in resolution due to slant range is very
small but it may change from 1 unit to 1.3 units because electro-optical payloads
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Graph 1 Variation of arc length with incidence and off-nadir angle

Graph 2 Variation in resolution with satellite look angle

cannot image at a larger incidence angle which can be done in SAR payloads as
shown in Fig. 2. As shown in Fig. 2, the satellite coverage area will have different
resolution regions.
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Fig. 2 SAR payload resolutions with different regions and incidence angles and electro-optical
payload resolution change with off-nadir angle

2 Mission Requirements and Selection Criteria of the Orbit

The orbit selection of the satellite mission derives from mission requirements and
payload constraints. Mission requirements broadly can be derived from the payload
type and requirements of the user. From the mission objective

– Satellite will be in LEO type.
– Coverage (global/regional).
– Revisit to the same location and time with less than 7 days assumed.

Orbital parameters and design variables can be further explained in terms of their
major effects on mission, and P/L operations are given in Table 2.

Repeativity of the orbit will decide the altitude (semi-major axis) of the orbit.
If orbit altitude is selected, then sun-synchronicity orbit will generate the inclina-
tion of the orbit. Satellite altitude variation to be minimal satellite orbit should be
frozen orbit [2], which will decide the eccentricity and argument of perigee. P/L
illumination constraint will be converted to launch time of the satellite, which will
decide RAAN [5] of the orbit. Orbital parameters and their major effects are given
in Table 2.

After performing the above-different studies, the satellite orbit has been selected.
The orbital parameters and design variables [1, 3] are selected for the mission study
purpose (tentatively) and are given in Table 3. These studies are done only for pre-
senting purpose, and all values are notional. Repeativity of the orbit is selected as
6 days.

3 Coverage Analysis for SAR Payload

The ground track of the sun-synchronous satellite orbit is shown in Fig. 3. In Fig. 3,
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Table 2 Orbital parameters and design variables and their major effects

Orbital parameters and
design variables

Major effect Basic of selection

Orbit type Orientation toward sun Sun-synchronous frozen orbit
or inclined orbit

Altitude Revisit time (<7 days)
Coverage (global coverage)
Image resolution (best
possible)
Eclipse time

Image quality <800 km
resolution
Life of the satellite (>500 km)
Orbit maintenance and
de-orbiting
(>500 km less delta-V
maintenance)
(<800 km less delta-V
de-orbiting)

Inclination Latitude coverage
Eclipse time
Sun and zenith angle limit

Sun-synchronous orbit
Latitude belt coverage

Eccentricity and argument of
perigee

Altitude and velocity
(circular or ellipse)
Coverage

Sun synchronous-frozen orbit

RAAN Eclipse cycle over year Dependent on launch data
P/L requirement

Repeat cycle Revisit time
Coverage

Revisit time requirements and
coverage

Sensor and off-nadir angle Complexity of the satellite
Revisit time and overlapping
area
Coverage and revisit time

To obtain less off-nadir angle
Sun zenith angle

Revisit time Coverage
Off-nadir pointing of satellite

Limitation for revisit time

Table 3 Orbital parameters and the type of orbit it generates

Parameter Value Effect and consequence

Orbit type 15 1/6 sun-synchronous
frozen orbit

Sun-synchronous frozen orbit

Altitude (semi-major axis) 509.8 km Repeativity, coverage

Eccentricity 0.001 Frozen orbit and velocity
variation of satellite

Inclination 97.44° Sun-synchronous condition,
latitude coverage

Argument of perigee 90° Frozen orbit condition

RAAN Dawn–dusk orbit (seasonal
eclipse)

Launch time and eclipse time

Path-to-path distance after
repeativity days

532 km
Off-nadir angle requirement
approximately 50°

Off-nadir angle requirement
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Fig. 3 Satellite coverage with small repeativity time and resolution pattern

S point represents the satellite and T is the target point to image, black area on the
track is the minimum off-nadir angle block as shown in Fig. 3. To get the global
coverage, the satellite has to see the next track from one side that is shown in Fig. 3
as T which is just next to non-imaging area of the next track. The angle requirement
to see the point S to T is the look angle requirement of the satellite to provide global
coverage. The look angle requirement of the satellite to get the global coverage
should be less than the maximum incidence angle operation for the payload. For
6-day repeativity sun-synchronous orbit at 509.8 km with inclination 97.44° the
non-imaging area arc length is about 83 km and the look angle requirement is 48.5°
with the incidence angle requirement is about 54° which is well within the payload
incidence angle specification.

As it is already explained that satellite coverage area will be divided with different
resolutions. After desired repeativity of 6 days, the satellite coverage had different
patches of regions with different resolutions as shown in Fig. 3. The most important
part to be noted here is that the total global coverage is achieved for different reso-
lutions but all areas are not having all types of resolutions which means some areas
satellite can never see the resolution other than prescribed for the patch as shown in
Fig. 4.

4 Selection Criteria of Repeativity Days Based on Coverage

To achieve global coverage with same revisit time (6 days) and get all resolutions for
all areas, a different orbit should be selected which is having the form factor near to
the old satellite orbit. 15 1/6 satellite orbit form factor is 0.167. If we select an orbit
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Fig. 4 Satellite coverage with patches and resolutions

Graph 3 Repeativity pattern orbits and altitude variations
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near to the form factor as the old satellite orbit, the satellite can achieve the global
coverage of 6 days with limited resolutions and after the new repeativity the satellite
can give all resolutions globally in all regions.

Selecting a new orbit which gives all resolution in all regions is discussed. In this
method, we have to take the form factor into consideration and simply calculate how
many orbits we want to add in between the path-to-path for old orbit (depends on
how many resolutions the satellite has to take over prescribed area). So that number
can be simply multiplied top and bottom of the form factor and add or subtract 1
from the bottom of the form factor. Example 1/6 is form factor we want to divide
the orbit path-to-path distance into further four parts so the new orbit form factor
can be 4/25. For the same orbit, if we want to make five parts in between the old
orbit path-to-path distance, we can select the orbit as 15 5/31. The selected new orbit
altitude variation should be minimal because the change in altitude can change the
characteristics of the payload. Once the nearby orbits are selected, we have to check
for coverage definitions for all the orbits and select the best one out of it. Satellite
old orbit and new orbit can be observed in the repeativity graph. Those orbits should
be very close enough in the altitude variation or form factor as shown in the Graph 3.
Select the new orbit as 15 4/25 repeativity orbit to show the effect of coverage by
new orbit. As shown in Fig. 5 satellite ground track path pattern for new and old
orbit, if we compare as the form factor is same satellite will give same revisit time
as the old one but the track to track distance for old orbit is divided into further four
parts in new orbit. Compared to the old satellite orbit, the new orbit selected can give
global coverage as the old orbit revisit time, and it gives all resolutions for all regions

Fig. 5 Satellite coverage of patches for two different orbits
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after prescribed new repeativity time. Global coverage of the newly selected orbit is
shown in Fig. 5. All the areas are covered with different resolutions.

5 Conclusion

Mission analysis for low Earth orbit satellite with SAR payload is unlike electro-
optical payload where resolutions will change very rapidly at a higher incidence
angle. Due to this, global coverage is achieved within 7 days but the only constraint is
that the satellite coveragewill be divided in different resolutions,with that the satellite
cannot see all other resolutions at prescribed patch. To achieve all the resolutions
across the globe, the satellite will be injected in higher repeativity days orbit, which
can give same revisit time as older orbit and also can give all resolutions after new
(higher) repeativity days. With this method, the user can get all resolution images.
Further, if the user wants to decrease the number of repeativity days, we have to plan
for the constellations which can be discussed in future studies.
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Detection of Camouflaged Targets
in Hyperspectral Images

Asheesh Kumar Gautam, Phool Preet, T. S. Rawat, Pinaki Roy Chowdhury
and L. K. Sinha

Abstract This paper presents a study of a deterministic camouflaged target detection
using hyperspectral images. Hyperspectral imagery has hundreds of spectral bands.
This plethora of spectral information enables the detectionof targets concealedby tree
canopy of camouflage net. This problem cannot be addressed using high-resolution
visible data alone because ‘shape information’ provided by such imagery cannot be
used reliably in case of concealed targets. Hence, this problem is modeled as a target
detection problem using ‘spectral information’ present in hyperspectral imagery.
Moreover, the presence of concealing material such as canopy or cam net over the
target necessitates the use of ‘sub-pixel’ target detectors.

Keywords Hyperspectal imagery · Adaptive Cosine/Coherence Estimator (ACE) ·
Camouflaged target · Sub pixel detection

1 Introduction

Remote sensing has been themainstay for a host of military and civilian applications.
These applications include object detection, surveillance, environmental monitoring,
land-use classification, etc. For a very long time, multispectral images have been
used in various remote sensing applications. Recently, hyperspectral imaging has
been emerged as the technology of choice for these applications. This shift in focus
is due to the wealth of spectral information provided by hyperspectral images. Main
focus of hyperspectral sensing is in the visible, near infrared and shortwave infrared
region of spectral band covering from 0.3 to 2.5 µm.

The use of hyperspectral technology in various applications has also been boosted
by the increasing availability of commercial aerial and satellite-based sensors. This
article presents the use of hyperspectral data for one of the most important military
applications namely target detection [1, 2]. In particular, the case of targets concealed
by tree canopy or camouflaged net is studied and presented. Also, the effectiveness
of modeling of concealed targets as sub-pixel targets is investigated.
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2 Target detection in hyperspectral images

Target detection has always been one of themainmilitary applications of remote sens-
ing technologies. Target detection from panchromatic/multispectral satellite images
generally uses the ‘shape information’ of the target. Hyperspectral (HX) sensors
on the other hand use ‘spectral information’ of the target. Hyperspectral detectors
generally have a trade-off between spatial and spectral resolution. This trade-off
is deliberate because ‘shape information’ cannot always be used reliably for target
detection. Hyperspectral detector exploits the ‘spectral information’ of the target and
hence more suited for the application of detection of camouflaged target.

Traditionally, in any pattern recognition or target detection problem, the problem
after being modeled as a supervised classification one is fed with training samples
for model building. These samples are spatial in nature, and therefore, no spectral
properties of the object in question are exploited. This exploitation of spectral prop-
erties is not that meaningful for both multispectral (MX) and panchromatic (PAN)
data. Due to broad spectrum of MX imageries, spectral properties of target get nor-
malised. Because of this reason, the pivotal point in image processing of MX data
relies on geometry of the target and spatial resolution of the imaging sensor.

This study focuses on the detection of deterministic targets where the signature
of the target is known and fixed. Herein, we wish to exploit the typical target object
signatures in spectral domain, which are stored in a database upfront, and pose
the problem of camouflaged target detection as a problem of matching rather than
classification. The exploitation of target signatures is made possible because HX
sensors image the target in a narrow band, thereby effectively utilizing the energy
for a specific object. Beside this, the library of target signatures created upfront
provides a kind of genetic footprint of the object treated as a target. This genetic
footprint remains invariant for a specific object with an assumption that the material
composition of the object remains same throughout.

Target detection fromhyperspectral data is generallymodeled as binary hypothesis
testing problem: target absent and target present [1].

H0 = target absent

H1 = target present

This approach gives rise to detector known as ‘Likelihood Ratio Test.’ When
likelihood ratio is greater than certain threshold ŋ, then target present hypothesis is
assumed to be true.

2.1 Detection of Sub-pixel Targets

Sub-pixel target detection problem is alsomodeled as binary hypothesis testing prob-
lem. The only difference is that now target pixel is assumed to have both target and
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backgroundwhichmakes it a sub-pixel target. The observed spectrum of such pixel is
the result of linear or nonlinear mixing of target and background spectra. Generally,
target is described as subspace model, but background can be described by using
either subspace model or statistical distribution model [1].

H0 : x = v ∼ N (µ,
∑

) target absent
H1 : x = Sa + v target present

Here is background is described as randomvector drawn fromnormal distribution,
and target is described as a subspace plus background. This assumption leads to
Adaptive Detector [3]

D(X) =
xT

∑−1 S
(
ST

∑−1 S
)
ST

∑−1 x

N + xT
∑−1 x

(1)

This detector assumes same covariance of background for both hypotheses. But
area of background differs in two hypotheses. The correction for covariance leads
to well-known Adaptive Cosine/Coherence Estimator (ACE) given by the following
equation [4]

D(X) =
xT

∑−1 S
(
ST

∑−1 S
)
ST

∑−1 x

xT
∑−1 x

(2)

2.2 Detection of Camouflaged Targets

Detection of concealed targetswhich are under camouflage net or tree canopy can also
bemodeled as detectionof sub-pixel target. In [5], a constrained energyminimization-
based camouflaged target detection method is presented. The basic premise for mod-
eling camouflaged target as sub-pixel target is that though the target is hidden, it
is not completely covered by concealment, and its spectra also contribute (linearly
or nonlinearly) in the observed pixel spectra. This assumption (visibility of target)
is necessary as hyperspectral imagery does not exhibit any penetration, and hence,
only camouflaged net and tree canopy cover are considered as concealment methods.
Targets that are completely hidden such as under a sheet or other material cannot be
detected using this technique.
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3 Data and method

Experiments were conducted on the data acquired through spectro-radiometer in the
range of 0.3–2.5 µm. Experiments have been conducted on the following target and
background combination

1. Grass with soil (50–50%)
2. Grass soil rubber (25–25–50%)
3. Metallic net with grass (approx 50–50%)
4. Grass aggregate (50–50%).

The concealment of the target was simulated using grass cover. Target spectral
data were acquired for aforementioned targets, in the laboratory environment, from
different heightswhile keeping the point of viewfixed to simulate the differentmixing
proportions. AVIRIS-NGHX data set of Udaipur region has been used for validating
performance of ACE.

4 Results

Reflectance spectrum of target, background and mixed materials along with their
respective images is shown below (Fig. 1).

Experiments were conducted in such a manner that each material will contribute
a finite percentage in the final mixed spectrum. Abundance of each material in the
experiments is mentioned in the previous section.

Now, the mixed spectrum is known, and background statistics is captured in the
Table 1. The values in the table are computed using Eq. 2 given above. It is indicated
in Table 1 given below that ACE gives the maximum value in case of the target
material when large number of material combinations are presented which includes
the target material also.

ACE has been tested on AVIRIS-NG data set with three different background
thresholds 0.5, 0.7 and 0.9. Significance of this threshold value pertains to the abun-
dance of the target material within the given pixels. This threshold is different from
value ŋ. Results look similar, but threshold with 0.7 gives better results than oth-
ers. That is concluded after accuracy calculations which are based on ground truth
samples collected on the ground (Fig. 2).

5 Conclusion and future directions

In this paper, we have demonstrated that the presence of hyperbands in HX imagery
is a potential game changer. By this, we mean that, with the advent of HX image
processing techniques, it is now more feasible to design and develop reasonably
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(a)

(c)

(b)

(d)

Fig. 1 a Reflectance spectrum of soil grass mixture and individual component with
image, b Reflectance spectrum of grass metallic net mixture and individual component with
image, c Reflectance spectrum of soil grass rubber mixture and individual component with image,
d Reflectance spectrum of grass aggregate mixture and individual component with image
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Table 1 ACE results of all available targets under the given experimental setup

Background-target Grass Soil Rubber Metallic
net

Aggregate Plastic Aluminum

Grass–soil – 0.64 0.01 0.19 0.12 0.09 0.015

Soil–grass 0.82 – 0.02 0.01 0.27 0.13 0.2

Grass–rubber – 0.13 0.53 0.03 0.22 0.37 0.28

Rubber–grass 0.79 0.35 – 0.09 0.23 0.15 0.18

Grass–metallic net – 0.03 0.06 0.49 0.17 0.07 0.08

Metallic net–grass 0.69 0.2 0.01 – 0.28 0.14 0.24

Grass–aggregate – 0.3 0.04 0.02 0.66 0.21 0.34

Aggregate–grass 0.76 0.25 0.09 0.3 – 0.08 0.13

The values in bold italics represent primary target present

Fig. 2 a AVIRIS-NG data set of Udaipur region, b ACE output result with background threshold
= 0.5, c ACE output result with background threshold = 0.7, d ACE output result with background
threshold = 0.9

tractable solution for those problems which are very complex in MX domain. ACE
as a detector was evaluated especially for sub-pixel target detection, where controlled
experimentations were performed under various combinations of materials available
in the laboratory. Though one must keep in mind that the identification of targets is
solely based on spectral features, which can be a bit deceptive in the sense that two
objects can have same material composition. In our view, for better overall accuracy,
one should include fusion of HX along with either SAR or LiDAR imagery. This
is the future course of work but will also greatly depend on availability of airborne
SAR/LiDAR sensors.



Detection of Camouflaged Targets in Hyperspectral Images 161

Acknowledgements Authors are thankful to NISA program under which AVIRIS-NG HX image
was made available.

References

1. Manolakis D, Marden D, Shaw GA (2003) Hyperspectral image processing for automatic target
detection applications. Lincoln Lab J 14(1):79–116

2. Briottet X, Boucher Y, Dimmeler A, Malaplate A, Cini A, Diani M, Bekman HHPT et al (2006)
Military applications of hyperspectral imagery. In: Proceedings of SPIE6239, pp 62390B

3. Kelly EJ (1986) An adaptive detection algorithm. IEEE Trans Aerosp Electron Syst 22(1):115–
127

4. Kraut S, Scharf LL, McWhorter LT (2001) Adaptive subspace detectors. IEEE Trans Signal
Process 49(1):1–16

5. Zuo Q, Guo B, Shen H, Yang M, Cheng K (2017) An improved target detection algorithm for
camouflaged targets. In: Proceedings of IEEE control conference (CCC), IEEE, pp 11478–11482



Spectroscopic Imaging of Nebular Gas:
CubeSat-Based Spectrograph to Explore
Nebular Astrophysics Through Imaging
Spectrometry

C. Shanti Prabha, B. G. Nair, Ambily Suresh, Margarita Safonova,
K. Nirmal and Jayant Murthy

Abstract An exciting part of the astrophysical spectrum is the far-ultraviolet (FUV:
90 to 180 nm), with a great density of absorption and emission lines.We are planning
to develop an imaging spectrograph incorporated into a 6U (300 × 200 × 100 mm3)
satellite to observe di use nebulae. The field of view is 4× 1′ with a spatial resolution
of 13 and a spectral resolution of 0.6 Å (Resolution 2000). In this work, we present
the selection of the components and the optical design of the spectrograph using hand
calculations and Zemax software. To determine the positions of the components, ray
tracing (sequential) is done.

Keywords Torus grating · Grating resolution · Spot size · CubeSat

1 Introduction

Our payload is a 6U size spectrograph designed for operation in the spectral range
between 90 and 180 nm. The field of view is 4° with a spatial resolution of 13′′ and
1′ with a spectral resolution of 0.065 nm (R 2000). The detector, provided by the
University of Tubingen, will be a 40 mm GaN detector with a peak efficiency of
70%, which will have quantum efficiency better by a factor of 4 than the standard
detectors with CsI photocathodes.

2 Science Goals

With the imaging spectrograph, we wish to observe CIII (97.7 nm), OVI
(103.2/103.8 nm), CIV (1548/1550 nm), and many other lines emitted by hot gas in
the halo and Lyman and Werner lines of H2 to track cold gas, which is the dominant
phase of interstellar medium. Emission of atomic lines shows the existence of hot
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gas. From the strength of the emission lines, the temperature of the gas may be esti-
mated. We may also observe in the region: NII (108 nm), OI (98 nm), FeII (110 nm),
CII (135 nm), etc.

Using the spectrograph, we wish to track emission lines over the entire spatial
extent of a nebula, key to understanding its dynamics and evolution. For instance,
observations of the Crab and Vela SNR with UVIT reveal a beautiful filamentary
structure but understanding the nature of those laments requires emission line map-
ping over the entire extent of the nebulae. Lines and the line ratios are sensitive
indicators of the temperatures and densities in those regions.

2.1 Requirements

From the above science goals, we have determined that the instrument should satisfy
the following requirements based on science goals, space constraints, or availability:

Requirements for designing the spectrograph

Component Specification

Resolution 2000 at central wavelength

Lines per mm 1800

Spatial resolution 13′′

Spectral resolution 0.065 nm

Imaging field of view (FOV) 4°

Spectrum direction FOV 1′

Wavelength range 90–180 nm

Grating size 20 mm × 20 mm

Detector pixel is cube of side 16 μm

3 Optical Layout

The layout consists of mirror, slit, and grating as shown in Fig. 1. No other compo-
nents were chosen to keep the components minimum because each reflection causes
a loss of intensity especially in the FUV region. The components are arranged as
shown in the layout. The grating is in the Rowland configuration (the object, the
grating, and the image fall on a circle). The Rowland configuration was also used in
ALICE [4]
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Fig. 1 The optical layout showing the mirror slit, grating, and detector after optimization using
Zemax

3.1 Footprint of Optics

The longest side (6U) is taken to fit the focal lengths of the mirror and grating. The
dimension of the mirror is 100 mm, 200 mm. The 200 mm side is to accommodate
the 4° field of view (FOV) and the 100 mm side is to accommodate the 1′ FOV. In
the image plane also, the longer side is made to accommodate the 40 FOV. Thus, the
100 mm side of the mirror and the spectrum in the image plane lie along the 1U side
of the CubeSat. The spatial direction of the image and the 200 mm side of the mirror
are accommodated in the 2U side of the CubeSat.

4 Mirror

The mirror is made of Zerodur with a coating of silicon carbide (SiC). For space
based in instruments, we require a very fine surface finish ~λ/10 to ensure the reso-
lution since the image quality depends on the optical surfaces in the absence of an
atmosphere. The coating thickness is calculated to maximize the absorptivity so as to
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Table 1 Parameters of the
mirror

Parameter Value

Size 77 mm × 200 mm

Reflectivity 60%

Coating Silicon carbide 100 nm

prevent back reflections from the second surface. The profile is parabolic to remove
spherical aberration. An off-axis displacement is incorporated to shift the focal point
of the mirror (Table 1).

5 Slit

As mentioned above, the field of view required is 4° by 1′. The slit dimensions were
calculated accordingly:

Plate scale = 1/ f = 1021.11′′/mm.

Therefore in the imaging direction, for 4° field of view, slit width required =
4°/Plate scale = 14.102 mm.

And in the spectral direction, for 1′ FOV, slit width = 1′/Plate scale = 58.76 m.

5.1 Spectral Resolution

We require a spectral resolution of 2000 at the central wavelength 135 nm. To obtain
this resolution,wemay require (as calculated below) amuch smaller slit than 58.76m.
So, wewill incorporate a dumbbell-shaped slit. The grating equation is given by Eq. 1
[3]

sinα + sinβ = n
λ

a
(1)

where α is the angle of incidence, β is the angle of diffraction, n is the order of
diffraction, γ is the wavelength and a is the distance between two rulings of the
grating. Here, n is chosen to be 1 to get higher light output, a is 1/1800 mm and lies
between 90 and 180 nm. Resolution R is defined by Eq. 2

R = λ

dλ
(2)

From Eq 1
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dλ = a cosβ dβ (3)

Since α is constant for all wavelengths, dα = 0. From the final design parameters,
we can see that for 135 nm, = 4:079°. In our case, R = 2000 is required at =

135 nm.
Radius of grating R = 0.404 m obtained after optimization in Zemax. Thus, S

= 11.206 m. From the above calculations, we will have a dumbbell-shaped slit of
length 14.102 mm, large width = 58.76 m, and small width = 11.206 m.

6 Grating

The grating is a 20 mm toroidal grating with 1800 lines per mm with SiC reflective
coating. The surface has a reflectivity of 60%. The grating equation is given by Eq. 1.

The torus shape is determined by the radius of rotation and the radius of curvature.
The major aberration in grating spectrographs in Rowland configuration is astigma-
tism. The torus shape is chosen to eliminate astigmatism as shown in Reference [1].
The torus grating creates stigmatic imaging at twowavelengthswhich can be adjusted
according to our wavelength range. The condition for minimum astigmatism derived
in Reference [1] in grating is given by Eq. 4

cosα cosβ = ρ

R
(4)

where R is the radius of curvature of the grating and ρ is the radius of rotation.
It has been shown in Reference [1] that by solving Eqs. 1 and 4, we can obtain α

and β as in Eqs. 5 and 6

sin α = ± λ

2a
±

√
√
√
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λ
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R

)2
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sin β = ± λ
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∓

√
√
√
√
1 +

(
λ

2a

)2

−
√

(
λ

a
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( ρ

R
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(6)

Stigmatic imaging occurs at α = 0, β = 0 and α = β, as shown in Reference [1].
So from α = 0, β = 0, we have Eq. 7.1 which gives the lower wavelength

λ1 = ±a

√

1 −
( ρ

R

)2
(7.1)

and from α = β, we have Eq. 7.2 which gives the higher wavelength.



168 C. Shanti Prabha et al.

λ2 = 2a

√

1 − ρ

R
(7.2)

If we make λ1 = 135 nm, we have ρ/R = 0.97 and λ2 = 192 nm. R is determined
depending on the focal length of the grating. From the values determined above,

α = 13.11° and β = 0.91° and blaze angle θB = 7°. These values have been taken
as the starting point for optimization in Zemax software.

7 Optimization

7.1 Parameters to Be Considered While Optimizing

Distance between mirror and grating: The distance between mirror and grating is
the sum of distance between mirror to slit and the distance between slit and grating.
It should be small enough to be accommodated in the 3U side of the CubeSat along
with the corresponding mechanical parts but large enough to remove aberrations and
utilize the space.
Off-axis distance of the mirror: Should be small enough for the mirror and grating
to fit in the 1U side but large enough to allow a wide aperture of mirror to receive
light.
Slit location: The slit should be located exactlywhere the beamdiameter isminimum
between the mirror and the grating.
Grating to detector distance: The detector should be located where rays from all
the wavelengths are focused. The grating, slit, and detector should be made to lie on
a circle (Rowland circle).
The variables to be optimized were taken to be: Radius of curvature of grating,
Radius of rotation of grating, Radius of curvature of mirror.

7.2 Parameter Values

After optimization, the following parameters were determined as shown in Table 2.

7.3 Spot Diagrams

The spot diagrams for 90 nm, 135 nm, and 180 nm are 127.539 m, 19.76 m, and
115.397 m, respectively. The spot diagrams are as shown in Figs. 2, 3, and 4.
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Table 2 Simulated
parameters

Parameter Parameter Value

ρ Radius of rotation of grating 87 mm

R Radius of curvature of
grating

92 mm

α Angle of incidence 18.309°

B Angle of diffraction 4.079°

Distance of mirror to slit 92.363 mm

Off-axis displacement of
mirror

40 mm

Area of mirror used 77 mm × 200 mm

θB Blaze angle 11.194°

Radius of curvature of
mirror

404 mm

Fig. 2 Spot diagram at the wavelength 135 nm as obtained from Zemax. RMS spot size at center
field = 19 microns
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Fig. 3 Spot diagram at the wavelength 90 nm as obtained from Zemax. RMS spot size at center
field = 127 microns

7.4 Spectral Resolution

The resolution of the spectrograph at the central wavelength 135 nm is 2000. The
resolution of the spectrograph over the wavelength range is shown in Figs. 4, 5 and
6.

7.5 Throughput and Effective Area

The throughput of the spectrograph is given by the product of the reactivities of all
the surfaces and the efficiency of the detector. The reflectivities of the mirror and
grating are 60% and the maximum efficiency of the detector 70%. Therefore, the
throughput of the spectrograph = 0.252. Effective area = throughput × area of the
mirror = 3.78 × 10−3 m2.
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Fig. 4 Spot diagram at the wavelength 180 nm as obtained from Zemax. RMS spot size at center
field = 115 microns

Fig. 5 Plot of resolution R of the grating versus wavelength in the range of 90–180 nm
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Fig. 6 Plot of resolution dλ in nm versus wavelength in nm

8 Detector

The FUV detector will be made at the University of Tubingen (Reference [2]) with
whom we have a collaboration. The FUV detector is sealed and it has a Cs-activated
photoactive layer of GaN (or similarly advanced photocathode), with the help of
(001)-MgF2 GaN is operated in a semitransparent mode (Reference [2]). A coplanar
cross-strip anode and stack of two long-life MCPs form the 2D plane of the detector
(Reference [2]), which is combined with advanced readout electronics. An incom-
ing UV photon passes through a window (fused silica/or MgF2 or LiF) with low
transmission from the far ultraviolet to the near ultraviolet (Reference [2]).

9 Conclusion

The optical design and optimization of the FUV spectrograph are completed. All
parameters of the spectrograph after optimization are found to satisfy the science
goals. As per the CubeSat design philosophy, we have conceived a compact and
cost-effective design. Mechanical support structure will be designed and a finite-
element-analysis study of the structure will be conducted. Mechanical design and
analysis will be followed by thermal analysis. Once the thermal analysis phase is
completed, the design will undergo a critical design review, and thereafter, we will
proceed manufacturing of the qualification model.
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Visible and Near-Infrared (VNIR)
Hyperspectral Payload Electronics

Hem Shikha and A. K. Sahay

Abstract In this paper, design of electronics for VNIR hyperspectral payload for the
small satellite is presented. The payload comprises of imaging unit, linear variable
filters (LVF), a CMOS sensor and electronics module. The LVF is used as a spectral
filter before the sensor. The rectangular sensor being an array detector captures
images in different bands in pushbroom fashion utilising satellite motion along the
track. VNIR electronics captures sensor data, processes, rearranges and writes in
memory to formhyperspectral data cube (H-cube). This high-speed data is transferred
in real time to bus data handler (BDH) of satellite bus. This paper covers challenges
and important aspects required for designing such payload electronics.

1 Introduction

With ever-increasing demand of remote sensing of earth data for monitoring impor-
tant resources, disaster management, including flood, fire, chemical, biological or
nuclear leakages, etc., and detection of targets of interest for national security, launch
of small satellites with such payloads have gained importance. But the deployment
of satellite with such payload comes with the high cost and huge effort. So, it is
essential that each payload is to be utilised optimally for data acquisition and classi-
fication. In EO remote sensing, sensors detect solar radiation reflected or scattered
from the earth, forming images resembling photographs taken by a camera high up
in space. The wavelength region usually extends from the visible and near infrared
(commonly abbreviated as VNIR) to the short-wave infrared (SWIR).

Optical remote sensing is characterised by following depending upon the number
of spectral bands used in the imaging process:-
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(1) Panchromatic imaging system—the sensor detects only one band in a wide
wavelength range. If this range coincides with the visible range, a greyscale
image is seen. It is used to measure the brightness of targets but the spectral
information is lost.

(2) Multispectral imaging system—the sensor is able to detect a few spectral
bands within a narrow wavelength. A multilayer image is obtained with both
brightness and spectral information of the target observed.

(3) Super-spectral imaging system—it has many more spectral channels as
compared to multispectral imaging system. The bands have even narrower
bandwidths enabling it to detect the finer spectral characteristics.

(4) Hyperspectral imaging system—it acquires images in about a 100 or more
contiguous bands enabling precise spectral information for better characterisa-
tion and identification of targets. It has useful applications such as in agriculture
and coastal management.

1.1 Hyperspectral Imaging

In hyperspectral remote sensing or imaging, spectroscopy images are acquired in
a large number of narrow contiguous spectral bands (typically >100). As a result,
hyperspectral images are actually described as image cubes with two spatial dimen-
sions and the third spectral dimension. It is used in a variety of applications including
planetary and terrestrial geology, agriculture and urban studies. Each material has a
unique spectral reflectance curve. Materials are identified from hyperspectral remote
sensing images by comparing their spectra to a set of available reference spectra.
Thus, the goal of hyperspectral camera (Fig. 1) is to obtain spectrum for each pixel
of the image of a scene with the purpose of identifying materials of importance and
determining the target. They collect information as a set of images, where each image
represents a narrow waveband of EM spectrum. These images are then combined to
form a hyperspectral data cube (H-cube) where two-dimensional images represent
the spatial information and the third dimension represents the spectral content.

The hyperspectral imaging systems can be hand-held, air borne or space-borne
systems.

The hyperspectral payload developed under this project will be a space-borne
system mounted on a small satellite. It will cover wavelength band 450–2500 nm
for the spectroscopic imaging from space-borne platforms. Two cameras will be
developed to cover the entire band of wavelengths and the images will be recorded
in an average of 10 nm wavelength bands in VNIR and 20 nm in SWIR region,
respectively. First camera will cover the VNIR band from 450 to 900 nm, and second
will cover the SWIRband from900 to 2500 nm.Both cameraswill work concurrently
on the platform to record the complete band images. Both the cameras will provide
ground sampling distance (GSD) of 12–15m at 500 km altitude as a imaging payload
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Fig. 1 Hyperspectral imaging sensor

for small satellites. VNIR camera will be realised based on VNIR CMOS image
sensor (image sensor fromM/S ON semiconductor), LVF filter and front-end optics.

2 System Configuration

The VNIR camera is designed to achieve ~10–15 m spatial resolution with high
frame rate data capture capability. VNIR camera consists of a light gathering optical
system, a spectral separationmechanism (linear variable filter), an area array detector
(VNIR sensor) to capture and convert the scene radiances into an electrical signal
as shown in Fig. 1. The processing electronics is required to acquire, calibrate and
format data for cube generation. Further, this data is transferred using high-speed
LVDS lines to BDH as per command received from BMU. The electronics module
consists of (i) sensor mount card, (ii) FPGA-based processing card and (iii) power
supply card. The raw data is captured in 42 bands and processed to form H-cube
(Fig. 2). A graphical user interface (GUI), which is sensor configuration software,
is designed for controlling important sensor parameters. The sensor is controlled
through FPGA processing card via SPI interface and the image data is obtained
through 12 parallel LVDS channels. It also describes the methodology adopted for
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Fig. 2 System configuration

selecting sensor configuration through MIL1553 bus. The sensor data coming on
high-speed serial links can drift due to various reasons which need to be addressed.
This drift is corrected by per-pin skew compensation method (using bit and word
alignment techniques) on each channel using ISERDES in FPGA. The link data
integrity is incorporated using CRC code method. The polynomial used to generate
the CRC checksum is (x10 + x9 + x6 + x3 + x2 + x + 1). The generated H-cube
is transferred through LVDS channels to satellite BDH for storage in solid-state
recorder (SSR). Camlink interface is used for laboratory testing of the complete
electronics module.

From project requirements, system parameters are deduced. From the satellite
speed, time taken to travel distance equal to a spatial resolution corresponding to
1 pixel of the sensor, i.e. ground sampling distance (GSD) is calculated. If satellite
speed is x km/s as projected on ground and resolution/projection of 1 pixel is y
mts, then time taken to cover y mts is (1/x * 1000) * y sec. This is the maximum
integration time that can be used for image capture without blurring. The required
integration time of the sensor depends on the brightness of the scene, the sensitivity
of the detector and the aperture size. From spectral range of sensor and its active size,
per pixel dispersion is calculated. Spectral resolution is decided by the number of
pixel rows to be used in each band. If no. of lines per band is reduced, then spectral
resolution will improve but it will increase the data rate. If no. of lines per band
is increased, spectral resolution will become poor but frame rate and data rate will
reduce.

The design of VNIR sensor processing electronics is done with reference to all the
requirements of the project. It is described in detail in the next section.
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3 VNIR Electronics

VNIR electronics is shown in Fig. 3. It consists of the following:

(a) Sensor mount card
(b) FPGA-based processing card
(c) Power supply card.

(A) Sensor mount card:
Sensor mount card is a multilayer PCB for mounting of high-speed sensor and
on-board bias generations for the sensor. The required input power supply for
sensor card is provided by the power supply card. It also contains one high-
density connector with locking facility for interfacing with signal processing
card through Rigiflex cable. The readout process requires timing control and
input control commands. So, input clock and control commands are given to
this card by Xilinx FPGA-based signal processing card. The synchronisation
signals, output clock and digitised image data are given as outputs from sensor
card to SPC.

(B) Xilinx FPGA-based signal processing card (SPC) generates all the control
commands and clock required for sensormount card. The data acquisitionmod-
ule of this card will capture image data from the sensor using synchronisation
channel and clock signals which are given by the sensor card. The image data
processing and formatting are done and then data cubes are generated. The out-
put of the card is given as raw LVDS video on two buses (main and redundant)
to BDH. Video output is also given through camlink transceiver for ground
testing in laboratory to PC-based GUI. One LVDS pair is given for synchroni-
sation with SWIR payload. MIL1553B interface is provided on this board for
receiving of control commands and sending status to BMU/PC-based GUI.

(C) Power supply card is developed for supplying power to the sensor mount card
and signal processing card. It receives 28 V from relay and gives 5 V output.

Fig. 3 VNIR electronics
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3.1 Imaging Sensor

Imaging sensor is an important component of the imaging camera. The scene is
imaged by the optics on the sensor. The sensor converts radiation from each pixel
of scene into corresponding electrical signals. The numbers of electrons generated
on the imaging pixel are dependent on the number of photons incident on it. The
characteristic of imaging sensor of converting photons into electron is measured by
the quantum efficiency. Higher is the quantum efficiency means the better response
of the sensor for the small radiation. The electrons are stored into the resistors and
then charge is converted into voltage using built-in electronics circuitry. The voltage
measured corresponding to each pixel is the representation of the radiation intensity
incident on it and hence the scene characteristics. Thus, the voltage of each pixel of
imaging sensor regenerates the scene on the display.

3.2 Radiometric and Spectral Characteristics

The sensor used in this project captures images with 10 bit radiometric resolution
using CMOS sensor technology. Individual pixels produce signal known as dark
current even if they are not exposed to light. Dark currents are corrected by collecting
a dark cube image while the sensor is not receiving light. Dark values are then
subtracted from the digital number values of each image pixel. Additionally, pixels
on the sensormayhave different gain andoffset componentswhen reacting to incident
photons. For this, radiometric and spectral calibrations were done.

The sensor will be used in windowing mode with the frame size of 1024 × 630
pixels due to the limited size of LVF. The spectral dispersionwill be along the vertical
direction with 630 pixels and each band will comprise of 15 rows of pixels. The
spectral dispersion rate of the LVF is 0.7 nm per pixel. Thus, the spectral resolution
achieved is 10.5 nm. To enhance the overall quantum efficiency, temporal binning is
implemented by motion-compensated averaging of the pixels without losing spatial
resolution. Using this setting, the dimensions of each captured band is 1024× 15 per
frame which represents a 15 line bands in the final hyperspectral image. Adjacent
lines (successive frames) are captured along the satellite path to produce the final
hyperspectral image cube, which has 42 spectral bands (all 15 line bands of same
waveband stitched together). A PC-based GUI is used to upload the required settings
over MIL 1553 line with the sensor as a remote terminal, and a PCI camlink frame
grabber is used to acquire the frames successively. Custom hardware circuit board
and software application were developed for the image acquisition including the
camera synchronisation.
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4 Data Acquisition and Pre-processing

Different kinds of techniques and processing are required for effective utilisation
of hyperspectral sensors. Before starting the sensors to capture frames the fixed
pattern noise (FPN) correction is enabled in the sensor. The on-chip column FPN
correction is more reliable than an offline correction, as it compensates for supply
and temperature variations. The first processing after data acquisition is stitching
together the bands of same wavelength from different frames to form one complete
image of a particular wavelength and all 42 such images bundled together forms a
complete data cube. Then, radiometric and spectral calibrations are applied. Further
processing, like atmospheric corrections, etc., is done on the ground.

To collect HIS data cube (or hypercube) requires either scanning (in a time
interval) in the spectral or spatial domain. There are two main methods of scanning:

1. Pushbroom: In this technique, the second dimension of the detector collects
simultaneously all the spectral information. This uses the forward motion of the
platform to record successive scan lines and build up a 2-d image, perpendicular
to flight direction. This technique is being used in our project.

2. Whiskbroom: In this case, an active scan mechanism is required to scan the
spatial dimension orthogonal to the direction of the motion of the platform. Each
line is scanned from one side of the sensor to the other using a rotating mirror.

Following steps show the spectral data collection and hyperspectral data cube
generation process to be used in the hyperspectral camera to be developed in the
project:

(a) A pushbroom sensor on an airborne or space-borne platform collects spectral
information for a one-dimensional row of cross-track pixels, called a scan line.
Fifteen contiguous such scan lines form one spectral band.

(b) The sensor captures frames after the shift of every single line in sensor and then
motion-compensated averaging is done on these fifteen frames to get a single
frame with improved SNR. The frame rate is decided as per the satellite speed.

(c) After 42 such improved frames are obtained, the bands of corresponding wave-
lengths are stitched together and stored in the DDR memory as one data cube.
The assembled three-dimensional hyperspectral data cube can be seen as a stack
of two-dimensional spatial images, each corresponding to a particular narrow
waveband.

(d) Alternately, the spectral samples can be plotted for each pixel or for each class
of material in the hyperspectral image. Distinguishing features in the spectra
can be used for the detection and classification of material in a scene.

(e) Readout of previous image data is done before or during exposure of sensor
for integration of new scene so that new data does not erase the previous data.
Clock at which sensor is to be operated and shuttering mode is chosen so that it
satisfies the above criteria.

Figure 4 shows the algorithm involved for the acquisition of data for a hyperspec-
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Fig. 4 Data acquisition and generation of hyperspectral data cube

tral data cube. After data acquisition is complete, the data cubes generated can be
further processed using data pre-processing techniques.

Some of the data pre-processing techniques are described below [9]. The hyper-
spectral data cubes generated with the process described above contains large data
volumes so the pre-processing becomes complex. The hyperspectral data quality is
also affected by random sensor error and noise which tends to reduce the signal
to noise ratio. Pre-processing of data is very essential as the data cubes generated
are also affected by atmospheric errors. So, data pre-processing includes sensor and
atmospheric error removal and image rectification.

(a) Sensor error correction
Most pushbroom sensors produce bad vertical lines on the images due to poor
calibrated detectors. The bad lines have a constant or low value as compared to
its neighbouring pixel. The DN values of the pixels are replaced with the values
of their immediate left and right pixel for error correction.

(b) Atmospheric correction
The atmosphere is responsible for scattering the electromagnetic energy travel-
ling from Sun to Earth’s surface and from Earth’s surface to the sensor. There-
fore, the energy received by the sensor may be less than or more than the
original one due to reflectance from Earth’s surface alone. This effect on the
image spectra is minimised using atmospheric correction.

5 Software Architecture

The software flow of the VNIR hyperspectral camera is shown in Fig. 5. As the
satellite power supply unit is switched on, electronics draws power and its on sta-
tus is sent through BMU to ground station. The ground station sends commands
through sensor configuration software/BMU to VNIR camera. The FPGA signal
processing board receives the commands and generates control signals and clocks
for sensor. The sensor acquires pixel image data and sends to FPGA. The FPGA
receives data, rearranges it and calibration coefficients are applied to it. The data
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Fig. 5 Software architecture

is saved in DDR memory. The data cube generation algorithm is applied in DDR
memory. The formatted data is transmitted to image acquisition software/BDH.

5.1 Image Acquisition Software

A software application is developed to acquire the hyperspectral images from FPGA-
based SPC. The interface with satellite will be LVDS lines, but for testing in lab-
oratory, the same data is output through camlink interface. It is captured though a
PCI-based camlink frame grabber (IMPERX) and displayed on laptop.

5.2 Sensor Configuration Software

ALabview-based sensor configuration GUI has been developed which can configure
sensor using FPGA without the need to reprogram the FPGA each time. For con-
figuring the sensor to various settings, certain values are to be written to specified
registers in the sensor through SPI interface. This is done by the FPGA on receipt
of corresponding commands from the PC-based GUI. Designed Labview applica-
tion can configure the sensor for operating modes, integration time, FPN correction
enable or disable, window position set, PGA gain settings and offset settings. In
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Fig. 6 Sensor configuration software

the actual scenario, these commands will come from bus monitoring unit (BMU) of
satellite on MIL1553 lines (Fig 6).

6 Challenges Encountered

• Calibration and characterisation of sensor: The sensors that are expected to
return accurate data require prelaunch characterisation. Sensors require a suite
of prelaunch tests to establish performance parameters such as spectral bandpass
and polarisation sensitivity to be used in the data processing.

• Radiometric and spectral calibration is required to be done for the sensor. Cali-
bration is the process of measuring the relationship between sensor output (digital
counts) and absolute radiant (radiance) input.

• Selection of radiation-hardened components has sufficient resources to satisfy the
system requirements. These components come at an exorbitant cost and have a
long lead time.

• Large memory is required on electronic boards to store data and run the hypercube
generation algorithm with binning.

• All the processing has to be done with limited power requirement.
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Fig. 7 Actual scene. Image acquired on software

Fig. 8 Simulated input scene (pseudo-coloured). Output image

7 Results

The laboratory set-up for data acquisition through VNIR camera was done.
First of all, a single image is captured by VNIR camera. The actual image and

image received on image acquisition software are as shown in Fig. 7.
An algorithm is developed for image cube generation with image size of 1008

× 630. Each band’s size is of 15 lines. For the generation of data cube, we have
developed a scheme in which each captured image is divided into 42 bands, each
band comprising of 15 lines and stored in respective memory space using paging in
DDR.

For demonstrating the above algorithm, we have developed a model in our labo-
ratory where to replicate satellite movement, a video is played on a display as seen
through a satellite and that is captured through the VNIR hypercam. By synchronis-
ing the movement of scene and integration time, 42 images are captured and bands
are rearranged to generate the data cube. Figure 8 shows the results for the same.

8 Summary and Conclusion

A VNIR hyperspectral imaging system composed of an integrated set of off-the-
shelf components is demonstrated. The electronics is designed around the industrial
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equivalent of the space grade sensor On semi sensor LUPA 1300-2 and Xilinx Vertex
V FPGA. It has been tested as a stand-alone system in the laboratory. Presently, all
the interfaces have been tested with laptop through converters namely MIL1553 to
USB converter and IMPREX camlink frame grabber.
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Design of Hyperspectral Imaging Sensor
for Small Satellite in LEO

Vinay Kumar, A. K. Sahay and H. P. S. Panwar

Abstract Military applications such as reconnaissance, surveillance and detection
of camouflaged targets require imaging payloads with state-of-the-art sensors in
spectral wavebands covering visible NIR (VNIR), SWIR, and thermal IR (MWIR
and LWIR) region. Hyperspectral imaging sensor is one of them. This type of sensor
acquires both the spatial and spectral signatures of the scene simultaneously. These
sensors can be designed using variable filter, prism, grating, or interferometricmeans.
This paper presents the design of a hyperspectral imaging camera (HSIC) for the
VNIR (450–900 nm) and SWIR (900–2500 nm) wavebands using linear variable
filter (LVF). This camera has advanced features such as high spatial resolution (12 m
at 500 km) and high spectral resolution (10–20 nm) and can be used for military
applications from small satellites operating in LEO.

Keywords Hyperspectral · LVF · SNR

1 Introduction

Since last two decades, the development of airborne and space-borne hyperspectral
sensors along with advanced classification algorithms has improved the discrimina-
tion of various targets of interest. These sensors enable the imaging of a scene over a
large no. of discrete, contiguous, and narrow (~10 nm) spectral bands such that a com-
plete spectral signature can be obtained from the scene. These sensors acquire spatial
and spectral information collectively from the scene radiation by using either filters,
prism, grating, or interferometric means along with an area array detector [1, 2]. All
the design schemes of hyperspectral imaging camera have their own advantages and
disadvantages in terms of size, weight, cost, and portability. The fundamental design
parameters of hyperspectral imagers for remote sensing application are spatial res-
olution, spectral resolution, and signal-to-noise ratio (SNR) [3]. This paper presents
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Fig. 1 Hyperspectral imager configuration using linear variable filter

hyperspectral imaging camera configuration for the VNIR-SWIR range using linear
variable filter as a spectral dispersion mechanism (Fig. 1). This study summarizes
the major system design considerations including specifications for front-end optics,
linear variable filter and SNR analysis of proposed hyperspectral sensor using silicon
and MCT detector arrays covering VNIR-SWIR waveband region, respectively.

2 Hyperspectral Imaging Sensor

The design of the proposed HSIC is similar to a normal imaging camera except
for the inclusion of a spectral feature. It comprises imaging optics, LVF, area array
detector, and processing electronics (Fig. 1). The focusing optics along with the
detector pixel decides the spatial resolution of the imaging system. The LVF acts as
a spectral separation device in the proposed camera. It decides the spectral resolution
of the hyperspectral camera. The SNR of the system is derived by considering the
cumulative effect of individual sensor components (e.g., collecting optics, filter, and
detector) and scene radiance.

3 Design Analysis

The design of the proposed camera may be carried out by estimating parameters of
front-end optics, LVF, and available state-of-the-art detectors, for getting optimum
SNR of the system. This has been explained in the following subsections.

3.1 Front-End Optics

There exist a number of optical configurations for the light-gathering optical systems
of hyperspectral imagers. In the proposed design, the collecting optics is RC type.
Themost important parameters related to collecting optics are spatial resolution at the
detection range, optical aperture diameter, F#, and MTF. The design of the proposed
HSIC is based on readily available detectors, i.e., 1024 × 1024 (pixel pitch: 14 µ)
Si-CMOS detector in VNIR and 1024× 256 (pixel pitch: 30µ) cryogenically cooled
(195 K)MCT detector in SWIRwaveband. The required spatial resolution of 12 m at
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Table 1 Sensor design parameter

Parameter Value in VNIR
waveband

Value in SWIR
waveband

Detector Format and pixel pitch 1024 × 1280 (14 µm)
(Si-CMOS)

256 × 1000 (30 µm)
(MCT)

Readout noise 37e 149e

Full well 30 K 500 K

LVF Central wavelength 675 nm 1700 nm

Spectral resolution 7 nm 21 nm

Front-end optics Aperture and F# 153 mm (F#3.8), RC
type

330 mm (F#3.8), RC
type

IFOV 24 µrad 24 µrad

Spatial resolution 12 m at 500 km 12 m at 500 km

Sensor SNR At 1.7 ms (integration
time)

114 110

500 km altitude subtends an IFOV of 24 micro-radian. This calls for front-end optics
with EFL of 583 and 1250 mm in VNIR and SWIR wavebands, respectively. F/3.8
of the collecting optics has been selected to achieve optimum SNR value (Sect. 3.3,
Table 1). The mathematical expressions for spatial resolution and aperture diameter
of collecting optics are given below:

Spatial Resolution = IFOV × Range (1)

Aperture Diameter(m) = 0.00244 × Wavelength(µm) × Range(km)

Spatial Resolution(m)
(2)

3.2 LVF

The proposed camera is based on LVF. In order to get the spectral dispersion in such
a wide waveband (VNIR-SWIR), it is proposed to have two separate LVFs. One LVF
will be used in VNIR region and the other one in SWIR region. In order to get the
required spectral resolution, the specifications of LVF and related parameters have
been derived as follows:

Linear Spectral Dispersion(nm/mm) = Spectral Band(nm)/Coated dimension(mm) (3)

Spectral Resolution(nm) = FWHM + (linear dispersion × spot size) (4)
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where diffraction limited spot size = 2.44λF# and FWHM ≤ 1% of central
wavelength.

3.3 SNR Analysis of Hyperspectral Imaging Sensor

The system SNR is estimated by dividing signal electrons by noise electrons (gener-
ated in the detector). The electrons (signal and noise) generated in the detector may
be estimated using following expressions:

Spectral Radiance Lλ = 2hc2

λ5
[
exp

(
hc
λkt

) − 1
] (5)

Signal Electrons = Lλ�λAApertureIFOV2ηOEηQE tint
hν

× RSun

DSun_Earth

2

(6)

Noise =
√
Photon_Noise2 + Quantization_Noise2 + Readout_Noise2 (7)

SNR = Signal Electrons

Noise Electrons
(8)

where

�λ = Spectral bandwidth
AAperture = Aperture area of collecting optics
ηOE = Optical efficiency
ηQE = Quantum efficiency
RSun = Radius of Sun
DSun_Earth = Distance between Sun and Earth
tint = Integration time.

4 Results

The sensor parameters have been derived using major input parameters of the
detector, spatial and spectral resolution at required range. The results have been
summarized in Table 1.
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5 Conclusion

The system design has been presented for the proposed hyperspectral imaging cam-
era covering VNIR-SWIR spectral range. The proposed camera has advanced fea-
tures such as high operating altitude (~500 km), high spatial resolution (12 m at
500 km), and high spectral resolution (10–20 nm). Further, this can be deployed
from UAVs/aircraft providing GSD of the order of 25 cm at 10 km.
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Opto-Mechanical Design of Short Wave
Infrared Camera for Small Satellite

Bharat Ram Meena, Shekhar Tomar, A. K. Sahay and H. P. S. Panwar

Abstract The objective of this paper is to design and analyse the opto-mechanical
design of the SWIR camera for space applications. The opto-mechanical design
includes, mounting of various optical elements using compliant flexures so that the
optical elements are isolated from mechanical and thermal loads. To mitigate the
effects of thermal cycles in space environment, special structural materials are used.
Joining of the opto-mechanical is done using space grade adhesives to avoid various
issues with the friction-based joining schemes. Opto-mechanical design approach
is focused on ease of manufacturing, optical performance and survival in space
environment. Finite element model of the entire assembly was established to analyse
the design for static and dynamic design requirements.

Keywords Short wave infrared camera · Opto-mechanical design · Adhesive
joints · Flexure mount

1 Introduction

Electro-optical payloads are the integral part of the satellites launched for earth
observations and remote sensing purposes. These payloads are mounted on the top
surface of the satellite deck and have to perform their intended function in space
environment. Short wave infrared camera (SWIR) is currently under development
for remote sensing on earth surfaces at a sampling distance of 12 m for an altitude
of 500 km. It will image the earth in 0.9–2.5 µm spectral bands.

While designing the payload the following opto-mechanical constraints need to
be considered:

(i) overall size and weight of the system is constrained by the launch vehicle (ii)
system must withstand the severe launch environment (iii) Optical design is very
sensitive due to very tight optical tolerances (iv) optical alignment must be retained
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Fig. 1 SWIR camera 3D
model

throughout the working life of the system (v) The fundamental mode of the system
has to be more than 100 Hz [1].

The 3-D solid model of the proposed SWIR camera design is shown in Fig. 1.
This paper presents the opto-mechanical design procedure of SWIR camera as well
as a demonstration of its validity through finite element analysis (FEA).

2 Opto-Mechanical Design Procedure

SWIR is an integrated compact camera assembly consisting of fore and relay optics
assemblies. Due to the sever launch environment and working conditions in space, its
design philosophy is totally different from land-based system. So, while designing
SWIR camera care has been taken for survival in launch environment and long
working life in space.

While designing the system, the emphasis is given tomaintaining opto-mechanical
tolerances at certain temperature range andbehaviour of critical sub-assemblies under
static and dynamic conditions. Optical and mechanical layout of the SWIR camera
is shown in Fig. 2.

(a) Optical layout (b) Mechanical layout 

Fig. 2 Optical and mechanical layout of SWIR camera
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2.1 Material Selection

Tominimize the thermal effects, material selection is done very carefully. The princi-
ple of matched coefficient of thermal expansion (CTE) is used to select the material
for mirror mounts and housing. Detector is the main source of thermal load and
vibrations at the time of operation, so provision of thermal and vibration isolation
has been done by designing a suitable isolation scheme.

2.2 Selection of Bonding (Adhesive) Material

Structural adhesive is used for optical-metallic and metallic-metallic components
bonding. Certain mechanical properties possessed by adhesive make them more
favourable as joining agents. These properties are: small stress concentration
in adherents, stiff connection, excellent fatigue properties, no fretting problems,
sealed against corrosion, smooth surface contour, relatively lightweight and damage
tolerant.

In the design of SWIR camera, adhesives are used as bonding materials. While
selecting the bondingmaterials certain properties have been taken into account which
are [9]:

A. The bonding material must possess high shear strength.
B. The coefficient of thermal expansion must be as low as possible.
C. Optimum viscosity at room temperatures.
D. Optimum curing time at room temperatures.

2.3 Mounting of Optical Components

There are a number of optical elements which have to mount in such a way that
both optical performance and structural stiffness are maintained. These mounts
were driven by three principles: frictionless, kinematically constrained and matched
coefficient of thermal expansion. Optical components are mounted using flexures.

Every optical sub-assembly is designed as a separate module for the ease of
assembly and alignment. The optical components have been mounted using radially
compliant isostatic flexures to compensate the assembly and manufacturing errors.
These flexuremounts can also isolate the optical elements from the stresses generated
due to thermal cycle. Space grade adhesive has been used to assemble the flexurewith
the optical elements. The properties of the adhesives are listed in Table 2 (Fig. 3).
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(a) Filter (b) Primarymirror (c) Relay mirror

Fig. 3 Mounting scheme of various critical optical components a filter b primary mirror c relay
mirror

3 Finite Element Modelling

A thorough finite element (FE) analysis of the entire system and subsystems has
been carried out to optimize the functional and structural parameters of the system in
launch environment. First, the system was analysed at 1 g gravity and it was ensured
that the static deflections are within permissible limits.

Finite element model of the camera is established in a commercial FEA tool with
2-D shell elements (CQUAD 8). Smaller lenses and mirrors were excluded from the
analysis and they were modelled as lumped masses. All the bolted connections are
modelled as rigid beam elements (RBE2). The material properties in Tables 1 and 2
are used (Fig. 4).

3.1 Static Load Analysis

SWIR payload will experience quasi-static loads during a launch of 30 g for the axial
and 30 g for the lateral directions. The axial direction (z-axis) is along the optical
axis and x- and y-axis are the lateral directions. The stress distribution and deformed
shape of the camera at 1 g is shown in figure.

Table 1 Mechanical properties of opto-mechanical materials

Material Density, ρ
(kg/m3)

Young’s modulus,
E (GPa)

Thermal
expansion, α
(10−6/K)

Specific stiffness,
E/ρ (GPa m3/kg)

Zerodur 2530 92 −0.09 36.4

Titanium 4428 104 9.0 24.4

Invar 36 8050 141 1 10.4
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Table 2 Mechanical properties of space grade adhesives

Adhesive Type Shear
strength at
24 °C
(MPa)

Thermal
expansion
coefficient
1 ×
10−6/°C

Recommended
curing time

Temperature
range (°C)

2216 B/A grey
(3M)

2-part
epoxy

22.1 102 30 min (98 °C)
120 min
(66 °C)

−55 to 150

RTV 566(GE) 2-part
epoxy

3.2 280 1 day (24 °C) −115 to 260

Milbond
(Summers)

2-part
epoxy

14.5 72 180 min
(71 °C)

−60 to 110

Fig. 4 Meshed model of the
SWIR camera

System must survive the launch environment. Through many iterations it is
ensured that the maximum stresses are well within safety limits (Fig. 5; Table 3).

Fig. 5 Deflection plot when load is applied a along x-axis b along y-axis c along z-axis
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Table 3 Maximum stress
and margin of safety

Direction Maximum
stress for 1 g
(MPa)

Max
quasi-static
load, (g)

Maximum
stress (MPa)

X-axis 6.93 30 207.9

Y-axis 5.42 30 162.83

Z-axis 5.50 30 168.14

3.2 Thermal Analysis

Thermal analysis of the camera was carried out using ANSYS APDL analysis tool.
The effect of the heat generated by the cryogenic cooler on the opto-mechanical
components was analysed. To maintain the integrity of the structure under thermal
loads, a heat pipe-based heat dissipation mechanism has been implemented in the
design.

3.3 Modal Analysis

Payload mounted on a satellite can have resonance caused by their dynamic cou-
pling to launch vibrations. In order to avoid these resonances, payload and satellite
must have certain minimum fundamental vibration mode depending on the launch
requirements. In case of SWIR camera, the minimum required natural frequency is
100 Hz in all three directions. First six natural frequencies and three modes shapes
are shown in Fig. 6.

While doing the modal analysis, smaller electronics and fasteners are excluded
from the analysis. Onlymodeswithmore than 85%mass participation are considered
for the design purpose. Many design modifications and improvements are done with
the help of finite element analysis to achieve the 100 Hz fundamental mode of
vibration.

3.4 Weight Optimization of the Opto-Mechanical
Components

In order to maintain the weight of the SWIR camera, finite element analysis method
has been used to optimize the weight of the various opto-mechanical components.
Primary mirror is shown in Fig. 7 which is the major weight contributing element.
Its weight has been reduced by scooping the material from back side in hexago-
nal pockets. While reducing the weight, the surface figure of the primary mirror is
maintained according to a pre-specified criterion.
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Mode Frequency(Hz)

1. 117.252

2. 121.254

3. 152.445

4. 167.490

5. 220.346

6. 235.936

Fig. 6 First six natural frequencies and three mode shapes

Fig. 7 Weight optimization
scheme in primary mirror

In mechanical components, housing is the main weight contributing component.
Weight optimization of the housing is done using FE analysis. Based on the result
of the modal and static load analysis, undesirable material is removed.
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4 Conclusion

A compact opto-mechanical design of the SWIR camera has been carried out while
taking care of the various opto-mechanical constraints. While selecting the material,
matched CTE criterion was followed to take care of the thermal gradient induced
stresses. Moreover, the optical components are mounted using the compliant flex-
ure mounts. Adhesive-based joints are adopted while joining the opto-mechanical
components which take care of any play in the joints. The design is demonstrated by
finite element analysis to be stiff and stable enough to survive and operate the launch
and in orbit space.
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Absolute Radiometric Calibration
of VNIR Hyperspectral Imaging Payload

Maneesh Pawar, H. P. S. Panwar and A. K. Sahay

Abstract Presently, small satellites with hyperspectral imaging payloads have been
used for target detection, environmental monitoring, and forest mapping. All these
applications involve the same process of recording the spectra of target/object of
interest over densely sampled contiguous spectrum, usually from 400 to 2500 nm.
Once a target spectra is recorded, it is matched with reference spectra library for
detection. The accuracy of spectra matching highly depends upon the accuracy of
radiometric calibration of the hyperspectral imaging payload. This paper presents a
study of threemethods of absolute radiometric calibration used by various hyperspec-
tral imaging systems in VNIR region, namely Hihara method, Mitsunaga method,
and Xiujuanmethod. Out of the analyzedmethods, Hihara method performs the best.

Keywords Hyperspectral imaging · Radiometric calibration · VNIR · Space-borne
camera

1 Introduction

Accurate radiometric calibration is a basic characterization require for any quan-
titative application of hyperspectral imaging system. Radiometric calibration is a
methodology that relates the value measured by an instrument, i.e., digital numbers
(DN) with the absolute physical quantities such as spectral radiance. The model for
this type of conversion is established with the help of auxiliary radiation sources with
in-built calibrated CMOS detector. Photo-response of sensor is measured at varying
levels of luminance by exposing the sensor to a radiation source. The radiance level
of integrating sphere (radiation source) is varied with the help of calibrated halogen
and tungsten lamps. The integrating sphere usually consists of multiple lamps which
can be switched ON and OFF via software control to increase/decrease the radiance
levels. The absolute levels of radiation are measured by in-built calibrated CMOS
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detector. The recorded DNs and absolute radiance levels are fitted into a calibration
model to generate coefficients for each detector in array. At the time of analysis,
application these coefficients are used to convert the DNs to physical quantity.

2 Methodology

Instead of relying on arbitrary simulated data, a high-speed CMOS image sensor has
been interfaced with FPGA-based electronics to grab the DNs for each exposure for
various radiance levels. Figure 1 shows the set up for calibration. The VNIR CMOS
sensor alongwith optical assembly ismounted at exit pupil of integrating sphere.With
the grabbed data from VNIR sensor at different radiance levels, the proposed work
compares three popular radiometric calibration methods used in various satellite-
based EO payloads.

1. Xiujuanmethod [1]: This method assumes the photo-response to be linear. Based
on a gain and offset, the DNs are matched with the radiance recorded from in-
built CMOS sensor. The pupil radiance, L(λ) received by the imaging system is
related to DN by a linear equation as shown in Fig. 4 as:

L(λ)i j = a0i j + a1i jDNi j (1)

Fig. 1 Radiometric
calibration set up

Integrating Sphere

Calibrated Detector

VNIR CMOS Sensor

MATLAB 

based PC
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a0 and a1 are radiation calibration coefficient, that are eventually determined
by calibration for each detector element. Using a least-square-fit method, a0 and
a1 can be determined from multiple observations recorded at various intensity
levels by exposing the detector array to different intensity levels of integrating
sphere.

2. Mitsunaga method [2]: This method assumes the photo-response of individual
elements to be polynomial in nature; hence, a straightforward polynomial fit is
used for radiometric calibration.

Figure 3 shows that each detectors photo-repose, L(λ) received by the imaging
system is related to DN as follows:

L(λ)i j = a3i j + b3i jDNi j + c3i jDN
2
i j (2)

3. Hihara method [3]: This method uses the methodology of evaluating the charac-
teristics of elements of CMOS sensor by production test. The characteristics of
individual elements are segregated into few classes of responses.

Each element is assigned a class based on its photo-response. Based on the class
model, the detector elements are calibrated. Figure 2 shows the segregationof detector
elements via a production test. Class-I represents detectors with linear response,
Class-II and Class-III represent detector elements with quadratic photo-response.
Figure 2 shows that the pupil radiance, L(λ) received by the imaging system for each
class is related to DN as follows:

Class - I: L(λ)i j = a1i j + b1i jDNi j (3)

Class - II: L(λ)i j = a2i j (DNi j − c2i j )
2 + b2i j (DNi j − c2i j )

2 (4)

Fig. 2 Xiujuan method
assumption for
photo-response

/s
r/

um

Sensor signal offset
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Class - III: Class - II: L(λ)i j = a3i j (DNi j − c3i j )
2 + b3i j (DNi j − c3i j )

2 (5)

The calibration coefficients a1, b1, a2, b2, c2, a3, b3, c3 are determined by statistical
investigation of luminance responses of corresponding class of detectors at various
exposure levels of integrating sphere (Figs. 3 and 4; Table 1).

Fig. 3 Mitsunaga method
assumption for
photo-response

/s
r/

um

Sensor signal offset

Fig. 4 Hihara calibration
classification method

Class-I

Class-II
Class-III

/s
r/

um

Sensor signal offset

Table 1 Standard deviation
of compared methods

Method Standard deviation (%)

Xiujuan 20

Mitsunaga 13

Hihara 6
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3 Results and Discussion

The VNIR CMOS sensor is interfaced with the PC via camlink interface for high-
speed frame transfer. The calibrated detector is interfaced via USB interface; this
common interface also controls the radiance levels of the integrated sphere through
proprietary software. The MATLAB-based software captures the image frames at
various luminance levels at 10-bit quantization. The MATLAB-based software also
captures the actual luminance level at every luminance level from in-built calibrated
detector. This captured data is used to fit explained calibration models.

In this paper, the standard deviationmetric has been used for comparing the results
of implemented methods. Hihara method with lowest variance outperforms all other
methods. Xiujuan and Mitsunaga methods model each detector element with same
photo-response model that is infact not true. Due to limitations of fabrication process
of detectors on focal place array, the photo-response of detector to detector varies.
The Hihara method takes care of this variation by segregating detectors into different
classes during a production test.
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Design of Primary Mirror Mount
for Spaceborne EO Payload

Shekhar Tomar and Bharat Ram Meena

Abstract The paper is aimed at obtaining the optimum mount configuration for a
Zerodur primarymirror for a Cassegrain spaceborne electro-optical payload. A bipod
flexure design procedure is presented while taking various optomechanical design
principles into account. Finite element model of the flexure is established in ANSYS
APDL to analyse the design w.r.t optical and mechanical design parameters. In the
design process of the mounts, thickness of the flexure notches; angle between the
bipods; and height of the mounts are optimized for the best optical performance.

Keywords Mirror fixing device · Electro-optical surface figure · Zernike
coefficients · Thermal stress

1 Introduction

There are several optomechanical design and performance requirements for the pri-
mary mirror of a Cassegrainian telescope system in space applications. The primary
mirror is the light collecting element of the camera; so generally, it is the largest and
heaviest optical element in the camera. Primary mirror is prone to stresses from the
assembly errors, static loads induced due to gravity and thermal stresses induced due
to differential heating [1]. So, there is a requirement to design mountings in such a
way that all the design constraints are fulfilled, and the desired optical performance
is achieved (Fig. 1).

A flexure is designed as an elastic element providing controlled motion. It has a
small volume, no mechanical friction, no empty return and high move sensitivity [2,
3]. Through preferential trade-off between flexibility and stiffness, flexure mounts
provide an accurate and stable method of mounting for large mirrors solving the
problem of poor surface figure resulting from assembly errors, constraint and thermal
stresses.
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Fig. 1 Primary mirror mounted using bipod flexure

Reducing the stiffness to gain the compliance not only isolates vibrations, but
also isolates a majority of mounting stress; more important is that when the environ-
ment temperature changes, the deformation of flexure could bridge the coefficient
of thermal expansion (CTE) gap between the mirror material and the underlying
supporting structure [4]. Flexure mounts generally provide flexibility in the radial
direction while providing pseudo-kinematics support, both of which significantly aid
in minimizing the stresses and strains in the mirror due to gravitational and thermal
vibrations.

2 Design Requirements

While designing themirrormounts certain design philosophy is followed. The funda-
mental requirement of a mount is to firmly hold the mirror. To hold it, all six degrees
of freedom have to be constrained. While constraining the degrees of freedom, care
has to be taken that the mounts are not over constraining the mirror. Over constrain-
ing leads to assembly stresses and moments in the mirror which severely deteriorate
the surface figure.

Large size mirrors are prone to damage at the time of launching. The shock loads
at the time of launching could go up to 30 g, so at such high loads, large mirrors
made of highly brittle materials such as fused silica or Zerodur may get damaged.
So, the mount designs should be such that the mirrors are isolated from launch loads.
The system operating and survival requirements are listed in Table 1.

Table 1 Environmental
specifications for SWIR
camera

Description Requirement

Launch load (survival) 30 g

Fundamental mode 100 Hz

Operational surface figure λ/10 (λ = 632.8 nm)

Operational temperature range 10–30 °C

Survival temperature range −10 to 50 °C
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Spaceborne systems have to work in a broad temperature range depending on
the orientation of the satellite with respect to the sun. The gap in CTE between
mirror material and mount material will result in thermal stresses on the mirror.
These stresses could produce significant amount of strains to deform the surface
figure which ultimately leads to reduced performance of the system. So, the material
selection should be done in such a way that the CTE of the mating components is as
close as possible.

3 Design Configuration

This paper is aimed at the design and analysis of bipod flexure mounting for the
primary mirror of a space Cassegrainian telescope. Optical systems require support
structures that isolate the optical parts frommechanical loads. The mirror considered
for the study is Zerodur asphericmirror with a diameter of 160mmandweight 1.2 kg.

The mount chosen for holding the primary mirror is a bipod flexure type. Three
such mounts are symmetrically used to hold the mirror. Space grade adhesives are
used to mount the mirror with flexures. Each flexure is stiff in axial and tangential
directions and compliant in radial direction. This radial compliance isolates themirror
from assembly and thermal-induced stresses. The design configuration of the flexure
is shown in Fig. 2.

The selection of material for the mirror mounts is very critical. The first criterion
for selecting the material is matched coefficients of thermal expansion. Invar-36 is
the material with CTE very close to Zerodur, so it is chosen as the material for mirror
mount. The properties of the materials used are listed in Table 2.

The design principles used in choosing the bipod flexures are that they are friction-
less, kinematically constrained and have matched coefficient of thermal expansion
[2]. Joints based on friction are prone to loosening due to vibrations and shocks at
the time of launch. Friction-based mounts are difficult to analyse and inherently less
stable than frictionless mounts [2].

The flexures are used to provide moment isolation for the mirror to minimize
surface figure distortion resulting from mount assembly error or distortion of the
mount due to temperature change. The optical performance of the mirror highly
depends on the design of the bipod flexure mount.

Fig. 2 Configuration of MFD
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Table 2 Mechanical properties of optomechanical materials [5]

Material Density, ρ
(kg/m3)

Young’s modulus,
E (GPa)

Thermal
expansion, α
(10–6/K)

Specific stiffness,
E/ρ (GPa m3/kg)

Zerodur 2530 92 −0.09 36.4

Titanium 4428 104 9.0

Invar 36 8050 141 1 10.4

Finite element model approach is used to optimize the size and thickness of the
flexure using ANSYS APDL. While optimizing the flexure notch thickness, the
design variables considered are static displacement, surface figure and fundamental
mode of vibration. The flexure geometry is optimized so that it would have just
enough margins to survive launch loads and minimize the amount of stress that
could be transmitted to optics while maintaining its integrity.

Theminimum surface distortions occur in the mirror when the line of action of the
flexure is passed through the mirror’s centre of gravity. Before finalizing the design,
many iterations are carried to optimize all the design variables.

4 Finite Element Modelling

Using the finite element analysis (FEA) method, the notch thickness (t), notch width
(w), vertex angle (φ) and height (x) of the bipod flexure were optimized such that
mirror surface figure distortions are minimum, and fundamental modal frequency is
highest. Commercial FEA tool is used to model the mirror assembly. Flexure mounts
and mirror are meshed as 3-D beam elements. Base of the flexures is fixed, and a
load of 1 g is applied to the entire body. Meshed model, deflection, and stress plots
of the mirror–flexure assembly are shown in Fig. 3.

Fig. 3 a Meshed model of the flexure with mirror, b stress and deformation plots of flexure
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To achieve the optimum design, iterations are done by varying the parameters and
checking their effect on the components of the surface figure. The major components
of the aberration or surface figurewhich are important fromoptical performance point
of view are astigmatism, tilt, coma and trefoil.

In the first study, the arm angle (φ) is varied and surface figure data is extracted.
Using a MATLAB code, the extracted data is processed to break it into various
components of the surface. In a similar way, notch thickness, width and height of the
flexure are varied to get the best results. Plots in Figs. 4, 5 and 6 show the variation
of these components w.r.t to design parameters.

The results demonstrate that the bipod flexures could maintain the precision of
the mirror surface figure under a load of external force and thermal constraints and
also could keep the stability of the structure.

Based on the results from FE analysis plotted in Figs. 4, 5 and 6, optimum design
parameters are chosen such that minimum surface distortion occurs.
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5 Results and Discussion

This paper presents the design criterion, and optimization procedure of the bipod
flexure of mirror is used in a Cassegrainian space telescope. Design and optimization
results demonstrate that the bipod flexures could keep the precision of the mirror
surface figure under a load of external force and thermal constraints, and meanwhile,
they could keep the stability of the structure. The optimum flexure mount with the
least-induced surface figure parameters such as astigmatism, coma, tilt and trefoil
has been identified.
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Weight Optimization of Primary Mirror
Used in EO Payload for Small Satellite

Shekhar Tomar and Bharat Ram Meena

Abstract This paper talks about the weight optimization scheme of the primarymir-
ror of a space telescope. Comparative study of three lightweight structural schemes
(hexagonal, triangular and square) for the primary mirror is done. For the study,
finite element modelling method is used using as tool. While comparing the weight
reduction, the comparison between the three schemes is carried out based on static
deflection, surface figure of the mirror and fundamental modal frequency.

Keywords Bipod flexure mount · Zernike coefficient · Astigmatism ·
Cassegrainian telescope

1 Introduction

Astronomy and earth observation both require a larger optical collecting area to
meet the higher-resolution requirements. At the same time, they need a low-weight
mirror which can sustain inertial loads during launch and perform efficiently under
zero gravity in space [1]. In Cassegrainian scheme of optical design, the primary
mirror accounts for more than 90% of the total weight of the optics. To support such
heavy mirror, the mechanical structure must also be strong enough to sustain the
severe launch environment which results in increased overall payload weight. Heavy
payload requires high launch capability vehicles which escalate the entire mission
cost [2].

The mirror presented in this paper is Zerodur mirror with diameter 340 mm and
clear aperture 332 mm. It is the most important component of the imaging telescope
as the deformation in primarymirror surface figure affects the overall image quality of
the system. The mirror weighs 7.9 kg. Such heavy mirrors have high static deflection
which deteriorates the surface figure and optical alignment.
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This paper describes the effective weight optimization scheme of the primary
mirror while maintains the opto-mechanical design requirements [1]. Three weight
reduction schemes have been studied, and comparison has been done using the finite
element analysis method to achieve optimum solution.

2 Research Methodology

The primary mirror considered in the study is made of Zerodur having an outer
diameter of 340 mm and with a hole of 80 mm diameter in the centre. A lightweight
design with a ratio of approximately 70% is considered. The mirror is bonded with
coefficient of thermal expansion (CTE) compatible material (Invar 36) flexure mount
at three points on the periphery.

Weight reduction is done by scooping the material from the back side in three dif-
ferent shapes (triangular, square and hexagonal). Different weight reduction schemes
are shown in Fig. 1. After removing the material from the back side of the mirror,
the surface figure criterion PV ≤ λ/10, RMS ≤ λ/50 must meet.

Weight reduction from the mirror is done in such a way that the diameter of the
inscribed circle made inside the triangular, square and hexagonal geometries is same
as shown in Fig. 1. Other geometric parameters such as depth of cut and lightweight
ratio are also kept same.

Using the finite element method, the design parameters such as astigmatism,
static deflection due to gravity and fundamental modal frequency were compared.
To analyse the deformations in surface figure, a MATLAB code was used to find
out the Zernike coefficients. Structural strength and dynamic stiffness of the mirror
subsystem in the thermal–structural coupling state were also analysed with the finite
element method.

Some structure parameters having significant effects on themechanical properties
and mass of the mirror, such as the lightweight structure forms, thickness of the
mirror, thickness of the rib, were used as design variables. The different lightweight

Fig. 1 Three different schemes of weight reduction: a triangular, b square, c hexagonal
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structure the mirror takes, the lightweight ratio, the maximum deformation of the
mirror suffered 1 g gravitational and their natural frequencies will vary too.

3 Results and Discussion

Finite element model of the mirror is established using commercial analysis tool.
For the study purpose, three different geometries were generated using Solidworks
modelling software. For the sake of objective comparison, mirror design parameters
such as skin thickness, rim thickness, inner rim diameter and rib thickness are kept
same for all three schemes.

Both mirror and its mount flexures are meshed using 3D solid elements. The
interaction between flexure andmirror is taken as rigid connection. The six mounting
holes of the flexure are fixed, and load of 1 g is applied to entire model. The load is
applied in all three mutually perpendicular directions. Meshed geometry and stress
plot of the mirror are shown in Fig. 2.

Other than the gravitational load, one iteration for all the design configurations is
donewith thermal load of 20± 10 °C.When the thermal load is applied, gravitational
load is removed. Same surface figure parameters were recorded in this condition also.

Deformation plots under different loading conditions are shown in Fig. 3. Surface
figure data in the form of PV and RMS are execrated. The result of the analysis
for three design configurations is summarized in Tables 1, 2, 3, 4 and 5. Using the
MATLAB code, PV and RMS data are processed to get astigmatism value.

λ is the wavelength of the laser source (HeNe) used for the measurement of the
surface figure. Its value is 632.8 nm.

Fig. 2 a Meshed geometry of the mirror assembly, b stress plot at 1 g
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(a) x-dir (b) y-dir (c) z-dir (d) thermal Load

Fig. 3 Surface figure plot obtained from data processing in MATLAB

Table 1 Surface figure
values for triangular pattern

Load direction PV RMS

X 0.16λ 0.03λ

Y 0.14λ 0.027λ

Z 0.4λ 0.08λ

Thermal 0.13λ 0.01λ

Table 2 Surface figure
values for square pattern

Load direction PV RMS

X 0.73λ 0.13λ

Y 0.06λ 0.09λ

Z 0.4λ 0.09λ

Thermal 0.1λ 0.01λ

Table 3 Surface figure
values for hexagonal pattern

Load direction PV RMS

X 0.09λ 0.13λ

Y 0.09λ 0.09λ

Z 0.11λ 0.09λ

Thermal 0.01λ 0.01λ

Table 4 Value of
astigmatism surface figure
values for three patterns

Load direction Triangular Square Hexagonal

X 0.062λ 0.3λ 0.2λ

Y 0.001λ 0.001λ 0.001λ

Z 0.001λ 0.001λ 0.001λ

Thermal 0.001λ 0.001λ 0.001λ

Table 5 Surface figure
values for hexagonal pattern

Parameter Triangular Square Hexagonal

Lightweight ratio (%) 70 70 70

Natural frequency (Hz) 455.82 446.73 443.77

Maximum stress (MPa) 9.53 10.33 12.0
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PVandRMSvalues obtained from theFEanalysis are processedusing aMATLAB
code to get the astigmatismvalues. These values are listed inTable 4 for three different
patterns for comparative study.

Dynamic response of the mirror was also analysed for three patterns. The maxi-
mum stress at 1 g load and fundamental natural frequency are listed in Table 5. The
lightweight ratio kept is 70% for all three patterns.

4 Conclusion

The reflecting surface puts lot of constraints while optimizing the weight of the
mirror. So, while choosing the weight reduction scheme, a thorough analysis must
be done at the design stage. Using the finite element analysis, different schemes are
compared and best schemes from an optical performance point of view are chosen.
The analysis shows that the optical surface distortion (PV and RMS) is minimum
in hexagonal weight reduction scheme. For all three schemes, static and dynamic
structural requirements are same.
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Real-Time Embedded Software
for Stabilized Electro-Optical System

Ram Saran, Shashi Singh, Avnish Kumar and Rajeev Marathe

Abstract Stabilized electro-optical system (SEOS) housed with electro-optical
(EO) payloads is required for battlefield surveillance, positioning, pointing and track-
ing of ground, aerial and naval targets. SEOS are required for line-of-sight (LOS)
stabilization by rejecting the host platform motion for accurate pointing and track-
ing. In such complex systems, the design of real-time embedded software becomes
very challenging. Hard real-time implementation of stabilization and position and
track control algorithms make it more critical. Interfacing and real-time handling of
heterogeneous interfaces simultaneously and further make the embedded software
complex. In this paper, we present an innovative real-time embedded software design
and implementation for stabilized EO system.

1 Introduction

Electro-optical (EO) payloads: Typically, a day vision camera, infrared imaging
(IR) camera and an eye-safe laser rangefinder (LRF) are required for battlefield
surveillance, positioning, pointing, ranging and tracking of ground, aerial and naval
targets. These EO payloads are installed on a 2- or 3-axis gimballed assembly [1] to
get motion in yaw, pitch and roll axes. LOS of EO payloads gets highly disturbed
when they are mounted and carried on a dynamic vehicle like a tank, UAV or fighter
aircraft and/or when the target is in motion. In this situation, maintenance of LOS
toward a dynamic target becomes highly complex. SEOS [2] is used to maintain the
LOS by rejecting the host vehicle motion to get desired stabilization and tracking.
An automatic video tracker (AVT) is also an important element of target engagement
process. It is required for automatic detection, locking and tracking of targets. Man–
machine Interface (MMI) [3] transmits the commands to the electronics unit through
serial interface RS-232/Ethernet which transfers the commands to stabilized EO
system (SEOS).
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In such type of complex systems, the design of real-time embedded software [4]
becomes very challenging. Hard real-time computing requirement of stabilization,
position and track controller algorithms in 250 µs make it more critical. Interfacing
and real-time simultaneous handling of command and control for multiple and het-
erogeneous interfaces like analog, discrete I/O, synchronous serial interface (SSI),
RS-232, RS-422, RS-485 and Ethernet further make the embedded software design
and implementation complex. The proposed real-time embedded software require-
ments and design for stabilized EO system are presented in Sect. 2. Result to demon-
strate the real-time nature of embedded software is shown in Sect. 3. Finally, the
paper is concluded in Sect. 4.

2 Embedded Software Requirements and Design

Real-time embedded software (RTES) is the main embedded application software
for SEOS, specifically developed for analog devices’ ADSP-213XX (SHARC) target
hardware n’C’ language. The target hardware and major interfaces, for which the
RTES is developed, are also depicted in Fig. 1. The main design features of the RTES
are as follows.

• Handling of Stabilized Gimbal Control

– Reading servo sensors (2-axis gyro and encoders) at every 250 µs frame timer
– Characterization of gimbal plant in 2-axis and 2-gimbal
– Implementation of high-gain stabilization controller algorithm at 4 kHz (250µs)
frame timer

– Implementation of position controller algorithm for quick positioning at 4 kHz
(250 µs) frame timer

Fig. 1 Target hardware and
interfaces of RTES
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– Implementation of system modes of operation (STAB, POSITION, TRACK,
SLAVE and STOW)

– Implementation of auto drift compensation algorithm
– High-speed data logging at 1 kHz, i.e., 1000 samples/sec (during testing and
performance evaluation).

• Handling of EO sensors (day camera, TI and LRF) interfaces through RS-422 and
RS-485 interfaces

• Handling of automatic video tracker (AVT) interface through RS-422 interface
• Handling of man–machine interface/display and control unit (DCU) through RS-
232/RS-422 interfaces

• Handling of simulator (during testing and integration) through RS-232 interface.

Modes of operation of the system illustrate the overall operation of the embedded
application software. In this document, modes are used to define a high-level oper-
ation of the RTES. The primary normal system mode operations of the RTES are
defined below and shown in Fig. 2. The software flow diagram of RTES is shown in
Fig. 3.

• Initialization (INIT)—system initialization
• Manual/Stab Mode (IND)—sight stabilized (and driven by joystick)
• Position Mode (SLAVE)—sight enslaves to the GS/launcher
• StowMode (STOW)—sight is positioned to a specified angle (AZ: 90°, EL:−20°)

Fig. 2 State transition diagram for modes of operation of SEOS
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Fig. 3 RTES flow diagram

• Scan Mode (SCAN))—automatic scan in defined scan sector with defined scan
rate

• Track Mode (TRACK)—automatic tracking of target (optional)
• Calibration Mode (CAL)—harmonization and drift calibration
• Test Mode (TEST)—maintenance of the EOSSS (BIT, firmware update, etc.).

3 Development of Man–Machine Interface (MMI) Software

Man–machine interface (MMI) has been developed using MATLAB GUIDE, MAT-
LAB event-driven programming and MATLAB serial interface programming. The
MMI is responsible for initiation of command to ESE for gimbal control and CCD
camera and TI camera command and control. The main features of the EOSSSMMI
are as follows.

• Selection of operation modes
• Control handle simulation
• LOS indicator
• Grouping of controls
• Monitoring of variables
• High-speed data logging
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Fig. 4 MMI message format

Fig. 5 Snapshot of MMI

• TX/RX packet monitoring

The message fromMMI is fixed length of 14 bytes as given below. A snapshot of
MMI software is shown in Figs. 4 and 5.

4 Results

Results demonstrate fulfillment of real-time execution requirement in addition to
functional requirements. Figure 6 shows real-time completion of critical task of
control algorithm in every 250 µs.
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Fig. 6 Thread state showing the real-time execution of control loop within 250 µs

5 Conclusion

Design and implementation of embedded software for SEOS is very challenging due
to hard real-time constraint for control algorithms and real-time handling requirement
of heterogeneous interfaces simultaneously.
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Development of THz Photometer
for Solar Flare Observation
from Nanosatellite Platform
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Abstract Recent solar flare explorations reveal the presence of high-frequency com-
ponents in sub-THz and THz regime, which are much more intense, compared to the
RF counterpart, and understanding of origin is still ambiguous. Solar flare observa-
tions in THz region need to be carried out from space since the atmospheric attenua-
tion hinders measurements from ground. Present paper discusses, in detail, the devel-
opment of a photometer that operates in THz region from 0.1 to 7 THz in different
spectral bands. Entire electro-opto-mechanical design was carried to meet the size,
mass, and power constraints posed by inherent resource limitations of Nanosatellite
platforms. A Cassegrain optical configuration was designed to collect the sun radi-
ation with aperture effective area of 0.0027 m2 with HDPE windows and resonant
mesh filter for selective perception of THz radiation, rejecting the huge background
of visible and NIR with a spectral selectivity of 107:1. Sensitivity of the photometer
was estimated to be 9 K/mV by calibration against the blackbody radiator. The min-
imum detectable temperature transient of the instrument is 30.6 SFU (1 SFU = 1×
10−22 Wm−2 Hz−1).

Keywords Solar flare · Solar flux unit (SFU) · Sensitivity · Aperture efficiency ·
THz detector · Nanosatellite · Blackbody radiator · Mesh filter

1 Introduction

THz is a region of electromagnetic spectrum that lies between IR (λ <30 μ) and
microwave (λ >3000 μ) which is significantly distinct in its spectral properties and
interaction with mater. Salient characteristics of these radiations enable development
of advanced instruments which can perform highly specific tasks, impossible with

S. P. Karanth · M. A. Sumesh (B) · M. D. Yadav · H. R. N. Murthy · A. E. Raj · S. Somashekar ·
S. B. Raju · K. V. Sriram · A. S. Laxmiprasad
Laboratory for Electro-Optics Systems, Indian Space Research Organization,
Bengaluru 560058, India
e-mail: sumesh@leos.gov.in

© Springer Nature Singapore Pte Ltd. 2020
PSR. S. Sastry et al. (eds.), Advances in Small Satellite Technologies,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-1724-2_24

227

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1724-2_24&domain=pdf
mailto:sumesh@leos.gov.in
https://doi.org/10.1007/978-981-15-1724-2_24


228 S. P. Karanth et al.

ordinary imaging and spectroscopic techniques. Ever since, the first infrared tele-
scope devoted to space science was launched in 1996 that brought about stunning
discoveries including the fact that 98% of the total photons constituting the galactic
backgrounds are in FAR IR [1], and a remarkable boost was observed in the THz
technology for space instrumentation. One of the most recent discoveries is that
solar flares have a new spectral component in THz that peaks several orders of mag-
nitude than the microwave and RF regions conventionally used for classifying solar
hyperactivities [2]. Solar flares are intense burst of radiation due to explosive release
of magnetic energy associated with sunspots. It is well known that the aftermath
of solar flare is always harmful for mankind such as interruption of radio/wireless
communication, malfunctioning of GPS, and disruption of power grid lines. In space
sector, the hyperactivity in solar atmosphere leads to solar proton events leading to
increased computational/memory errors in on-board processors, damage of space
instruments, and health hazard to astronauts. An early warning could safeguard not
only infrastructure and resources but also valuable lives, and the best way is to keep
observing solar flares, since the geomagnetic storms trail solar flare by 3–5 days.
This paper discusses the development of THz photometer for observation of solar
flare from LEO orbit on a Nanosatellite.

2 Mission Objective

Atmospheric attenuation hinders the solar burst observation from ground stations
especially due to the water vapor absorption in the THz. Low-frequency observations
in the atmospheric windows of 210 and 400 GHz are carried out by ground stations
[3] in Argentina and Chile, where the precipitable water volume (PWV) is <0.28mm.
For observations in higher frequencies, one has to deploy the instruments in outer
atmosphere, to overcome atmospheric attenuation. In this mission, it is planned to
study the solar flare burst by deploying the THz photometer in low Earth orbit on
a Nanosatellite Platform. The photometer shall observe solar burst in 7 THz with
a bandwidth of ±700 GHz. Two more ground-based identical photometers shall
be tracking the sun in 634 GHz as well as 802 GHz coinciding with atmospheric
windows. These ground photometers will be mounted on the Alt/Az stage of LEOS
Astronomical Observatory. The data obtained from all these three photometers will
be analyzed and cross-verified with the online space weather data in H-α and X-ray
regimes.

3 THz Detector Development

LEOS has recently embarked upon developing THz detectors that can sense radia-
tions with frequency from 0.1 GHz to 30 THz for space applications [4]. A hybrid
detector concept was successfully implemented in which a quasi-optical element in
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Fig. 1 Bolometric THz
detector with HRFZ-Si hyper
hemispherical lens

the form of a lithographic-printed microdipole antenna was integrated to the V2O5

sensing element at its feed that was optically immersed on to high-resistance float
zone (HRFZ) silicon hyperhemispherical lens [5] (Fig. 1). V2O5 active element ther-
mally isolated by Kapton render these devices extremely sensitive to IR radiation,
while the microantenna harvests radiations with wavelength longer than that of IR,
and net result is a hybrid device with broad spectral coverage ranging from longest
edge of IR to shortest edge of microwave (from 30 THz down to 0.1 GHz) with a
dynamic range of >32 dB throughout.

4 THz Instrument Development

Design activities pertaining to optical, mechanical, and electronic configuration
within the payload aswell as the space craft interface have been carried out in compli-
ance with Nanosatellite platform resource constraints such as weight less than 5 kg,
center of gravity (CG) within 50 mm away from the payload interface, and power
maximum of 8 W. Within these constraints, crux of the problem is suppressing the
visible and IR region of solar emission and selectively detecting the THz radiation,
which turns out to be an extremely feeble signal (0.67 mW m−2 at 3 THz against
1378 Wm−2 of total sun radiation). The spectral irradiance of solar power at outer
space is estimated using Planck’s radiation law. The emission peaks at ~500 nm,
and the majority of radiation (99.5%) belong to shorter wavelength (<5 μm). The
spectral radiant emittance of the blackbody (Wm−2 sr−1 THz−1) was estimated using
Planck’s radiation law:

L( f, T ) = 2h f 3

c2

(
1

e
(

h f
kBT

)
− 1

)
(1)

where h = Planck’s constant, kB = Boltzmann’s constant, f = frequency in THz, T
= temperature of blackbody, and c = speed of light in vacuum.
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Radiant emittance M(T ) of the blackbody is the integral of L(f, T ) with respect
to f and is now to be associated with the spectral transmittance characteristics of the
THz window, η( f )

M(T ) =
f 2∫
f 1

η( f ) .
2h f 3

c2

(
1

e
(

h f
kB T

)
− 1

)
d f (2)

Power falling on the detector φdet is estimated from the geometry as:

φdet = M(T )Abb�det,bb (3)

where Abb = aperture area of blackbody and �det,bb = solid angle subtended by
detector on source. Also, from the graph, it is evident that the fraction of radiation in
terahertz is extremely small compared to the emission in visible IR regime as shown
inFig. 2. In the case of 3THz, this fraction turns out to be about 0.2 ppmwhich renders
the measurement extremely difficult in the presence of continuum solar radiation.
Suppressing the visible and IR regions of solar radiation and selectively detecting
the THz radiation in the specified frequency band requires special filters with high
spectral selectivity of the order 10 [6] in order to carry out ameaningful measurement
of THz emission from the sun. This is especially true in the case of thermal detectors
which have a wide range of spectral response (UV to THz). This spectral selectivity
of 0.2 ppm was achieved by a novel technique of microroughening of reflective
optical components [7], together with nickel mesh filter for selective transmission
of THz radiation [6] and also the optical throughput of the combination. With this

Fig. 2 Spectral emission in outer space at AM0 condition
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Fig. 3 Reflection and
transmittance characteristics
of the roughened mirror and
mesh filter, respectively
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combination, the UV, visible, and NIR region is suppressed to <1% for λ <5 μm and
<0.5% for λ <5 μm as shown in Fig. 3.

A prototype instrument was developed and demonstrated using a blackbody radi-
ator as an artificial sun [8]. Reflective optical system based on Cassegrain configu-
ration was chosen as the front-end optics, due it its compactness and convenience in
integrating with detector system. Optical design was carried out comprising of pri-
mary concave mirror 75-mm-dia. secondary convex mirror of 20-m-dia., to achieve
an IFOV of ±1o, with a focal length of 100 mm and detector size of 2 mm. As
per this design, metal mirrors were fabricated using aluminum and characterized for
their focal length, field of view, and optical performance in conjunction with THz
detectors. Since the payload has size, weight, and power constraints imposed by
Nanosatellite requirements, a resonant fork optical modulator (CH-10 from EOPC,
USA) was integrated with the optical assembly for performance evaluation. The
chopper is tuned for jitter-free operation at 20 Hz (matched to peak performance
frequency of detector) with stability better than 0.005%.

Solar spectral emission at THz region is extremely low compared to the continuum
spectrum, and design of signal processing front-end electronics is highly challenging
in terms of the dynamic range requirement. Only lock-in amplifier-based electronics
can extract such deep-buried signals from noisy ambient. A very compact lock-in
amplifier was designed and integrated to the sensor electronics, and dynamic range
as high as 110 dB was achieved. A 16-bit �-�-based ADC with sampling rate of
800Hzwas used for converting the analogDCoutput of front-end signal processor for
further processing by on-board intelligence (Atmega328P). An accurate (±2 ppm)
real-time clock (RTC) with built-in TCXO is used for time keeping and one-time
synchronized toUT.An on-boardmemory of 4GB (microSD card) is used for storing
the payload data till it is transferred to spacecraft mother board as supplementary for
8 GB spacecraft memory. Block diagram of the instrument architecture is given in
Fig. 4. The Bluetooth feature is not adopted for on-board usage, but it facilitates easy
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Fig. 4 Schematic block diagram of the photometer components

integration and testing at laboratory as well as field tests, doing away with hassles of
harness.

The instrument features with Serial Peripheral Interface (SPI) bus for commu-
nication with the on-board processor of the Nanosatellite. A compact, stiff, and
light-weight mechanical housing was designed and fabricated to accommodate all
the subsystems of the entire instrument. The mechanical interface is chosen to match
the +VE YAW panel of Nanosatellite pointing the optics toward −VE PITCH (sun
pointing). Figure 5 shows photograph of THz photometer developed at LEOS.

Fig. 5 Photograph of THz
photometer developed at
LEOS for solar flare
observation
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5 Results

Instrument noise was critically observed for a long period of time. The source of
noise includes, components from electronic noise, mechanical vibrations and jitter
from chopper and detector noise. The total noise conforms to Guassian nature of
fluctuations with a standard deviation of 30 μV (RMS). Figure 6 shows snapshot of
noise plot of THz photometer output.

Simulation of the instrument responding to solar burst was acquired using tung-
sten–halogen source (2800 k). The first-cut data while drift scanning the radiometer
is shown in Fig. 7. A prototype model laboratory tests have been carried out using
artificial sun to calibrate the THz photometer. Blackbody source was maintained at
various temperatures for calibrating the developed THz photometer. The sensitivity
of about 9 K/mV was observed which is as per the design and is on par with the
literature reports [9] as shown in Fig. 8.

The conversion factor for the temperature variation is derived by calibrating the
photometer in front of blackbody source as an artificial sun. Radiometric resolution
of a photometer is given in Eq. 4 [9].

�S = 2kB�T/Ae (4)

where�T is the minimum resolvable excess temperature transient in THz spectrum,
Ae is the aperture effective area, and kB is Boltzmann constant. Noise measured from
THz photometer is 30 μV. The minimum resolvable excess temperature (�T ) is
0.3 K. The aperture effective area is given in Eq. 5.

Ae = ηTransmission × Aprimaryoptics (5)

Fig. 6 Snapshot of noise plot of THz photometer
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Fig. 7 Simulation of solar burst carried out by acquiring first-cut data in front of tungsten–halogen
source (2800 k) while drift scanning the radiometer

Fig. 8 Calibration of THz photometer with HDPE and mesh filter (2.5 THz) using blackbody
radiation source
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Table 1 Technical
specifications of the
developed THz photometer

S. No. Parameter Specification

1. Operating frequency 7, 3, and 2.5 THz

2. Bandwidth (FWHM) ±10% of central
frequency

3. Resolution 30.6 SFU (1–σ)

4. Field of view ±1o

5. Optics configuration Cassegrain

6. Detector type Uncooled THz detector

7. Payload memory 4 GB (flash memory)

8. Weight 1.5 kg

9. Size 150 mm × 150 mm ×
150 mm

10. Power requirement 9–18 V DC

11. Power consumption 4.5 W

12. Communication SPI

13. Data update rate 10 samples per second

14. Location of the
instrument

+VE yaw panel

15. Orientation −VE pitch (sun pointing)

where ηTransmission is aperture efficiency and Aprimaryoptics is the aperture physical
area. Aperture physical area is 0.0044 m−2, aperture efficiency is 60% by taking all
layers into consideration, and aperture effective area is 0.0027 m2. The minimum
detectable temperature transient of the instrument is 30.6 SFU (1 SFU = 1 × 10−22

Wm−2 Hz−1). Simulation of the instrument responding to solar burst was acquired
using tungsten–halogen source (2800 K). The first-cut data while drift scanning
the radiometer is shown in Fig. 8. Field testing of the instrument is progressing in
the LEOS Astronomical Observatory with the photometer mounted on the Alt/Az
stage configured in sun tracking mode. The entire instrument weighs 1.5 kg (with
the scope of further reducing to 1.2 kg) and consumes 4.5 W maximum. Technical
specifications of the developed THz photometer is listed in Table 1.

6 Conclusion

ATHz photometer was developed for observation of solar flare from low Earth orbits
on a nanosatellite platform. The required spectral selectivity of 0.2 ppmwas achieved
by a cascade of different technologies for effective suppression of UV, visible, and
IR radiation in the solar spectrum while selectively perceiving the THz component.
An ultra-low noise front-end electronics based on lock-in-detection technique was
adopted for achieving a dynamic range of 110 dB. With a sensitivity of 9 K/mV,
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the photometer is capable of detecting the solar bursts with intensities as low as
30.6 SFU. Instrument capability was estimated by simulation of solar bursts while
drift scanning the radiometer in front of tungsten–halogen source (color temperature:
2800 K). Field test and calibration are progressing, and it is planned to deploy the
instrument in one of the forthcoming nanosatellites of ISRO.
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Integrated High Speed and High
Capacity Base-Band Data
Handling—Solid-State Recorder
for Small Satellite Applications
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K. L. Raja Sekhar and T. Venkata Mani

Abstract Defense satellites with hyperspectral imaging (HSI) and synthetic-
aperture radar (SAR) payloads capture high-resolution images. The voluminous
data captured by payload needs to be processed and stored for transmission to
ground station upon visibility for analysis. Data from payloads has to be acquired
by data handling system and to be stored in memory after required processing.
This paper describes novel and efficient hardware architecture of high speed, high
capacity,miniaturized, non-volatile, redundant and radiation tolerant integrated base-
band data handling (BDH)—solid-state recorder (SSR) system for polar lower earth
observation (LEO) small satellite applications.

Keywords Integrated base-band data handling · Solid-state recorder · Payload ·
Lower earth observation · Radiation tolerant

1 Introduction

Integrated BDH-SSR is a critical subsystem used in satellite applications for storage
of high speed voluminous data captured by payload and transmits the stored data
to ground station on demand for processing and analysis. Payloads that are widely
used for capturing images in polar lower earth observation (LEO) small satellite
applications are hyperspectral imaging (HSI) and synthetic-aperture radar (SAR).
The images captured are sent to integrated BDH-SSR on high speed communica-
tion channel for storage. The major functional requirements of BDH-SSR are to
acquire data from payloads, time stamp and format the received data as per CCSDS
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guidelines, encode the formatted data for error detection and correction, and store
in non-volatile memory. The stored data has to be encrypted and randomized during
downlink to ground station.

Contemporary designs mostly have data handling and storage (volatile) as two
separate systems. The proposed design has data handling and storage functionalities
integrated in single system which is capable of acquiring payload data at the rate of
1.6 Gbps and storage capacity of 2.25 Tbits. BDH-SSR design uses NAND Flash
Memory as basic storage element because of its non-volatility and high density. The
system is specifically designed to withstand radiation effects in Polar LEO.

Two identical BDH-SSR PCBs are integrated in single chassis for cold standby
redundancy. This paper gives a description of the hardware architecture evolved to
meet the functional, timing and environmental requirements of BDH-SSR and the
challenges encountered in the realization of integrated BDH-SSR system.

2 System Description

Integrated BDH-SSR unit is interfaced to Payload System, Bus Management Unit
(BMU), X-Band System and Electrical Power System (EPS) as shown in Fig. 1.
BSH-SSR receives payload data through 16LVDSchannels each having a data rate of
100Mbps.BDH-SSRcommunicateswithBMUoverMIL-STD-1553Bbus as remote
terminal (RT) to receive time stamping data and operational commands. The received
data is formatted, time stamped and packetized for encoding. The encoded data is
then stored in solid-state recorder consisting of non-volatile high density NAND
Flash Memory banks. The unit is also interfaced to Payload and X-Band System on
low voltage differential signaling (LVDS) communication channels . Upon receiving

Fig. 1 Interface block diagram of BDH-SSR
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playback command from BMU, recorded data from SSR will be transmitted to X-
Band System at the rate of 660Mbps. The recorded data is encrypted and randomized
before transmission to X-Band System. BDH-SSR main and redundant has separate
power interface to EPS for operation.

3 System Requirement

BDH-SSR unit has to meet the following requirements:

(i) Radiation Tolerant: BDH-SSR unit has to be radiation tolerant as the satellite
is aimed for Polar LEO. The radiation level to which the unit is exposed in
Polar LEO is given in Table 1.

(ii) Functional requirement: BDH-SSR has three modes of operation consist-
ing of data acquisition and record, data erase, playback mode, standby mode
and self-diagnostic mode. These modes are invoked based on the operational
commands from BMU.

(a) Data acquisition and Record mode: In this mode, the data from payload
is received and then initiates and continues for recording in SSR until stop
command from BMU is received.

(b) Data erase mode: On erase command from BMU, erase operation of SSR is
carried out prior to start of data acquisition.

(c) Playback mode: Transmission of data is carried out in playback mode. This
is initiated by BMU command during which the stored data is read from SSR,
encrypted and randomized before transmission to ground station via downlink.

(d) Standby mode: This mode is reached after initialization on Power-On with
hardware or software reset command. Then BDH-SSR waits for further
commands from BMU.

(e) Self-diagnostic mode: In this mode, the unit carries out testing of internal
resources. Bus communication and memory checks are performed.

iii) Timing requirement: BDH-SSR system has to receive data from payloads
at the rate of 1.6 Gbps over 16 LVDS channels each having data rate of
100 Mbps. Also during playback mode, BDH-SSR has to transmit the stored
data at 660 Mbps to X-band transmitter (Fig. 2).

Table 1 Radiation specifications

Radiation parameter Min Units

Total Ionizing Dose (TID) 50 Krad (Si)

Single-Event Latch-up immunity (SEL) transfer (LET) threshold 85 LET (MeV-cm2/mg)

Single-Event Functional Interrupt (SEFI) 80 Mev-cm2/mg

Single-Event Upset (SEU)
Total bits: 35 M

80 Mev-cm2/mg
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Fig. 2 BDH-SSR mode operation

(iv) Power requirement: The unit draws power from power supply unit. BDH-SSR
requires 50 W for its functionality.

(v) Lifetime: The unit has to be operational in LEO for a period of five years.
(vi) Reliability: Reliability has to be ensured at design level. Redundancy has to

be incorporated for more reliability.

4 System Architecture and Design

Hardware design of BDH-SSR is based on Xilinx FPGA with embedded MicroB-
laze Soft Processor, NAND Flash Memory Banks and Magneto-Resistive RAMs
(MRAM) as shown in Fig. 3. Parallel and pipelined architecture are adopted in
BDH-SSR for data acquisition at high speed of 1.6 Gbps and to overcome slow write
cycles ofNANDflash. Themajor functionality of the unit is achieved using custom IP
cores for data acquisition, NAND Flash Memory controller, bad block management,
formatting, RS encoding, playback interface logic, encryption and randomization.
All the IP cores are implemented along with MIL-STD-1553B IP core, UART IP
core and MicroBlaze Soft Processor in a single FPGA.
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Fig. 3 Architectural block diagram of BDH-SSR

Hyperspectral imaging system (HIS) comprises of VNIR and SWIR camera with
separate electronics. The throughput is 840Mbps and 240Mbps forVNIR andSWIR,
respectively. The throughput of synthetic-aperture radar (SAR) payload is 1.6 Gbps.
BDH-SSR receives data from both payloads over the 16 parallel LVDS channels.
The high throughput of SAR and HSIS demands high density memory storage. The
stored data is sent to ground station upon visibility. BDH-SSR unit is powered on
only during data recording mode and playback mode to meet the power budget of the
mission. Hence, SSR design is based on high density non-volatile NANDflash ICs to
provide the recorder capacity of 2.25 Tbits. NAND flash devices are of high density
but with slower reading and programming speed. The maximum programming speed
achieved in a singleNANDflash device is 70Mbps. Themajor challenge in designing
SSR is to write the incoming payload data at the rate of 100 Mbps to NAND flash.
Pipelined architecture is adopted for programming NAND flash with 100 Mbps
incoming data from payload.

4.1 Data Acquisition

LVDS standard is an ideal solution for high speed and low power applications. Due
to differential signaling and reduced voltage levels, LVDS induces a much lower
EMI in other subsystems and also provides noise immunity. LVDS interface only
has a common mode input range of 2.4 V. LVDS output driver provides 350 mV,
nominal into a 100 � load. Twisted pair double-shielded cables are used to connect
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Fig. 4 Internal architecture of single-channel data acquisition and recording

between payload and BDH-SSR. Each LVDS channel from payload to BDH-SSR
comprises of data, data valid and clock signals. Data from payload is transmitted in
synchronous to clock (125 MHz) with 80% duty cycle of data valid signal. Hence,
100 Mbps effective data rate is achieved.

To mitigate signal skew and jitter, LVDS cross-point switch, configured as
repeater, is used for acquiring data from payload. In-built LVDS transceivers of
Xilinx FPGA receive LVDS output of cross-point switch and store the data in Block
RAM modules of Xilinx FPGA. Incoming data is grouped into sets of 8K bytes
corresponding to one page of NAND FlashMemory and is stored in separate BRAM
modules.

Figure 4 shows the complete path for data acquisition and storing in NAND flash
on one channel.

4.2 Data Formatting

Data stored in BRAM is read and formatted by inclusion of time stamp and headers.
The formatting is required by the ground station to decode and process the received
data.

4.3 Reed Solomon (255,223) Encoding

The formatted data is encoded before storing into flashmemory. RS encoding scheme
is used to detect and correct burst errors occurring during transmission. RS (255,223)
encoder implemented in FPGA that can detect 32 errors and correct 16 errors. RS
coding has proved to be a good compromise between redundant information required
and hardware complexity (Figs. 5 and 6).

4.4 NAND Flash Controller

NAND flash is a non-volatile memory with high storage density, fast access time
and low power requirement. NAND Flash Memory is based on single-level cell
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Fig. 5 Device organization

Fig. 6 Array organization

technology. It is highly reliable, ceramic hermetically sealed with in-built TID
shielding.

In NAND flash device, command, address and data share the same bus resulting
in low I/O bandwidth. The programming time also consumes large proportion in the
timing of flash operation of the order of 560 µs. The slow programming speed is
a critical factor to the I/O bandwidth of the system. Selected NAND Flash IC has
two targets and each target has two logic units (LUN). The device chosen has two
isolated buses thereby enabling pipelined programming as shown in Fig. 7. When

Fig. 7 Timing diagram of NAND flash page programming
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Fig. 8 Timing diagram of data acquisition and data storage

first target is in programming mode, the second target is loaded with data. Use of
pipelined architecture enables to meet the timing requirements of the mission.

a. Time required for issuing command and writing page data to data register of
FLASH with 100% de−rating = tWC + 5 ∗ tWC + tADL + (m ∗ tWC) + tWC +
tWB = 328.3µs

b. Time required to transfer data from data register to memory= tPROG max = 560µs

c. Effective Flash write speed = 64 ∗ 1024/888.3µs = 73.77 Mbps

Figure 8 shows the pipelined architecture implemented in FPGA for data
acquisition and storage.

a. Data is received only during only ON period (456.704 µs) of data valid signal.
b. Consider the first data (DATA1) starts receiving in FPGABRAM1 at T0 instance.
c. At T0 + 456.704 µs, DATA1 receiving in BRAM1 is completed and the DATA1

starts writing onto the data registers of Target-1.
d. At T0 + 785.004 µs, DATA1 is completely written onto the data register of

Target-1. At this instance, Target-1 enters into page programming mode. Hence,
multiplexed IO bus will be free.

e. DATA2 starts receiving in FPGA BRAM2 at T0 + 570.880 µs and completes at
T0 + 1027.584 µs. At T0 + 1027.584 µs instance, it starts writing onto the data
register of Target-2.

f. At T0 + 1355.884 µs, DATA2 is completely written onto the data register of
Target-2. At this instance, Target-2 enters into page programming mode and
multiplexed IO bus will be free.
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Fig. 9 Operating modes of NAND flash controller

g. At T0 + 1141.76 µs, DATA3 starts receiving in BRAM1 and is completed at
T0 + 1598.464 µs. At this instance, it starts writing onto the data register of
Target-1.

h. At T0 + 1926.7644 µs, DATA3 is completely written onto the data register of
Target-1. Target-1 enters into page programming mode. Hence, multiplexed IO
bus will be free.

i. At T0 + 1712.646 µs, DATA4 starts receiving in BRAM2 and is completed at
T0 + 2169.344 µs. At this instance, it starts writing onto the data register of
Target-2.

j. The NAND flash controller will repeat the same cycle for incoming data.

Custom NAND Flash Memory controller IP core is developed that performs the
read ID, page read, page write and block erase operations. All the timings are 50%
derated to meet the harsh environmental requirements. The encoded data is continu-
ouslywritten inNANDFlash Page by Page. The implementedNANDflash controller
has various operatingmodes as shown in Fig. 9. The command fromBMU is decoded
and corresponding opcode is generated for various modes of operation.

4.5 Bad Block Management and Wear Leveling

NANDflash technology has inherent limitations. Bad blocks are those which contain
invalid bits. Due to production yield constraints, NAND flash ships with a number
of bad blocks that are not to be used. Moreover, with time and after multiple erase
cycles, the memory will tend to wear and become less reliable and bad blocks may
develop during lifetime. Hence, bad block management, ECC and wear leveling
techniques are implemented.

10% extra NAND flash storage is provided in the design to deal with bad blocks.
Bad block information is written prior to shipping of the ICs. Specific algorithm pro-
vided by the vendor is implemented in HDL for recognition of bad blocks. Bad block
table is prepared by software in the initial stage on Power-On and then is updated
after each erase cycle. Blocks contained in bad block table are not addressable. The
bad block table is stored in MRAM and updated whenever a bad block is identified.
The table also gives the alternate address for storage corresponding to each bad block
encountered during data storage.
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Wear leveling uses NAND flash device evenly and maximizes its life span. Wear
leveling technique remaps the same logic address to different physical memory in
each program cycle.

4.6 MicroBlaze Soft Core

MicroBlaze V8.2 is a 32-bit RISC softcore that is implemented in VIRTEX-5 FPGA.
It has 32-bit general purpose registers and 32-bit address buswith three stage pipeline.
It has local memory bus and processor local bus (PLB). One MIL-1553B controller,
UART controller and MRAM controller are interfaced on PLB to the processor.
UART is used for debugging purposes. Logical address to physical address translation
is carried out by processor. MicroBlaze V8.2 takes approximately 330 LUTs in
Virtex-5 FPGA.

5 Major Challenges

The major challenges encountered during the design of BDH-SSR are listed below.

Component availability: The components used in BDH-SSR design are required to
be radiation hardened or radiation tolerant. Themajor challenge is limited availability
of radiation tolerant components meeting the TID, SEE and SEU specifications.
Handling high data rate 1.6 Gbps for 1 m distance: LVDS interface with multiple
acquisition channels is provided to meet the high data rate.
Signal integrity issues of high speed LVDS signals: The layout guidelines for
LVDSsignal routing are followedwith proper termination andgrounding for avoiding
cross-talk effects and EMI/EMC.
Small form factor: BDH and SSR functionality are integrated in a single PCB. Also,
two identical PCBs are assembled in the mechanical chassis to provide cold standby
redundancy.
Thermal considerations: Conduction cooled PCBs are used. Two thermal planes
are included in the PCB stack and thermal vias are provided to mitigate thermal
issues. Heat sink is used to dissipate heat.

6 Results

The proto board of BDH-SSR is realized and IP cores (data acquisition, NAND
flash controller, RS encoding) are implemented in FPGA. Figure 10a shows the
test setup consisting of BDH-SSR proto board and payload simulator board. Data
is continuously transmitted from payload simulator at the rate of 300 Mbps and
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Fig. 10 Test setup and implementation results

acquired through LVDS receiver in Virtex-5 FPGA on BDH-SSR board. The data is
then stored in BRAM in FPGA and verified using ChipScope hardware debugging
tool. Figure b shows the simulation result of data acquisition and Figure e shows the
implementation result of the same. RS encoding results are shown in Figure c and
verified by comparison with MATLAB and ModelSim simulation results. Figure d
shows the read ID operation results of NAND Flash Memory. Erase, write and read
operations of NAND flash are also verified.

7 Conclusion

BDH-SSR is the first indigenously designed system which is radiation tolerant with
high data rate acquisition, high density non-volatile storage capability and cold
standby redundancy. The design meets the requirements of both HSI and SAR pay-
loads. The storage capacity of the systemcaters for higher acquisition times for imme-
diate future requirements. SERDESarchitecture is being explored for data acquisition
as well as transmission to ground station, which shall reduce cable looming to great
extent and at the same time achieving higher data rates.
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A Novel Space-Based AIS Receiver
Architecture for Maritime Surveillance

D. Mallikarjuna Reddy and S. Anuradha

Abstract This paper presents a novel space-based automatic identification system
(AIS) receiver architecture meant for maritime surveillance. The receiver perfor-
mance has been simulated in the presence of three AIS Tx signal messages colliding
in different combinations of frequency, time and power. Doppler shift due to the LEO
satellite moving at a velocity of 7.5 km/s at an altitude of 600–900 km, and the delay
in signal transmission was also induced in the AIS Tx signals to fully characterize the
AIS receiver. The architecture proposed in this paper is suited for on-board process-
ing on any nanosatellite with enhanced message and ship detection capability. The
performance parameters of the proposed AIS receiver in the collision environment
have been tabulated in the results’ section.

Keywords AIS · LEO · GMSK · SOTDMA ·Maritime

1 Introduction

Terrestrial AIS communication system was developed to provide identification and
location information to vessels and shore stations by exchanging different types of
messages containing position, identification, course, speed and other voyage details.
This helps vessels to have the knowledge of other ships in their neighborhood and
thus avoid collisions in the sea. AIS also offers ship monitoring services to coastal
guards.

Automatic identification system (AIS)messages comprise 1-minSOTDMAframe
with each frame consisting of 2250 slots. Each slot takes around 26.67 ms and are
transmitted over two AIS frequencies 161.975 and 162.025 MHz with a transmit
power of 12.5W.Thiswas designed for a coverage region of 40 nauticalmile diameter
called SOTDMA cell. The SOTDMA protocol ensures message collision avoidance
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within that region. The total number of messages received in 1 min over the two AIS
frequencies is around 4500 [1] from a single cell.

Limitation in the range for the terrestrial AIS communication system due to line
of sight has grown interest for detecting and tracking ships in the deep seas and
areas not reachable by normal ground-based systems. For improved security and
countering of illegal operations, there is a need to detect and monitor ships which are
at very long distances from the shores. Space-based AIS system has been presented
as a potential solution to overcome the limitations of existing terrestrial AIS systems
and provide detection service coverage on any part of the globe.

Field of view from a low earth orbit (LEO) satellite covers hundreds of SOTDMA
cells, and hence, the messages received by the AIS receiver from space platform will
likely be experiencing collisions. Link budget ([1], Table 6) for a 950 km altitude
LEO satellite with 12.5 W isotropic radiated power transmitter, at a maximum slant
range of 3606 km has energy-per-bit to noise spectral density (Eb/N0) of 8.3 dB.
This shows that the architecture for space-based AIS receiver should be capable of
decoding messages in the interference scenario rather than the noise.

A novel receiver architecture suitable for on-board processing on a LEO satellite
for decoding the AISmessages in the collision environment is proposed in this paper.
Characteristics of AIS signals received by a LEO satellite from ships are provided
in Sect. 2, a parallel demodulation receiver architecture in Sect. 3 and decoding
and validation of messages in different signal collision scenarios in Sect. 4. Overall
performance of AIS receiver is captured in the results’ section.

2 Technical Characteristics and AIS Message Construction

A. AIS Transmission Frame Structure

AIS message packet length is of 256 bits transmitted in small slot of 26.67 ms at
a rate of 9600 bps using a binary GMSK modulation over two VHF carriers. Each
SOTDMA (Self-Organized Time Division Multiple Access) cell is designed to cope
with path delays of not longer than 12 bits, which translates into a maximum range
of 200 nautical miles, but the RF coverage is limited to about 40 nautical miles. All
transmissions by the ships in this range follow SOTDMA protocol and are collision
free.

B. AIS Encoder Section

AIS packet message of 256 bits as shown in Fig. 1 as shown in Fig. 2. The start flag
and end flag each of 8 bits are represented by “7E” used formessage synchronization.
In the data field bit stuffing is carried out to avoid data resembling the start or end
flag.

C. GMSK Conversion and Modulation

The NRZ coded AIS packet will first be converted into bipolar data and is GMSK
converted using the filter and integrator sections (Fig. 3).
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The accumulated data from the integrator section is I&Q modulated using a
quadrature NCO generating sine and cosine signals, multiplier and adder section
as shown in Fig. 4.

Each AIS enabled ship can transmit the messages on two channels 161.975 and
162.025 MHz with a bandwidth of 25 kHz on each channel alternatively with a
reporting interval between 2 s and 6 min. SOTDMA cell frame is composed of 2250
slots where the ships can transmit their messages. This frame is transmitted on the
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Fig. 4 Modulator
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two frequency channels and each ship transmitter’s hop continuously between them.
The TDMA frame length accommodating 2250 slots for the ships to transmit 256 bits
each in the allocated slot at a rate of 9600 bps will be around 60 s.

3 Proposed Parallel Decoder Architecture for Space-Based
on-Board Processing AIS Receiver

Anovel parallel decoderAIS receiver is proposed in this section. A total of 19 parallel
decoders structure each catering a doppler shift of ±200 Hz to cover the complete
range of the expected Doppler shift from −3800 to +3800 Hz. To receive the AIS
messages on both the channels, two such blocks are used for decoding the AIS
messages. The band-pass filter in the RF front end will limit the channel bandwidth
to around 125 kHz. The two channels are digitally down converted using an NCO to
zero IF and near zero IF signals. Each channel occupies a bandwidth of 25 kHz with
the central frequencies 161.975 MHz ± 12.5 kHz and 162.025 MHz ± 12.5 kHz
(Fig. 5).

On each channel and for each chain, the signal is GMSK demodulated by using
the CORDIC algorithm. For each chain, matched filter with eight different thresholds
has been configured for proper demodulation of the AIS messages in the collision
scenario with difference in the power level (Fig. 6).

The matched filter demodulated data is passed through a trellis structure for error
correction. On the extracted bits, CRC check is carried out for AIS message valida-
tion. A total of 216 combinations of CRC check need to be computed to validate the
CRC of each AIS message packet.

Decoder Nco IF=Fc1 +3600

Decoder NCO IF=Fc1

Decoder Nco IF=Fc1 -3800

Decoder NCO IF=Fc1+400

Decoder NCO IF=Fc1 -400
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Message
Parser
&
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Fig. 5 Proposed AIS receiver architecture
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4 Performance Results

The performance details of the proposed novel AIS receiver are presented for (a)
collision case and (b) non-collision case in Tables 1 and 2, respectively. In the
non-collision case, the receiver works as a simple GMSK demodulator and at the
sensitivity level of −110 dBm, the PER was around 10% for both the channels.

In the case of collision scenario, different combinations of signals named User
#1 and User #2 with varying Doppler and power levels between them have been
simulated, and the results are detailed in Table 2.

Table 1 PER in
non-collision scenario with
Doppler variation

Sensitivity of receiver −110 dBm

Ch1: 161.975 MHz
Doppler variation from −3800 to 3800 Hz

PER = 10%

Ch1: 162.025 MHz
Doppler variation from −3800 to 3800 Hz

PER = 10%
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Table 2 PER in collision scenario with Doppler variation

Sensitivity of receiver in collision case −105 dBm

S. No. Doppler difference between
the User #1 and User #2 (Hz)

Signal to interference ratio
(dB)

Packet error rate (%)

1 ±400 (i) 5
(ii) 6
(iii) 7

70
60
30

2 ±800 (i) 6
(ii) 7
(iii) 8

60
50
30

3 ±1600 (i) 8
(ii) 9
(iii)10

70
40
30

4 ±2400 (i) 10
(ii) 11
(iii)12

75
40
20

5 ±3800 (i) 12
(ii) 13

60
20

5 Conclusion

A novel AIS receiver is proposed in this paper, and the results for both collision and
non-collision scenario have been presented. The implementation of this AIS receiver
with a capability for on-board message extraction on a small satellite using software
defined radio devices is feasible with low power consumption, small size and low
weight.
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Overview of Space Grade Power Supply
Modules for Satellite

J. Nesh, Bhoopendra Kumar Singh, Vinod Chippalkatti
and G. Chandrashekar

Abstract This paper aims at the overview in design and development of reliable
and robust space grade power supplies for satellite subsystems. The satellite is using
six types of power supplies modules (PSM) which provide total of 20 isolated out-
puts. All converters are designed by using forward converter topology followed by
post-Mag-Amp regulator for each output to meet the required specifications. Volt-
age mode with feed-forward control technique has been adopted to provide better
CS101 performance. The converters deliver the output power from 15 to 110 W for
different PSMs for the lower input voltage range of 32–42 V at a switching frequency
of 150 kHz with sync. This paper also covers specification, design procedure and
practical test results. Flight models have been developed, and practical electrical
results have been validated in environmental tests like thermo-vacuum cycling test,
operational temperature test, vibration test, etc.

Keywords Forward converter · Hybrid microcircuits (HMC) · Subsystems ·
Mag-Amp

1 Introduction

The circuits designed for space applications are required to operate reliably under
extreme temperature conditions. All the six types of PSMs are meeting the environ-
mental conditions required for satellite. PSM1 to PSM6 powers-up the respective
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subsystems, PSM1 (1 output) power-up Subsystem-1, PSM2 (2 output) power-up
Subsystem-2, PSM3 (2 output) power-up Subsystem-3, PSM4 (5 output) power-up
Subsystem-4, PSM5 (6 output) power-up Subsystem-5 and PSM6 (4 output) power-
up Subsystem-6. Design is done keeping the reliability, modularity, size and mass
as central aspect that also meets the specifications. Switching frequency is selected
150 kHz to optimize the switching losses, mass, size of filters and transformer design.
PSM also provides the under-voltage shutdown, output overvoltage protection, input
overcurrent protection and output short-circuit protection. It is having sync-out and
sync-in facility to synchronize all the PSM. In all the converters, hybrid microcir-
cuits (HMC) are used to bring down the size and mass. Four types of HMCs are used
in all PSMs so that the manufacturing becomes uncomplicated and faster. HMCs
contain PWM circuitry, start-up circuit, input under-voltage protection, I/P current
monitoring, I/P short-circuit protection, relay driver circuits for both relays, control
circuitries ofMag-Amp regulator for each output and O/P overvoltage protection cir-
cuits, etc. PSMs are having output voltage ranging from 3.35 to 16 V with efficiency
of 65–76% at 100% load condition. All the PSMs meet the EMI/EMC specifications
MIL-STD-461C Class A2 with 120% resistive load.

2 Converter Specifications

• Input voltage range: 32 VDC to 42 VDC
• Outputs
PSM1 output: 5 V/3.6 A
PSM2 output: 9 V/5.5 A, −9 V/0.5 A
PSM3 output: 9 V/3.6A, −9 V/0.9 A
PSM4 output: 16 V/1.8 A, −15 V/0.6 A, 5 V/1.8 A, 5 V/2.4 A, 15 V/2.4 A
PSM5output: 3.42V/10.8A, 15V/0.6A,−5V/0.36A, 3.42V/10.8A, 15V/0.3A,
5 V/3.6 A
PSM6 output: 3.35 V/14.4 A, 15 V/0.3 A, −5 V/0.24 A, 5 V/1.2 A

• Load regulation: ±1% (50–100% load)
• Line regulation: ±0.5%
• Operating frequency: 150 kHz ± 2 kHz (with Sync)
• Ripple: 30 mVpk-pk
• Spike: 50 mV/75 mVpk-pk (for 9 V/15 V/16 V Outputs)
• Operating temperature: −15 to +55 °C in Vacuum
• EMI/EMC: MIL-STD-461C
• Output voltage (rise time): Rise time should be <20 ms
• Efficiency (100% load): ≥60% (PSM1,5 & 6) & ≥70% (PSM2,3 & 4)
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3 Design and Operation

The overall power supply to subsystem level block diagram is shown in Fig. 1.
Each PSM has two relays as shown in Fig. 2. Relay-1 CMD for all 12 PSMs will
be supplied from bus management unit (BMU). Relay-2 CMD for PSM1 will also
be supplied by BMU. These CMDs will be 5 V, 64 ms. Subsystem-1 will provide
CMD signal to Relay-2 for PSM-2 to PSM-6. PSM1, PSM4 and PSM6 are having
Main (M) and Redundant (R) units. PSM2, PSM3 and PSM5 are having Azimuth
(AZ) and Elevation (EL) units. All the power supplies will be working in the same
synchronized frequency which is generated from PSM1.

Forward converter block diagram with Mag-Amp-based post-regulation is shown
in Fig. 2. The converter contains built-in EMI filter, isolation transformer, PWM
controller, secondary rectifiers followed by linear regulators, sync-in and sync-out
circuits, protection circuits (OCP, OVP and UVP) and start-up circuit. The minia-
turization is achieved by hybrid microcircuits. The magnetic components occupy
major portion of the space available on PCB. All the less (<1 W/Sq. Inch) dissipat-
ing semiconductors are placed inside HMC. HMCs are assembled on a multilayer

Fig. 1 Overall PSM with subsystem block diagram
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Fig. 2 Generic block diagram for PSMs

PCB and housed in aluminium housing. There are different PCB layouts for each
type of PSM. Power MOSFET will be mounted on mechanical housing for better
thermal flow and similarly few secondary diodes. Initial operating current to PWM
controller is supplied by start-up circuit and switching starts. To reduce the losses,
the start-up circuit is disabled, as PWM controller takes power from the auxiliary
winding of the transformer. The auxiliary voltage is rectified and filtered by ultrafast
recovery diode, inductor and capacitor filter, respectively. Thefiltered voltage is given
to PWM controller. Transformers are required for galvanic isolation between input
and output voltages and for voltage and current scaling. Steps involved in the iso-
lation transformer design for DC–DC converter are explained in [2]. The secondary
side output voltage is regulated with the help of feedback controller circuit. Filter
inductor should be chosen to be sufficiently large such that under expected range
of load current variation [1], secondary output is regulated output for all specified
load changes. The feedback controller circuit in each Mag-Amp circuit provides the
necessary correction for load changes. This is done by comparing changes in output
voltage with reference voltage level. Thus, output in secondary will be regulated
by Mag-Amp coil by using feedback signal from feedback controller circuit. These
sections are shown as blocks in Fig. 2.

4 Modularity in Design

The forward converter topology is used for all the six types of PSMs. The status
monitoring, input current sensing, relay control and protection circuits are kept same
for the PSMs. Four types of HMC’s (A, B, C and D as shown in Table 1) are used
in realizing six types of PSMs. HMC-A consists of primary side control circuitry
and relay control circuitry. HMC-B consists of primary side control circuitry without
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Table 1 HMC types used in PSMs

HMC Type PSM1 PSM2 PSM3 PSM4 PSM5 PSM6

HMC-A (primary control with relay
control circuit)

1 1 1 1 1 1

HMC-B (primary control without relay
control circuit)

– – – 1 1 –

HMC-C (single output feedback
control)

1 – – 1 2 –

HMC-D (dual output feedback control) – 1 1 2 2 2

relay control circuitry. HMC-C consists of single output feedback control and HMC-
D consists of dual output feedback control. Based on the no. of outputs and relay
control circuit section, the HMC types are decided, Modularity improves the design
and reduces the overall testing time, higher quality assembly and fabrication is also
achieved.

HMC-A: It contains PWM circuitry, start-up circuit, ultrafast rectifier diodes of
the bias winding, input under-voltage protection, I/P current monitoring, I/P short-
circuit protection, relay driver circuits for both relays, etc. Package dimension for
HMC-A is 2.3′′ × 1.4′′ × 0.18′′ and substrate dimension is 1.86′′ × 1.00′′ × 0.025′′.
HMC-A will be used for all PSMs.

HMC-B: It is similar to HMC-A in all aspects except the relay driver circuitry.
Relay driver circuitry is not provided in HMC-B.

HMC-D: It contains control circuitries of Mag-Amp regulator for each output
and O/P overvoltage protection circuits. It is used for regulating the dual outputs.
Package dimension for HMC-D is 1.27′′ × 0.77′′ × 0.18′′, and substrate dimension
is 1′′ × 0.5′′ × 0.025′′.

HMC-C: HMC-C circuitry is similar to HMC-D except it regulates single output.

5 Size and Mass Optimization

The overall system size is reduced with the help of stacking the subsystem over the
power supply in PSM1 and PSM6 as shown in Fig. 3. The stacking improved the
overall system performance and reduced the overall length of the interconnection
harness which also helps in the reduction of overall system mass. The reduction
in mass of the overall system is one of the main concerns in space projects (PSM
size and mass details are shown in Table 2). The long harness between the PSM
and corresponding load gives very poor EMI/EMC performance, and it is difficult to
meet the integrated payload performance even though the individual package might
have complied with all the specifications. Long harness wires deteriorate the ripple
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Fig. 3 PSM1 to PSM6 final assembly

Table 2 PSM size and mass
details

S. No. Description FM size in mm Mass of FM
units (g)

1 Subsystem-6
with PSM-6

334 × 270 ×
75

4280

2 Subsystem-1
with PSM-1

281 × 194 ×
105

3700

3 PSM-2 216 × 204 ×
90

2175

4 PSM-3 216 × 204 ×
90

2712

5 PSM-4 216 × 204 ×
90

2766

6 PSM-5 220 × 218 ×
90

3003

as well as line/load regulation specifications. Structural and thermal analysis has
been completed for all the units, and the mounting directions have been finalized
accordingly so that it meets the vibration test also.

6 PSM Analysis Performed

Thedesign is completed aftermany stages of analysis, testing of developmentmodels.
During design, the following analyses are performed.
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Table 3 PSM reliability
factors

PSM Reliability factor (R)

PSM1 0.995

PSM2 0.992

PSM3 0.995

PSM4 0.991

PSM5 0.991

PSM6 0.994

6.1 Derating Analysis

ISRO satellite derating guidelines have been used for PSMs. Each component includ-
ing all resistors, capacitors, semiconductors, connectors, magnetics and relays has
gone through derating analysis, and all PSMs have passed the criteria with enough
margin. This margin keeps all components at lesser stress levels, which give PSMs
a better reliability.

6.2 Reliability Analysis

MIL-HDBK-217F guidelines have been used for the calculation of component failure
rates for PSMs.All the PSMs can achieve reliability factor (R)≥0.99 (PSMreliability
factors are shown in Table 3) for the mission time of 5 years and the equation used is

R = e−0.2t/MTBF (1)

t: Mission time
MTBF: Mean time between failures (years)

PSM reliability analysis is one of the most important analyses, and failure rate
with respect to time shows much more clarity about the overall reliability of the
system.

6.3 FMECA (Failure Mode, Effects and Criticality Analysis)

FMECA helped us to identify potential failure modes for a product or process, to
assess the risk associated with those failure modes, to rank the issues in terms of
importance and to identify and carry out corrective actions to address themost serious
concerns. Severity level of each effect of failure has been assigned for all PSMs that
helped in elimination, reduced failures, starting with the highest priority ones.
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6.4 Worst Case Analysis (WCA)

PSM WCA accounts for component variability and determines circuit performance
under extreme environmental and operating conditions. Following components are
considered in the analysis, since these components have direct impact on the outputs:

• Error Due to Gain Resistor
• Error due to reference voltage (LM136) (@ Mag-Amp controller circuit)
• Error due to OP-Amp LM158 (@ Mag-Amp controller circuit)

The overall error (%) is ≤1.58% in all PSMs due to ageing, temperature variation
and radiation effects.

7 Practical Results’ Validation

PSM1 to PSM6 are electrically tested against specifications individually with test
jigs as well as manually depending on the test conditions. Table 4 shows automated
tests and manual tests matrix. The automated jigs provide the reports in very less
time compared to the manual measurement, and manual methods are used when the
test set-up and measurement method are complex. Each PSM reading is captured in
this way. Automated jigs are used during initial bench test, thermovac test and final
bench tests. Electrical testing is done by applying the input DC voltage (34–42 V)

Table 4 Auto/manual test matrix

Test Manual test Automation test

Isolation measurement
√

X

Relay control test @ 36 V
√ √

Input/output parameter measurement ripple and spike
√ √

Switching frequency @ 100 load
√

X

Current monitoring voltage and TM status
√

X

Calculations of efficiency, settability and regulation
√ √

Load transient response @ 42 V, 50–100% and 100–50%
√

X

Turn on transient
√

X

I/P under-voltage protection test @ 100% load
√ √

Surge current @ 42 V & 100% Load
√

X

Output overvoltage protection @ 36 Vin and 10% Load
√

X

Capacitive load test @ 36 Vin and 120% load
√ √

Noise immunity test @ 36 V and 100% load
√ √

I/P overcurrent protection @ 31 V and 120% load
√

X

Short-Circuit Protection Test @ 31 V And 120% load
√

X
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and by giving SELECT and ON signal (5 V, 64 ms) to the unit. Press DESELECT
and OFF signal to turn OFF the unit for all PSMs.

Fabrication of the PSM is done, and it has passed through the following test
sequence.

7.1 Initial Bench Test

Once the card level testing is completed, the board is fixed inside the chassis and
potting, echo-bonding, conformal coating, etc. are done.

7.2 EMI/EMC Test

EMI/EMC tests are performed with 120% resistive load and with actual subsystem
also using space grade harness. Flight equivalent grounding scheme is mandatory
during the test. Four types of test are done in EMI/EMC test.

• Conducted emission tests: CE01, CE03, CE07 (CE03 test set-up is shown in Fig. 4)
• Conducted susceptibility tests: CS01, CS02, CS06
• Radiated emission tests: RE02
• Radiated susceptibility tests: RS02, RS03

All the above tests have been completed successfully at ISAC Bangalore, and
flight equivalent grounding scheme (shown in Table 5) is used for the test.

Fig. 4 CE03 test set-up
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Table 5 Flight equivalent grounding scheme

Flight equivalent grounding scheme

Input harness (input connector) 1. Input power line are TPS wires, TPS shield is connected to
the connector via lug

2. TM status live is ordinary wire

3. Current monitoring live is ordinary shielded wire. Shield is
connected to the connector via lug. Current Monitoring
return is Connected to SGRP

4. Sync-in and Sync-out wires are TPS wires. Shield is
Connected to the connector Via Lug

5. Primary return is shorted to control room chassis

Relay connector 1. ALL relay command wires are ordinary (O) wires

2. Relay command returns are shorted to primary return

3. Primary return is shorted to control room chassis

Output connector 1. Output wires are twisted pair shielded wires

2. All output returns are shorted and connected to chassis at
load end

3. All shields are shorted and connected to connector via lug
in connector side

4. All shields are shorted and connected to load chassis at
load side

7.3 Vibration Test

Each PSM is subjected to pre-low-level resonance search, randomvibration and post-
low-level resonance search. The fundamental frequency of all the PSMs is above
200 Hz, and it is meeting the specification requirement. The test sequence is low-
level resonance search (LLS) → Random → LLS. All the PSM units passed the
vibration test successfully.

7.4 Thermovac Test

The FM units are tested from −10 °C to +50 °C. All the possible electrical readings
are taken at 32, 36 and 42 V. Relay ON and OFF test, ripple, input/output measure-
ments and efficiency are checked. All the units are tested at 100% resistive load
condition. All PSMs completed the thermovac test. The thermovac test profile is
shown in Fig. 5.
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Fig. 5 Thermovac test profile

7.5 Final Bench Test

In the final bench test, all the electrical readings like isolation measurement,
input/output parameter measurement, ripple, spike, switching frequency @100%
load, calculations of efficiency, settability, regulation, load transient response @
42 V 50–100% also 100–50%, turn on transient and all protection tests are once
again cross-checked and data is captured. The ripple waveforms of PSM outputs are
shown in Figs. 6 and 7.

The 12 PSMs are designed to deliver overall output power of 662 W (efficiency
chart is shown in Table 6) to the subsystem (Figs. 8 and 9).

8 Integration Tests and Results

Electrical tests, thermovac, EMI/EMC, etc. are performed with subsystems after
the completion of PSM final bench test. The actual output load current when con-
nected with the subsystem is shown in Table 7. Integration level EMI/EMC test and
thermovac tests with subsystems has been completed successfully.



268 J. Nesh et al.

Fig. 6 Ripple of +
3.3 V/9 A O/P is 3.8 mV

Fig. 7 Ripple of +
16 V/1.5 A O/P is 6 mV

9 Conclusion

Topology selection of the power supply plays a vital and effective role in developing
a switched mode power supply. The converter performance has features of low ripple
voltage, better line regulation and good load transient response. The modularity in
design and the mechanical stacking of the subsystems has reduced the overall size
significantly. Protection against under-voltage, short-circuit and output overvoltage
is provided to improve the reliability of the power supply. Electrical, environmental
and EMI/EMC tests have been completed for all the PSMs.
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Table 6 Efficiency chart of PSM1-PSM6 at 100% load condition

PSMs Output voltage
(V)

Output 100%
current (A)

Output
wattage (W)

Total output
power (W)

Efficiency (%)

PSM1 5 3 15 15 69.61

PSM2 9 5.5 49.5 64 74.43

−9 0.5 4.5

PSM3 9 3 27 33.75 76.4

−9 0.75 6.75

PSM4 16 1.5 24 79 75.8

−15 0.5 7.5

5 1.5 7.5

5 2 10

15 2 30

PSM5 3.42 9 30.78 89.31 67.61

15 0.5 7.5

−5 0.3 1.5

3.42 9 30.78

15 0.25 3.75

5 3 15

PSM6 3.35 12 40.2 49.95 65.09

15 0.25 3.75

−5 0.2 1

5 1 5

331.01
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Fig. 8 Rise time of +3.3 V/9 A O/P is 5.8 ms

Fig. 9 Rise time of +16 V/1.5A O/P is 11.852 ms
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Table 7 Actual subsystem
load current with PSM

PSM units 100% load Actual load (subsystem load)

PSM1 5 V/3 A 5 V/0.4 A

PSM2 9 V/5.5 A 9 V/4.481 A

−9 V/0.5 A −9 V/0.283 A

PSM3 9 V/3 A 9 V/1.4 A

−9 V/0.75 A −9 V/0.2 A

PSM4 16 V/1.5 A 16 V/1.391 A

−15 V/0.5 A −15 V/0.161 A

5 V/1.5 A 5 V/1.08 A

5 V/2 A 5 V/0.075 A

15 V/2 A 15 V/1.1 A

PSM5 3.3 V/9 A 3.3 V/4.45 A

15 V/0.5 A 15 V/0.3 A

−5 V/0.3 A −5 V/0.2 A

3.3 V/9 A 3.3 V/5.41 A

15 V/0.25 A 15 V/0.2 A

5 V/3 A 5 V/2 A

PSM6 3.3 V/12 A 3.3 V/7 A

15 V/0.25 A 15 V/0.1 A

−5 V/0.2 A −5 V/0.1 A

5 V/1 A 5 V/1.0 A
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Grounding Schemes for Small Satellite
Systems

P. Srinivas, Kumar Rahasyam, N. Beebamma and PSR Srinivasa Sastry

Abstract Grounding is very essential part of any electrical and electronic system
design. Spacecraft is a complex system consisting of multiple complex subsys-
tems electrically connected to each other. Most operations in satellites take place
autonomously based on measurements; improper measurements may lead to unin-
tended operation. Spurious triggering of switches and relays due to EMI is also very
dangerous in satellites as it consists pyros and propulsion. Spacecraft charging will
cause arcing in satellite which may lead to failure of subsystems. These situations
sometimes lead to loss of whole satellite and make it irretrievable. Proper ground-
ing is very essential to avoid these kinds of problems. The associated costs of any
failure of on orbit satellite are very huge; hence, minute care shall be taken from the
design phase to avoid any such problems. The objective of grounding is to ensure
the proper operation of the spacecraft and reduction in electromagnetic interference.
A good grounding design critically looks into these aspects and tries to minimize
such occurrences and henceforth helps in reducing the noise coupling. This paper
briefly presents the spacecraft grounding requirements, design approaches, ground-
ing scheme philosophy at satellite level and discusses the different types of grounding
schemes in small satellites. This paper also deals with advantages and disadvantages
of different grounding schemes in small satellites.

Keywords Grounding · Small satellite · Distributed single-point grounding ·
Spacecraft charging · EMI/EMC · SGRP

1 Introduction

The term “ground” has been used since olden days in electrical circuits. The earth
is considered as a sink for electrical currents and acts as equipotential plane for
reference. In airborne/space-borne systems, metallic structures, frames, housings,
etc. are electrically connected together forming an equipotential potential plane and
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it is considered as ground plane. In subsystems, circuits are electrically referenced
to this structure, which acts as reference plane.

As per IEEE Std 142-2007, grounding is defined as “A conducting path, whether
intentional or accidental, between an electrical circuit or equipment and the earth, or
to some other body that serves in place of the earth” [1].

Major purposes of spacecraft grounding are:

• to prevent the accumulation of stray electric charges (electrostatic charges on
insulating surfaces) [2]

• to provide low resistance path to ground and prevent unwanted voltages from
appearing between units

• to reduce electromagnetic interference between the circuits arising due to
electromagnetic and electrostatic coupling phenomena

• to provide an equipotential reference surface for circuits
• to protect against shock hazards arising from harness damage.

2 Spacecraft Grounding Requirements and Design
Approaches

The following points regarding the ground shall be ensured during the design of
electrical and electronic systems

(1) Ground plane shall act as an equipotential reference to all systems, subsystems,
structures and other connected elements.

(2) Power return through ground plane shall be avoided. Power supply lines shall
be provided with dedicated return lines.

(3) Separate returns shall be ensured for power and signal lines.
(4) Separate grounds for signal and power circuits are to be maintained. They shall

be electrically isolated from each other except at the point of reference. Each
circuit reference shall be connected to structure at one point only.

(5) Within the subsystem, separate ground planes shall be established for analogue
and digital circuits, and both shall be connected to each at only one point.

3 Grounding Plane Requirements

A good ground plane is very essential for obtaining reliable, interference-free equip-
ment operation. An ideal ground system offers a zero-impedance to all signals and
will provide an equipotential common reference throughout the system. A ground
plane shall have low segment inductances, and it must be able to absorb all signals
while remaining stable.
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A ground plane shall be constructed of low impedance material. Practically, a
spacecraft structure consists of a number of parts, viz. equipment panels, decks,
brackets and interface ring. The construction of these parts is generally with a hon-
eycomb structure having aluminium/CFRP face-skins. The formation of the entire
structure is realized by the mechanical assembly of all these parts. An equipoten-
tial surface of all these structural components has to be realized by the process of
bonding. This bonding ensures to equalize the potential between the items and thus
ensures that minimum potential difference develops between the structural compo-
nents over a broad range of frequency, typically from DC to several tens of MHz.
Non-conductive adhesives, formation of oxides and in case of CFRP the basic char-
acteristics of the material itself will be problem in achieving equipotential surface.
Care shall be taken such as not mounting any electrically active equipment on CFRP,
providing copper mesh, etc. to overcome these problems and ensure good ground
plane throughout the satellite.

3.1 Characteristics of Ground Plane

A ground plane is predominantly resistive for frequencies below 1 MHz. In a given
frequency region, the resistance/sq. of a ground plane is same for all the thickness
of the face-skin.

The equation for determining the impedance between two points on a plane is:
Zgp = (RDC + j · ZRF) · [

1 + tan 2·π·d
λ

∣
∣]

RDC = DC resistance of the metal ground plane
The value of RDC is given by

RDC = 1000

σ tmm
�/sq.

where

σ = conductivity of the metal (for copper σ is 5.80 × 107 mhos/m and
tmm = metal thickness in mm

The RF impedance of a metal ground plane, ZRF is

ZRF = 369
√

μr fMHz/σr

1 − e−t/δ
μ�/sq

μr is the permeability relative to copper
δ is the skin depth in mm = √

μr fMHzσr

The impedance between two points in a ground plane will approximate the above
�/sq value provided the ground plane is at least as wide as the distance between
the two ground points, and this distance, d, is short compared with a wavelength, λ.
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Fig. 1 Impedance between
connection points on typical
ground plane as a function of
separation of the connection
points (in terms of
wavelengths)

Beyond 1 MHz, the ground plane impedance of a 0.1 mm or a 10 mm thick ground
plane is same.

Asymptotic rises in impedancemay be expected at the first resonant point encoun-
tered (0.25 λ) on the plane and at each succeeding odd-order multiples. Even order
multiples (0.5 λ) approach the expected impedance along the dotted line (see Fig. 1).
The most favourable area of operation for the ground plane is in the range <λ/20 at
the highest frequency of concern.

Except when the harmonically repeating asymptotic points are being approached,
the ground plane offers three to four orders of magnitude less impedance than single
wire of any practical cross-sectional area connected across distance “d”.

4 Types of Grounding Systems [3, 4]

Acommon grounding schemewill not work for all systems or circuits. A ground con-
figuration suitable to low-frequency systems cannot be used for high frequencies if
used causes detrimental effects. Different types of grounding schemes are discussed
here. Depending on the application, criticality, frequency and other parameters,
suitable grounding scheme for a system is selected.

4.1 Single-Point Grounding

The single-point grounding scheme is shown in Fig. 2. In this configuration, all the
subsystems circuit common points are connected to ground at single ground refer-
ence point (SGRP). This single point is connected to satellite structure. Individual
wires will be brought from all subsystem circuit commons and connected to single
reference point. There is no connection between secondary of the subsystem circuit
and chassis within the subsystem. Isolation between subsystems circuit common
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Fig. 2 Single-point (star)
grounding

Fig. 3 Multiple-point
grounding

points is available. There is only one path to available to ground reference point from
each subsystem, thereby eliminating ground loops. As all the circuit common points
are connected to one point, this scheme can also be called as “star ground”.

At low frequencies, single-point grounding scheme is very effective. As the fre-
quencies increase, long wires will pose higher inductance and this will reduce the
effectiveness of grounding and subsystem common point will have nonzero potential
with respect to ground reference point.

4.2 Multiple-Point Grounding

Multiple-point grounding scheme is shown in Fig. 3. As the name suggests, sub-
systems are connected to ground through multiple points. Each subsystem circuit
common is connected to ground at nearest point instead of taking them to single
reference point.

In this configuration, each circuit common is grounded to spacecraft structure
directly and also indirectly through the connections to other subsystems. This ground-
ing scheme is widely used in radio frequency (RF) subsystems. There is no isolation
between subsystems.

4.3 Distributed Single-Point Grounding

Distributed Single-point grounding in contrast with single-point grounding, subsys-
tem circuit common is connected to structure(ground reference) at nearest point
instead of taking them to single reference point as shown in Fig. 4. This connec-
tion path will be made as short as possible. Each subsystem will have a single path
to the chassis (the zero-voltage reference). Subsystems are designed in such a way
that current in structure is zero. All subsystems have a common DC voltage ref-
erence potential (the interconnected structure). Ground connection wires are made
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Fig. 4 Multiple single-point
grounding

Fig. 5 Floating (isolated)
grounds No connection between 

circuit common & chassis

small there by making the AC impedance between each circuit common and chassis
minimum. There is no direct connection between two subsystem circuit commons.
Modern spacecrafts (S/C) employ this grounding architecture, as this scheme offers
isolation of interfaces and structure currents are minimized.

4.4 Floating Ground System

Subsystem circuit commons are not referenced to any point in this configuration, so
it is called floating ground system. Figure 5 shows floating ground system. Absence
of electrical connection between circuit common and chassis may cause differential
potential build-up due to spacecraft charging and can lead to arcing and failure.
Due to isolated circuit commons, subsystems will become vulnerable to noise from
parasitic paths; hence, this scheme is not preferred.

If the subsystem design requires isolation between circuit common and chassis,
a bleed resistor of high value which has negligible effect on electrical circuit to be
connected between them. Bleed resistor provides the path for discharge of any stray
charge present on circuit to ground, thus providing a “soft” ground reference.

4.5 Daisy-Chained Ground System

Subsystems circuit commons connected to each other forming a chain and at one point
this chain is connected to ground reference point. Figure 6 shows a daisy-chained

Fig. 6 Daisy-chained
ground system
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ground system.
Shared return wires cause common mode voltage differences (circuits “talk” to

each other through common mode impedance coupling). There can be a potential
difference between circuit common to ground reference point and also between
two circuit commons as each subsystem is not connected to ground reference point
through shortest distance.

5 Grounding Configuration for Small Satellites

Advancement in electronics enabled the reduction in the size of components and
packing of multiple devices into single device. Thereby, the circuits are becom-
ing smaller in size and complex in functionality. Complexity of small satellite sub-
systems is ever increasing to accommodate the more functionality within smaller
size. Care shall be taken in selection of suitable grounding scheme and also proper
implementation for reliable operation of subsystems in small satellites.

In spacecraft, no conducting surface shall be left floating. Even for the components
within the subsystem, unconnected pins shall be either grounded or to be connected
to Vcc depending on functionality. All conducting surfaces which are not part of
any electrical circuit, primary and secondary circuit commons shall be connected to
ground. If conducting surfaces are not grounded, spacecraft charging causes potential
build-up between floating surfaces and may cause arcing and lead to failure.

Isolated (floating) ground system is not recommended and highly discouraged
from usage in spacecrafts due to floating conducting surfaces and also other associ-
ated disadvantages. Daisy-chained configuration is simple, but impedance of daisy
chain connecting elements will cause different subsystem circuit commons at differ-
ent potentials and also EMI problems.Multiple-point grounding offersmultiple paths
to return currents, thereby forming ground loops. This gives rise to EMI problems.

Single-point grounding connects all subsystems to single ground reference point,
thereby avoiding ground loops, hence less EMI. Distributed parasitic capacitances
between units and cables in single-point grounding system provide parasitic path
to ground at higher frequencies. Impedance of ground leads force more current to
flow through parasitic paths. This is problematic if the interconnection cable lengths
are longer than λ/20. Noise currents flowing in the connection to ground plane will
develop a potential difference between the ground plane and circuit. Long conductors
act as antenna at high frequencies. If the connection between circuit and ground plane
is long, theRF signals can couplewith the conductorwhich cause a voltage difference
between ground plane and circuit, and this may interfere with the correct operation
of the equipment. It is sometimes possible that the resonant frequencies of even small
inductances acting with circuit capacitance often fall within the operating frequency
of the circuit.

Distributed single-point grounding eliminates these problems by connecting the
individual circuit common to ground plane with shortest distance, thereby reducing
the reactance between circuit common to ground plane. Each subsystem is connected
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Fig. 7 Small satellite of
distributed single-point
grounding configuration

structure

EPS Subsystem-2Subsystem-1 Subsystem-3

to ground plane at one point only; hence, ground loops are avoided andEMI problems
are reduced.

6 Typical Small Satellite Grounding Configuration

Considering the advantages and disadvantages of different grounding schemes dis-
cussed in Sects. 4 and 5, distributed single-point grounding is preferred for small
satellite systems. A typical configuration of distributed single-point grounding is
shown in Fig. 7.

Spacecraft subsystems are supplied from electrical power system (EPS) at bus
voltage. Isolated DC–DC converters present inside the individual subsystem will
convert the incoming supply to required voltage levels. Isolated DC–DC converter
primary side power supply returnwill be brought to EPS. In EPSwhere power returns
of all the subsystems are brought, they are connected to a commonpoint called “single
ground reference point (SGRP)”. SGRP is connected to satellite structure at only one
point. Except at SGRP primary power returns are not connected anywhere to chassis.
As the individual return wires are brought from the subsystems to EPS, ground will
not carry current and used as reference point only.

Circuits within the subsystem are referred to isolated DC–DC converter nega-
tive terminal on secondary side, and this is called circuit common for subsystem.
This circuit common is connected to subsystem chassis at only one single point.
Subsystem chassis is mounted on spacecraft structure ensuring proper contact for
minimum resistance. Spacecraft structure acts as ground (common reference) plane
for entire spacecraft. It is ensured that sufficient isolation is available between circuit
common and subsystem chassis when the connection between these two is removed
at the single point. There is no direct connection between circuit commons of two
subsystems, thereby avoiding ground loops.

7 Conclusion

This paper discussed the need for grounding in satellites and effect of improper
grounding. Different types of grounding schemes and their applicability to small
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satellites were considered. Based on the advantages and disadvantages of different
grounding schemes, it was found that distributed single-point grounding is most
suitable for small satellite systems due to reduced impedance of return paths and
avoiding ground loops.
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High Energy and High-Power Lithium
Polymer Cells for Space and Satellite
Application

S. Loganathan, C. Althaf and S. Noorulla Basha

Abstract Evaluation studies were carried out to assess the suitability of high energy
and high-power 75 Ah lithium polymer cells for space and satellite applications. The
study includes evaluation of cell nominal capacity, Ah efficiency at different dis-
charge rates, loss of capacity on storage and performance of the cell at different
discharge rates. It also explains about the fast chargeability, self-discharge charac-
teristic of the cell and effect of temperature on the performance of the cells. The
study has been carried out at different temperatures ranging −30 to 60 °C at differ-
ent C rates (0.5C to 6C). The cells were charged at constant current of 0.5C until
the on-charge voltage reaches 4.2 V, then soaked at different temperatures from
−30 to 60 °C for 16 h and discharged at different currents varying 0.5C to 6C. The
above experiment was repeated by charging at different currents and discharging at
1C at 23 °C. The self-discharge characteristics were analysed by charging at constant
current of 0.5C then stored for the period of 1 day, 7 days, 14 days and 28 days and
discharged at 0.5C at 23 °C. The suitability of low temperature operation for satellite
and space application was discussed and the results were presented.

Keywords Batteries · Space and satellites · Lithium polymer · Efficiency ·
Temperature effects · C rates · Charging · Discharging · Self discharge ·MATLAB

1 Introduction

Batteries are used in virtually all space applications. The primary goal of any space
energy storage technology is to provide power at the highest possible specific energy
with sufficient durability in the mission environment and in the case of rechargeable
storage, sufficient cycle life. There are many ways that flight systems can deal with
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the challenges, but the least expensive ways are often those where the technologies
are able to work directly in the environment. The missions to space are outer plan-
etary, inner planetary, mars and small body missions. Batteries are used as primary
and secondary sources in space missions. Researchers are investigating on advance
batteries that can provide more specific energy than current lithium batteries. Nickel
Cadmium and Nickel Hydrogen batteries are secondary batteries used in many space
applications which were later replaced by Li-ion battery. Lithium, being the lightest
metallic element, low equivalent weight (6.941) and high standard electrode poten-
tial (−3.04V Vs SHE) has higher energy density and high specific energy which is
twice that of Nickel Cadmium and Nickel Hydrogen batteries [1].

The 75Ahhigh energy and high-power superior lithiumpolymer cell is a recharge-
able type battery with wide operating temperature. The selected cell is developed
and manufactured by M/s XALT Energy, LLC which was formerly known as Dow
Kokam, head quartered atMidland,Michigan, with nickel manganese cobalt cathode
cells and graphite anodes (NMC/G). The high-energy lithium polymer cells are used
in spacecraft for the equipment and payload during Sun eclipse periods, for night-
time or eclipse-time experimentation, for communicating and data transmission, to
keep the electronics warm and for load levelling (to augment nuclear power source).
The high-power lithium polymer cells are used during launch and post-launch (until
the deployment of solar panels in inner planetary missions), for firing pyros and
firing rockets for attitude control, to correct cruise anomalies or support trajectory
control maneuvers of the spacecraft. The nominal voltage of both high energy and
high-power cell is 3.7 V and has upper voltage limit of 4.2 V. MATLAB and Origin
software were used to plot and analyse the data. The purpose of this study is to iden-
tify candidate advanced energy storage technologies that will enable or significantly
enhance the capabilities of future planetary science mission concepts.

1.1 Mission Specific Needs

• Outer PlanetOrbitalMissions: Rechargeable batterieswith long calendar and cycle
life and compliance with planetary protection requirements for Ocean Worlds.

• Outer Planet SurfaceMissions: Primary batteries with low temperature (<−60 °C)
performance, radiation survivability, compliance with planetary protection
requirements (OW).

• Venus Aerial Missions: Rechargeable batteries that can survive high temperature
(25–350 °C), high pressure and corrosive environments

• Mars Aerial Missions: Rechargeable batteries with wide operating temperature
capability (−40 to 40 °C), high-power capability and compliance with planetary
protection requirements

• Small BodyOrbitalMissions: Rechargeable batteries with long calendar and cycle
life with wide operating temperature capability (−40 to 40 °C) [2].
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2 Experiment

2.1 High-Power Lithium Polymer Cell

In this study, constant current charging of cell was done delta power supply
(100 V/50 V, 37.5 A/75 A). The cells were initially charged at constant current
of C/2 (37.5 A) until the voltage reaches 4.2 V and constant voltage charging of
4.2 V is maintained for 1 h or until the current decayed to 1 A. The cells were
soaked for the period of 16–24 h in climatic chambers at different temperatures (−30,
−20, −10, 0, 45 and 60 °C). After the completion of respective soaking period, the
cells were discharged at C/2, 1C, 2C, 3C, 4C, 5C and 6C at different temperatures by
using programmable DC electronic load bank (Chroma 100 A/1000 A, 16 V/80 V
15.6 kW). The temperature sensors were placed at four different position of the cell
to ensure that the same temperature was maintained. At this case, the discharge stud-
ies of HP Li-polymer cell at different C rates at above-mentioned temperatures were
analysed. This study explains about the effect of temperatures at different rates from
0.5C to 6C at constant temperature and vice versa.

The fast chargeability test of selected HP Li-polymer cell was carried out at C/2,
1C, 1.5C, 2C, 2.5C and 3C at constant temperature (23 °C) and discharged at constant
current of 1C at 23 °C. Self-discharge studies were carried out by charging at constant
current of C/2 ratemaintained at room temperature then stored for the period of 1 day,
7 days, 14 days and 28 days. After the completion of respective storage time interval,
the cell is discharged at C/2 rate.

2.2 High Energy Lithium Polymer Cell

Experimental analysis of HE Li-polymer cell was carried out initially by charging at
constant current of C/2 (37.5 A) using delta power supply (100 V/50 V, 37.5 A/75 A),
until the voltage reaches 4.2 V and constant voltage charging of 4.2 V is maintained
for 1 h or until the current decayed to 1 A. The cells were soaked for the period of
16–24 h in climatic chambers at different temperatures (−20,−10, 0, 45 and 60 °C).
After the completion of respective soaking period, the cells were discharged at C/2,
1C, 2C, 3C at different temperatures by using programmable DC electronic load
bank (Chroma 100 A/1000 A, 16 V/80 V 15.6 kW). The temperature sensors were
placed at four different position of the cell to ensure that the same temperature was
maintained. At this case, the discharge studies of HE Li-polymer cell at different C
rates at above-mentioned temperatures were analysed. This study explains about the
effect of temperatures at different rates from 0.5C to 6C at constant temperature and
vice versa.

Self-discharge studies were carried out by charging at constant current of C/2
rate maintained at room temperature then stored for the period of 1 day, 7 days,
14 days and 28 days. After the completion of respective storage time interval, the
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cell is discharged at C/2 rate. The fast chargeability test of selected HE Li-polymer
cell was carried out at 1C, 1.5C and 2C, at different temperature (0, 23 and 45 °C)
and discharged at constant current of 1C at 23 °C.

3 Results and Discussion

Evaluation studies were carried out to assess the suitability of high power and high-
energy 75 Ah lithium polymer cell for space and satellite applications. The experi-
ments were carried out for both high energy and high-power lithium polymer cells
with different temperature ranging −30, −20, −10, 23, 45 and 60 °C at different C
rates (0.5C to 6C) with keeping temperature as constant and vice versa.

3.1 Effect of Temperature

High-Power Lithium Polymer cells were initially charged at 0.5C at constant tem-
perature of 23 °C and discharged at 0.5C. 1C, 2C, 3C, 4C, 5C and 6C at different
temperatures (−30, −20, −10, 0, 23, 45 and 60 °C). At this case the discharge
studies of HP Li-Polymer cell at different C-rates at above-mentioned temperatures
were analysed. Results show that the HP Li-polymer cells delivered the energy with
greater efficiency of 96.6% discharged at 1C (75 A) at 23 °C (Fig. 1). The cell has
capability to deliver energy at −30 °C with 73.3% efficiency at 1C rate. It was also
noted that the HP Li-polymer cell failed to deliver energy at−30 °Cwhen discharged

Fig. 1 Graphical representation of HP Li-polymer cell charged in C/2 (37.5 A) at 23 °C and
discharged in 1C(75 A) at 45 °C
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at 2C rate with the cut-off voltage of 2.7 V. At 0 °C, HP Li-polymer cell could deliver
energy with greater efficiency of 75% at 6C rate when compared to −10 °C, where
the cell failed to meet its target.

At 45 °C, it is observed that the cell was able to deliver the energy even at 5C
rate with slightly overstepping its operating temperature limit of 62 °C. When the
cell is discharged in 1C (75 A) at 60 °C, there was gradual increase in its operating
temperature beyond the limit and failed to meet the mission requirement (Figs. 2 and
3).

Fig. 2 Graphical representation of HP Li-polymer cell discharged in 0.5C(37.5 A), 1C(75 A),
2C(150 A), 3C(225 A), 4C(300 A), 5C(375 A), 6C(450 A) at 45 °C

Fig. 3 Graphical representation of overall temperature curve-HP lithium polymer cell discharged
in 0.5C(37.5 A), 1C(75 A), 2C(150 A), 3C(225 A), 4C(300 A), 5C(375 A), 6C(450 A) at 45 °C
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Fig. 4 Graphical representationof voltage curveofHE lithiumpolymer cell charged in0.5C(37.5A)
at 23 °C and discharged in 0.5C(37.5 A) at 45 °C

The High-Energy Lithium Polymer cells were charged at 0.5C at constant tem-
perature of 23 °C and discharged at 0.5C, 1C, 2C and 3C at different temperatures
(−20, −10, 0, 23, 45 and 60 °C). Results show that the HE Li-polymer cells deliv-
ered the energy with greater efficiency of 100% discharged at 1C (75 A) at 23 °C.
At lower temperature (−20 °C), the performance of the cell was effective (76.6%@
C/2 and 80% @ 1C) when compared to HP Li-polymer cell. It was also noted that
the HP Li-polymer cell failed to deliver energy at 45 °C when discharged at 3C rate,
it crossed its operating temperature limit of 62 °C (Figs. 4 and 5).

3.2 Fast Chargeability Characteristics

The fast chargeability test for both high energy and high-power cells was analysed.
Results show that the HP Li-polymer cell can be charged even at 3C rate at 23 °C
and the cell can even be charged at 3C(225 A) with the charging efficiency of 50%.
At 23 °C, the cell was able to charge at 95.83% at 0.5C (37.5 A) within its operating
temperature limit. Figure 6 shows the performance of high-power lithium polymer
cell charged at different C rates.

The fast chargeability test of selected HE Li-polymer cell was carried out at 1C,
1.5C, 2C at different temperature (23, 45 °C) and discharged at constant current of
1C at 23°C. The results showed that the cell can even be charged at 2C (150 A) with
the charging efficiency of 76%. The cell was able to charge at higher temperature
(45 °C) at 86.6% at 1C (75 A). When charged at 2C (150 A), the performance of the
cell was 75% (Fig. 7).
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Fig. 5 Graphical representation of HP Li-polymer cell discharged in 0.5C(37.5 A), 1C(75 A),
2C(150 A), 3C(225 A) at 45 °C

Fig. 6 Graphical representation of HP lithium polymer cell charged in different C rates at 23 °C

3.3 Self-discharge Characteristics

Self-discharge studies on high energy and high-power lithium polymer cell were
performed. The cells were charged at constant current of 0.5C then stored for the
period of 1 day, 7 days, 14 days, and 28 days and discharged at 0.5C at 23 °C. The
self-discharge studies of HP Li-polymer cell is in progress. For HE Li-polymer cell,
it is observed that there was no loss of energywhen the cell is discharged after 7th and
14th day periodic storage. At 21st and 28th day of storage, there is a slight deflection
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Fig. 7 Graphical representation of HE lithium polymer cell charged in different C rates at 23 and
45 °C

in the performance of cell that it could deliver the energy with the efficiency of
97.5% on 21st day of storage and 96.6% at 28th day. This shows that the cell has
less self-discharge reactions on the cell at 23 °C (Fig. 8).

Fig. 8 Graphical representation of HE lithium polymer cell discharged in 0.5C (37.5 A) at 23 °C
after periodic storage of 7, 14, 21 and 28 days
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4 Conclusion

Evaluation studies to assess the suitability of high energy and high-power 75 Ah
lithium polymer cells for space and satellite applications were carried out. The study
has been carried out at different temperature ranging −30 to 60 °C at different C
rates (0.5C to 6C). The performance of HE Li-polymer cell was promising when
compared to HP Li-polymer cell. But at higher C rates, the HE cell failed to operate
without overstepping its operating temperature. At 45 °C, it is observed that the
HP Li-polymer cell was able to deliver the energy even at 5C rate with slightly
overstepping its operating temperature limit of 62 °C. Self-discharge characteristic
results after 7 days, 14 days, 21 days and 28 days showed thatHELi-polymer cell able
to deliver the energy with 96.6% after 28th day of periodic interval. Both the cells
were able to perform at lower temperature with greater efficiency when compared
to other lithium ion cells. In future, these cells could able to perform with improved
efficiency replacing current lithium ion batteries for space and satellite applications.
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Deep Learning-Based Automatic
Micro-crack Inspection in Space-Grade
Solar Cells

Sharvari Gundawar, Nitish Kumar, N. Raghu Meetei,
Ganesan Krishna Priya, Suresh E. Puthanveetil and Muthusamy Sankaran

Abstract Spacecraft power systems reliability is critical parameter for mission suc-
cess. Multiple checks and inspections are carried out for each component for power
subsystems. In this paper, a novel automated solar cell micro-crack inspection tool
is presented which is based on convolutional neural network (CNNs) to classify
space-grade multi-junction solar cells taken under electroluminescence condition.
The whole system is named ELSIS, which stands for “Electroluminescence Smart
Inspection System”. It is an end-to-end automated system that acquires images under
electroluminescence condition as arrays, identifies each cell and classifies them into
two classes namely the cells that exhibit micro-cracks and cells and those that are
free of micro-crack. ELSIS is developed with the objective to reduce the tedious
and time-consuming manual effort required to identify micro-cracks and to increase
the reliability of the solar cell modules by minimizing the human errors which may
arise during the manual inspection of thousands of solar cells for spacecraft by
automating the whole process. The CNNs for ELSIS have been developed in Tensor-
Flow framework in Python based on InceptionV3 architecture. ELSIS is augmented
with the latest image processing techniques that are applied to acquire EL images,
which are modules containing array of solar cells (Fig. 1). ELSIS thus identifies and
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produces individual solar cells from the arrays and indexed and stored. The deep
learning network was trained on a large number of solar cell >6000 images such that
cross-entropy of the network settles within an accepted constant value. The trained
network when tested for a large sample size of ~3000 new solar cells yielded a very
reliable >98% accuracy. ELSIS helps in capacity building for scale manufacturing
of satellites with stringent power budget, making it imperative to have zero defect
solar cells.

Keywords Solar cells · Electroluminescence · Neural networks · Transfer
learning · Convolutional neural networks

1 Introduction

Satellites can operate for long periods only if they have a reliable energy source.
The satellites operating in the inner solar system usually rely on photovoltaic solar
panels as a primary source of power. At present, ISRO spacecraft are using variants
of InGaP/InGaAs/Ge multi-junction solar cell with efficiency ~30% at 1AM0. Such
solar cells are welded into modules which are in turn then bonded onto solar panels.
For space applications, solar panel fabrication is often done at the nodal agency with
their size and design customized to the need of a particular mission. To obtain an
efficient solar power generation system, it is necessary to have solar cells with zero
defects which greatly affects the power generation. Micro-crack is one such defect.
This defect propagates when it goes through the hazardous environment which space
provides, leading to the formation of major cracks. This results in degradation of the
solar power generation system [1, 2]. Each satellite consists of many solar panels
where each panel in turn comprises of hundreds of space-grade solar cells. Hence,
it is imperative to avoid any micro-cracks on the solar cell panel to obtain a product
with high reliability and high efficiency.

Chances of occurrences of cross-shaped (X) micro-cracks (Fig. 1) are high while
welding of large number of solar cells into modules. This happens despite welding
with optimized weld parameters due to minor deviations in cell thickness, metalliza-
tion and presence of minor crystal defects at the weld locations. This work mainly

Fig. 1 EL image with
welding micro-cracks
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Fig. 2 Solar cell module EL
Image

focuses on detecting these weld point micro-cracks in an automatic way. One way
to detect these defects (and other semi-conductor defects) is electroluminescence
imaging [1, 2].

1.1 Electroluminescence Imaging

Electroluminescence imaging is based on the radiant inter-band recombination of
excited charge carriers in solar cells. In this method, a solar cell module (Fig. 2) is
operated as a light-emitting diode (LED) by passing electric current through it and
the radiation due to the recombination effects is detected through sensitive cameras.
EL is a non-destructive, high-resolution method.

1.2 Inspection of EL Images

The usual method to detect these cracks is through visual inspection of solar cell
modules or manually inspecting the EL images of the modules. As there is a large
quantity of solar cells to be inspected, using manual or semi-manual methods is very
labourious and tedious. Experts are needed for suchmethods, making it a very expen-
sive exercise. The given method intends to identify the micro-cracks automatically
without any expert need, using convolutional neural network-based deep learning
algorithm.
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1.3 Supervised Learning

Supervised learning is a machine learning technique used for inferring a function
from given training data. The data consists of pairs consisting of an input object
(typically a vector) and a desired output value. This technique analyses the training
data and produces an inferred function, which can be used to map new data [3].
Supervised learning has proved its potential in areas like handwriting recognition,
pattern recognition, bioinformatics, speech recognition, etc. [3]. Supervised learning
can be realized using neural networks for classification of data. Neural networks have
already been used to identify cracks in concrete structures [4].

1.4 Related Work

Previous work has been done in using computer inspection for crack detection in
EL images of solar cells including detection using texture analysis [5] and Fourier
image reconstruction [6]. The micro-cracks with simple straight line geometry were
detected by these methods. These image processing algorithms are insufficient for
large-scale applications as manual intervention is still needed for each and every cell.
Matched filters have also been used for crack detection but cracks with higher length
could only be identified [7]. Tsai et al. [8] have presented the detection of cracks using
independent component analysis (ICA). Anwar and Abdullah [9], in 2015, presented
a technique to detect micro-cracks using an improved anisotropic diffusion algorithm
and segmentation method. The algorithms described above are for single solar cells,
and thus, solar cell module inspection cannot be done automatically. Bharathkumar
and Ashokkumar [10], in 2013, proposed a method to identify cracks in solar panels
using bacterial foraging optimization algorithm. To the best of authors’ knowledge,
the proposed method has been used for the first time for detection of micro-cracks
in solar cell modules and the algorithm is fully developed so that it can be used
straightaway without any additional software or human interpretation.

The algorithm presented here uses deep learning-based classification to identify
themicro-cracks due towelding. The detection goal is challenging due to the presence
of heterogeneous background of the multi-junction cell images.

An EL image of a solar cell module (collection of cells welded) is taken as an
input and undergoes the following steps—(i) The cells in the module are identified
and indexed; (ii) a trained deep neural network is used to check for micro-cracks.

2 Image Separation—Cell Identification and Indexing

Electroluminescence (EL) image of a solar cell module is obtained by the module-
level EL unit. This EL image contains module of solar cells as shown in Fig. 2. The
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micro-crack identification is done for each cell separately; hence, they have to be
cropped out of the module image.

2.1 Cropping Out Cells from the Solar Cell Module

A solar cell module image consists of modules with varying number of solar cells.
They need to be separated so that individual images of each cell can be analysed.

The process of cropping out cells from the solar cell module EL image is shown
in Fig. 3. An EL solar cell module image is obtained as a greyscale image with 256
levels (8 bit). The value of each pixel lies between 0 and 1. To identify cells from
a solar cell module image, the image is first converted to a binary image. For this
purpose, an appropriate threshold has to be determined. Threshold technique used
here is a combination of two threshold techniques (Otsu’s threshold method [11]
and iso-data method [12]). Intermediate threshold is obtained using Otsu’s method,
and then, iso-data method is applied to get the final threshold. The details will be
discussed in threshold technique section.

Finding the optimum threshold without merging or missing out the cell after
conversion to binary is another challenge. Firstly, if the chosen threshold is above
the optimum, many cells can be missed out as shown in (Fig. 5). Secondly, if the
chosen threshold is below the optimum value, the cells can merge and could be
detected as a single cell as shown in (Fig. 4). Being so sensitive, a complex threshold
technique has been executed as given below.

The solar cell module EL image (range 0–1) is taken as an input. In case the
greyscale values of the image do not cover the entire range of 0–1, then the image
is enhanced by expanding the values to the entire range 0–1 to obtain an image as
named I (Figs. 4a and 5a).

Fig. 3 Flow chart to identify
solar cells from a solar cell
module image

Module level EL Image capture

Blob Extraction
•Threshold(Conversion to binary Image)
•Labelling objects using 4 connectivity

•Threshold object Area (10000 sq pixels)
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Fig. 4 Cells merged. a Original image has 8 cells (I), b 8 cells are identified (threshold by original
image) and c 7 cells identified (threshold by brightened image) [circles represent cells discovered
by the software]

Fig. 5 Cellsmissed. a Original Image has 72 cells (I), b 65 cells are identified (threshold by original
image) and c 72 cells identified (threshold by brightened image) [circles represent cells discovered
by the software]

The intensity of image I is increased 5 times so that relatively dark cells are also
identified. We denote this image as J.

The threshold technique proposed is used to identify solar cells in the module
images I and J.
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Out of the images I and J, the image giving maximum number of cells after
applying threshold is considered.

In case all the cells are equally illuminated (Fig. 4a), image J may be too bright
and cells are likely tomerge and applying thresholdwould give number of cells lesser
than the actual number (Fig. 4c). So, identification of cells can be done by applying
the threshold technique on image I (Fig. 4b).

In case cells arewith less intensity, that is, dark cells are present in a solar cellmod-
ule image(Fig. 5a), there is a possibility of missing out cells after applying threshold
to image I (Fig. 5b) and would give number of cells lesser than the actual number.
As illumination is high in image J, dark cells are brightened too. So, identification
of cells can be done by applying the threshold technique on image J (Fig. 5c).

After conversion to a binary image, the solar cell module image is checked for
individual cells using blob extraction [13]. In this, foreground pixels (foreground
pixel value is 1) which are surrounded by background pixels (background pixel
value is 0) from the cardinal directions(North, South, East, West) are labelled as one
single object (4-connected objects [13]). Only objects with area above 1000 sq pixels
are identified as solar cells (Fig. 6).

Fig. 6 Solar cells cropped
from a solar cell module
image
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2.2 Uniformity and Positioning of Cells

After identification, these cells go through an image enhancement technique. Here,
the grey-level range in which the cells lie (which is always in between 0 and 1) is
expanded to the entire range (0–1). This makes the micro-cracks (and other dark
spots in the background) appear with an enhanced contrast with the background.

The location of each cell is determined by the position of the centroid of each cell
with respect to the entire image. This location is then used to position each cell in
the module. Thus, the position of each identified cell is obtained. The separated solar
cells are then fed to the neural networks for training and testing which are given in
details in Sect. 3.

2.3 Threshold Technique

The Otsu’s algorithm assumes that the image contains two classes of pixels [fore-
ground pixels (solar cells) and background pixels (background)]. It then calculates
the optimum threshold separating the two classes so that the intra-class variance
(σ 2

w) is minimal that is, the inter-class variance (σ 2
b ) is maximal [8]. The intra-class

variance (σ 2
w) is defined by weighted sum of variances of both the classes [σ 2

0 (t) and
σ 2
1 (t)].

σ 2
w = ω0(t)σ

2
0 (t) + ω1(t)σ

2
1 (t) (1)

where weights ω0(t) and ω1(t) are the probability of the classes with threshold t.
These weights are computed as the sum of all the probabilities (p0 and p1, resp.) of
greyscales lying in the classes. In other words, all pixels with grey-levels 0 to t − 1
belong to background class and all pixels with grey-levels t to L belong to solar cells
class, where t is the threshold and L is the maximum grey-level value.

ω0(t) =
t−1∑

i=0

p0(i) (2)

ω1(t) =
L∑

i=t

p1(i) (3)

σ 2
b = σ 2 − σ 2

w (4)
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So, we get

σ 2
b = ω0(t)ω1(t)(μ0(t) − μ1(t))

2 (5)

where

μ0(t) =
t−1∑

i=0

i p0(i)/ω0(t) (6)

And

μ1(t) =
L∑

i=t

i p1(i)/ω1(t) (7)

The desired threshold corresponds to the maximum of inter-class variance (8).

t = max
(
σ 2
b

)
(8)

The obtained threshold (t) is then fine-tuned by finding the average of the mean
of the foreground (mf) and background (mb) pixels [12] as given is Eq. (11).

mb =
b∑

i=1

gsb(i)/b (9)

mf =
f∑

i=1

gsf(i)/ f (10)

t∗ = (mf + mb)/2 (11)

where gsb and gsf are the greyscale values and b and f are the number of pixels of
the background and foreground region, respectively.

The final threshold obtained (t∗) is then used to threshold the image.

3 Deep Learning-Based Image Classification

3.1 Deep Learning

A deep learning architecture is a stack of several neuron-based layers, which are
subject to learning and is trained to compute nonlinear input–output mappings. Each
layer in the stack mutates its input to decrease variance of the representation. With
multiple nonlinear layers, a system can implement extremely intricate functions
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Fig. 7 A glimpse of abstraction in InceptionV3 when a solar cell is fed in (deep learning allows
computational models that are composed of multiple processing layers to learn representations of
data with multiple levels of abstraction)

of its inputs that are simultaneously sensitive to minute details—like cracks—and
insensitive to large irrelevant variations such as the background, pose, lighting and
surrounding objects—like the unwanted features of solar cells [14].

Deep learning allows computational models that are composed of multiple pro-
cessing layers to learn representations of data with multiple levels of abstraction
(Fig. 7). Deep learning network has the capability to uncover intricate structure in
large data sets. Such networks are trained using the back-propagation algorithm to
indicate how a machine should change its internal parameters that are used to com-
pute the representation in each layer from the representation in the previous layer.
Revolution is brought about by deep convolutional nets in processing images as well
as other domains [14].

Deep learning possesses automatic feature extraction capability reducing the need
for feature engineering. The algorithms for deep learning can be adapted to new
problems relatively easily. So, we can adapt our technique to classify solar cells for
other defects as well, given the appropriate training dataset.

The downside of deep learning image classification is that the network training
may take weeks to complete even on high-performance hardware. It would also
require humungous amount of data. A way to utilize this powerful tool is through
“Transfer learning”.

3.2 Transfer Learning

Transfer learning is an approach in which knowledge learnt in a task is transferred to
improve the learning of another related task. It ensures better and faster learning of
parameters. In transfer learning, classification layer is learned (end layer) and all the
other layers are “transferred” from a pre-trained model (Fig. 8). InceptionV3 model
[15] is proposed for transfer learning in this paper as shown in Fig. 10. Our model
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Fig. 8 Sketch map of network-based deep transfer learning. First, network was trained in source
domain with large-scale training data set. Second, partial of network pre-trained for source domain
are transfer to be a part of new network designed for target domain [16]

was initially trained using the ImageNet database. ImageNet is an image data set
that contains thousands of different scenes and objects to train and evaluate network
models for image classification.

In transfer learning, the model in target domain is not required to be trained from
scratch, which can significantly reduce the demand of training data and training time
in the target domain [16].

In transfer learning, we reuse the feature extraction layers of the InceptionV3
model and retrain the classification layer (Fig. 9). After separation of solar cells,
they are fed into the feature extraction layers for pre-processing. These pre-processed
feature vectors are fed into the classification layer to give out the result in 0 (crack
absent) or 1 (crack present).

The InceptionV3 is named after the inception modules it uses. Modules are the
heavily engineered blocks of neural network used in a deep learning architecture to
increase the performance as highlighted in Fig. 10.

3.3 Adam Optimizer

The adaptive moment estimation (Adam) optimization algorithm is an extension to
stochastic gradient descent which is being recently adopted for deep learning appli-
cations in computer vision. We have used Adam optimizer for optimizing param-
eters (training) of the classification layer. It has inherited features from RMSProp
and Adadelta optimization algorithms for optimizing weights. In addition to storing
an exponentially decaying average of past squared gradients vt like Adadelta and
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Fig. 9 Last layer
(final_training_ops)
[obtained through
TensorBoard]

Fig. 10 InceptionV3 neural network architecture [obtained through TensorBoard]

RMSprop, Adam also keeps an exponentially decaying average of past gradientsmt ,
similar to momentum as given the Eqs. (16) and (15). The authors show empirically
that Adamworks well in practice and compares favourably to other adaptive learning
method algorithms [17].

The Adam optimizer works as given in the pseudo-algorithm [18] given below.
Require:
α ← 0.001 ← 0.001 (step size),
β1 ← 0.9 and β2 ← 0.99 (Exponential decay rates for the moment estimates)
∈← 1e−8 (a small constant for numerical stability)
f (θ) (Stochastic objective function with parameters θ)
θ0 (Initial parameter vector), t0 ← 0 (Initialize timestep)
m0 ← 0(Initialize 1st moment vector), v0 ← 0 (Initialize 2nd moment vector)
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Fig. 11 Training module for the network, Adam optimizer is used [obtained through TensorBoard]

while θt not converged do

t ← t + 1 (12)

gt ← ∇θ ft (θt−1) (Get gradients w.r.t. stochastic objective at timestep t) (13)

mt ← β1 ∗ mt−1 + (1 − β1) ∗ gt (Update biased first moment estimate) (14)

vt ← β2 ∗ vt−1 + (1 − β2) ∗ g2t (Update biased first moment estimate) (15)

m̂t ← mt/
(
1 − β t

1

)
(Compute bias - corrected first moment estimate) (16)

v̂t ← vt/
(
1 − β t

2

)
(Compute bias-corrected second raw moment estimate) (17)

θt ← θt−1 − α ∗ m̂t/
(√

v̂t+ ∈
)

(Update parameters) (18)

end while
return θt (Resulting parameters).

3.4 Training the Model

The data set was collected concurrently with the EL testing of different modules used
in various satellites (Fig. 12). This data set was partitioned into separate training,
validation and testing sets with 70-10-20 percentage split. For training, a total of
5000 iterations with batch size of 100 were performed. After every 100 training
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Fig. 12 Training data

78%

22%
Cells with no
cracks

Cells with cracks

iterations, the model was applied to the validation data set, with a batch size of 100,
to evaluate performance on unseen data.

4 Results

We trained the network for 5000 steps and achieved the training accuracy of 98%
as shown in Fig. 13a. We used metric called cross-entropy to measure the loss in
achieving the correct classification, which has decreased with training as expected
(Fig. 13b).

We have tested the trained network for about 3000 images from various satellites.
We obtained images of multi-junction solar cell modules used satellites solar panels.
The confusion matrix of the solar cells tested is given in Table 1.

In Table 1, from the 2463 cells detected as good, 2419 were without cracks and
44 were observed with cracks. Out of 2702 cells without cracks, 2419 were detected

Fig. 13 a Training accuracy for 5000 steps and b cross-entropy for 5000 steps while training

Table 1 Confusion matrix
for the tested solar cell images
used in various satellites

Total True good True crack

Detected as good 2463 2419 44

Detected as cracks 485 283 202

Total 2948 246 246
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without cracks and 283 were detected as cracked cells.

p = tp

tp + fp
, tp = 2419 and fp = 44 (19)

r = tp

tp + fn
, tp = 2419 and fn = 283 (20)

F1 = 2 ∗ p ∗ r/(p + r) (21)

We obtained precision accuracy (p) in detecting good cells as 98.21% and recall
(r) as 89.52%. The F1 accuracy is another measure for the performance of neural
network that is more important in cases where there is an imbalance of dataset. As
shown in Fig. (12, the data imbalance shows less number of cracked cells than the
good cells, and hence a need for F1 score is underlined here. Using the Eq. (21) data in
Table 1, F1 score for identifying good cells is 0.936689.Due to stringent requirements
of space conditions and very strict guidelines followed in ISRO, False Positives (fp)
are not a concern as every cell flagged as defective is rechecked manually. Only the
cells identified as good are not checked and they are passed automatically. Hence,
precision of detecting good cells is the key performance parameter in ELSIS, which
is 98.21%.

5 Conclusion

The software is tested for 3000 solar cells and an accuracy of 98% is achieved in
classifying cells with no micro-cracks, thereby reducing inspection time to a great
extent. This software thus reduces the tedious and time-consuming manual effort
and increases the reliability of the solar cell modules by minimizing the human
errors which may arise during the manual inspection of thousands of solar cells
for spacecraft by automating the whole process. This is a step forward towards
the automation of all the streamlined activities in the realization of solar panel for
satellites. Automation of inspection systems will save the precious expert hours and
can be channelized for developmental purposes.
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Amudha E., in-charge of EL inspection system for her round the clock support and Aditya Singh for
his assistance in preparing the dataset. We would like to thank Mr. Vasudevan R. whose meticulous
work in identifying and classifying the various defects was the foundational work on which the
whole system was designed.



308 S. Gundawar et al.

References

1. Zimmermann CG (2006) Assessing the in-orbit impact of cell cracks -an electroluminescence
study of crack propagation. In: Photovoltaic energy conversion, Conference Record, IEEE

2. Köntges M, Kunze I, Kajari-Schröder S, Breitenmoser X, Bjørneklett B (2011) The risk of
power loss in crystalline silicon based photovoltaic modules due to microcracks. Elsevier, pp
4

3. Supervised Learning webpage on Wikipedia. https://en.wikipedia.org/wiki/Supervised_
learning (2007)

4. Moon H-G, Kim J-H (2011) Intelligent crack detecting algorithm on concrete crack image
using neural network. Department of Civil and Environmental Engineering, Yonsei University,
Seoul, Korea (2011)

5. Bastari A, Bruni A, Cristalli C (2010) Classification of silicon solar cells using electrolumines-
cence texture analysis. In: 2010 IEEE international symposium on industrial electronics, Bari,
pp 1722–1727

6. Tsai D-M, Wu S-C, Li W-C (2012) Defect detection of solar cells in electroluminescence
images using Fourier image reconstruction. Sol Energy Mater Sol Cells 99:250–262

7. Spataru S, Hacke P, Sera D (2016) Automatic detection and evaluation of solar cell micro-
cracks in electroluminescence images using matched filters. In: 2016 IEEE 43rd photovoltaic
specialists conference (PVSC), Portland, OR, pp 1602–1607

8. Tsai D-M, Wu S-C, Chiu W-Y (2013) Defect detection in solar modules using ICA basis
images. IEEE Trans Ind Inf

9. Anwar SA, AbdullahMZ (2015)Micro-crack detection of multicrystalline solar cells featuring
an improved anisotropic diffusion filter and image segmentation technique. Eurasip J Image
Video Process

10. BharathkumarS,AshokkumarK (2006)Solar cell panel crackdetectionusingbacterial foraging
optimization algorithm. Int J Sci Eng Technol Res

11. Otsu’s Method webpage on Wikipedia website, https://en.wikipedia.org/wiki/Otsu%27s_
method (2017)

12. Velasco F (1980 Nov) Thresholding using the ISODATA clustering algorithm. IEEE Trans Syst
Man Cybern 10(11):771–774

13. Connected-component labellingwebpage onWikipediawebsite, https://en.wikipedia.org/wiki/
Connected-component_labeling (2017)

14. LeCun Y, Bengio Y, Hinton G (2015) Deep learning. Nature 521(7553):436
15. Szegedy C, Vanhoucke V, Ioffe S, Shlens J (2015 Dec 11) Rethinking the inception architecture

for computer vision. arXiv:1512.00567v3
16. Tan C, Sun F, Kong T, Zhang W, Yang C, Liu C (6 Aug 2018) A survey on deep transfer

learning. arXiv:1808.01974v1
17. Ruder S (2016) An overview of gradient descent optimization algorithms. arXiv

preprint:1609.04747
18. Kingma DP, Ba JL (2015) Adam: a method for stochastic optimization. ICLR

https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Otsu%2527s_method
https://en.wikipedia.org/wiki/Connected-component_labeling
http://arxiv.org/abs/1512.00567v3
http://arxiv.org/abs/1808.01974v1


Microsat: Solar Array Exposed Materials
Protection from Atomic Oxygen

K. H. Sucheta, B. R. Uma and R. NukaRaju

Abstract Microsat is the third satellite in the series of remote sensing micro-
satellites by ISRO. It is a low earth orbit (LEO) spacecraft, launched into a 350-km
circular orbit on 12 January 2018. The orbit of 350 km poses lot of constraints on the
satellite with respect to space environment as well as atmospheric drag. The major
concern is from atomic oxygen present in the LEO environment. The interaction
between atomic oxygen and spacecraft surfaces produces significant changes in the
mass, surface morphology, electrical and optical properties of the spacecraft materi-
als through erosion and oxidation. The major exposed materials of solar panels, viz.
silver, Kapton and epoxy, are vulnerable to atomic oxygen effect. For LEO missions
(<500 km), erosion rates of solar array materials can be high and can cause degra-
dation in their mechanical, thermal and electrical properties. In recent years, many
nanosatellites and student satellites are launched into low earth orbits for technol-
ogy demonstration. Hence, understanding of the performance degradation of solar
array exposed materials is very critical for the low-altitude satellites. To protect
the exposed surfaces, mitigation technique needs to be adopted. In this chapter, the
effect of atomic oxygen on the solar array exposed materials, details of the protection
coatings, its qualification and on-board performance are presented.

Keywords Indian Space Research Organization (ISRO) · Solar array · Low earth
orbit (LEO) · Atomic oxygen · Ultraviolet radiation · UTP (Upper trip point) · LTP
(Lower trip point)
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1 Introduction

Atomic oxygen is the predominant species in the upper atmosphere (200–600 km).
Atomic oxygen is formed due to the dissociation [1] ofO2 by ultraviolet (100–200 nm
wavelength) radiation. The interaction between atomic oxygen and spacecraft sur-
faces can produce significant changes in the mass, surface morphology, electrical,
thermal and optical properties of the spacecraft materials through erosion and oxida-
tion. Atomic oxygen has a high number density and ram impact energy at altitudes
between 200 and 650 km. The orbiting spacecraft motion (approx. 7.7 km/s) through
the atmospheric atomic oxygen can generate a flux to the spacecraft surfaces with
significant energy of about 5 eV. This energy is sufficient enough to initiate numerous
chemical and physical events on the surface it impacts. The changes in the surface
properties are directly related to the atomic oxygen fluence or total integrated flux
incident on material surfaces. The atomic fluence incident on the exposed surface is
dependent on parameters, such as 11-year solar cycle activity (F10.7), Geomagnetic
Index (Ap Index), the orbital velocity vector, spacecraft orbital parameters, such
as altitude, surface orientation, local time and mission life. Atomic oxygen fluence
increases with the increase in solar activity and decreases with the increase in the
satellite altitude. The product of fluence and the erosion yield (re-activity coefficient)
of the material will give the material erosion depth. The accurate prediction of the
material erosion is very important in determining the life of the system. The effect
of atomic oxygen and erosion rates of different solar array exposed materials for
Microsat was calculated using SPENVIS environmental models. From the analysis,
it is evident that the erosion rates are predominantly high and it needs to be protected
from the atomic oxygen for the better performance of the system.

The Microsat is a low earth orbit satellite launched to an altitude of 350 km by
PSLV launch vehicle on 12 January 2018. Because of the low altitude of 350 km, the
impact of atomic oxygen is very high. In order to overcome the erosion of materials,
as mitigation technique, atomic oxygen-resistant coatings were used on exposed
materials of Microsat solar array. The performance of the solar array with these
coatings is as per design and is found to be satisfactory.

In recent years, many nanosatellites and student satellites are launched into orbit.
These nanosatellites are becoming popular because of their smaller size, lower mass
and cost. In nanosatellites, many new technologies can be tested and demonstrated.
Because of lower mass and size constraint, the nanosatellite subsystems do not have
redundant systems. This requires the nanosatellite subsystems to work without fail-
ure. Generally, nanosatellites are launched into the lower-altitude orbits; hence, it is
essential that these satellites need to be protected from the effect of atomic oxygen.
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2 Study of Atomic Oxygen Effect

Experiments conducted during early space shuttle flights to understand the effects
of exposure of a variety of materials to the LEO environment, viz. Space Trans-
port System (STS), NASA’s Long Duration Exposure Facility (LDEF) and Limited
Duration Candidate Exposure (LDCE) material exposure experiments, the Russian
space station Mir, Materials International Space Station Experiment (MISSE) series
flown on the exterior of the International Space Station (ISS), Hubble Space Tele-
scope, etc., have shown that atomic oxygen in LEO environment causes erosion of
sensitive material surfaces, and prolonged exposure will result in degraded system
performance [2] and eventually lead to premature mission failure.

Figure 1 depicts a Kapton H flight sample (three layered) pre and post atomic
oxygen exposure, whichwas part ofMISSE 2 PEACE (Polymer Erosion and contam-
ination Experiment) Polymers Experiment carried out on board ISS. During flight,
the top layer had completely eroded due to atomic oxygen. The second layer was
eroded partially, and the third layer was exposed to atomic oxygen [3].

Hence, ATOX is considered as one of the most serious hazard to spacecraft mate-
rials, and it is essential to protect the exposed surfaces of the solar array with atomic
oxygen-resistant coating materials.

The effect of atomic oxygen on solar array exposed materials was studied in detail
using SPENVIS model. A study has been carried out to assess the effect of atomic
oxygen on the solar array exposed materials for Microsat mission by considering the
orbit parameters—total period of exposure and ram direction.

2.1 Calculation of Atomic Oxygen Fluence

The atomic oxygen density was calculated using SPENVIS model. The atomic
oxygen density depends on

• Altitude,
• Year of launch,
• Day of the year,

Fig. 1 Kapton H sample
pre- and post-flight
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• Geomagnetic Index (Ap Index),
• Solar Flux (F10.7).

The atomic oxygen flux was estimated by using

Atomic oxygen flux = Atomic oxygen density ∗ Space craft ram velocity.

Atomic oxygen fluence = Atomic oxygen flux ∗ Totalmission life.

With the above input, the erosion rates of various spacecraft exposed materials
were calculated for each satellite axis (pitch, yaw and roll) with respect to ram. The
erosion levels for each axis are listed in Tables 1 and 2. From the analysis, it is clear
that if exposed materials are not protected from the atomic oxygen, because of the
high erosion rate, the materials especially solar array front-side Kapton and epoxy
used in CFRP will erode within the mission life.

Table 1 Erosion depth in one year for materials in front surface

Erosion depth in one year for materials in front surface due to atomic oxygen

Satellite axis with
respect to ram

Total cumulative
fluence (cm−2)

Erosion for different materials (µ)

Kapton Silver Carbon Epoxy Teflon

+Y 1.73E+20 5.19 18.16 2.59 2.94 0.06

+R 1.91E+21 57.18 200.13 28.59 32.40 0.71

+P 4.19E+20 12.57 43.98 6.28 7.12 0.15

−Y 1.69E+20 5.07 17.74 2.53 2.87 0.06

−R 0.00E+00 0.00 0.00 0.00 0.00 0.00

−P 4.10E+20 12.31 43.10 6.16 6.98 0.15

Table 2 Erosion depth in one year for materials in rear surface

Erosion depth in one year for materials in rear surface due to atomic oxygen

Satellite axis with
respect to ram

Total cumulative
fluence (cm−2)

Erosion for different materials (µ)

Kapton Silver Carbon Epoxy Teflon

+Y 1.69E+20 5.07 17.74 2.53 2.87 0.06

+R 0.00E+00 0.00 0.00 0.00 0.00 0.00

+P 4.10E+20 12.31 43.10 6.16 6.98 0.15

−Y 1.73E+20 5.19 18.16 2.59 2.94 0.06

−R 1.91E+21 57.18 200.13 28.59 32.40 0.71

−P 4.19E+20 12.57 43.98 6.28 7.12 0.15



Microsat: Solar Array Exposed Materials Protection … 313

2.2 Mitigation

To protect the exposed materials, a mitigation technique of applying the atomic
oxygen-resistant coating materials on the exposed surfaces was adopted. An exten-
sive literature survey was made to identify suitable atomic oxygen-resistant coating
materials. The list of various solar array exposed materials is shown in Table 3. The
list of base materials and the atomic oxygen-resistant coating materials used for their
protection is shown in Table 4.

The resistant coating materials were process qualified by adopting suitable appli-
cation process and various evaluation tests. A qualification coupon was fabricated,
wherein the exposed surfaces were coated with different atomic oxygen-resistant
coating materials. The coupon was tested for 30,000 ambient thermal cycles between
+100 and −100 °C for low earth orbit environment condition. The coupon success-
fully completed the test, and there were no anomalous test results observed. These
mitigation techniques can be adopted to all low earth orbit (LEO) satellites.

Table 3 List of solar array exposed materials

S. No. Description Material used

1 Solar cell cover glass Cerium-doped micro-sheet

2 Solar cell end termination Silver-plated Kovar

3 Substrate Aluminium honeycomb core with CFRP face skin and
Kapton insulator layer on cell side.

4 Harness Spec-55 wires (Teflon-coated wires)

5 Solar cell adhesive RTV-S-691

6 Crimp barrels Nickel-plated copper

7 Crimp sleeves Polyurethane

8 Connector ITT Cannon (shell)

9 Clamps Anodized aluminium clamps

10 Harness tying thread Wax-coated nylon

Table 4 List of base materials and atomic oxygen-resistant coating materials used

S. No. Base material Atomic oxygen-resistant coating material
used

1 Kapton surface MAP ATOX-41B

2 Silver-plated Kovar interconnectors and
silver-plated copper busbars

MAP ATOX-41B

3 On CFRP substrate CV 1148
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3 Microsat Solar Array

Microsat solar array consists of rigid deployable sun-orienting solar array comprising
of two panels, one on each wing. There is no SADA to track the sun. The solar panels
aremade sun pointing by orienting the spacecraft body along one axis.Microsat solar
array consists of rigid, deployable solar panels. The solar panel substrates are com-
posite structures with a rigid aluminium honeycomb core of thickness 14.15 mm and
0.1-mm-thick woven CFRP fabric face sheet co-cured with 0.05-mm-thick Kapton
insulator on cell side. The solar panels are in the roll axis/plane. There are two solar
panels of size 0.810 m × 0.830 m and 0.915 m × 0.830 m, one per wing. The total
array area is 1.36 m2.

In order to meet the higher specific power requirements, high-efficient triple-
junction solar cells are used for power generation. Atomic oxygen-resistant coating
materials and processes were adopted to protect the exposed surfaces of Microsat
solar array. The solar panel’s front and rear sides are shown in Figs. 2 and 3.

The array is designed to generate a maximum power of 320 W at end of life of
1 year at equinox, normal incidence, at a maximum bus voltage of 42 V. The required
power is to be distributed from single raw bus of 30–42 V.

Fig. 2 Solar panel front side
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Fig. 3 Solar panel rear side

3.1 In-Orbit Performance of Microsat Solar Array

Microsat was launched on 12 January 2018 to a 350-km circular orbit by Polar
Satellite Launch Vehicle (PSLV) from Sriharikota (SHAR), India.

The solar array supported the spacecraft power requirement and battery charging
requirement except during eclipse throughout the mission. The power electronics is
designed for UTP- and LTP-based battery charge management.

The on-board parameters to verify the solar array performance of Microsat
Spacecraft are:

• Current delivered by solar array to the loads/load currents,
• Status of inclusion/exclusion of the solar array strings,
• Solar panel rear-side temperature,
• Solar panel off-set from sun normal.

Using these data available in telemetry, a method was established for estimating
the total power generation capacity of the solar array. The in-orbit telemetry-derived
generation estimate was compared against the theoretical predictions throughout the
mission. The Microsat solar array observed performance with respect to estimated
performance is shown in Fig. 4.

The uncertainty of ~2% as shown in Fig. 4 in observed performance with respect
to estimated performance can be attributed to the telemetry error and probability of
non-occurrence of losses due to mismatch, orientation and assembly losses.

From observation, it is evident that the performance of the solar array is as per
design and estimation. The in-orbit performance of the solar array is normal which
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Fig. 4 Solar array performance

clearly indicates that the atomic oxygen protection coating has protected the solar
array exposed materials. The atomic oxygen-resistant coating has survived the on-
board atomic oxygen environment.

4 Conclusions

Microsat is one of the satellites in the series of remote sensing micro-satellites
launched to a 350-km circular orbit, where atomic oxygen is of major concern. The
Microsat solar array with atomic oxygen-resistant coating has survived the atomic
oxygen orbital environment, and the performance of the solar array is as per the design
and prediction. Hence, these mitigation techniques are adoptable to nanosatellites,
which are the future technology development frontiers in satellite technology.
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Quality Assessment Techniques for Small
Satellite Images

V. S. Biju, K. Balan, S. Sathiamurthi and K. S. Mani

Abstract Recently, the occupancy of small satellite in space is increasing, and one
potential application of this is satellite imaging. The difference in acquisition con-
ditions of satellite images makes it susceptible to much degradation compared to
normal images. The common degradations are motion blur, low resolution and noise
due to low light conditions, rain, snow, etc. Since small satellites are planned to be
launched in big numbers, the number of image data to be analyzed will be higher,
and this calls for some automatic techniques for assessing the quality of acquired
images. Even though perceptual image quality assessment is a much explored area,
there is not much work done in the area of satellite image quality assessment. In this
paper, we review different techniques used for satellite image quality assessment and
suggest some techniques which can also be used. The first method that we propose
extracts GIST feature from satellite images and then uses a shallow neural network to
predict the quality of the image from these features. The second method uses a deep
convolutional neural network (CNN) with a shallow fully connected neural network
to predict satellite image quality.

Keywords Image quality assessment · Satellite images · Deep CNN · Small
satellites

1 Introduction

Recently, there is tremendous growth in the use of small satellites for different appli-
cations. The lower launch costs, lower development cost, lower development time and
mass production possibilities make it a good business prospect for private industries.
Forming satellite constellations, in-orbit inspection of bigger satellites and different
technology demonstrations are some of the unique applications of small satellites. At
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the same time, small satellites are widely used for imaging purposes also. The num-
ber of satellites, and hence, the number of images captured will be in large quantities
in the case of small satellites. Two main types of satellite images are panchromatic
and multispectral. The former will have a higher spatial resolution; whereas, the
later will have rich spectral content. These images may undergo a different type of
degradations while acquisition. Some common degradation is motion blur, low res-
olution and noise due to low light, rain, snow, etc. Also, there can be degradations
while stitching the stripes of images to make a big image. Image quality assessment
(QA) is the technique of assessing the quality of an image either perceived by human
beings or for an application using a computer algorithm. Image QA algorithms are
used for testing the performance of different image filters, fusion methods, acquisi-
tion systems and many others. It is also used to screen out bad images from a large
collection of acquired images.

There is plenty of work done in the area of image quality assessment for predicting
the perceived quality of images by a human being. The image quality assessment
algorithms are generally classified into three categories. They are the full reference
(FR), reduced reference (RR) and no reference (NR) image quality assessment (IQA)
methods. In FR-IQA, we assess the quality of the test image w.r.t. a reference image.
This methodology can be applied in applications where we have the reference image
like image compression, image transmission over a channel, etc. In RR-IQA, quality
of the test image is assessed with only partial information about the reference image.
In most of the cases, we will have only the test image and no reference images.
This falls under the category of NR-IQA. Mean squared error (MSE) and structural
similarity index (SSIM) [1] are two of themost commonFR-IQA indices. BRISQUE,
NIQE and DIVIINE [2] are some of the popular indices for NR-IQA. Since satellite
images are generally not used for human perception, these common techniques may
not be of good use. In this paper, we will have a review of the existing techniques
for satellite image quality assessment and propose some new techniques which can
be used.

2 Existing Methods for Satellite Image Quality Assessment

Multispectral images will have data in different bands, and they are fused to create
a single image. Babawuro et al. [3] have analyzed the effect of structural similarity
index (SSIM) for assessing the quality of fused multispectral images. SSIM is a
full reference image quality index which is computed as the product of luminance
similarity, contrast similarity and structural similarity between two images. SSIM is
expressed mathematically as

SSIM(x, y) = 2µx ∗ µy + C1

µ2
x + µ2

y + C1
∗ 2σx ∗ σy + C2

σ 2
x + σ 2

y + C2
∗ σxy + C3

σx ∗ σy + C3
(1)



Quality Assessment Techniques for Small Satellite Images 321

where x and y are two images, μ denotes the weighted mean of a patch around a
pixel, σ denotes weighted standard deviation of a patch around a pixel, σ xy denotes
cross-correlation between two image patches, and C1, C2 and C3 are small constants
used to avoid singularities.

They have tested this method on very high-resolution multispectral images from
Quick Bird satellite. The multispectral images are fused to create true color images.
The noisy images of the same scene are also generated since it leads to the deformed
structure of the image. They have compared different sets of good and degraded
images using different image quality metrics. According to their results, SSIM is
able to capture distortions in the fused image up to some extent, and this can be used
as a coarse index to assess the quality of fused multispectral images.

Zhang et al. [4] have proposed a no referencemethod for satellite image QA based
on an indicator system. Their algorithm extracts different features from the image and
then uses support vector regression (SVR) to predict the quality of the image from
these features. They extract five features for background and four features for target
from the image and give this as input to the SVR. A block diagram of their method is
given in Fig. 1. They have done the experiments using multiple satellite images from
geo orbit. These images are spread across three years and different seasons. Images
are taken from different locations in space and contain images of different quality.
They are able to predict the image quality quite well using this method with a MSE
of 0.00046.

Crespi et al. [5] propose a method to evaluate the radiometric quality of high-
resolution satellite images using noise and resolution characteristics. They find out
the noise in homogenous image regions from pixel standard deviations and analyze
the variation of noise w.r.t. pixel intensity. The noise in an image region is computed
from the standard deviation of pixels in 3 × 3 image patches. The standard deviation
values are sorted, and the average of smallest 5% is used for noise computation
since the higher standard deviations are caused by image textures. An indicator of
signal-to-noise ratio is computed as

Fig. 1 Block diagram of
satellite image quality
prediction algorithm by
Zhang et al. [4]
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R = Dmax − Dmin
σs

(2)

Dmax andDmin denote the highest and lowest pixel value in the region, and σ s denotes
the mean of the lowest 5% standard deviations.

To get the resolution characteristics, they use modulation transfer function (MTF)
of the image. First, a line spread function is computed from edges in the image, and
then its Fourier transform is taken to get the MTF.

3 Proposed New Methods for Satellite Image Quality
Assessment

Recently, artificial neural networks are gaining more and more popularity. They are
being used for many computer vision applications like image classification, object
detection, image denoising and image super resolution. In all these applications,
artificial neural networks are giving state-of-the-art performance. The increase in
amount of annotated data and the increase in computational power have lead to the
recent advances in this field. This made us to think the possibilities of using the same
for satellite image QA.We propose two methods for satellite image QA using neural
networks.

3.1 Satellite Image Quality Assessment Using GIST Features
and a Shallow Network

The basic idea behind our first method is to extract feature from the image using
some standard techniques and then use a shallow network to predict the image quality
using these features. We can either use local image features or global features for this
purpose. If we use local features, some kind of aggregation has to be applied on that.
So, here we decided to use one global image feature called GIST [6] in the initial
step. In GIST, rather than viewing the image as a collection of different objects,
a holistic model of the image is made. GIST is an image feature used mainly for
applications like scene categorization. A set of five perceptual dimensions, namely
openness, naturalness, roughness, ruggedness and expansion are used to represent
the holistic nature of the image in low dimension. These five features are obtained
from the amplitude spectrum of windowed Fourier transform of the image. GIST
gives a feature vector of size 512 for each image, and we train a shallow neural
network to predict image quality from these features.

The neural network that we propose is of three layers. Layer-1 has 16 nodes,
layer-2 has four nodes, and layer-3 has one node. In effect, it is a regressor function
trying to predict a scalar from a vector of size 512. The number of layers and nodes
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Fig. 2 Block diagram of satellite image quality prediction using GIST features and a three-layered
neural network

can be increased depending on the size of the dataset that we have. We propose to
use ReLU activation function for the first two layers and linear activation function
for the last layer. The network can be trained using Adam optimizer for 50 epochs.
The number of epoch can also be adjusted depending upon the dataset size. A basic
block diagram of our proposed method is given in Fig. 2.

The above algorithm can be implemented in Python with Keras library for the
neural network.

3.2 Satellite Image Quality Assessment Using a Deep
Convolutional Neural Network

In Sect. 3.1, we have used GIST algorithm for extracting features from the image.
But recently, it has been shown in the literature that many of the deep convolutional
neural network features trained for applications like image classifications can be used
as general-purpose features [7]. So, herewe alsowould like to use deep convolutional
features and fully connected network for predicting the quality of satellite images.
The main constraint in training a deep CNN is the huge annotated data requirement.
Since we may not be having enough data to train a CNN from scratch, we decided
to use convolutional layers from a pre-trained network and augment it with fully
connected layers.

There are numerous of the shelf trained networks available. We propose to take
convolutional layers from a network called VGG-16 [8] which is trained for image
classification on ImageNet dataset. VGG-16 has 13 convolutional layers. The number
of channels increases gradually from 64 to 512 in powers of two. All convolutional
kernels are of size 3× 3. The shallow network is the same as that in previous section.
A block diagram of our proposed method is given in Fig. 3.

Training methodology for this network is as follows. First, the fully connected
layers alone will be trained using Adam optimizer for 30 epochs. The weights of
deep CNN layers from VGG-16 will not be varied during this phase of training.
Once the new layers are trained properly, in the next step, the last nine convolutional
layers from VGG-16 will be fine-tuned using stochastic gradient descent optimizer
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Fig. 3 Block diagram of satellite image quality prediction using deep CNN features and a three-
layered neural network

and a low learning rate. The first two blocks of VGG-19 are not fine-tuned because
generally initial layers in a deep network represent low-level image features which
are common to many applications.

One problem that we faced here is the non-uniformity in size of the image that
is used for training and testing. The input image size should be fixed for the proper
working of the network since the output size of the convolutional layers depends
upon the input image size. So, here we decided to split the input image to patches of
size 256 × 256 and feed these patches to the quality prediction network. The quality
score for the input image is found as the average of quality scores of all patches in
that image.

4 Conclusion

The significance of image quality assessment is very high for small satellites con-
sidering the large number of image that will be captured and the possibility of cheap
sensors to be used. In this paper, we review some of the existing methods for satellite
image quality assessment.We also propose two newmethods for satellite image qual-
ity assessment using artificial neural networks considering the recent advancement
in the field. In the first method, we have designed a framework for the extraction of
GIST features from the image and prediction of image quality from these features
using a shallow neural network. We have also proposed a method in which deep con-
volutional features are extracted from the image using parts of pre-trained VGG-16
network followed by a three-layered neural network for predicting quality from these
features.
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RETRACTED CHAPTER: Usage
of COTS/EEE Parts in Space
Applications—An Overview

H. V. Harish

Abstract Manychallenging space application requirements canbemet usingCOTS.
The time comes (better sooner than later) for the policymakers to reach a consensus
on applying theCOTS philosophy to space applications. This policy change is critical
for the space industry. This paper attempts to suggest different issues to be tackled
in order to meet technical, quality assurance, and cost requirements using COTS.
A less heavy package results in a smaller payload for the same board dimension;
this provides a huge weight advantage for space missions because the payload mass
defines the launch vehicle requirements. Potential reduction in cost can be achieved
by using various methods like screening, accelerated testing, or partial qualification
techniques to complement the existing commercial qualification as well as by the
reduced package materials costs. Assessment of the risk associated with potentially
lower reliability devices, engineers within the commercial and aerospace industries
are using trade-off and risk analysis to aid in reducing satellite system cost while
increasing performance and maintaining high reliability.

Keywords COTS · EEE Parts · Space

1 Introduction

For decades, military/space electrical, electronic, and electromechanical (EEE) parts
have proved to be suitable for use in military and space applications [NASA’s Office
of Safety & Mission Assurance (OSMA) evaluates newly available and advanced
electronic parts for programs and projects under its EEE parts program.]. The tradi-
tionalMIL-SPEC [US defense standard/military specification]methodology is based
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on risk avoidance by testing the finished parts. Yet, global developments, like declin-
ing availability and budget constraints, have triggered the need to find an alternative
solution. The alternative solutionwas officialized in 1994 byUSSecretary ofDefense
WilliamPerry’s directive, imposing the use of commercial off-the-shelf (COTS) parts
in military applications, exempting space applications. After decades of successful
use of COTS inmilitary applications, the above change has been proved viable.Many
challenging space application requirements can be met only using COTS. The time
comes (better sooner than later) for the policymakers to reach a consensus on apply-
ing the COTS philosophy to space applications. This policy change is critical for the
space industry. This paper attempts to suggest different issues to be tackled in order
to meet technical, quality assurance, and cost requirements using COTS. The term
“COTS” in this paper refers to commercial EEE parts, including plastic-encapsulated
active ones.

2 EEE Parts Control Concepts

US Secretary of Defense William Perry’s 1994 directive officially started the transi-
tion from the use of military electrical, electronic, and electromechanical (EEE) parts
in military applications to the use of commercial EEE parts (or COTS) in military
applications. Space applications were exempted from meeting the directive require-
ments; however, the same drivers to this cultural change (like parts availability) apply
also to the space industry.

3 MIL-SPEC Versus COTS

The following table compares the main principles of the two subject concepts.
For COTS, the main idea is:

MIL-SPEC COTS

Risk avoidance Risk management

Parts testing Statistical Process Control (SPC)

Small-volume production High-volume production

– Risk management: It is the project responsibility to manage the risk. The risk
cannot be zeroed, even by most stringent measures.

– Process control: The process builds reliability into the part.
– Production level: High-volume results in reliability.
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4 Quality Versus Reliability

Quality and reliability are two different terms to be understood: Quality is the con-
formance to requirements at the start of use. Reliability is the probability of parts to
meet the relevant specification over the time, under the worst operational conditions.
Reliability is quality changing over time. In other words, quality is a snapshot at the
start of the life, and reliability is a motion picture over the life.

5 Part Testing Versus Process Control

Given the above quality/reliability clarification, it is clear that reliability cannot be
tested into the part. The qualification and screening are not considered as a substitute
for manufacturing control, but rather as risk mitigation measures. Consequently,
the way to address the reliability issue is by Statistical Process Control (SPC). The
process (design followed by manufacturing) builds reliability into the part. In the
environment of high-volume commercial EEE parts production, the SPCworks well,
resulting in very low failure rates at start of use timing. That does not mean that the
part testing is worthless. The MIL-SPEC focuses on part testing and much less on
process control.

The Statistical Process Control does not work for a low-volume production, like
space/military EEE parts production. The testingmitigates the lack of statistics value.
The reliability is built into the part. The quality is addressed by testing. That is the
positive side. Usually, the risk of damaging the parts during testing is ignored by pol-
icymakers. Any part-level extra testing (outside the necessary manufacturer’s inline
testing) of the actual units to be flown results in higher risk than testing them. Selected
sample testing is OK. The tested sample should not be used for flight. The manufac-
turer of military-qualified parts is not incentivized to improve the process. Changes
involve time and money to meet the qualification requirements. The qualification
addresses the quality. Process improvements addressing reliability may be skipped,
and the specification met anyway at parts delivery timing. This is not the case with
COTS; the focus is on process control. The high-volume production justifies the
efficient implementation of statistics. Consequently, the reliability is addressed. The
COTS manufacturer, freed from the MIL-SPEC restrictions, can continuously mon-
itor the process and continuously improve it. The term “high-reliability” or “hi-rel”
is used exclusively for space/military ones. It is wrong to conclude that by definition
all COTS are non-hi-rel parts. Decades of COTS use in military applications proved
that COTS are reliable enough for the specific mission. The mission conditions in
military are often more severe than in space, except radiation. The mission duration
is often longer than a space mission.
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6 Reliability Prediction

The leading document for reliability prediction has, for decades, been MIL-HDBK-
217. This handbook, on the reliability prediction of electronic equipment, systemati-
cally suppressed the use of non-military parts in military applications. In spite of the
wide usage of the above document, after the 1994 William Perry’s directive, it has
been declared unreliable. On February 15, 1996, a memorandum signed by Assistant
Secretary of the Army/Research, Development, Acquisition, Gilbert Decker, stated:
“In particular, MIL-HDBK-217, Reliability Prediction of Electronic Equipment, is
not to appear in an RFP (request for proposal) as it been shown to be unreliable
and its use can lead to erroneous and misleading reliability prediction.” It has to be
remembered that the reliability predictionmodel is based on theArrhenius equation, a
formula for the temperature dependence of reaction rates, considering one stress. Var-
ious experts claim that there is ample evidence that a straightforward application of
the Arrhenius equation, with activation energies determined from high-temperature
accelerated stress testing, is not the right way to deal with the matter.

7 Space Qualified

The term “space qualified” has to be fully understood in order not to be misused. The
definition is space systems, subsystems, and componentswhichmeet the specification
relevant to their use. For example, often parts qualified toMIL-SPECquality level “S”
are called “space qualified.” Quality level “S” is the highest quality level and should
not be automatically interpreted as “S” = “space.” Level “S”, without specified
radiation hardness assurance (RHA) for space systems requirement in the specific
part specification, ignores fully or partially the radiation in space.

8 Military Versus Space Application

The exclusive requirements for space are radiation, outgassing, vacuum, micrograv-
ity, and atomic oxygen. Proper selected COTS (including non-hermetic ones) can
meet these requirements.

COTS for space applications/issues are to be revisited.
In order to progress in the process of massive introduction of COTS in space

applications, well-rooted requirements shall be revisited within the risk management
philosophy, in order to save time and money. Following are some suggested revisit
targets:
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8.1 Reliability Prediction

Too often, technical specifications/scopes of work (SOW) specify an absolute relia-
bility limit to be met, penalizing use of COTS. The use of the term shall be revisited
in order to use it within its limitations. MIL-HDBK-217F explicitly states its limi-
tations: “a reliability prediction should never be assumed to represent the expected
field reliability.” A misinterpretation may lead to not justifiable extra cost. Anyway,
asMIL-HDBK-217F admits, “those who view the prediction only as a number which
must exceed a specified value can usually find the way to achieve their goal without
any impact on the system.”

8.2 Market-Driven Availability

In view of the many years of official use of COTS in military applications, it is
obvious that the required results did notmaterialize. Themilitary-qualified and space-
qualified EEE parts share in the EEE parts global market is less than 0.5 percent in
terms of dollar value. Nobody can stop a manufacturer from leaving a market found
not to be profitable. Keeping the traditional approach means that we learn from
history that we do not learn from history. The future EEE parts availability has to be
secured for military applications and for space applications, as well. The business
decisions are much stronger than any EEE parts policy.

8.3 Hermeticity Requirement Versus Plastic

The importance of package hermeticity is not arguable. The problems encountered in
early stages (from the 60 s) with non-hermetic plastic-encapsulated semiconductors
caused the military and space parts policymakers to have serious concerns of their
use in military and space applications. Of course, the “hermeticity” of the plastic
parts cannot compete with the hermeticity of the hermetic parts. The goal should be
“enough” not the “best.”

8.4 COTS Post-procurement Testing

The needed COTS introduction into space applications is shadowed by the high non-
recurring engineering (NRE) involved. The high NRE is driven by post-procurement
testing requirements derived from thewell-rooted traditional approach of part testing.
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9 Radiation TID

It is the user’s responsibility to find a way to assess the total ionizing dose (TID)
withstanding capability of any part and use it accordingly. The following issues
should be revisited.

9.1 Radiation Design Margin (RDM)

The RDM requirement provides a systematic approach to managing the mission
risk posed by uncertainties in both the radiation model and hardware susceptibility
to radiation. RDM takes into account traditionally an historic lot-to-lot variation
that may be different today due to better manufacturing process control (SPC) and
improvements. Revisit may lead to applied RDM reduction, leading to more COTS
being able to withstand the radiation requirements.

9.2 Lot-to-Lot TID Testing Requirement

In view of the improved process control (SPC) and high-volume statistics validity,
the lot-to-lot and within-a-lot variation issue is worth to be revisited. From the point
of view of radiation testing, military-level-qualified parts and COTS have the same
lack of die traceability problem of not being wafer traceable. The space industry
turns a blind eye on the lack of wafer traceability for the traditionally acceptable
military-level parts, but penalizes COTS in space because of same traceability issue!

9.3 Part TID Tolerance Level

The part TID withstanding capability level is established by radiation testing and is
defined as the TID level at which the part goes out the specification limits for the
first time. To relax the requirement, another practice is applied by those having a
meaningful database. It is not a good engineering practice, because it relies on out-
of-spec part operation toward the end-of-life phase of the mission. The higher level
achieved is called design part TID withstanding capability level. The design worst-
case analysis (WCA) shall validate the above practice. Revisiting the above widely
used practice may lead to new ideas of easing the introduction of relatively TIDweak
COTS in space applications. On the other hand, it may lead to the conclusion that
when operating outside the spec, the risk is too high.
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9.4 EEE Parts Shielding

The use of more effective shield material lowers the predicted mission TID level
seen by a part. Consequently, the required part TID tolerance is decreasing, andmore
parts become suitable for the space application (from TID points of view). There are
better than aluminummaterials (like tantalum), and there aremore effective shielding
techniques (like multilayer shields). Active shields (like magnetic) are in research
stage.

10 Radiation-Induced Latch-up (SEL)

SEL, one of the single-event effects, is destructive. Themitigation consists of a latch-
up protection circuit to quickly disconnect the damaging current. To implement such
mitigation, the latch-up current shall be known from the SEL testing. The SEL testing
is performed in heavy-ion accelerators and involves high cost and a long time. In
order to reduce cost and time, the following issues should be revisited:

10.1 SEL Test Method

Revisiting the traditional method versus another method may lead to cost reduction
and time savings. Another SEL test method, worth being considered, is the less
expensive pulsed laser SEL (and other SEE) testing, proved as efficient. By the
way, the pulsed laser source may play an important role in bit mapping, mitigating
multiple bit upsets (MBU). Another known SEL test method is Californium 252, if
used within its limitations.

10.2 SEL Rate Prediction

There is a practice, to be revisited for validity and increased use, based on comparison
with the reliability figure of the part. It states that if the SEL probability is less than
one-tenth of the relevant reliability figure, the part may be used for flight as is.

10.3 Part Technology/Process

To help the rather complicated, difficult task of COTS SEL assessment, there is
a strong need for knowledge of the relevant part technology/process basic data.
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The following information is needed: technology, process, foundry, and die revi-
sion. Alliances in the space industry can substantially contribute to avoid testing
duplications.

11 Destructive Physical Analysis (DPA)

The DPA, focusing on the process-related issues, is a not a removable post-
procurement activity. Saying that it does not mean that the DPA testing depth should
not be revisited for optimization.

12 Upscreening

“Upscreening” means a raise of confidence level for using the part in the given space
application. Upscreening traditionally is performed 100 percent, but it can also reach
its goal by sample testing. The rationale behind sample (not to be flown) testing is
the conviction that any handling of flight parts may damage them. It is worth pay-
ing attention to the NASA warning in official document PEM-INST-001: “There
are numerous data indicating that improper handling and testing of the parts can
introduce more defects than are screened out.” The traditional post-procurement 100
percent upscreening requirement at part level needs to be revisited. MIL-STD-883,
Method 1015, Burn-in Screen, states that “burn-in is performed for the purpose of
eliminating marginal devices, those with inherent defects or defects resulting from
manufacturing aberrations which are evidenced as time and stress dependent failures.
In the absence of burn-in, these defective deviceswould be expected to result in infant
mortality or early lifetime failures under use conditions.” As seen above, everything
starts and ends within the manufacturing process of the die. Manufacturing defects
may result in failures. The present COTS are manufactured in a rigorous statisti-
cal process controlled high-volume production regime. That results in a substantial
better outgoing parts quality. The reliability cannot be addressed by upscreening.
Extensive design, production, and operational use of COTS (as procured) in military
applications in harsh environments, resulted in successful experiences. As the tech-
nologies advance and the functional integration at part level increases, the electrical
post-procurement testing becomes more and more difficult, inefficient, and costly.

13 Qualification

The successful use of COTS parts in military applications (very long operational life
is often applicable) supports the viability of use ofCOTS in space applications.NASA
PEM-INST-001 states: “For all PEMs, qualification by flight history or similarity is
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not acceptable.” It is not understood why NASA is still following the traditional
way of thinking, imposing such a general restriction on all PEMs. Qualification and
reliability monitoring are performed routinely by best-in-class parts manufacturers.

14 Procurement Strategy

Usually, the majority of the players in the space industry do not have all the skills
and infrastructure to manage the EEE parts procurement alone. It is preferred to
outsource these activities to specialized companies, the so-called parts procurement
agencies. The procurement methodology for COTS can follow the one practiced for
space parts. Centralization of the relevant activities is even more beneficial for COTS
(reduction of duplicate NRE).

15 Summary

The 1994 Perry move meant reversal of EEE parts selection priority for military
applications: First priority is given to use COTS. The focus went to process control,
as the fundament of part reliability. The 1994 move to use of COTS in military has
been proven successful. For space applications, there is a hesitating move to permit
the use of COTS, keeping the traditional EEE parts selection priority: first priority to
space parts. This methodology is a “no choice” permit to use COTS in space, within
the 100 percent testing regime (moved to post-procurement phase) of the traditional
(pre-Perry directive) philosophy. The minuscule military/space market life is finite
and unpredictable. The present methodology viability depends on the EEE parts
availability driven by business decisions. Consequently, the above methodology is
not a secure solution. A revised, pragmatic space tailored COTS methodology has
to be established and officially recognized. The methodology has to be based on the
concept of process control rather than finished 100 percent part testing. There is a
strong technical need for use of complex parts built using advanced technologies,
available only as COTS. There is a strong need for cost reduction and schedule
shortening. Educated decisions on eliminating not value-added activities are a must
for cost reduction. As per the present methodology, the COTS part ownership cost
is often higher than the procurement cost of space parts. There is no unsolvable
technical issue to block the use of selected COTS in space applications.

Absolute reliability figure shall not be specified as a requirement to be met. Reli-
ability prediction models shall be understood and not misused. The EEE parts avail-
ability assurance shall be considered a high-priority, critical parameter in their selec-
tion process. A new approach is needed to better secure the parts availability. COTS
post-procurement testing shall be optimized, eliminating activities that do not add
value. The present methodology has to be revisited for optimization and adaptation
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to the reality. Shared parts radiation databases shall be established to avoid duplicate
resting. Focus on part types reduction and orders consolidation.

16 Conclusion

The time has come (better sooner than later) for policymakers to reach a consensus on
applying a realistic COTS philosophy to space applications. There is no unsolvable
technical issue to block the use of selectedCOTS in space applications. The resistance
to change is the main obstacle to overcome.
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Image Fusion Techniques for Spatial
Resolution Enhancement of AWiFS
Sensor Data

K. S. R. Radhika, C. V. Rao and V. Kamakshi Prasad

Abstract Different characteristics of two or more images can be combined to
achieve the merits of both in the resultant image. In proposed work image fusion is
performed on pair of images, LISS-III and AWiFS of Resourcesat-I satellite (ISRO)
LISS-III sensor data have high-spatial resolution, whereas AWiFS sensor data has
high temporal resolution and larger swath. Different techniques namely regression,
support vector machines (SVM), non-subsampled contourlet transform (NSCT) are
used for acquiring images with high temporal, finer spatial and larger swath. The
results of the resultant images with high resolutions are found to be satisfactory.

Keywords LISS-III data · AWiFS data · LR-HR image pair · Fusion ·
Regression · NSCT · SVM

1 Introduction

Satellite data is the essential data for Earth observations applications. This data is
important for many environmental monitoring applications. India is agricultural-
based country. Close monitoring is required for crop study applications. Some crops
with short duration require data with high resolutions for analysis. Indian spaceborne
sensors have certain technological limitations of acquiring all the resolution high.
Satellite data is described using resolutions viz., spatial, radiometric, spectral and
radiometric resolutions [1]. The resolutions of the two sensors AWiFS and LISS-III
of Resourcesat-I satellite are given in Table 1.

These two sensor data are considered for the proposed work because the spectral
resolution of both sensors is the same. Both sensor data can be acquired on the same
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Table 1 Properties of AWiFS, LISS-III data

Sensor Swath (km) Temporal
resolution
(days)

Spatial
resolution (m)

Spectral bands Wavelength
ranges (µm)

LISS-III 740 5 56 Band 2 0.52–0.59

Band 3 0.62–0.68

Band 4 0.77–0.86

Band 5 1.55–1.70

AWiFS 140 24 23.5 Band 2 0.52–0.59

Band 3 0.62–0.68

Band 4 0.77–0.86

Band 5 1.55–1.70

date and same geographical area. Resourcesat-I satellite has three sensors on board
viz., AWiFS, LISS-III and LISS-IV. The acquisition of two sensors along path is
shown in Fig. 1. In simultaneous acquisition, the overlapping regions of this pair of
image sensors are shown in Fig. 2.

Fig. 1 AWiFS, LISS-III
swath along path

Fig. 2 Cross section along
the path of two images
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2 Back Ground

Two sensors data, Landsat and MODIS which have different temporal and spatial
resolutions, are fused to improve temporal resolution. An algorithm STAARCH is
developed and tested in Canada area of 185 × 185 km. This algorithm showed the
landscape changes for the total disturbed area with improved results [2].

A novel method on image fusion is performed to enhance the radiometric resolu-
tion. This technique used sensor data (LISS-III, LISS-IV, AWiFS) of Resourcesat-I
satellite which are having different resolutions. The resulted 10-bit image with spa-
tial resolution 23.5 m showed discerning object classes with better accuracy for
classification [3].

Data fusion is performed on high-resolution imagery and individual band LSR
image using Modification Brovey Transforms (MBT). QuickBird and IKONOS
images are fused using themethodsMBT, DiscreteWavelet Transforms and Smooth-
ing Filter-based IntensityModulation. The resultant image preserved both spatial and
spectral information. The results describe the strength of the prescribed method [4].

Fusion of LSHT and HSLT image is performed to generate high-spatial and high
temporal (HSHT) images. The procedure is performed in two steps. In the first step,
sparse representation is used and in latter, fusion using high-pass modulation is
performed on LSHT, HSLT imageries [5].

3 Methodology

A. Description:

In Fig. 1, 140 km swath of LISS-III (HR) can be expanded to 740 km swath of
AWIFS (LR) assuming that there may be similar Earth’s surface objects in nonover-
lapping area as that of objects in overlapping area by using single image super
resolution method. Here, information (i.e., objects) related to both images in 140 km
area is used as database for prediction in outer box area as shown in Fig. 3.

The spatial resolution (SR) of HR is less than SR of LR, i.e., SR ratio is 2.38.
2.38 × 2.38 pixels of HR are equivalent to single pixel of LR. In proposed method,
both the images are acquired on same date and location; therefore, direct subpixel
correspondence exits between LR pixel and HR pixel. In order to procure direct
subpixel and HR pixel, interpolation (nearest neighbor) technique is used. By this
technique, equalization is done for 2 × 2 pixel of HR to one pixel of LR as shown
in Fig. 3. Because of the interpolation, there will be no change in reflectance values,
but there will be problem of mixed-pixel responses. This problem of discrete pixel
is resolved in the proposed method prediction of HR pixel which uses subpixel
correspondence of LR-HR pair.
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Fig. 3 Relationship between resampled pixel in AWiFS and LISS-III

B. Image-to-Image Registration:

This step is an essential precondition that is to be performed on the image pair
HR-LR to create pixel-to-pixel correspondence. TheHR is used as a reference image;
the LR image is registered to HR image using control point method. 23.5 m pixel
size of HR image is changed to 28 m by resampling. One pixel of LR image and 2
× 2 pixel block of HR image are made equivalent, because SR of LR image is 56 m.
One-to-one relationship is obtained between LR-HR image pair.

C. LR-HR Normalization:

The SR of LR and HR images is 23.5 m and 56 m, respectively. Therefore, 2.4
pixels of HR span over LR single pixel. The radiometric resolutions of LR and
HR images are 10-bit and 8-bit, respectively. Radiometric normalization in radiance
domain given in (1) and (2) is performed, because of no Direct Digital Number (DN)
comparison.

Lr = (Ld/DNmax(L)) ∗ SaturationRadiance (L) (1)

DN = Lr ∗ (DNmax(A)/SaturationRadiance (A) (2)

where L is LISS-III and A is AWIFS.

D. Prediction of HR image:

In prediction phase, image fusion using three different techniques is proposed
in this work. The proposed methods are tested on two datasets. Figures 4 and 5
belong to Dataset-I original AWiFS and LISS-III images. Similarly, another dataset
is also considered for testing. Input images are downloaded from BHUVAN website
of NRSC, Hyderabad [7].
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Fig. 4 AWiFS

Fig. 5 LISS-III

• Using Regression:

The data in the overlapped area is used to train the regressor. In regression, there
are two types of regression, namely linear and curvilinear. In linear regression, y =
a + bx where a, b are arbitrary constants and y is dependant variable on x. Similarly,
in curvilinear, y = a + b1x + b2x2 where a, b1, b2 are constants and y is dependant
variable on independent variable x. The overlapping area, where both LR and HR
images exist, is taken for training and then y is predicted using this trained data.
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• Using SVM:

In the overlapping area, both the images appear over a span of 140 km. This
region is given for SVM training. A 5 × 5 patch in LR image is given for its center
pixel in HR image; this is a tuple in training database. Similarly, the total overlapped
area is considered for training which is given for SVM-train, further creates trained
database.

Later, this trained database is used to predict HR pixel to respective LR patch
using SVM-predict [6].

• Using NSCT:

In overlapping areas, both LR and HR images are considered. Then applying
NSCT, each is decomposed into seven contourlet coefficients, four high levels, two
midlevel and one low-level frequencies. Training is performed separately on each
and seven training databases are created. Later, these trained databases are used for
prediction of seven contourlet coefficients belonging to HR image, corresponding
to the respective LR image. Finally, inverse NSCT is applied for the predicted HR
image [8].

4 Results

In this section, the proposed methodologies, namely the regression, SVM, NSCT
predicted images are comparedwith the original image.All themethods are processed
on the individual four bands of the image. The images are displayed in false-color
composite (4, 3, 2). Figure 5 is the original HR image. Figure 6 is the predicted HR

Fig. 6 Using regression
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image using regression. Figure 7 is the predicted HR image using SVM. Figure 8 is
the predicted HR image using NSCT. All the three outputs are almost nearer to the
original image.

The quality of the predicted images is assessed using quality assessment param-
eters like root means squared error (RMSE), correction coefficient (CC), R2, etc.
The RMSE of the original and predicted images is shown in Table 2. The proposed
method is tested on two data sets.

Fig. 7 Using SVM

Fig. 8 Using NSCT
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Table 2 Root means squared error

Method Dataset-I Dataset-II

B2 B3 B4 B5 B2 B3 B4 B5

Regression 2.9916 2.9998 3.3056 3.7626 2.4399 2.3005 2.4587 3.2891

SVM 2.5177
e−004

2.5177
e−004

2.5076
e−004

2.5328
e−004

2.5328
e−004

2.5227
e−004

2.5379
e−004

2.5303
e−004

NSCT 0.0032 0.0026 0.0138 0.0049 0.0027 0.0033 0.0035 0.0039

5 Conclusion

Using the proposed methodologies, the spatial resolution is enhanced for a LR
images; therefore, the swath of 140 km can be expanded to 740 km assuming similar
Earth’s surface features in the nonoverlapping area as that in overlapping area. The
quality assessment parameters are also found tobe satisfactory for the predictedLISS-
III image corresponding to the AWIFS image. Since the proposed methodologies are
proved to be satisfied, this can be extended to the nonoverlapping area.
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Optimal Multiple Finite Burn Strategies
for Trans-lunar and Trans-planetary
Manoeuvres

Garima Aggarwal and R. V. Ramanan

Abstract In Chandrayaan IMission andMars Orbiter Mission, ISRO put the space-
craft from Earth Parking Orbit to the trans-lunar/trans-planetary injection point
through a series of orbit-raising manoeuvres around Earth. The start time and dura-
tion of each burn, alongwith the size of the intermediate orbits and the burn sequence,
must be designed, such that at the end of manoeuvres, the trans-lunar/trans-planetary
injection epoch is achieved. This study aims to design the optimal multiple finite burn
orbit-raising manoeuvres for trans-lunar and trans-planetary manoeuvres, using dif-
ferential evolution as the optimization technique. The reduction in the computational
time is achieved through multi-threading.

Keywords Orbit-raising manoeuvers · Finite burn loss · Differential evolution ·
Chandrayaan I Mission ·Mars orbiter mission ·Multi-threading

1 Introduction

ISRO has conducted several space missions, notably, Chandrayaan I Mission and
Mars Orbiter Mission. The spacecraft which carried the experimental payloads for
the two missions had to orbit around the Moon/Mars in Lunar/Planet Parking Orbit.
There are a series of manoeuvres before the spacecraft reaches that orbit. The space-
craft is first injected by the launch vehicle into Earth Parking Orbit (EPO). The
apogee/energy of the orbit is gradually increased until the spacecraft is injected
into the trans-lunar/trans-mars trajectory. The spacecraft is then captured in an
orbit aroundMoon/Mars through another sequence of manoeuvres. The orbit-raising
manoeuvres are executed through finite burns for a specified duration around perigee.
The burns are directed using velocity steering, in which the thrust direction is contin-
uously aligned in the direction of the velocity of the spacecraft. It is well known that
finite burn results in loss in the propellant mass. The finite burn loss can be reduced
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by executing the burn when the spacecraft is close to the perigee/apogee of the orbit,
which makes the gravitational force perpendicular to the thrust direction [1].

2 Problem Formulation

The orbit-raising manoeuvres by ISRO are executed using a 440 N liquid thruster.
The velocity impulse to be imparted is of the order of 1 km/s. This results in large
burn duration and hence, large finite burn losses for a single burn. If the velocity
impulse is imparted in multiple burns near the perigee, it will reduce the finite burn
loss. For Chandrayaan I Mission, energy requirements of up to 160 m/s could be
saved, which translates to around 40 kg of payload for the Chandrayaan I spacecraft.
Also, these finite burnmanoeuvresmust be carried out such that there is no unplanned
apsis line rotation. Further, there can be additional constraints, which are specific to
different missions. For example, Chandrayaan I Mission had an additional constraint
that the spacecraft should be visible from any one of the ISRO ground stations during
each burn. Designing the multiple burns that save propellant mass and satisfy the
constraints is an important task. The burn sequence (orbit numbers), intermediate
orbit sizes, burn start time and the duration of burn must be chosen to satisfy the
constraints and to make the spacecraft at perigee at the trans-lunar/planetary epoch.

3 Solution Procedure

This study devises an optimal strategy that consists of sequence of the orbit-raising
manoeuvres which makes the spacecraft to be at the trans-lunar/trans-Mars injec-
tion point at the specified injection Epoch. This study formulates the problem as
an optimization problem with unknown design parameters as the burn sequence,
intermediate orbit size, the start time and duration of each burn. Differential evolu-
tion (DE), an optimization technique, is used to determine the unknowns because
of its effectiveness to find a global optimal solution. Differential evolution does
not require an initial guess but finds solution from a specified set of bounds on the
unknown design variables [2]. Because the problem involves numerical integration
of equations of motion, including perturbations, the process of finding the global
optimal solution under finite burn requires enormous computational time [3, 4].

To reduce the computational time, a novel scheme has been devised. In this
scheme, initial estimates of some of the unknowns are generated first by assum-
ing impulsive burn in the optimization process, and then, these initial estimates are
used in the optimization process with finite burn to generate the refined estimates.
The optimization process assuming impulsive burn generates initial estimates for two
unknowns (i) the sequence of burns and (ii) intermediate orbit sizes. The initial esti-
mates of intermediate orbit sizes are used to generate initial estimates of the start time
and duration of each burn assuming symmetric burn around perigee. The objective
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function for the optimal impulsive burn strategy is set as minimizing the deviations
in the trans-lunar injection (TLI) epoch and the final target orbit elements. These
estimates are used in the optimization process where the orbit raising is modelled
with finite burn. The intermediate orbit sizes obtained in this optimization process
are used as target intermediate orbits for the finite burn optimization. It is to be noted
that the intermediate orbit sizes may undergo changes in finite burn strategy, due to
visibility constraint.

The initial estimates on burn start and burn duration obtained in optimization
process assuming impulsive burn are used to fix the bounds of the design variables in
the optimization process with finite burn. These initial estimates help narrow down
the bounds and hence reduce the computational time of the optimization process
with finite burn. In the optimal finite burn strategy, the objective function includes
minimizing the deviation in the intermediate orbit sizes, AOP during each burn, the
TLI epoch and the final target orbit elements. In optimizing the above objective
functions, suitable weights have been added to the terms of the objective function.
Despite the smaller bounds, the computational time for the optimization process
with finite burn is about half a day. In order to further reduce the computational time,
multi-threading has also been implemented in the C++ code, developed to find the
optimal burn strategy.

4 Differential Evolution

Differential evolution (DE) is ameta-heuristic procedure that optimizes a problem by
maintaining a population of candidate solutions and creating new candidate solutions
by combining existing ones using crossover probability and then keeping whichever
candidate solution has the best score or fitness on the optimization problem at hand.
DE can search very large spaces of candidate solutions, thus ensuring global solution.
Three operations (i) mutation, (ii) crossover and (iii) selection are used to introduce
variation in the population of candidates. The DE scheme is used in this study is
rand/1/bin, which means that the vector to be mutated is selected at random, only one
difference vector is used for mutation, and crossover is determined by independent
binomial experiments. The performance of DE is influenced by three parameters (i)
crossover probability (CR); (ii) population size (NP) and (iii) mutation factor (F).
Further details of the DE algorithm can be found in [2].
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5 Algorithms

5.1 Optimization Process with Impulsive Burn

The unknowns in the impulsive burn strategy are the size of the intermediate phasing
orbits around the Earth. The number of burns is fixed.

1. Fix bounds on the sizes of the intermediate phasing orbits. If there are four
burns, then there will four such bounds.

2. Select values for sizes of the intermediate orbits randomly from their respective
bounds.

3. Propagate the orbit from injection epoch to an orbit pass which satisfies the
visibility constraint from a network of tracking stations. Note that the prop-
agation is not by using numerical integration. It is an approximate analytical
process. After every orbital lap, Right Ascension of Ascending Node (RAAN)
and Argument of Perigee (AOP) of the orbit are to be updated to account for
J2 effect [1]. The other orbital elements are kept the same, and the state vector
at perigee is computed. The check of visibility is done for this state vector. A
constraint for an elevation angle of at least 7o at perigee has been imposed. This
is done to later ensure visibility over the burn arc for finite burn.

4. Introduce impulsive burns at the perigee to achieve the next immediate inter-
mediate orbit size. The velocity requirement at the burn location is given
by

�vB =
√

μ

(
2

rB
− 1

a1

)
−

√
μ

(
2

rB
− 1

a2

)

where rB is the radius of the burn location and a1, a2 are the semi-major axes
of the initial and target orbits.

5. Repeat steps (3) and (4) till the number of burns (fixed aprior) is completed.
Maximum number of orbital laps in the same orbit has been fixed to four.

In case of non-visibility of spacecraft for four consecutive perigee of the same
orbit, impose a heavy penalty in the objective function, which will eventually
lead to rejection of the proposed solution.

6. Find the apogee of the achieved orbit after all prefixed number of burns and
compute |hachieved − htarget|.

7. Find the time elapsed to reach the perigee of the final intermediate orbit and
compute |TLI Epochachieved − TLI Epochtarget|.

8. Check the visibility of the spacecraft at TLI epoch. In case of non-visibility,
heavy penalty is to be imposed on the objective function.

9. The objective function is set as

F = w1X |TLI Epochachieved − TLI Epochtarget| + w2X |hachieved − htarget|
+ Penalty for burn non-visibility at the perigees
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where wi are weights for the ith terms in the objective function. The weights in
the objective function have been fixed after several trials and are very specific to
a mission. For Chandrayaan I Mission later described in Sect. 6.1, the weights
are w1 = 500, w2 = 1, Penalty = 108.

10. Build a population of a fixed size (NP) by repeating the steps (2) to (9). The
population is a NP × (n + 1) matrix, where n is the number of unknowns, and
the last column will be the value of the objective function.

11. TheDE optimization is carried out on the current generation, and the population
is updated by repeating the steps (3) to (9) till the termination criteria are met.

The output obtained from the impulsive burn strategy gives the size of the inter-
mediate orbits, which in turn are used to find the burn start time assuming symmetric
burn and duration of each burn for finite burn implementation.

Given the initial mass of the spacecraft before each burn, ideal rocket equation
gives the burn-out mass of the spacecraft after each burn:

�vB = g0lsp ln

(
Minitial

Mfinal

)

where g0 = 9.81 m/s and Isp is the specific impulse of the spacecraft. The burn time
is given by

ṁ = Thrust
g0 Isp

Burn time = Minitial−Mfinal
ṁ

Thus, the estimated burn start time= Time of passage at perigee – estimated burn
time/2, assuming symmetric burn.

5.2 Optimization Process with Finite Burn

The unknowns in the finite burn optimization process are the burn start time and
burn duration of each burn. Previous Sect. 5.1 described how to find an initial esti-
mate of burn start time and burn duration, which is used to fix bounds on these
unknown parameters. The burn sequence and the intermediate orbit sizes are fixed
to the values which are obtained in the optimization process with impulsive burn.
These intermediate orbit sizes are used as targets to be achieved after each burn.
However, achieving them exactly is not possible. During finite burn, the perigee
altitude undergoes changes, which in turn changes the orbital period, and so, the
target apogee altitudes after each burn also undergo small changes. The error in the
achieved apogee altitudes can vary from 0.1% for the initial burns to 2% for the end
burns. The objective function is formed to minimize these changes.

1. Fix bounds on unknowns of all burns: burn start times and burn durations.
2. Select values randomly from their respective bound for all unknowns.
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3. Propagate the orbit from injection epoch to an orbit pass already identified with
impulsive burn.Note that the propagation is using numerical integration of equa-
tions ofmotion that includes perturbation due to J2 effect of non-spherical Earth.
Unlike in the impulsive burn, the state vector gets updated in this numerical
integration.

4. Execute the finite burns at the selected burn start time for the selected burn
duration for each burn. Check visibility of the spacecraft at all times during
burn. In case of non-visibility of spacecraft during any burn, impose a heavy
penalty in the objective function, which will eventually lead to rejection of the
proposed solution.

5. Find the apogee of the achieved intermediate orbit and compute |hachieved,i −
htarget,i | for the ith burn. Also, find the change in AOP of the orbit after the burn.

6. Repeat the steps (3) to (5) for all burns.
7. Find the true anomaly at the TLI epoch.
8. Check the visibility of the spacecraft at TLI epoch. In case of non-visibility,

impose heavy penalty on the objective function.
9. The objective function for finite burn strategy is as follows:

f = w11(Error inAOP1) + w12|hachieved,1 − htarget,1| + w21(Error inAOP)

+ w22|hachieved,2 − htarget,2| + . . . + wTLI(TATLI)

+ Penalties for non visibilities during each burn and at TLI Epoch.

where wi1 represent the weights for error in AOP for ith burn and wi2 represent
the weights for error in apogee altitude for ith burn. The weights in the objective
function have been fixed after several trials and are very specific to a mission.
For Chandrayaan I Mission later described in Sect. 6.1, the weights are w11 =
105, w12 = 2, w21 = 2000, w22 = 10−3, w31 = 104, w32 = 10−4, w41 = 104,
wTLI = 5000, Penalty = 1010. They can be easily set after studying the trend
in the objective function on changing weights.

10. Build a population of a fixed size (NP) by repeating the steps (2)–(9). The
population is a NP × (n + 1) matrix where n is the number of unknowns, and
the last column will be the value of the objective function.

11. TheDE optimization is carried out on the current generation, and the population
is updated by repeating the steps (3)–(9) till the termination criteria are met.

6 Numerical Results

A C++ code has been developed based on the procedures discussed in the sections
above. To fix values for the DE parameters, a few trial runs have been carried out
for an orbit-raising manoeuvre. The combination of the parameters which gave least
error and minimal computational time is F = 0.4, CR = 0.5 and NP = 40. These
set of parameters are specific to a sample orbital manoeuver, but they have given
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satisfactory results for the other manoeuvers and missions discussed. To validate
the formulation and the code, the following missions have been reproduced: (i)
Chandrayaan I Mission and (ii) Mars Orbiter Mission (MOM).

6.1 Chandrayaan I Mission

India’s first Moon mission Chandrayaan-1 carrying eleven scientific instruments for
the purpose of expanding scientific knowledge about the Moon was launched on
22 October 2008 from Satish Dhawan Space Centre, Sriharikota, India, by India’s
PSLV-C11. The spacecraft was injected into transfer orbit of 254.4 × 22,932.7 km
with inclination of 17.9° at 2008-10-22 01:10:19.081 UTC. The spacecraft was put
into Moon’s polar circular orbit of about 100 × 100 km on 12 November 2008 by
carrying out sequence of Earth and lunar bound manoeuvres.

For this study, the spacecraft is assumed to be initially in EPO of 250 km ×
22,881 km. The following constraints were introduced in the optimization processes.

1. The spacecraft should be visible during each burn from any of the ISRO ground
stations, as mentioned in Table 1 (Fig. 1).

2. No rotation of the apsis line of the intermediate orbits, during burn.
3. Reach perigee of the last intermediate orbit at TLI epoch.
4. Visibility at perigee of the last intermediate orbit for TLI burn.

The parameters used in the study are given in Table 2. The optimization process
assuming impulsive burn generated a burn sequence (4, 6, 7, 10, 11) which implies
five burns at the 4th, 6th, 7th, 10th and 11th perigees of the orbit and the related orbit
sizes. This sequence of burns and the intermediate orbit sizes are chosen ensuring
visibility at the perigee of the orbit. The burn sequence and the intermediate orbit
sizes are given in Table 3. The velocity impulse required and the burn duration
corresponding to the intermediate orbit sizes and the mass of the spacecraft after
each burn have been computed using equations mentioned in Sect. 5.1. The values
have been tabulated in Table 3.

It is to be noted this burn sequence was the same sequence proposed by ISRO.
However, due to failure of burn at the 6th perigee, ISROhad to revise its burn strategy.

The optimization process with finite burn is attempted using the results of impul-
sive burn. The bounds on the start time and duration of each burn are fixed around

Table 1 ISRO ground
stations for Chandrayaan I
Mission

Station Latitude Longitude

Trivandrum 8.536oN 76.78oE

Bangalore 13.03oN 7.51oE

Biak 1.10oS 136.05oE

Brunei 4.97oN 114.88oE

Port Blair 11.64oN 92.71oE
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Fig. 1 ISRO ground stations for tracking Chandrayaan I spacecraft

Table 2 Chandrayaan I Mission specifications

Specification Value Units

Thrust 408 N

Isp 318 s

Initial mass 1380 kg

PSLV injection epoch 22-10-2008
01:10:19.081

UTC

TLI epoch 03-11-2008
23:15:00

UTC

Target orbit 380,000 km

Number of burns 5 –

Table 3 Impulsive burn results for Chandrayaan I Mission

Burn at perigee ha (km) Delta v (m/s) Mass (kg) Burn duration (s)

4 37,393.45 318.37 1246.07 1023.69

6 68,507.62 291.22 1126.35 831.70

7 106,428.12 146.68 1070.49 388.14

10 230,983.46 158.67 1013.17 398.22

11 (TLI) 380,000.00 57.11 993.29 138.06

Total 972.05 993.29
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the values, given in Table 3. The bounds on the burn duration are set within ±40 s,
whereas the bounds on the burn start time are different for each burn. It is set as
±500 s for the first burn and increases to±1700 s for the last burn. The intermediate
orbit sizes, along with few other parameters, have been used in the objective function
of finite burn process, with suitable weights.

To validate the formulation of the finite burn, the first burn of the mission has
been reproduced and compared to the actual mission, as shown in Table 4.

Small deviations in the current design from the Chandrayaan I Mission occur due
to difference in the force model. The code accounts only for the J2 effect due to
non-spherical Earth and not the forces, like solar radiation pressure, gravitational
forces due to third bodies, other harmonics of Earth’s oblateness, etc.

Table 5 gives the modified burn duration, the true anomaly of the burn start and

Table 4 First burn design from this study and the Chandrayaan I Mission

Orbit
parameter

3rd lap burn
start

4th perigee
(with burn)

4th lap burn
end

Chandrayaan
Mission

Units

hp 256.07 258.34 292.19 292.02 km

ha 22,857.16 26,161.28 37,351.26 37,425.47 km

a 179,314.61 19,587.81 25,199.73 25,236.75 km

e 0.630097 0.661201 0.735307 0.735702 –

Inclination 17.89 17.89 17.89 17.89 °

RAAN 353.09 35.08 353.06 353.07 °

AOP 170.06 169.73 171.73 171.73 °

TA 333.37 0.01 54.57 54.58 °

Time passed
since
22/10/08
01:10:19.081

94,679.00 94,994.00 95,739.34 s

Burn
duration

1060.34 1063.24 s

Table 5 Finite burn strategy for Chandrayaan I Mission

Burn at
perigee

ha (km) TA burn
start (°)

TA burn
end (°)

Delta v
(m/s)

Mass (kg) Burn
duration (s)

4 37,351 333.37 54.57 330.39 1241.27 1060.34

6 68,507 323.05 33.87 287.16 1128.45 846.73

7 107,371 340.57 15.94 150.52 1075.28 397.43

10 235,350 340.17 16.61 162.4 1020.72 404.73

11 (TLI) 380,000 351.98 4.27 54.6 1003 133.13

Total 995.071 1003
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Fig. 2 Visibility at different ISRO ground stations during different burns for tracking Chandrayaan
I spacecraft

the burn end of each burn. It also gives the modified orbit sizes and the corresponding
velocity requirements.

A single burn for TLI would require 1134.5 m/s against the 995.07 m/s with
multiple burns. This could cut down the payload mass of the spacecraft by around
40 kg.

Figure 2 presents the plots for elevation of the spacecraft from different ISRO
ground stations mentioned in Table 1.

6.2 Mars Orbiter Mission (MOM)

The Mars Orbiter Mission (MOM) is India’s first interplanetary mission. The Mars
OrbiterMission probewas lifted-off fromSatishDhawanSpaceCentre, using aPSLV
rocket at 09:52.39.5UTCon 5November 2013. TheMOMprobe spent about amonth
in Earth orbit, where it made a series of six apogee-raising orbital manoeuvres before
trans-Mars injection on 30 November 2013 (UTC) [5].

For this study, the spacecraft is assumed to be initially in EPO of 240 km ×
23,563 km. The following constraints were introduced in the optimization processes.
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Table 6 ISRO ground
stations for MOM

Station Latitude Longitude

Mauritius 20.35°S 57.55°E

Bangalore 13.03°N 7.51°E

HBK 25.89°S 27.68°E

Alcantara 2.40°N 44.41E

1. The spacecraft should be visible during the beginning of each burn from any of
the ISRO ground stations, as mentioned in Table 6 (Fig. 3).

2. No rotation of the apsis line of the intermediate orbits, during burn.
3. Reach perigee of the last intermediate orbit at TMI Epoch.
4. Visibility at perigee of the last intermediate orbit for TMI burn.

The parameters used in the study are given in Table 7. The target is to reach

Fig. 3 ISRO ground stations for tracking MOM Orbiter spacecraft

Table 7 Mars Orbiter Mission specifications

Specification Value Units

Thrust 425 N

Isp 315 s

Initial mass 1340 kg

PSLV injection epoch 05-11-2013
09:52:39.5

UTC

TMI epoch 30-11-2013
19:30:00

UTC

Number of burns 5 –
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Table 8 Impulsive burn results for MOM

Perigee ha (km) Delta v (m/s) Mass (kg) Burn duration (s)

0 23,563.37 1340.00

5 28,224.61 123.41 1287.52 381.43

8 40,201.14 214.31 1201.23 627.22

10 72,605.17 272.71 1099.73 737.75

13 119,733.40 155.77 1045.65 393.09

15 190,533.00 97.27 1013.24 235.59

Total 614.75 837.42

an apogee altitude of 192,874 km from an initial apogee altitude of 23,563 km.
The optimization process assuming impulsive burn generated a burn sequence (5,
8, 10, 13, 15, 19) which implies six burns at the 5th, 8th, 10th, 13th, 15th and 19th
perigees of the orbit. The burn at the 19th perigee would set the spacecraft in a
hyperbolic orbit, along which the spacecraft escapes the Earth. This sequence of
burns and the intermediate orbit sizes are chosen ensuring visibility at the perigee of
the orbit. The burn sequence and the intermediate orbit sizes are given in Table 8. The
velocity impulse required and the burn duration corresponding to the intermediate
orbit sizes and the mass of the spacecraft after each burn have been computed using
equations mentioned in Sect. 5.1. The values have been tabulated in Table 8. This
results in velocity requirement of 1452.17 km/s, only for the impulsive orbit-raising
manoeuvres to reach the target orbit before injection into trans-Mars trajectory. This
burn strategy is the same as proposed by ISRO for MOM Mission. But ISRO could
not implement this burn strategy due to incomplete 4th burn at the 13th perigee of
the orbit.

To find an optimal finite burn strategy, bounds on the start time and duration
of each burn are fixed around the values, given in Table 8. The bounds on the burn
duration are set within±150 s, whereas the bounds on the burn start time are different
for each burn. It is set as ±500 s for the first burn and increases to ±20,000 s for
the last burn. The intermediate orbit sizes, along with few other parameters, have
been used in the objective function of finite burn process, with suitable weights. The
optimal finite burn strategy obtained is given in Table 9.

It is evident that the velocity impulse during finite burns for MOM is around
904.62 km/s.

The visibility plots, shown in Fig. 4, clearly show that the visibility constraint has
not been rigidly been applied for MOM because of the rarity in the opportunity for
the interplanetary mission. ISRO did eventually opt for partial blind burns to avoid
delay or failure in mission.
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Table 9 Finite burn strategy for Mars Orbiter Mission

Burn at
perigee

ha (km) TA burn
start (°)

TA burn
end (°)

Delta v
(m/s)

Mass (kg) Burn
duration
(s)

5 28,237.38 341.02 13.81 124.11 1287.23 383.56

8 40,501.48 330.32 25.085 220.31 1198.62 644.03

10 73,750.47 325.65 29.91 278.42 1095.31 750.88

13 120,222.31 340.29 14.97 151.59 1042.86 381.25

15 236,694.48 344.98 13.64 130.19 999.824 312.82

Total 904.62 999.824

7 Multi-threading in Optimization

Multi-threading is a specialized form of multitasking, which deals with the concur-
rent execution of pieces of the same program. Amultithreaded program contains two
or more parts that can run concurrently. Multi-threading has been implemented in the
scheme of differential evolution, only to evaluate the cost function of individuals in
a specific generation simultaneously. Evaluation of the cost function is computation-
ally dominating and thus demands parallelization. A sample lunar mission has been
studied to highlight the importance of multi-threading to reduce computational time.
The mission specifications are the same as shown in Table 2. The apogee altitude
of the orbit is to be increased from 22,861 to 71,592 km in two burns. The mission,
thus, has four unknowns—burn start time and burn end time of each burn.

The computational time to find the optimal solution was reduced by eight times,
after implementing multi-threading on a four-core processor (Table 10). The time
taken to find the optimal five-burn strategy for Chandrayaan I Mission, with ten
unknowns, took around 80minwithmulti-threading.Without the visibility constraint
for Mars Orbiter Mission, the computational time to find an optimal solution for ten
unknowns is around 10–15min. The computational time increases exponentiallywith
increase in the number of unknowns. This brings out the need of multi-threading to
reduce the computational time for an optimal solution. This computational time for
the missions is aimed to be less than the orbital time periods of the spacecraft. This
gives enough time to compute optimal finite burn strategy, in case of failure of a burn
or any immediate necessary change in burn strategy.
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Fig. 4 Visibility at different ISRO ground stations during different burns for tracking MOM
spacecraft

Table 10 Computational time for lunar strategy using single and multi-threading

Unknown variables

1st burn
start time
(s)

2nd burn
start time

1st burn
duration

2nd
burn
duration

Computational
time (min)

Generations
in DE for
computation

Single-thread 94,707.051 168,384.810 861.07 966.61 11.13 178

Multi-thread 94,707.051 168,384.810 861.07 966.61 1.34 178
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RF Signal Conditioning Module
for Digital Receiver

Ranjit Kumar Dora, N. Veena, E. Vasanth, S. S. Rana
and Vinod Chippalkatti

Abstract A multichannel digital receiver is required for estimating several signal
parameters such as instantaneous frequency, pulse width, pulse amplitude, PRF as
well as direction of arrival of signals. In this paper, a five-channel signal conditioning
module is developed for the multichannel digital receiver that is capable of operating
in 160–180 MHz and 750–1250 MHz bands with 40 dB dynamic range at the input
(−38 to 2 dBm).

Keywords Digital receivers · Signal conditioning circuits ·DIFM and DF receivers

1 Introduction

Multichannel digital receiver developed at Centum estimates the direction of arrival
of signal usingBaseline Interferometry (BLI) technique and frequencymeasurements
usingDigital Instantaneous FrequencyMeasurements (DIFM) technique. The digital
receiver is realized using RF signal conditioning circuits, high-speed ADCs, FPGA
logics, high-speed RAM look up tables and a central supervisory microcontroller
interface unit. Multichannel digital receiver has the following major functions:
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• Video threshold detection to aid the data acquisition.
• Measurement of the signal frequency using Digital Instantaneous Frequency
Measurement (DIFM) technique.

• Measurement of various parameters such as amplitude and pulse width using the
analogue video signal. The high-speed comparator for threshold detection is also
implemented for generating the data valid trigger.

• High-speed ADCs used for digitizing the IF channels at 1000 ± 250 MHz or 160
± 20 MHz for instantaneous frequency measurement.

• Computation of angle of arrival (AOA) byBaseline Interferometry (BLI) technique
by simultaneously sampling the four IF signals corresponding to four antenna
elements of the Azimuth/Elevation array.

• Generation of Pulse Description Word (PDW) and sending the same to satellite
Baseband Data Handling (BDH) system via LVDS link. The controller and 1553
communication protocol are realized in Actel AX2000 FPGA as soft IPs.

• The regulated power for digital receiver is generated using highly efficient
Electronic Power Conditioner (EPC).

2 Signal Conditioning

Multichannel digital receiver is an important sub-system for measuring several pulse
parameters such as instantaneous frequency, amplitude, the direction of arrival and
pulse width of the radar signals in real time in the 0.5–18 GHz band. Following are
the salient features of the signal conditioning module:

• Flat response over 140–180 MHz and 750–1250 MHz bands.
• Keep voltage level at ADC input within safe limits and compress the 40 dB input
signal dynamic range to less than 10 dB at ADC input.

• The digital receiver accepts four channels of amplitude/phase-matched IF signals
in the frequency range of 1000 ± 250 MHz/160 ± 20 MHz. In addition, the fifth
IF channel for instantaneous frequency measurement and two video channels for
signal detection/threshold and pulse parameters estimation are also available at
the input.

The IF signals are suitably amplified in signal conditioning circuits and passed
through 3 dB hybrid to generate I andQ signals, which are digitized using high-speed
ADC’s. The FPGAs receive the digitized signals from four channels and estimate
phase, frequency and angle of arrival of the signal. The video channel is used to
generate the data valid trigger, and this enables the measurement of the pulse width.
The output from the receiver is packetized as Pulse Description Word (PDW) and
given to Baseband Data handling (BDH) system for transmission to the ground.

The paper discusses various topologies considered to arrive at the optimum
configuration of the Signal Conditioning Module which provide the following
functions:
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• Suitable amplification using low noise front-end amplifier.
• Keep the ADC input voltage level within safe limit.
• Split the IF signal into two bands at 160 ± 20 MHz and 1000 ± 250 MHz and
provide necessary filtering for limiting the out of band noise.

• Generation of IQ components for both frequency bands by using 3 dB hybrid
coupler.

• Providing balanced signal at the ADC input using a broadband balun (common
input for 160 and 1000 MHz channels selectable using two SPDT switches).

• Suitable level adjustment of the signal to get the same voltage at the ADC input
for both 160 and 1000 MHz channels.

As the IF signal is used for accurate determination of amplitude and phase of the
incoming signal, the following design aspects need special attention:

• Low noise front end
• Sharp cut-off filters to remove out of band noise.
• Very accurate amplitude and phase balance between I and Q channels over 0 to
40 °C temperature range.

• Minimal amplitude/phase distortion between the input and output over the com-
plete signal dynamic range. This puts severe restriction in selecting hard limiters
for protection purpose.

• Significant signal level at the ADC input corresponding to the minimum signal
level at the receiver input.

• Protection of various amplifiers and ADC’s against high level of spurious signals.

3 Design Methodology

3.1 Specifications

Table 1 gives detailed specifications for the signal conditioning circuit.

3.2 Design Approach

For ease of implementation and better channel to channel matching, the signal
conditioning circuit is realized using the following two modules:

• Amplifier–Limiter Module-1
• Filter-IQ Module-2.

Figure 1 shows the block diagram of Module-1 wherein a combination of ampli-
fiers and limiters is used. Four amplifiers, each having gain of 16 dB and three limiters
with insertion loss of 2 dB each are used to reduce dynamic range from 40 dB to less
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Table 1 Specifications

S. no. Parameters Specifications

1. Four RF inputs 750–1250/140–180 MHz

2. Input and output impedance 50 �

3. Input signal range −38 to +2 dBm

4. Noise figure 3 dB

5. Harmonic level −50 dBc with respect to carrier at +
2 dBm input power

6. Gain matching ± 1dB (Among all the channels)

7. Phase matching (Among all the channels) i. ±5° (at ambient temperature)
ii. ±8° (over the complete temp range)

8. Voltage and currents i. 5 V/300 mA, 15 V/10 mA

9. Controls CMOS compatible

Fig. 1 Module-1—amplifier–limiter

than 10 dB. The amplifier can withstand maximum input power of 24 dBm and has
1 dB compression point at 19 dBm. Limiter has a maximum input power of 20 dBm
and an output power of 2 dBm for power exceeding +2 dBm. The maximum output
power of amplifier–limiter card is around 18 dBm.

Figure 2 shows the block diagram of filter-IQ card. Filter-IQ card consists of SP2T
switches for selecting 140 MHz/1000 MHz band, BPF’s at 160 MHz and 1 GHz,
attenuator pad for level adjustment, hybrid coupler and power divider.

Figure 3 shows amplifier–limiter card. Output of amplifier–limiter card acts as an
input to the filter-IQ card. Figure 4 shows filter-IQ card. The first component in filter-

Fig. 2 Module-2—Filter-IQ
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Fig. 3 Amplifier–limiter card

Fig. 4 Filter-IQ card

IQ card is SP2T switch, which helps to select either 1000MHz path or 160MHz path.
In 1000MHz path, input signal from switch passes throughBPF having bandwidth of
500 MHz, and in 160 MHz path BPF has bandwidth of 40 MHz. The attenuator pad
which follows the filter is used for power tuning based on the requirement of ADC
(4 dBm for 1000 MHz and 0 dBm for 160 MHz). The hybrid coupler splits the input
signal with 90° phase difference. Two SP2T switches following 160MHz/1000MHz
hybrids select I/Q from either 160 MHz or 1000 MHz channels. Figure 5 shows the
photographs of the flight model of the five-channel RF Signal Conditioning Module
for the digital receiver.
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Fig. 5 RF signal conditioning module for digital receiver

3.3 Chain Budgeting

Tables 2 and 3 give the chain budgeting for 160 MHz and 1000 MHz channels,
respectively.

4 Results

4.1 Gain Measurements

Figures 6 and 7 are the gain measurement plots for 160 MHz band and 1000 MHz
band, respectively, at—40 dBm input power level. However, as the input power
increases, the limiters go into compression and the output remains nearly constant
over the entire input dynamic range of 40 dB.
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Table 2 Chain budgeting for 160 MHz band

160 MHz

IP power (dBm) −40.0 0.0

Gain/Loss OP Gain/Loss OP

Amplifier 0 16.0 −24.0 16.0 16.0

Limiter 0 −2.0 −26.0 −2.0 2.0

Amplifier 1 16.0 −10.0 16.0 18.0

Limiter 1 −2.0 −12.0 −2.0 2.0

Amplifier 2 16.0 4.0 16.0 18.0

Limiter 2 −2.0 2.0 −2.0 2.0

Amplifier 3 16.0 18.0 16.0 18.0

Switch-1 −1.5 16.5 −1.5 16.5

BPF −4.5 12.0 −4.5 12.0

Att Pad −3.5 8.5 −3.5 8.5

Hyb-coupler −3.5 5.0 −3.5 5.0

Switch-2 −1.5 3.5 −1.5 3.5

Power divider −3.5 0.0 −3.5 0.0

Balun −1.0 −1.0 −1.0 −1.0

Table 3 Chain budgeting for 1000 MHz band

1000 MHz

IP power (dBm) −40.0 0.0

Gain/Loss OP Gain/Loss OP

Amplifier 0 16.0 −24.0 16.0 16.0

Limiter 0 −2.0 −26.0 −2.0 2.0

Amplifier 1 16.0 −10.0 16.0 18.0

Limiter 1 −2.0 −12.0 −2.0 2.0

Amplifier 2 16.0 4.0 16.0 18.0

Limiter 2 −2.0 2.0 −2.0 2.0

Amplifier 3 16.0 18.0 16.0 18.0

Switch-1 −1.5 16.5 −1.5 16.5

BPF −1.5 15.0 −1.5 15.0

Att Pad −2.5 12.5 −2.5 12.5

Hyb-coupler −3.5 9.0 −3.5 9.0

Switch-2 −1.5 7.5 −1.5 7.5

Power divider −3.5 4.0 −3.5 4.0

Balun −1.0 3.0 −1.0 3.0
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Fig. 6 Gain measurement for 160 MHz band

4.2 Power Measurements

Table 4 shows power measurements at different frequencies for input power −40
dBm and 0 dBm. As the insertion phase for all the four DF channels should be
same, the power variations of the order of 2 dB over the band are not corrected using
equalizer network so as not to disturb the insertion phase.

5 Conclusion

A design of RF signal conditioning module for multichannel digital receiver is pre-
sented. The module consists of two cards, amplifier–limiter card and filter-IQ card
which ensure almost constant input at the ADC over the entire 40 dB dynamic range.
The unit developed has been tested under various environmental conditions such as
temperature, vibrations, thermal vacuum and EMI/EMC.
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Fig. 7 Gain measurement for 1000 MHz band

Table 4 Power
measurements

S. No. Frequency
(MHz)

IP power −40
dBm

IP power 0
dBm

1 140 −3.6 −3.28

2 160 −0.58 −0.24

3 180 −1.71 −1.37

4 750 1.88 −0.10

5 1000 1.91 0.74

6 1250 −0.53 −1.74



Investigation of Beam Switching Phased
Array Concept in Multi-layer
Graphene-Based Active Antenna Setup
for Small Satellite Applications

D. V. A. Ragavamoorthy and Prasanna Ram

Abstract Small satellite constellations are becoming space systems capable of oper-
ational space application products delivery and services. As the number of satellites
are becoming large in each constellation of satellites, many of the operations of the
satellite need to be smart with intelligence or expert systems. To achieve this, tech-
nology of the satellite sub-systems need to be improved for enabling such operations.
One of the crucial sub-systems for data transfer is the communication sub-system
and antenna design. With constellations, the inter-satellite links become very essen-
tial for exchanging health keeping, command, control, scheduling and mission data
so that wherever the satellite is in the globe, for crucial link establishes with ground
at any time. Beam switching with phased array concept, though used in many mis-
sions, a continuous development to make it small, light weight and more efficient, is
a continuous effort.

Keywords Stacking · Graphene ·Multilayer · Patch antenna · Satellite
Communication

1 Introduction

In this paper, a multi-layer 8 × 8 array fabricated with graphene material for beam
switching is presented. The innovation of the proposed project is the flexibility nature
of the antenna suitable of retrofitting nature anywhere on the satellite bus structure.
The quad layer graphene prototype will have the beam changing ability by external
switching making it suitable for active antenna technique for constellation appli-
cations. The beam angle and beam width will be controlled by the delay in the
switching time. The graphene patches are 50 mm × 50 mm in dimension and the ň
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rule distance will be 120 mm between the antennae for 2.5 GHz. The gap between
the antennas will be 20 mm. The substrate will be flexible polymer substrate suitable
for retrofitting body mounting over the satellite surface. The main purpose of using
graphene is to avoid the lattice resistance due to change in the temperature, and the
reduction of bending loss which will not be suitable in the case of graphene flexi-
ble films. The second advantage of using graphene is the bandwidth enhancement
property of the radiating material which will be appropriate for the active antenna
mechanisms. The bean angle change will be achieved by predicted delay switching.
Usability of the concept in the constellation of satellites with antenna beam switching
for inter-satellite communications is examined (Figs. 1, 2 and 3). Effect of stacking
with radiating material [1], rotated stacking for circular beam forming [2], stacked
patch antenna for independent frequency [3], stacking structure for frequency tuning
[4], single feed stacking for parameter enhancement [5], stacking with lens structure
[6], Dual band stacking structure [7], Stacking of single patch with couple feeding
[8]. The Fig. 1 shows the dimension of the stacking structure. Figure 2 shows the
side view of the stacking structure of the layers. Figure 3 shows the full structure
of the stacked array. Figure 4 shows the single patch polarization. Figure 5 shows
the beam formation of the array structure. Table 1 shows the comparison of effect of
graphene on different substrates. Table 2 shows the effect of stacking without airgap
in fabrication. Table 3 shows the effect of airgap in the stacking layers.

Fig. 1 Single cell with quad layer graphene antennas, top view and side view, L1, L2, L3, L4:
feeding lines

L1, L2, L3, L4: feeding lines 

Fig. 2 Mounting of 8 quad layer antenna on substrate, side view
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Fig. 3 8 × 8 array of quad
layer antenna mounted on
substrate, top view

2 Phase-Increment Calculating

where
�ϕ = phase shift between two successive elements, d = distance between the

radiating elements and �s = beam steerin.
In Table 1, the effect of a layer of material in the antenna parameter has been

discussed and the variation in the reading shows that the material changes the effect
in terms of material property and the substrate plays the vital role in the antenna
beam switching property. The table also shows that the effect of lattice formation is
very important as shown in Fig. 4.

The above radiation pattern shows the change in the beam switching due to the
change in the feeding points of the same antenna array and they are more suitable
for the active antenna techniques (Fig. 5).

The layers over the material can be due to the printing techniques and they may
create the air gaps, so we designed the simulation and they will show the effect of
the air gaps in the stacking parameter of the antenna over the different substrates.
And it is clearly shown in Tables 2 and 3.



378 D. V. A. Ragavamoorthy and P. Ram

Fig. 4 Beam Forming. Radiation pattern shows the beam switching

3 Conclusion

In the above paper, we tried the effect of layers and the effect of air gap in the antenna
formation. Due the effect of feeding, the beam formation will be controlled and the
usage of graphene material will be suitable for the effect of faster response in the
beam formation of the antenna.
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Fig. 5 Radiation pattern shows beam formation in different direction
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Table 1 Performance of the proposed system. Comparison of copper and graphene on different
substrates

Parameter Simulated Copper
fabrication
(measured)

Graphene
fabrication
(measured)

Graphene
fabrication
(measured)

Graphene
fabrication
(measured)

Antenna
material

Copper Copper Graphene Graphene Graphene

Substrate
material

FR4 FR4 FR4 Paper Polystyrene

Impedance
matching (�)

50 50 50 50 50

Material
occupancy
(cm2)

10.32 10.32 10.32 10.32 10.32

Dielectric
measurement

4.4 4.4 *** 3.4 3.2

Substrate
thickness
(mm)

1.6 1.6 1.6 0.25 0.1

Material
thickness
(mm)

0.035 0.020 0.020 0.020 0.020

Substrate
area (cm2)

92.16 92.16 92.16 92.16 92.16

Return loss −27.54 dB −31.08 dB −35.43 dB −15.74 dB −20.80

Gain (dB) +3.2 +2.7 +4 +4.5 +4.5

VSWR 1.4 1.14 1.01 1.386 1.205

Bandwidth
(MHz)

53.3 46 75.5 70 67

Frequency
(GHz)

2.45 2.56 2.45 2.42 2.42
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Table 2 Shows the effect of antenna without airgap in printing

Parameters Copper on
FR4

Copper on
paper
(dielectric
constant =
3.4)

Copper on
paper
(dielectric
constant =
2.4 based
on
literature)

Graphene
on FR4

Graphene
on paper
(dielectric
constant =
3.4)

Graphene
on paper
(dielectric
constant =
2.4)

Return
loss (dB)

−27.6 −27.95 −27.8 −22.25 −22.35 −22.45

VSWR 1.075 1.075 1.075 1.095 1.095 1.093

Bandwidth
(MHz)

64.8 61.5 61.5 65.69 61.5 61.66

Resonance
frequency
(GHz)

2.39 2.39 2.39 2.39 2.39 2.4

Table 3 Shows the effect of antenna without airgap in printing

Antenna
material

Patch
radius
(mm)

Substrate Substrate
thickness
(mm)

Feed
length
(mm)

Return
loss (dB)

VSWR Bandwidth
(MHz)

Copper 17.64 FR4
(dielectric
constant
= 4.4)

1.6 31 −24.93 1.12 77.55102

Graphene 17.64 FR4
(dielectric
constant
= 4.4)

1.6 31 −22.2 1.17 63.26

Graphene 19.64 Paper
(dielectric
constant
= 3.4)

0.255 27 −22.6 1.159 63.39

Graphene 20.14 Polyester
(dielectric
constant
= 3.2)

0.1 27 −21.5 1.183 73.4
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Satellite Constellation Design Studies
for Missile Early Warning

Devi Prasad Panda, Kalpana Bandi, PSR Srinivasa Sastry and K. Rambabu

Abstract Missile early warning system enables the defence services to detect the
missile launches. IR imaging sensors on satellite platform can detect vehicle plumes
from the launcher, and it can send the data to the ground station. Orbit design and
constellation study analysis of missile early warning system is carried out to get the
global coverage. The constellation consists of three or four GEO stationary satellites,
four highly elliptical orbit (HEO) satellite orbits in twoplanes to cover higher latitudes
on earth and low earth orbit satellites to cover the specific area of interest to track
the launcher in middle stage. Number of satellites in the constellation estimated and
optimized to cover area of interest.GEOsatellite,HEOsatellite coverage analysis and
LEO satellite orbit parameters analysed. The complete scenario of missile defence
scheme is presented.

Keywords Missile early warning · Satellite early warning system · Space-based
missile defence

1 Introduction

Missile defence plays a vital role in national security. Missile defence systems are a
type of missile defence intended to shield a country against incoming missiles, such
as ICBMs or other ballistic missiles. The USA, Russia, France, India and Israel have
the missile defence systems. India has ground-based RADAR capability of missile
defence which has certain constraints like limited field of view and less time of
reaction due to earth curvature. This limits warning time against an ICBM attack to
about 10 min the warning may be even less against ship or sea-launched ballistic
missile (SLBMs). The other type of early warning system is IR sensors on satellites.

A satellite can detect a missile almost immediately after launch by detecting
the infrared radiation from its rocket plume. Space-based system could provide the
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maximum warning time of about 30 min against ICBMs and 15–20 min against
SLBMs.So, space-basedmissile defencehas an advantage that it candetect the launch
in initial phases and track the missile and provide the launch trajectory to the control
station. The satellites and ground-based RADARs are intended to complement each
other. In this scenario, user has more time to respond and initiate counter-attack by
activating appropriate means like ship, ground or air-based missile defence system.

Satellite early warning system is developed initially by Russia and USA, but they
are not up to the mark to meet the missile defence purpose. US air force entered into
a contract with Lockheed Martin to launch satellite early warning system in GEO
and HEO altogether seven satellites. In that, HEO satellites are launched as a part of
USA-184 and USA 200 in 2006 and 2008, respectively. Two GEO satellites are also
launched under this program. As part of the Russian satellite early warning system
under EKS program, six satellites will be launched in HEO orbit. First satellite was
launched in Tundra orbit on 17th November 2015 under this program.

2 Space-Based Missile Defence

Missile launch has three phases in the trajectory. They are boost phase, mid-course
and terminal phase as shown in Fig. 1. The boost phase can be detected by GEO

Fig. 1 Missile launch different phases
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satellite or HEO satellite as the plumes are at high temperatures. All ground-based
missile defence systems always track at terminal phase of themissile leaving very less
reaction time. Once the launch is detected by GEO or HEO satellites, the coordinates
of launch and trajectory can be computed and transmitted to LEO satellites which
can start track the missile in mid-course.

2.1 GEO Stationary Orbit and Coverage

GEO stationary orbit is a circular orbit with a radius of 42,164 km and inclination
of 0°. A satellite in such orbit has an orbital period equal to earth rotational period
which is one sidereal day (1436 min).

The GEO stationary satellites will cover the entire globe except higher latitudes
(greater than 81°). Theoretically, one GEO stationary satellite can cover 42% of earth
in one stretch as shown in Fig. 2 with elevation circles around.

2.2 Highly Elliptical Orbit (HEO)

Highly elliptical orbit is an elliptical orbit with a low altitude of perigee (<1000 km)
and a high altitude of apogee (36,000 km approx.). These extremely elongated orbits
have the advantage of long dwell times at a point in the sky during the approach to,
and descent from, apogee. HEO orbits offer visibility over earth polar regions, which
most GEO stationary satellites lack. The widely usable orbits like Molniya, Tundra
and Super Tundra are classified as HEO.

2.2.1 Molniya Orbit and Coverage

Molniya orbit is with a perigee around 500 km and an apogee around 36,000 km and
inclination of 63.4° exactly which is called critical inclination, argument of perigee
at 90° or 270° with time period of 12 h. The critical inclination of the orbit fixes
the perigee position. The orbit is recurrent with a cycle of one day: the ground track
passes through the same point every day as shown in Fig. 3. Satellites in this orbit are
better suited for the higher latitudes. The subsatellite point remains approximately
fixed for±3 h around apogee, as shown in Fig. 4. The characteristics of the Molniya
orbit are shown in Table 1.

dω

dt
= 3nj2R2

0

(
4− 5 sin2 i

)

4a2
(
1− e2

)2
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Fig. 2 GEO stationary coverage with elevation circles

where

J2 2nd order earth oblateness constant (J2 = 0.001082)
a Semi-major axis
e Eccentricity
i Inclination
n Periodicity
R0 Earth mean radius.

The inclinations of 63.4° and 116.6° solve the above equation, and generally, the
former is selected which resulted in frozen perigee.
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Fig. 3 Recurrent ground track of Molniya orbit

3 hrs 9 hrs

6 hrs

Fig. 4 Satellite subpoint at apogee ±3 h

Table 1 Molniya orbit
parameters

Orbital parameter Value

Apogee altitude 39,850 km

Perigee altitude 500 km

Inclination 63.4°

Argument of perigee 270°
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3 Constellation Design

3.1 GEO Stationary Satellite Constellation

The global coverage is achievedwith three satellites inGEO stationary orbit coverage
overlap of 0°–30° elevations can be ensured as shown in Fig. 5. For optimal coverage
of Indian subcontinent and neighbouring regions is obtained by appropriate selection
of location of two satellites. The third satellite is placed to cover the remaining part of
the earth to complete the global coverage at any time. The optimal satellite positions
in the constellation are East 15°, East 135° and West 105° with respect to GMT.
Specifications of the GEO stationary constellation are summarized in Table 2.

Fig. 5 GEO constellation coverage

Table 2 GEO constellation
satellites details

Satellite name Longitude of ascending node

GEO1 135° (east 135°)

GEO2 15° (east 15°)

GEO3 255° (west 105°)
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3.2 Molniya Satellite Constellation

Four Molniya satellites can cover the entire higher latitudes in the northern hemi-
sphere and our area of interest near India and neighbouring countries. One Molniya
orbit is selected in such a way that it crosses the apogee over India. In this plane, two
satellites are neededwith 6 h gap as to have the continuous coverage over India. Other
two satellites with RAAN shifted by 180°. As on 21 March 2016, the RAAN values
are 79° and 259°. Then, four satellites can cover the entire northern hemisphere any
time, as shown in Fig. 6a, b.

3.3 LEO Satellite Constellation Design

The mid-course tracking has to be carried out by the satellite in LEO. Once the
launch is detected by GEO or HEO satellite, the coordinates will be sent to both
ground station and to the LEO satellites which are able to track the launch. The
area of coverage decides the number of satellite required in the constellation. LEO
satellites will have very limited coverage area due to its altitude constraint. Our area
of interest is about +55° northern latitudes and −45° max southern latitudes.

Constellation design analysis is done based on

(a) The maximum latitude coverage requirement
(b) Optimized satellite availability for tracking
(c) Availability of LEO satellite to the GEO or HEO to send the data to the ground

control station.

Orbital parameters and constellation details ofLEOsatellites are shown inTables 3
and 4.

4 Missile Early Warning System Concept

Space-based missile early warning system is a two-tier system. Tier 1 consists of
space system to track the launch in boost phase and mid-course. Tier 2 consists of
ground-based RADARs to track during the terminal phase. Tier 1 further divided
into two parts, one is GEO and HEO satellites which will detect the boost phase of
launch, and the other is the LEO satellites which track the mid-course of launch as
shown in Fig. 7. Complete scenario is shown in the flow chart in Fig. 8.
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Fig. 6 a Two satellites in one Molniya plane and coverage, b HEO constellation total coverage on
Northern hemisphere of earth

Table 3 Orbit parameters of
LEO satellite

Orbit parameter Value

Altitude 836 km

Repeativity 6 days

Orbit type Circle

Inclination 55°

Repeativity orbits 85
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Table 4 LEO constellation
details

Parameter Value

Number of walker planes 6

Number of satellites per plane 4

RAAN difference per plane 60°

Total satellites 24

Fig. 7 Missile tracking in different phases with early warning system

4.1 LEO Satellite Visibility to GEO or HEO Studies

LEO satellite visibility studies are done based on geometrical studies only not based
on communication link.

Number of LEO satellites availability to different GEO and HEOs are computed
at different times and shown in Figs. 9 and 10.

From Figs. 9 and 10, LEO satellite availability to track the missile in mid-course
can be arrived. Minimum of eight LEO satellites are always available to track the
missile with this constellation. This constellation can track more number of launches
at the same time as the LEO satellites availability is more.

4.2 Communication Systems

Any satellite in any constellation (i.e. LEO, GEO,HEO) can communicate over a two
data link with any other constellation in addition to the ground station. All GEOs and
HEOs are able to communicate each other as well as to ground station as shown in
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Fig. 8 Flow chart of space-based missile defence

Fig. 9 GEO satellite visibility with LEO satellite

Fig. 11. Then, the ground station will compute the trajectory and alert the appropriate
LEO for tracking. The LEO chain will hand over to ground-based tier-2 RADAR
systems at appropriate time for activating countermeasures like launch kill vehicle
as per the ballistic missile defence plan.

In this paper, we used MATLAB to determine the values of orbit period, Sun
angle, Ground station accessibility times and coverage time over area of interest, etc.
We also used Systems Tool Kit (STK) version 10.1.
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Fig. 10 HEO satellite visibility with LEO satellite

Fig. 11 Communication chain between GEOs and Molniya satellites

5 Conclusions

Missile defence is a growing area of concern across the globe. No nation with proper
national security policy can afford to ignore anymore as number of countries entered
the game of missiles. The most important issues in missile defence are the global
coverage, in-terminable coverage and available reaction time. Three GEO stationary
satellites, four Molniya satellites, 24 LEO satellites with IR sensors onboard can
provide the capability to detect and track the missile. The studies presented optimal
solution to address all above issues, particularly for Indian scenario.



396 D. P. Panda et al.

Acknowledgements Authors would like to express deep regards and profound respect to Director,
RCI for his support. Author expresses sincere thanks to Dr. MSY Siva Prasad for his guidance and
constant support. Author extends sincere thanks to colleagues of Directorate of Space Systems and
Technologies, RCI for their continuous encouragement and support to complete this paper.

References

1. Missile Defence Agency, The balastic missile defence system fact sheet
2. Canavan GH, Missile defence for the 21st century
3. Missile warning system US space command
4. Martin L, Space based infrared system the next generation in persistent IR surveillence
5. Podvig P, The operational status of the russian space based early warning system
6. Vallodo DA, Fundamentals of astrodynamics and applications
7. Capderou M, Satellite orbits and missions
8. Wertz JR, Space mission analysis and design
9. Chobotov VA, Orbital mechanics
10. Curtis H, Orbital mechanics for engineering students



Continuous Coverage of Fixed Location
on Earth by LEO Satellite Constellation

A. Vairavan and Rukmini Banda

Abstract Continuous coverage of a fixed location on Earth with the constellation
of LEO satellite is considered. Target’s relative velocity on Earth with respect to
the satellite is analyzed for different orbit altitudes and inclinations. Characteristics
of footprint with respect to central angle, footprint overlap, and coverage area are
analyzed. A closed-form solution for the selection of true anomaly and RAAN sep-
arations is obtained. Time period and access time are analyzed with respect to the
ground location of the target for different inclinations in order to obtain maximum
possible access time of the satellite. Effects of RAAN rate and orbit inclinations are
analyzed with respect to the Earth relative velocity for continuously covering certain
latitude zones of the Earth. The geometry of footprint overlap is analyzed, and a
closed-form expression for the maximum effective coverage angle is obtained.

Keywords LEO · Constellation · RAAN separation · Earth coverage factor ·
Satellite access time · Nodal drift

1 Introduction

The global trends in the Intelligence, Surveillance, and Reconnaissance (ISR) lead
to the requirement for the constellation of small satellites to remotely monitor a
location in anypart of theworld continuously in real time. Small satellite constellation
design for ISR activities enhances the performance of the space sensors and provides
more accurate information. Small satellite constellation plays a substantial role for
accessing certain terrestrial regions for disaster management and also for providing
high-quality imaging for military applications.

The accessibility time and coverage area dependon the footprint of the satellite and
orbit design. By considering the ellipticity of the Earth, a mathematical treatment
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on the determination of look angles to geostationary communication satellite was
presented inRef. [1]. TheEarth coverage analysis by a singleLEOsatellite at different
altitude for low elevation angle was presented in [2].

In this paper, improvements of their work, with additional analysis, are presented
in view of proposing a novel method for continuously monitoring a fixed location
on Earth by the constellation of low Earth orbiting satellites. The remainder of the
paper is arranged as follows: Sect. 2 describes the problem and satellite coverage
on spherical Earth for different altitude. The two- and three-dimensional analyses of
footprint and Earth coverage area are given in Sect. 3. Derivation for the estimation of
true anomaly and RAAN separation for proposed constellation method are presented
in Sect. 4, followed by satellite relative velocity and visibility time calculations in
Sect. 5. Section 6 presents the simulation results, and the concluding remarks are
given in Sect. 7.

2 Geometry of Spherical Earth and Satellite Coverage

Figure 1 represents a conventional spherical Earth and satellite coverage geometry.
Here, α, λ, ε, and RE denote the satellite viewing angle, Earth central angle, elevation
angle, andEarth radius, respectively. Satellite altitude is denoted by h and ismeasured
normal to the ground from the subsatellite point Ps as shown.

When the elevation angle, ε = 0, α = αmax, and λ = λmax. Hence, at zero elevation
angle, the viewing angle and the possible coverage obtained by the satellite are
maximum.

(a) Satellite view on spherical Earth (b) Satellite viewing and Earth Central angle

Fig. 1 Geometry of satellite coverage on spherical Earth
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λmax = cos−1

(
RE

RE + h

)
(1)

for a circular orbit, a = RE + h.

2.1 Satellite Coverage Area on Earth for Different Altitude

The surface area of the spherical Earth is given by

AEarth = 4πR2
E (2)

From an altitude, h, the surface area of the spherical cap on Earth that can be
viewed by the satellite can be obtained as

Acoverage = 2πR2
E

(
h

RE + h

)
(3)

Hence, the fraction of Earth surface that will be covered by a single satellite can
be obtained from Eqs. (2) and (3) as

Fraction of Earth Coverage = 1

2

(
h

RE + h

)
(4)

From Eq. (4), we can obtain the percentage of coverage of Earth surface by a
single satellite for different altitude, assuming spherical Earth.

3 Analysis of Footprint and Earth Coverage Area

Figure 2 represents the footprint of multiple (three) satellites. Each circle represents
the footprint obtained by a single satellite. Minimum overlap of footprint area of
adjacent satellites is necessary to ensure the continuous coverage of the desired
zonal area of Earth with minimum number of satellites. If the area to be monitored is
a simple two-dimensional plane, this can be accomplished from the simple geometry,
as shown in Fig. 2.

For a circular footprint, the area of overlap will be minimum if the centers of
circles which form a triangle are at equal distance to each other. If the sides of the
triangle are equal, the overlap area of two adjoining circle will be equal, and also be
the minimum as shown in Fig. 2. But, the geometry of the footprints is affected by
the three-dimensional shape of the Earth, and also by the rotational motion of Earth
and satellites. Hence, it is difficult to maintain a minimum overlap continuously as
shown in Fig. 2.
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Fig. 2 Footprints of three satellites with minimum overlap

The footprint overlap will be minimum at the equator, and it will be maximum
near poles due to Earth rotation about an axis and orbit motion with inclination. Con-
tinuous coverage at the equator with minimum overlap implies continuous coverage
near poles.

The following sections present the analysis based on two dimensional footprint
and coverage area, and are subsequently extended to three-dimensional space for
obtaining true anomaly

(
θsep

)
and RAAN

(
�sep

)
separation. Number of satellites

required for continuous coverage with respect to the percentage coverage of the
Earth by a single satellite is also deduced.
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3.1 Footprint Area Analysis

Let rfp be the radius of the footprint as shown in Fig. (2). P1, P2, and P3 are centers
of the circles of footprint, which forms an equilateral triangle P1P2P3. P1P2 = P2P3

= P3P1 = d denote the side lengths of the triangle. The three circles intersect at
a common point, O, which is also the centroid of the triangle P1P2P3. Point ‘P’
divides the length P1P2 equally, i.e., P1P = PP2 = d

2 , and OP ⊥ P1P2. From the
property of equilateral triangle, we can deduce the lengths OP = d

2
√
3 , OP3 = d√

3 ,

and PP3 = 3d
2 . Hence, from OP, the chord length of overlap segment of the circle

can be deduced as OP = rfp
2 ⇒ ON = rfp, is equivalent to the radius of footprint.

In Fig. 3, OE represents the center of the Earth, and OEC1 = OEC2 = RE. From
triangle OEP2C ′

2,

rfp = RE sin λ (5)

Equation (5) is a function of altitude, for the maximum central angle, it can also
be expressed as

rfp = RE sin

[
cos−1

(
RE

RE + h

)]
(6)

(a) Coverage geometry of two satellites with overlap
in central angles and footprints

(b) Reduced central angle due the footprint overlap
for continuous coverage

Fig. 3 Geometry of satellite coverage on spherical Earth
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(a) Foot print radius, λmax and φ reduced

for different altitude
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Fig. 4 Satellite footprint and percentage of Earth coverage for different altitude

The area of circular segment [3, 4] with radius rfp and included angle π
3 , is given

as

Acs = 1

2
R2
E sin

2

[
cos−1

(
RE

RE + h

)][π

3
− sin

π

3

]
(7)

and the area of the footprint can be obtained as

Afp = πR2
E sin

2

[
cos−1

(
RE

RE + h

)]
(8)

Since, each footprint circle overlaps with six adjacent circles, the effective
footprint area can be obtained as

Effective foot print area = Afp − 6 Acs (9)

Let the coverage factor be defined as

Coverage factor = Effective foot print area

Area of foot print
(10)

Using Eqs. (7) and (8) in Eq. (9) and substituting in Eq. (10), we get

Coverage factor = π

3
sin

π

3
(11)

From Eq. (11), it is clear that the coverage factor is independent of altitude, h, and
hence, the footprint radius, rfp.
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3.2 Earth Coverage Area

Product of Eqs. (4) and (11) yields the percentage of effective area on Earth that can
be covered by a single satellite excluding the overlap, as given below.

Percentage of coverage of Earth = 3

2π

(
h

RE + h

)
sin

(π

3

)
× 100 (12)

For a circular orbit, a = RE + h. Hence, Eq. (12) can be written as

Percentage of coverage of Earth = K

(
h

a

)
× 100 (13)

where K is a constant given by

K =
(

3

2π

)
sin

(π

3

)
(14)

For a given altitude, h, Eq. (13) gives the percentage of coverage area obtained
by a single satellite. From that, we can deduce the minimum number of satellites
required to cover certain latitude zones and entire area of the Earth. The continuous
coverage will be intermittent due to both the Earth and orbital rotation. These two
motions cause accumulation of satellites at some place and no coverage at other
places. This situation demands more number of satellites than the minimum number
required as predicted from the Eq. (13).

4 True Anomaly (θsep) and RAAN (�sep) Separation

The total number of satellites required for continuous coverage can be obtained by
appropriately selecting the RAAN and true anomaly separation.

Now, extending this analysis in three-dimensional space, we can relate the separa-
tion lengths (refer Fig. 2) P1P2, to true anomaly separation, θsep, and P3P, to RAAN
separation �sep, which can be deduced as follows.

4.1 True Anomaly Separation (θsep)

The satellite separation distance, d, is given by (refer Fig. 2)

d = √
3rfp (15)
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which is equivalent to sum of the lengths P1P and PP2as shown in Fig. 3a,

d = P1P + PP2 (16)

and also the lengths P1P = PP2. Let us denote the length of overlap (C1P = C2P)

be l, length OEP be Rx , and the angles ∠OEC1P = ∠OEC1P be α. By geometry,
α = 90 − λ. When λ = λmax, the satellite viewing angle = α. From Figs. 2 and 3,
we can write the length of overlap

l = rfp

(
1 −

√
3

2

)
(17)

In order to find true anomaly separation, θsep, the overlap angle�λ can be obtained
as

�λ = cos−1

[
R2
E + R2

x − l2

2RERx

]
(18)

The unknown Rx in Eq. (18) can be obtained from the following expression

Rx =
√
R2
E + l2 − 2REl cosα (19)

Hence, by using Eq. (18), we can find the true anomaly separation, θsep as

θsep = 2(λ − �λ) (20)

If λ = λmax, substituting Eqs. (1) and (18) in Eq. (20), θsep can be obtained as

θsep = 2

{
cos−1

(
RE

RE + h

)
− cos−1

[
R2
E + R2

x − l2

2RERx

]}
(21)

For continuous coverage, the reduced coverage angle due to footprint overlap is
given by

φreduced = sin−1

(
rfp
2RE

)
(22)

For an altitude of 710 km, Eq. (1) gives λmax = 25.864°. From Eqs. (20) and
(22), we obtain θsep = 45.119◦ and ϕreduced = 12.58◦, respectively. Which means,
if we distribute eight satellites in an orbit with an inclination of i = 0◦ and true
anomaly separation of 45◦, it can continuously cover the Earth only up to ±12.58◦
latitude zone (i.e., φreduced = 12.58◦), though each satellite sweeps the area between
±25.864◦ latitude zones. Hence, within ±12.58◦ the latitude zone, the coverage is
continuous, and between ±12.58◦ to ±25.864◦ the coverage is intermittent.
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4.2 RAAN Separation
(
Ωsep

)

Ideally, the plane or the RAAN separation angle can be obtained as (from the
separation distance PP3, refer Fig. 2)

�sep = 2 sin−1

(
3

4

cos(90 − i)rfp
RE

)
(23)

But, it should be compensated for Earth rotational rate ωE = 7.292115090 ×
10−5 rad/s, and orbital node drift rate at the equator, Ω̇ , given in Eq. (25).

5 Satellite Relative Velocity and Access Time

Satellite access time depends on satellite relative velocity with respect to the ground
and also latitude and longitude of the ground location. This section presents the
analysis of these two quantities in order to increase the access time.

5.1 Satellite Relative Velocity

The satellite relative velocity with respect to ground location is given by

V 2
R = V 2

E + V 2
Sat + 2VEVSat cos i (24)

whereVSat is the satellite velocity,VE is the velocity at the ground location due toEarth
rotation and is a function of latitude φ. VE ≈ 465 m/s at equator and zero at poles,

and i denotes orbit inclination. When inclination i = 90◦, VR,90◦ =
√
V 2
Sat + V 2

E . For
(0◦ ≤ i < 90◦), VR < VR,90◦ , and for (90◦ < i ≤ 180◦), VR > VR,90◦ . Hence, the
relative velocity given by Eq. (24) depends on the orbit inclination and location of
the target on the ground, which is also affected by smaller amount of nodal drift rate
of the orbital plane as given by Eq. (25).

Ω̇ = −3

2

J2
√

μR2
E

a
7
2
(
1 − e2

)2 cos i (25)

where RE is the Earth equatorial radius (6378.137 km), i is orbit inclination, μ is
the Earth gravitational constant (3.986004418 × 1014 m3/s2), a is semi-major axis,
e is eccentricity of the orbit, and J2 = 0.00108263 is the perturbation constant (see
Refs. [5, 6]). Combined effect of Ω̇ , Earth latitude φ, and orbit inclination i are to
be analyzed independently to achieve the desired access time.
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5.2 Satellite Access Time to a Target Location on Earth

The access time of satellite to the ground station is given by

Taccess = − Tp
180

cos−1

(
cos λmax

cos λmin

)
(26)

where Tp represents the orbital period, λmax is the maximum central angle given
in Eq. (1), and λmin is the minimum central angle which depends on the relative
location of the target with respect to the satellite. λmin can be obtained from the
spherical triangle [3, 4] as follows:

λmin = sin−1
{
sin φpole sin φT + cosφpole cosφT cos�L

}
(27)

where φT and LT, φpole and Lpole are the latitude and longitude of targets and orbit
pole, respectively, which can be expressed as

φpole = 90◦ − i (28)

Lpole = Lnode − 90◦ (29)

Whereas, �L is the difference in longitudes of orbit pole and target, i.e., �L =
Lpole − LT.

6 Simulation

Considering a satellite in an orbit of altitude h = 710 km, from Eq. (1) we obtain
λmax = 25.8639°. From Eq. (6), the radius of the footprint can be obtained as rfp
= 2782.368 km. The actual coverage area by a single satellite is approximately 5%
of the Earth surface as given by Eq. (4), but, due to overlap in the footprint it is
reduced to 4.1419, by the factor K given in Eq. (14). This is the effective coverage
area by a single satellite with footprint overlap as given by Eq. (13). From Eq. (17),
the minimum overlap length l = 372.77 km, which gives the overlap angle �λ, and
the true anomaly separation θ sep = 45.119° and φreduced = 12.58◦.

For an orbit with an inclination i = 0◦ and θsep = 45◦, we need minimum of eight
satellites to continuously cover ±12.58° latitude zone of Earth.

The time period is T p = 98.98 min, for h = 710 km circular orbit. From Fig. 5b,
the target is at 55° latitude, for i = 0° and i = 15° the satellite is not accessible to
the target at any time. When i = 30°, it is accessible to the target for a short duration
of 3.76 min when the node crosses at 180°. More than 10 min of visibility time is
achieved for all inclinations from i = 45° to 90° (Fig. 4).
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Fig. 5 True anomaly separation (θ sep) and access time (T access)

(a) Global Earth coverage by the constellation (b) Constellation of 48 satellites with i = 120◦ and h = 710 km
circular orbit

Fig. 6 Simulation result from STK

From Eq. (25), Ω̇ = 3.98527383×10−5 deg/s, and the nodal shift of the orbit for
a given time�t is given by�� = (

ωE − Ω̇
)
�t . For repeat ground track orbit,�t =

12.3728 min give�� = 3.0721◦. And nodal shift for a period T p is 24.5767°. From
Eq. (23), we obtain�sep = 32.9197◦. Considering the nodal shift due to perturbation
and drift of the single satellite, we get 60.5685° longitude distribution. Hence, the
total number of satellite required for continuous coverage of Earth becomes 6 × 8
= 48. The results are simulated and validated in STK as shown in Fig. 6.

7 Conclusions

A constellation method is proposed to continuously monitor a fixed location on
Earth. Mathematical analysis is done based on the mission geometry. Constellation
is designed by appropriate selection of true anomaly and RAAN separation from the
closed-form solution. Maximum access time is analyzed with respect to the ground
location on Earth for different orbit inclinations. The geometry of footprint overlap
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area is analyzed in both two and three dimensions, and a closed-form expression is
obtained for maximum swath for continuous coverage.

Results are validated using Systems Tool Kit (STK).1
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Design, Development and Validation
of Fault-Tolerant Processor
and Integrated Development
Environment for Space and Defence
Applications: Indigenous Initiative

P. Balasubramanian, B. Kusuma Kumari, S. Kalyan Kumar, Anil N. Terkar,
Chnab Sankar, Sudhanshu Kumar, Vikram Singh Parihar, J. V. R. Sagar
and C. Ramesh Reddy

Abstract Space and defence electronics system demands higher reliability for its
operation in harsh (Maurer et al. in John Hopkins APL Tech Dig 28, 2008 [1])
and tough application environments. Development of processor (Azambuja et al.
in IEEE Trans Nucl Sci 59, 2012 [2]) based electronics systems has advantages
over sequencer logics, viz. high operating frequency, handle complex algorithm for
autonomous operations, supports multiinput and multioutput systems, low form fac-
tor, ultra-low-power consumption and increased reliability. The operation of pro-
cessor under various environmental conditions and its uninterrupted operations pave
way to achieve successfulmissions.Most of the on-board computers for the space and
defence systems are subjected to harsh environments due to cosmic radiations(aerial),
high temperature, vibrations, sand and dust. Modular redundancy concepts aid to
improve reliability however at the cost of increased form factor and enhanced power
requirements. Researchers across the globe evolved with various methods and tech-
niques to increase the ruggedness of the electronics systems. Traditional design hard-
ening techniques viz. modular redundancies, parity algorithms, cyclic redundancy
checks, single error correction and double error detection are in use to develop the
fault-tolerant on-board computers. Since most of the fault-tolerant processors devel-
oped using in-house design, process hardening techniques for specific purpose, the
availability of the same for the strategic programs and critical applications is limited
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and export controlled. To mitigate the scenarios, an indigenous effort has been made
to architect, design, develop and validate the fault-tolerant processor using DRDO
processor core (Series-A). The core is indigenously developed by DRDO. Using the
fault-tolerant design methods, the indigenous processor core is upgraded to a fault-
tolerant core. The core is RISC-based 32-bit architecture. The non-fault tolerant
(FT) core is architected to incorporate the FT feature using the in-house and tradi-
tional techniques, viz. modular redundancy, single error correction and double error
detection for FFs and registers, parity logics formemories. To provide the operational
compatibility and to estimate the performance of FT-core using the user’s application
algorithm, an integrated development environment (IDE) is designed, developed and
validated. The FT-core with a frequency of up to 50MHz in FPGA is validated using
the application program for the function-A (aerial) and function-B (ground) strate-
gic systems. The functional performance was on par with the industry architecture.
The timing performance is satisfactory and met the user’s functional requirement. To
meet the high performance and computational intensive requirements of the futur-
istic programs, the FT-core to be developed using dual or quad-core approach with
appropriate fault-tolerant techniques.

Keywords Low Earth Orbit (LEO) · Reliability · Fault Tolerant Processor ·
Compiler · Validation and On-board Computer

1 Introduction

Worldwide system on chip (SOC) concept is gaining popularity and development of
integrated processor with other logics in a single chip has more advantages than the
traditional modular processor and glue logics. TheMoore’s law provides opportunity
to integrate more and more logics in the same form factor with the reduced operating
voltage. Even though there are significant advantages in Moore’s law, several chal-
lenges in terms of signal integrity, leakage currents and faults due to cosmic radiation
are prominent.

The shrink in feature dimension paved way to miniaturization of the semiconduc-
tor system on chip has opened new avenue of challenges related to leakage power
dissipation, signal integrity, low-power designs and increased the probability of fail-
ures due to cosmic radiations. Cosmic radiation originates from the outer space
interacts with the atmosphere and generates particles with high energy. These parti-
cles bombard the system on chip and create ionization in-turn generate the charge.
The charge created generates single-event transient upsets in combinatorial logics
and eventually produces a single-event upset in FFs/storage elements. Since the sys-
tem on chip functions are designed using combinatorial and sequential logics, the
probability of functional failure increases. The effect of shrink in feature size dimen-
sion increases the probability by multiple folds. Worldwide various methodologies
are adopted to mitigate the effects of failures due to cosmic radiation using radiation
hardening by process, radiation hardening by design and shielding methods.
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The space and aerial defence vehicles experience the effects of cosmic radiation
above 5 km altitude. The high energy particle emitted from the outer space interacts
with the atmosphere and produces protons, neutrons and other high energy particles.
These particles bombard the SOC and can create ionization in the silicon. The ion-
ization effects produced depends on the particle velocity, angle of inclination with
the surface volume (silicon) and its linear energy transfer. The ionization creates a
single-event transient in the combinatorial logics and subsequently gets latched as
single-event upsets in the sequential logics. The single-event upset can change the
logic values in the flip-flops and memories. The logics associated with the FFs and
memories elements produces erroneousness results. Since the processor comprises
several sequential and combinatorial logics, a higher probability of faults generated
due to radiation or thermal effects exists. The space and defence vehicles on-board
computer need to be hardened and fault tolerant in spite of various environmental
conditions. The mission computer needs to be rugged and tolerant for any failures
and especially needs to protect and continue the operation.

The radiation hardening by process is complex and export controlled. The harden-
ing by design uses the traditional redundancy techniques, cyclic redundancy checks,
parity algorithms and single error correction and double error detection (SECDED)
[3] methods to build the fault-tolerant computing platform. Since most of the fault-
tolerant computing platforms are used for strategic applications, limited design
knowledge and product exist with export control. Considering the situation and the
potential development of fault-tolerant computing platform using the indigenous
DRDO processor core and scaling up for various high frequency requirements can
open-up the path to support the development of various indigenous futuristic strategic
programs. This article briefs the fault-tolerant requirements for the processor core
function, re-architecture to build the FT-core, development of integrated development
environment for the FT-core, validation and results.

2 Fault-Tolerant Requirements

The applications viz. function-A OBC on-board controller of a slow moving aerial
vehicle designed to reach up to an altitude of 22 km, and function-C OBC of a high
altitude very long endurance platform is designed to reach up to an altitude of 800 km.
The primary requirements for both the platforms are below.

S. No. Threat Effects Mitigation

1. Single point failures due
to the effect of cosmic
Radiation [4]/power
disturbance/thermal
imbalance

Single-event transient
(SET)—combinatorial
logic

Fault-tolerant architecture to
arrest/suppress—propagation
of SET or Evolve with a
voter algorithm to select the
correct output

(continued)
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(continued)

S. No. Threat Effects Mitigation

2. SEU single-event
upset—FFs/registers

Fault-tolerant architecture
[5] using modular
redundancy or cyclic
redundancy check or parity
logics to discard the failed
and to select the correct
output

3. No timing or
performance
degradation of
function/execution

Re-architecture the base
processor using space
redundancy techniques and
algorithms

3 FT-Processor Architecture

3.1 Base Architecture

Series-A processor core is indigenously developed by ANURAG DRDO. It is a 32-
bit RISC microprocessor. The CPU is implemented using five-stage pipeline. The
architecture supports general-purpose registers (GPR), special purpose registers and
floating point registers (FPR). These special purpose registers are used for processor
housekeeping and accessing peripheral. Special registers include a stack pointer,
control/status word, etc.

3.2 FT Architecture

Series-A processor has been modified to fault-tolerant Series-A to mitigate the
SEU occurring in registers and pipeline flip-flops. Appropriate techniques of Triple
Modular Redundancy (TMR), single error correction double error detection (SEC-
DED) and other required logics/algorithms have been applied to these registers and
flip-flops.

3.3 Processor Pipelined Flip-Flops

A commonly known method for SEU mitigation [6] is Triple Module Redundancy
(TMR) with voting. This mitigation scheme uses three identical logic circuits per-
forming the same task in parallelwith corresponding outputs being compared through
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Fig. 1 TMR pipeline registers of Series-A processor

a majority voter circuit. The most common example of TMR is a D-type flip-flop that
has been triplicated and to which a voter has been added on its output. By replacing
all flip-flops in design with the circuit, the design is protected against SEUs in the
flip-flops. Figure 1 shows howTMRpipeline registers connected between each stage.

3.4 SEC-DED for GPR and FPR

The basic Hamming code can detect and correct an error in only a single bit. By
adding another parity bit to the coded word, the Hamming code can be used to
correct a single error and detect double errors. Figure 2 shows how the GPR and FPR
registers were implemented for SEC-DED.

Fig. 2 SECDED block diagram of FT-Series-A
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4 Implementation in FPGA and Results

4.1 Area/Timing

Series-A processor and FT-Series-A processor were implemented on custom FPGA
board targeting Xilinx Artix-7 FPGA. The utilization and timing report of both
Series-A and FT-Series-A are reported as shown below.

Series-A utilization report

Name Slice LUTs Slice registers Slice LUT as logic LUT flip-flop
pairs

u_alu_top 14,679 7170 5110 14,679 2339

u_alu 14,679 7170 5110 14,679 2339

IDpFpu 3215 0 976 3215 0

IRegFile 5771 6201 2718 5771 1839

ISpFpu 1636 0 485 1636 0

Decoder +
execution unit

4057 969

FT-Series-A utilization report

Name Slice LUTs Slice registers Slice LUT as logic LUT flip-flop
pairs

u_alu_top 21,838 15,450 7170 21,838 3726

u_alu 21,838 15,450 7170 21,838 3726

IDpFpu 3201 0 932 3201 0

IRegFile 11,529 12,647 4376 11,529 1738

ISpFpu 1652 0 504 1652 0

Decoder +
execution unit

5456 2803

Comparison of Series-A and FT-Series-A processors utilization report

ARTIX-7 XC7A200T (FPGA) Series-A FT-Series-A

Slice Registers (269,200) 7170 (2.66%) 15,450 (5.73%)

Slice LUTs (134,600) 14,679 (10.9%) 21,838 (16.22%)

Slice (33,650) 5110 (15.18%) 7170 (21.3%)
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Timing in Artix-7 @ 45 MHz

Timing Series-A FT-Series-A

Slack 0.18 0.01

Hold 0.04 0.03

5 Validation and Simulation

The verification of TMR logic in FT-Series-A RTL is carried out at module level.
In each module, error is propagated randomly to one of TMR flip-flops at various
instants of time using select logic as shown in Fig. 3.

The 32-bit register file incorporating the SECDED is verified by introducing single
error and double errors. The validation approach depicted in Fig. 4 is self-explanatory.

The register file has been verified with 10,000 different random inputs from hex
file. All possible error combinations have been simulated for these inputs.

Fig. 3 Error feed mechanism

Fig. 4 Block diagram of FT-Series-A validation approach
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6 AIDE-FT

The integrated development environment (IDE) provides user-friendly interface to
the application developers by integrating various software development tools like text
editor, compiler, assembler and linker, etc., as required for developing applications.
For the purpose of assisting the application development with ANURAG’s indige-
nous fault-tolerant version of Processor, i.e. FT-Series-A, an IDE named AIDE-FT
(ANURAG’s integrated development environment for fault-tolerant Series-A) based
on Eclipse IDE infrastructure has been developed. It integrates processor Series-A C
cross compiler tool chain based on GCC. A tool chain consists of many components,
e.g. compiler, assembler, linker, archiver, language-specific standard libraries, etc.
The compiler tool chain for Series-A is based on open-source compiler GCC version
4.1.2. GCC is an open-source production level compiler and extensively used by
industry.

6.1 Base Architecture

Architecture of AIDE-FT is described in Fig. 5.

• Platform Runtime and Plugin Architecture
The Eclipse Platform runtime provides the core frameworks and services upon
which all applications are created. It also provides the platform runtime in which
Eclipse plugins are loaded and executed. A plugin is the smallest unit that provides
functionality to Eclipse Platform and can be developed and delivered separately.

Fig. 5 Eclipse platform architecture
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Usually, a small tool is represented as a single plugin, whereas a complex tool
functionality is split across many plugins.

• Workspaces
The workspace consists of user-specified one or more projects, where each project
maps to a corresponding directory or folder in the file system.

• Workbench and UI Toolkits
The Eclipse PlatformUI provides an extensible UI to the user, and it is built around
a workbench that provides the overall structure.

• Team support
The Eclipse Platform provides version and configuration management with an
associated repository for a project placed in the workspace.

6.2 AIDE-FT: Tools Integration

Bydefault, Eclipse IDEprovides interfacewith native compiler tool chain. To provide
interface with FT-Series-A compiler toolset, plugins were developed using plugin
development environment (PDE) [9] and (C, C++ development tool kit (CDT) [10],
which integrates the FT-Series-A compiler toolset, i.e. FT-Series-AC cross compiler,
linker, assembler, libraries, etc., to the Eclipse Platform. This integration was carried
out in such a way that AIDE-FT provides seamless interface to the FT-Series-A
processor cross compiler tool chain. It generates ‘managed make’ which describes
the compilation process of application program by FT-Series-A compiler tools and
makes the application ‘build process’ seamless. By default, ELF executable will be
generated by compiling application program with this tool chain. As the monitor of
FT-Series-A board supports SREC file format for loading and running, plugins were
extended such that both ELF and SREC executables are generated by default. Two
modes of project creation were supported in AIDE-FT, which are as follows:

1. Series-A Standalone: for standalone application.
2. Series-A Debug: In this mode, debug information will be added in executable,

which is necessary for debugging (Fig. 6).

6.3 AIDE-FT: Load, Run and Debug with FT Board

FT-Series-A board has been using serial port for communication with the host system
through serial communication program ‘minicom’. Load and run command need
to be evoked on minicom terminal to execute the program manually. To remove
this manual process, ‘minicom’ was integrated with AIDE-FT. But it only helps in
invoking the ‘minicom’, and user has to again type the load and run command on
minicom terminal. To solve this problem of manually providing the command, an
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Fig. 6 AIDE-FT snapshot

automate mechanism was developed using expect and ‘tcl’ tools, which automates
the loading and running of the executable without any manual intervention. This
mechanism also takes care of calculating the load and run addresses of the executable.

Twomodes of user application for execution and debug are provided in the AIDE-
FT:

i. Load and Execute in Hardware
ii. Load and Debug in Hardware.

In both modes, automatic loading and execution of binary were provided. X-term
is integrated in the AIDE-FT for displaying the automatic loading, execution, input
and output on the host system (Fig. 7).

For application debugging, Series-A remote debugger based on GDB was inte-
grated in AIDE-FT. User can use breakpoints, run step by step, analyse the values of
variables and processor registers, etc. (Fig. 8).

6.4 Integration Testing

Various functionalities provided by the FT-Series-A specific developed plugins, e.g.
downloading of the file, execution and remote debugging of the application have been
tested through automation. Standard Widget Toolkit Bot (SWTBot) [11] provides
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Fig. 7 Load and run view

Fig. 8 Debug session
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an automated testing framework with the Eclipse IDE. SWTBot is an open-source
Java-based UI/functional testing tool for testing SWT, Eclipse and Graphical Editing
Framework (GEF)-based applications. SWTBot provides Test Recorder and Gener-
ator that user can use to generate test case simply by recording the UI actions, as an
end-user would perform them.

SWTBot provides application programming interfaces (APIs) that are very sim-
ple to read and write. These APIs also hide the complexities involved with SWT
and Eclipse. This makes it useful for UI/functional testing by everyone, not just
developers. SWTBot also provides its own set of assertions which are useful for
SWT.

7 FPGA Board

The FT-serial-A is implemented in the Xilinx-based FT board to validate the perfor-
mance for application-specific users algorithms. The FT board consists of features
AHRS unit, gauge/differential pressure sensor, absolute pressure sensor GPS, IMU,
MIL 1553 and RF link interfaces, and different PWM, digital control signal inter-
faces used to test and develop algorithms for flight control and navigation control
of typical airborne system. The board architecture, block diagram and interfaces are
shown in Fig. 9.

The 3D view of the components [7] mounted board is shown in Fig. 10.

Fig. 9 Architecture and interface block diagram of FT board
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Fig. 10 3D view of the FT board and enclosure

Fig. 11 Boot instruction execution and results display

8 Validation

The board with FT-core and interfaces is validated. The monitor program with
instruction is shown in Fig. 11.

AHRS and GPS interface validation:

FT-core is programmed to read theAHRSandGPSdata from the sensor anddisplayed
the latitude, longitude, roll and pitch data variance is shown in Fig. 12.

9 Conclusion

The paper summarizes the architecture, design, development, validation and inte-
grated testing of fault-tolerant processor, integrated development environment and
application board with sensors, interfaces and on-board logics [8]. The FT architec-
ture developed is validated using on-board software for ground and aerial vehicle
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Fig. 12 AHRS and GPS data read and display

applications. The performance in terms of functionality is found satisfactory. The tim-
ing cycles need to be re-validated using the higher version of the processor. Effort to
perform environmental qualification and certification is in progress.

10 Future Plans

The fault-tolerant computing technology has strong potential for various strategic,
space, industrial, medical and commercial applications. Worldwide efforts are initi-
ated to develop fault-tolerant computing platform which can pay way for the devel-
opment of self-healing electronics systems. With the indigenous effort, it is planned
to develop dual core, quad-core and multicore FT-processor architecture to obtain
high performance and using design methodologies to develop low-power processors
to support the advanced futuristic programs.
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On-Orbit Real-Time Avionics Package
Identification Using Vision-Based
Machine Learning Techniques

B. S. Sajeendran and R. Durairaj

Abstract Capability for on-orbit inspection using autonomous robots is important
in manned space station/capsule operations. Due to the unpredictable lighting condi-
tions on orbit, machine learning-based package identification and detection is a good
candidate for inspection operations. In this work, the AI-based technique has been
used to identify packages of interest from a set of packages in the orbital platforms.
Images of different packages on the platform are used for the training using a simple
neural network for fast inference of packages in the frame.

Keywords Object detection · Computer vision ·Machine learning · Inspection

1 Introduction

With the current trends in robotic space exploration, it is critical to develop technolo-
gies for assisting the astronauts in intra- and extra-vehicular activities of which on-
orbit inspection and repair are of major significance. Flying robots such as AERcam
Sprint and SPHERES [1, 2] have been used for this by NASA in the past. Though
teleoperation has been traditionally used for inspection using robotic arms/flying
robots, autonomy is preferred to reduce the time that astronauts spend on such tasks.
In this work, it is proposed to demonstrate artificial intelligence (AI)-based package
identification onboard space platforms as a precursor to autonomous operation. The
paper presents the challenges in inspection/identification under varied lighting con-
ditions and a description of the machine learning technique used for this application.
Further, the implementation aspects are discussed, followed by results and summary.
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2 Problem Definition

The orbital platforms consist of the avionics packages for the launch vehicle oper-
ation. A flying robot is assumed to approach the platform from the side (in a plane
perpendicular to the roll axis) during which the inspection operation is planned. The
packages will be in the field-of-view of the camera within about 2 m from the plat-
form. The identification of various packages in the image frame poses challenges
due to varying lighting conditions and orientation of the robot with respect to the
packages. Also, overlapping of packages in the image frame causes occlusion pre-
venting the correct package identification. The fuel tank and the cable harnesses also
pose challenges in the vision algorithm.

3 Methods

As mentioned in the problem definition, the unpredictable environment poses chal-
lenges for a conventional vision algorithm design. A machine learning-based algo-
rithm will be better suited for the situation as the packages on board the PS4 are
predetermined and the images can be used for training purposes.

3.1 Toolchain

In order to leverage identical systems for training as well as the inference stages,
Keras library with Tensorflow backend is selected. Keras provides a high-level API
forNNdefinition using python scripts and simplifies the task of training and inference
without dwelling much into the computational methods used by Tensorflow. The
model developed from training the NN is transferred as an HDF5 file that can be
deployed in the edge devices for inference purposes.

3.2 Hardware Selection

3.2.1 Training Hardware

For training purpose, a GPU-based Linux system is used for accelerating the training
time. The specifications of the system are listed in Table 1.
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Table 1 Hardware for NN
training

GPU Nvidia GeForce 1050 Ti, 768 NVIDIA
CUDA® cores

Operating system Ubuntu 16.06

CPU Intel Core i5

Tensorflow 1.10.0

Keras 2.2.4

3.2.2 Inference Hardware

For on-orbit operation of the inspection hardware, the neural network has to be
deployed on embedded edge devices capable of handling the low power and fast
development time along with support for NN training and inference toolchain
supports. Based on these requirements, two hardware were identified.

The Nvidia Jetson TX2i is a GPU-based embedded board with industrial-grade
components supporting Tensorflow. It has quad-core ARM processor and dual-core
Denver processor along with 256 CUDA cores. It has a power utilization of 15 W.

The second hardware evaluated was the Raspberry Pi 3 B+ which is an open-
source single board computer (SBC) with quad-core ARM CPU and Mali GPU.
Official Tensorflow support is provided for Raspberry Pi 3 by Google and the low
cost of INR 1000 and a power consumption of 5 W with support from open-source
community are the advantages of the board. Even though the performance is low
compared to the Nvidia Jetson board, for evaluation of neural network workloads,
Raspberry Pi 3 B+ is selected.

3.3 Training Data

The video recorded from the laboratory environment is converted to images for train-
ing purpose. To simulate the unpredictable environment on space, different brightness
settings and blurring effects were added to prevent over-fitting and under-fitting in the
training with the help of data augmentation library available in Keras. Two packages
were selected and 300 images were used for each package.

3.4 Neural Network Selection

From literature survey, different neural networks were compared based upon the size
of the model and the total number of parameters/total number of multiply accumu-
lation operations (MACs). Since the prime objective is to deploy the network to an
embedded device, the focus is given to mobile networks which are small in size
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Table 2 Literature survey
results for running NN on
Raspberry Pi 3

Network
architecture/framework

Calculation time for one
frame

Darknet/YOLO 450 s

Darknet/Tiny YOLO 40 s

Tensorflow object detection
API/SSD

26 s

MXnet/SSD 88 s

Caffe/YOLO 5 s

MobileNet/SSD 250 ms (80–90% CPU usage)

Simple neural network
(non-convolutional) [5]

<250 ms

and lighter in terms of computations. Performance of running some standard neural
network on Raspberry Pi 3 is evaluated [3] and summarized in Table 2.

Also, a custom CNN deployed for structural health monitoring [4] shows that
~30% of RAM and ~30% of CPU resources are used for a neural network of 37.15
lakh parameters. Raspberry Pi 3 took 8 s for processing a single frame. As expected
the convolutional layer consumes most of the CPU workload.

In order to evaluate a faster and lighter method, a non-convolutional neural net-
work is run on the Raspberry Pi 3. The details of the network are mentioned in Fig. 1

Fig. 1 Simple neural
network architecture
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Fig. 2 Summary of parameters

and the parameters are summarized in Fig. 2.
This simple neural network is designed based on hyperparameter tuning and is

useful for binary classification. It takes as input a 32× 32× 3 image resized to 3072
× 1 arrays and is input to two dense layers of size 768 and 384, respectively. The
weights are initialized using uniform distribution and a softmax activation layer is
used at the output for classification. The network has a size of 22 MB and 26.56
lakhs parameter.

In comparison, the Mobilenet SSD, a standard CNN for multiple object classifi-
cation with 68 lakh parameters took a processing time of 6 s on Raspberry Pi 3 but
takes almost 80–90% of processing time. Larger number of parameters led to more
memory usage as well.

3.5 Inference

The inference is done using the Raspberry Pi 3 B+ running identical operating system
as the training platform (Raspbian Stretch vs. Ubuntu: both Debian-based). Hence,
the code used for laboratory experiments is easily ported to the embedded hardware.
The testing data is separated from the training data in order to have a fair evaluation
of the model.

4 Test Setup

The final setup for testing the inference speed consists of a Raspberry Pi 3 running
Raspbian Stretch using Picam. Even though the resolution of Picam is small (5 MP),
it is good enough for laboratory simulations. The test setup is shown in Fig. 3. The
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Fig. 3 Laboratory test setup for package detection

image snapshots are captured and stored at 2 fps and the network inference reads the
images from the disk.

5 Results

Using the training data from ground-based video capture under single lighting con-
dition, the simple neural network is capable of detecting the packages even under
blurred conditions. The two packages used for classification are Inertial Systems
Unit (ISU) and Navigation, Guidance and Control Package (NGCP).

The training converges within 2 epochs for the simple neural network with loss
less than 0.1.

The loss function used is binary cross-entropy with stochastic gradient descent as
the optimizer (Figs. 4 and 5).

As shown in Figs. 6 and 8, the ISU package is identified with a probability of
93% and 97%, respectively, even in the presence of blur and partial image. Similarly,
in Figs. 7 and 9, the NGCP package is identified with probability of 93% and 98%,
respectively. The simple neural network could do this in real time on Raspberry Pi
hardware. In comparison, the LeNet SSD is capable of inferring the object at >4 fps
at real time, but is designed for handwriting recognition where the input images are
smaller in size. The MobileNet SSD is designed for mobile applications. However,
it took ~6 s for a frame on the Raspberry Pi 3 hardware.
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Fig. 4 Prediction accuracy
variation during training

Fig. 5 Loss function
variation during training

6 Summary

The package identification using machine learning is developed using standard neu-
ral networks and the results are satisfactory. However, for practical deployment in
space environment on edge devices, lighter and efficient networks are needed. One
such neural network without using the computationally heavy convolutional layer
is evaluated on open-source embedded hardware. Other methods like compression
techniques can be pursued for further reduction in model size at the cost of compu-
tational complexity [6]. Further, speedups have been reported by using accelerators
on Raspberry Pi 3 platform like the Intel Neural Compute Stick.
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Fig. 6 ISU with blur identified at 92% accuracy

Fig. 7 NGC with blur identified at 98% accuracy

Fig. 8 ISU without blur identified at 97% accuracy
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Fig. 9 NGC with blur identified at 98% accuracy
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Quality Assurance Practices for Student
Satellite Teams

Yash Sanghvi, Anmol Sikka and Aniruddha Ravindra Ranade

Abstract Pratham, IIT Bombay’s first student satellite was launched on September
26, 2016 onboard PSLV C-35. The intended mission life was of 4 months. The
satellite was operational but the mission was not successful as only beacon signal
was received and not the downlink signal. During the post-launch analysis, the team
realized the importance of maintaining the quality. The IIT Bombay Student Satellite
Team then startedworking on instituting quality assurance andmanagement practices
within the team. In the process, we listed and made few guidelines that can be useful
for initiating and managing quality assurance in Student Satellite Projects across the
world. This paper talks about our initial analysis and then lists down various activities
to be performed to assure quality.

Keywords Quality assurance · Student satellite · ICSS2019

1 Introduction

Of the ~10 student satellites launched by ISRO so far, not even a single mission
was 100% successful. Pratham also achieved only 90% success. Hence, achieving
the reliability and the robustness of the satellite becomes a greater challenge before
venturing into challengingpayloads. The team realized the importance of establishing
quality assurance (QA) practices to ensure reliability and robustness.

The team started with surveying quality practices followed at ISRO [1] and listed
down the constraints faced by a student satellite team. Based on this preliminary
analysis, itwas realized that themodelwithQAas a separate subsystemdoes not seem
appealing. Everything and anything in the satellite were divided into two sections:

Y. Sanghvi · A. Sikka · A. R. Ranade (B)
Student Satellite Lab, Aerospace Department, IIT Bobmay, Powai, Mumbai 400076, Maharashtra,
India
e-mail: aniruddha.ranade@iitb.ac.in

A. Sikka
e-mail: anmolsikka@iitb.ac.in
URL: https://sites.google.com/view/sikka-anmol/; https://www.aero.iitb.ac.in/satlab/

© Springer Nature Singapore Pte Ltd. 2020
PSR. S. Sastry et al. (eds.), Advances in Small Satellite Technologies,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-1724-2_42

439

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1724-2_42&domain=pdf
mailto:aniruddha.ranade@iitb.ac.in
mailto:anmolsikka@iitb.ac.in
https://sites.google.com/view/sikka-anmol/
https://www.aero.iitb.ac.in/satlab/
https://doi.org/10.1007/978-981-15-1724-2_42


440 Y. Sanghvi et al.

part (hardware) and code (software). Activities and practices to be performed for
both the sections were listed. In the later section of the paper, the breakdown of
activities to be performed by different personnel of the team is covered. Finally, a
brief overview of subsystem-specific QA is given.

2 Quality Management in ISRO

On initial thought and surveying quality management in ISRO, the following points
were noted:

1. Approx. 1/6th of the total strength of ISRO is engaged full time in assuring
quality.

2. The personnel involved are fromvarious backgrounds such as design engineering,
systems engineering, environmental engineering, and analytical and statistical
engineering.

3. Quality is ensured through various practices like reviews, standardizations, non-
conformance control, tests, reliability analysis, configuration management, and
control.

3 Constraints Faced by Student Satellite Teams

In student satellite teams, a similar model as followed by ISRO is not possible due
to the following constraints:

1. An undergraduate typically joins the team in first or second year and on average
lasts for 3 years in the team.

2. A person typically takes around a year to familiarise with one subsystem of the
satellite.

3. A new team member would typically ask interesting and fundamental questions,
but these questions might not be structured and directed, andmany will be doubts
rather than quality control questions. A QA team would need a combination of
both experienced members and amateurs.

Keeping these constraints in mind, the idea of quality assurance (QA) as a
separate subsystem was scrapped.

Following factors were also listed:

• Shift in Accountability

A designer would become relaxed, knowing that the QA person would point out all
flaws. Having a separate subsystem would result in the accountability shifting from
the designer to the QA person.
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• Imbibing the Mindset

QA should be an integral part of the thought process of the team members. Only
when a person questions someone else does she/he realizes what to keep in mind
while designing.

• Lack of Expertise

By the time, a person can fairly understand a subsystem; she/he has already spent two
years and is nearing graduation. These people need to serve as subsystem heads and
train new members. Devoting them full time for quality does not seem promising.

Thus, the model with QA as a separate subsystem does not seem appealing for
implementation in student satellite teams. Quality management and assurance need
to be an integral part of the whole team’s working. Each person should be involved in
QA-related activities at various levels. The breakdown of activities to be performed
by different personnel of the team will be covered later in the paper.

4 Definitions

Anything in a satellite is divided into two sections: part and code.
Anything that can be held and bought/manufactured/made as a separate unit is a

part. For example, a screw is a part, a side panel and even the complete satellite is a
part.

The smallest testable block is considered as a code. For example, a function to
convert analog quantity to digital quantity can be tested without the help of any other
functions. Hence, this function will be considered a code.

The activities to be performed to maintain the quality was divided according to
the definitions are given above, i.e., part and code. It can be broadly classified as
done in Table 1.

Table 1 Division of activities Part (hardware) Code (software)

• List down the
objectives/requirements

• The design on paper/in
software

• Buy/procure or
manufacture/make/process

• Handle and store
• Document

• List down the
objectives/requirements

• Design/write pseudo-code
or algorithm

• Write actual code
• Store
• Document
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5 Activities for Parts

Based on Table 1, we further expanded activities under each task.

5.1 List Down Objectives/Requirements

This task ensures that the purpose served by the part is known. The part under
consideration is characterized and given requirement specifications.

A list of QA activities was made to ensure that the task is achieved successfully.

• A functional decomposition of the whole subsystem will be prepared which will
help to identify the role of the part in the overall scheme of the things.

• An exhaustive list of requirements will be made within each subsystem.
• The requirement of redundancy will be checked for each part.

5.2 Design

At the start of the design phase, the team should note down the standards and con-
ventions which should be followed. Also, while the requirements captured in the
above step were in a top-down fashion, the design should commence in a bottom-up
fashion.

5.2.1 Design on Paper

Generally, at the start of brainstorming, a rough design is made on paper. This design
basically serves as a way to find out, if the requirements listed earlier are satisfied.
Also, in the process, additional constraints that may be posed by the design are
identified. No optimization is required at this stage.

A list of QA activities was made to ensure that the task is achieved successfully.

• A checklist of requirements satisfied to be ticked for each design.
• Additional constraints imposed should be listed and added to the requirements
of the corresponding part.

• The relevant parameters for the selected as well as rejected designs should be
noted.

• The failure scenarios for the design should be noted down.
• A rough prototype (breadboard circuit) can be made based on this design to
establish proof of concept. Results of the tests on the prototype should be noted.
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5.2.2 Design in Software

On software like SolidWorks or EagleCAD, a detailed design is made, primarily for
parts to be manufactured/made. How sub-parts are interconnected is mentioned in
detail in this design.

A list of QA activities was made to ensure that the task is achieved successfully.

• A checklist of requirements satisfied to be ticked for each design.
• Again, additional constraints imposed should be listed and added to the
requirements of corresponding parts.

• Each iteration of the design is to be stored with version control using proper
nomenclature.

• Proper simulations are to be performed to validate the design. All the results are
to be noted and verified analytically.

• A list of tests is to be devised to ensure no glitches in the design.
• Failure scenarios are to be identified and taken care of.

5.3 Buy/Procure or Manufacture/Fabricate

First decision to be taken here is whether to buy/procure or manufacture/fabricate the
part in-house. Following factors were identified to be analyzed to reach a decision:

1. Criticality of the part for mission success
2. Resource availability
3. Past experience
4. Expertise within the team
5. Complexity
6. Time and finances
7. Availability of documentation of the part

Note: The above factors are not in any order of priority.

5.3.1 Buying/Procuring

• A list of vendors is to be maintained for each class of components based on past
experience and ISRO’s inputs. A quality certificate should be obtained from a
new vendor being added to the list.

• APreferredPartList (PPL) is to bemade from the range of components provided
by these vendors.

• A team consisting of relevant members and systems engineers is to be constituted
in case no components conform to the requirements (non-conformance control).

• After procuring any component, a functional test is to be performed to establish its
performance and only then shall it be integrated into the assembly of components.
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5.3.2 Manufacturing

• A list of preferredmanufactures is to bemaintained for each class of components
based on past experience and ISRO’s inputs.

• Also, a Preferred Materials List (PML) is to be made for parts to be machined.
• Each manufacturing process is to be characterized with critical parameters noted.
• The final software design is to be checkedOK before sending it formanufacturing.
• A list of tests is to be devised which will be performed on each manufac-
tured/fabricated component. All failures to be reported to further refine the
tests.

5.4 Handling and Storage

• The clean roomclass is to bemaintained alongwith the list of clean roomguidelines
to be followed.

• Proper ESD precautions have to be taken when handling sensitive components.
• A proper inventory of components is to be made and it should be regularly
updated.

• Any component-specific handling and storage requirements are to be noted at the
design/procurement stage itself and arrangements is to be made for the same.

6 Activities for Code

Many activities listed under part have a direct correspondence with code. All such
activities will not be listed again. Only the activities specific to code will be listed
down below.

6.1 List Down Objectives/Requirements

This task as in parts ensures that the purpose served by the code is known. Therefore,
the list of QA activities performed will be the same as that in parts.

6.2 Design

The design will again follow a bottom-up approach; the smallest function being
designed first.
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• At this stage, software written for a given purpose is to be broken down into
constituent functions and variables. This can be achieved through a state diagram
where all events/tasks, the possible input parameters, and the interconnections are
shown.

• Rules of thumb and proper nomenclature practices for functions and variables
need to be established.

• All variables and their expected range of values are to be validated by asking ‘What
if?’ questions. For example, What if the value of this variable becomes negative?

• All errors made in the process of writing the code are to be documented to further
refine the QA process.

6.3 Write Actual Code

• The code is to be written block by block, or function by function with proper
commenting standards established and followed throughout.

• The code is to be tested on emulators before testing on the actual hardware. Emu-
lators should be standardized, like the Preferred Parts List (PPL) in the case of
hardware.

• Test cases are to be devised for each block and only after clearing the tests should
one proceed to write the next block.

• Needless to say, all the test results are to be documented along with the mistakes
that should improve the QA process.

6.4 Storage of Code

• Proper version control and file nomenclature practices are to be followed.
• The final codes that have cleared the QA should be stored in a master repository.
• Only the relevant subsystem head and the project manager should have the
authorization for editing this repository.

7 Documentation (For Part and Code)

Documentation is not a task to be done in the end; rather it should follow in parallel
with the other tasks. At various points in the paper, many documentation tasks have
been mentioned, such tasks are not listed again.

• Standard templates are to be made for documenting each of the above steps.
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• All the meetings and discussions with engineers and scientists from the
launch/space agency (the key takeaways) are to be documented.

• The relevant discussions during the testing are to be documented as well.
• An inventory of documents is to be maintained for easily finding the right
document from the numerous files.

• All the bills, gate-passes, etc., are to be maintained for future reference.
• The objectives, design, algorithm, subtle aspects of the actual code, and storage
methodology should all be documented.

8 Breakdown of Activities Performed by Different
Personnel

The thought process of QA should be imbibed in the entire team. The roles of various
members in the team are divided in a hierarchy as shown in Fig. 1.

• The project manager will be maintaining the various inventories and overseeing
the activities being performed across subsystems. The proper transfer of the QA
mindset to each next generation is also ensured by the project manager.

• The subsystem leaders will be overseeing the subsystem-specific activities. Allo-
cation of work to team members regarding quality check, writing test cases, and
codes will also be done by subsystem leaders.

• Team members need to cooperate with each other for the whole QA system to run
smoothly.

Fig. 1 Team hierarchy
Project

Managers/ 
System Engineers

SubsystemLeaders/
Senior Members

Team Members
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9 Subsystem-Specific Quality Assurance Activities

The team has made quality assurance and management practices to be followed
specific to each particular subsystem such as mechanical, controls and electrical and
communication subsystem.

• A method to maintain version control on models made on SolidWorks has been
devised using Google Sheets. An example of the legend is given in Fig. 2.

Fig. 2 Legend for naming SolidWorks CAD files
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• GitHub version control, writing test cases and test codes for every set of simula-
tions in attitude determination and control subsystem are done along with proper
documentation. The template for the QA report of code files is given in Fig. 3.

• Electrical and communications subsystem thoroughly check each PCB before
and after fabrication and record of the same is maintained through detailed
documentation. The template for the documentation is given in Fig. 4.

Fig. 3 Template for QA report of any code file
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Fig. 4 Template for PCB fabrication documentation report
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Abstract This paper chronicles the design of a very high-speed data acquisition
system (DAS) which is qualified with a novel architecture for high-altitude appli-
cations. The state-of-the-art system is realized with DDR SDRAM modules as the
storagemedia and the controller are designedwith AX2000 FPGAs fromMicrosemi.
The design of this high-altitude system matches the reliability requirements using
system-level methodologies. The main features of the data acquisition system are
the capability to acquire and retrieve up to 12,000 pulses with variable real-time pro-
grammable pre-pulse and post-pulse data. The system has modular design approach.
Some of the main design challenges are highlighted here.
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Keywords AX2000 FPGA · Data acquisition system · Pulse width · Pulse
repetition interval · DDR SDRAM

1 Introduction

Data acquisition system acquires and stores digitized samples in memories such
as SRAM and DRAM. High-bandwidth requirements of data acquisition systems
demand for large-capacity storage device. Due to high density of memory cells per
unit area, the DRAMs are preferable for these applications. Further, to manage high-
speed data rate, the usage of dual data rate (DDR) SDRAM is preferred. However,
DRAM, being capacitor-based devices, has to be periodically refreshed to prevent
the loss of stored data. With an increase in the input data rate in field-programmable
gate array (FPGA)-based DAS, the speed of operation of FPGA increases. In case of
single-event upset (SEU) occurrence in high-altitude-based data acquisition systems,
the data integrity is compromised. Therefore, the high-altitude-oriented DAS is also
expected to have some sort of recovery and resistance mechanisms to SEU [1]. This
paper broadly illustrates the various challenges facedwhile designing and developing
a high-speed SEU tolerant data acquisition system for high altitude for the purpose
of surveillance.

The specifications of the data acquisition system are mentioned in Table 1.

2 Background

DDR SDRAM-based data acquisition systems consist of a DDR controller which
performs the write and read operations to the memory by generating the appropriate
control signals such as RAS, CAS, WE, and chip select (CS) along with address.
The DDR controller periodically generates a refresh command in order to recharge
the contents of the DRAM. Apart from DDR controller-generated control signals,
the data flow to the memory is handled.

Data acquisition system consists of following major parts:

Table 1 Specifications of
data acquisition system

Input data rate 8 Gbps

DDR SDRAM clock
frequency

84.3 MHz (dual edge
sampling)

Maximum output data rate to
DDR SDRAM

144 bits @
84.3 MHz * 2
~24.3 Gbps

FIFO write clock frequency 83.3 MHz/3

FIFO read clock frequency 84.3 MHz
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Fig. 1 Block diagram of DAS

1. Analog to digital converter (ADC)
2. DDR controller FPGA
3. DDR SDRAMs.

This is shown in Fig. 1.
The major challenges faced while developing the system are as follows:

1. Handling of high throughput data at FPGA input.
2. Three Nos. of 96 bits width and 64 bits depth FIFOs controller design.
3. Development of DDR controller to meet the input throughput and system

functionality requirements at the same time.
4. Maintaining the integrity of the data.

3 Methodology

The DDR controller finite-state machine (FSM) program is coded using very high-
speed integrated circuit hardware description language (VHDL) in Libero IDE soft-
ware targeting AX2000 FPGA of Microsemi. The flow followed while developing
and testing the DDR controller is shown in Fig. 2. The design was written in VHDL
and simulated at pre-synthesis, post-synthesis, and post-layout stages before pro-
gramming the FPGA. Efficient clock trees were created for some high fan-out signals
to achieve timing closure.

4 Realization

4.1 Handling of High Input Throughput at FPGA Input

The input analog data to DAS is sampled and quantized using a 12-bit ADC using a
333.33 MHz clock at both edges, effectively making the sample rate as 666.5 MHz.
In order to reduce the speed of operation in the FPGA, 1:4 Demux option available in
ADC is utilized to step down the frequency of operation by 4 times. As a result, 48-
bit (4 ADC samples) data lines are connected to the FPGA in a source-synchronous
fashion. This data is transferred to FPGA with a clock rate of 83.33 (333.333/4)
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Fig. 2 Design flow

in dual edge sampling (DES) mode. Data is registered using a DDR register macro
available inside the FPGA. The 48 bit obtained at each falling and rising edges is
concatenated into a single 96-bit bus inside the FPGA.

4.2 FIFO and DDR Configurations

The DDR write data rate and FPGA input data rate have to be matched to ensure that
there is no data loss. Additionally, the DDRmemory has to be periodically refreshed.
Keeping in mind the refresh requirements of memory, the DDR write operation is
made periodic in burst manner with a burst count of 8. Since the write to DDR
memory is not continuous, the FPGA input data is stored in 3 FIFOs of 96 bit width
and 64 addresses depth, each having one-third clock frequency of the data clock rate
at FPGA input with a duty cycle of 33.3% and 60° phase difference as shown in
Fig. 3. This is done to step down the frequency of operation of FIFOs.

Uponwriting the 32 address spaces in 3rd FIFO, aDDRwrite operation is initiated
as data for 64 words (8 accesses of 8 bursts) are accumulated. When 32 addresses
are written to 3rd FIFO,
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Fig. 3 FIFO clock generation

Total number of addresses to be read from all 3 FIFOs = 32 ∗ 3 = 96.

As the data iswritten to FIFOs at a rate of 83.3MHzclock, the total time forwriting
32 address spaces into each FIFO= (number of address spaces)written * (time period
of 83.3 MHz)

= 96 * 12.004 nsec
= 1152.46 nsec.
To reduce the overhead time, the DDRmemory is operated in 8 continuous bursts

manner with a burst length of 8, i.e., 64 addresses are written in one write access to
DDRmemory.Also, theDDRmemory auto-prechargeprovision is availed for closing
the row. The DDR controller operates at 84.375 MHz. The Trcd and Trp values for
the DDR SDRAM used are 15 ns each [2]. Therefore, the timing requirements for
the write operation are mentioned below.

Total time for write operation to DDR = 1 clock + Trcd + (5 clocks) ∗ 8 + Trp

= 11.85 + 15 + (5 ∗ 8 ∗ 11.85) + 15 nsec

= 515.85 nsec

where Trcd—activate to write/read minimum time requirement of DDRmemory and
Trp—precharge command period.

As the writing time of data to DDR memory is lesser than the time required for
accumulation of 32 * 3 addresses in 3 FIFOs, FIFO with a depth of double the times
of 32, i.e., 64, is sufficient to prevent overflow of data.



456 M. S. P. Srikar et al.

4.3 Resistance to SEU

A logic has been incorporated to skip the erroneous pulses if an SEU occurs while
transferring the data from FPGA to DDR memory or vice versa.

4.4 Architecture of DDR Controller

4.4.1 DDR Memory Partition

The DAS has the capacity to acquire 12,000 pulses of data. To achieve this goal, the
DDR SDRAM is divided into three partitions: Partition #1 (P1), Partition #2 (P2),
and Partition #3 (P3) as shown in Fig. 4.

P1 consists of 12,000 circular buffers of 2048 address spaces each. It stores the
pre-pulse data while acquiring 12,000 pulses. P2 stores the pulse and post-pulse data
during the pulse acquisitions. The pre-pulse and post-pulse addresses are dynamically
computed in real time during the acquisition. P3 stores the addresses and the pulse
parameters such as TOA and PW. for each and every pulse acquired which is required
during the data read out from theDDRSDRAM.TheDDRmemory partition is shown
in Fig. 4.

4.5 DDR Controller FSM

To write and read data from DDR SDRAM, six states have been defined as shown in
Fig. 5. The FSM is operated at 84.3 MHz to meet the requirements of the input data
rate. One hot encoding technique is used to reduce the switching rate while FSM
changes states. The various states of FSM are mentioned below.

Idle: When the power-on reset (POR) is asserted on the system, the FSM is reset to
this state. When no more requests are left to be serviced by FSM, it switches to this
state.
Write: In this state, the 64 address spaces of DDR memory are written with data
continuously.
Segment write: In this state, the pulse parameters such as time of arrival (TOA),
pulse width (PW), and the addresses corresponding to the pulses are written into the
memory with a burst length of 8.
Segment read: In this state, the pulse parameters written during segment write are
read out with a burst length of 8.
Read: In this state, the sampled pulse data is written into memory during write state
is read out with a burst length of 8.
Config: In this state, the FSM loads the configurable registers of DDRwith appropri-
ate values given in Table 2. This state is also used to periodically refresh the contents
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Fig. 4 DDR memory
partition

of the memory.

4.6 Data Flow

Tomeet the high input data rate specification onAX2000 FPGA, the 96-bit input data
was pipelined and stored in three FIFOs. Each FIFO has a write clock of one-third
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Fig. 5 FSM state diagram

Table 2 DDR memory
configurations

Field Configuration

CAS latency 2.5

Burst length 8

Burst type Sequential

Operating mode Normal

clock rate of the input data’s clock frequency. The read clock of the FIFO is a gated
clock which is enabled when the DDR controller is in write state. The three 96-bit
data output from FIFOs are reorganized into two 144-bit signals that are pipelined
and alternatively written into the DDR SDRAM during burst access. The data flow
architecture is shown in Fig. 6.

5 Analysis and Testing

In order to check the data integrity at high frequency, simulations were performed at
various stages of design. A test bench was written to feed data as input to FPGA. The
post-layout simulation was performed, and the flow of data was found to be proper
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Fig. 6 Data flow in FPGA

and error free. The generation of DDR control signals by DDR controller during
write cycle is shown in Fig. 7.

The clock constraints were defined in the timing analyzer, floor planning of certain
registers was done, and clock trees were created for high fan-out signals to achieve
timing closure [4]. Themulti-cycle paths and false paths in the designwere segregated
accordingly in the timing analyzer.

Fig. 7 DDR write interface signal generation
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6 Conclusion

During the design and development of high-altitude DAS, SEU effects should be
taken into consideration. The interfaces with high-speed ADCs should be handled
with care for data reliability. A mechanism has been evolved to match the input data
rate from ADC to output data rate to DDR memory.
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Design of Indian Navigation Satellite
System-Based Traffic Management
for Entire City

Shwetank and Shailendra C. Badwaik

Abstract Indian Space Research Organization (ISRO)’s satellite technology has
emergedon the global scalewith its own IRNSS (IndianRegionalNavigationSatellite
System)—NavIC (Navigation with Indian Constellation) in outer space, and this
paper aims to exploit one of its applications in traffic management for the complete
city with inter-connected squares. This paper projects a novel design towards using
NavIC to determine position of the vehicles, and as per their directional motion,
number of vehicles moving towards particular road of any designated traffic square
is determined. Suitable state machine and flow diagram are designed considering the
real-time data. “Hand-over” mechanism is proposed to reduce the design complexity
in terms of software implementation. Accordingly, the counter is made adaptive and
dynamic. The finite-state machine (FSM) consists of 50 states, and very high-speed
integrated circuit hardware description language (VHDL) coding and simulation are
done using Libero SoC v11.9, Xilinx ISE 14.7 and ModelSim Microsemi 10.5c.

Keywords NavIC · VHDL · FSM

1 Introduction

Today, with increasing population day-by-day and with growing human needs, a
number of vehicles are increasing with alarming pace. Specially, when it comes to a
highly populated and developing nation like India, situation becomes more chaotic.
Understanding the complexity of traffic situations, there is a need of intelligent,
well organized and smart technology-based implementation on a large scale and
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Table 1 Data about traffic
signals and vehicle number
rise [2, 3]

Content Data

Number of traffic light signals—Bangalore 353

% vehicle rise in Bangalore in the last 40 years 6099

Number of registered vehicles in Bangalore (approx.) 80 lacs

perhaps in an inter-connected way where technologies itself can communicate. Over
the years, different ways of traffic handling techniques have been proposed with
associated different technological methods. These include sensor based [1], image
processing based, etc., which are based on measuring either traffic intensity or traffic
density. Some of these methods have already been implemented in developed nations
where the condition is not quite alarming or crowded. However, in many developing
nations, the need for highly advanced traffic management system is solicited. To
project the need of applicable and real-time satellite-based design, we cite case of
Indian capital—Delhi or other metropolitan cities of India which finds the spotlight
in newspaper every now-and-then due to problems caused by heavy traffic conditions
especially during peak office hours or on special festive occasions. A study finds that
Delhi itself has 830 traffic signals [2] under operation (as per Delhi traffic police
data, 2018), etc. (data is indicated in Table 1), of which many roads are one way
and to add to it, a very high percentage of them are programmed for fixed counters
irrespective of the traffic condition of the four sides of a square.

1.1 Introduction to NavIC

NavIC is Indian Regional Satellite Positioning and Navigation System (SPS) which
provides real-time positioning and timing services covering India and the region
extending up to 1500 km surrounding India. It is having a total constellation size of
7 IRNSS satellites with orbital height of 36,000 km capable of providing accuracy
of 5–10m. The NavIC operates at the signal frequency in L5 (1176.45 MHz) and S
bands (2492.028 MHz). Today, the mobile services in India are using GPS facility
for the navigation purpose which operates only in L frequency band. With Indian
navigation system being operational and having proven to be more accurate, some
of the companies have started to manufacture NavIC receiver (Rx) chips taking into
account the operating signal frequency range dedicated for NavIC. Thismotivates the
idea of traffic control/management with real-time positioning information available
with the inclusion of such receiver chips in mobile. At the same time, the idea of
implementation of traffic control system promotes the inclusion of NavIC Rx in
the vehicles too understanding possible additional advantages discussed later in the
paper.
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Fig. 1 Division of sectors on the basis of coordinates (where V: longitude and H: latitude)

2 System Design

This novel design aims at exploiting the modular approach by dividing complete city
into certain number of sectors/regions on the basis of latitude and longitude, and
each sector is then further divided on the basis of number of traffic signals operating
in the corresponding sector. It inculcates following five main ideas with each having
its own role to play in the complete design.

• Design operates in two domains—vehicle domain and traffic signal domain
• It highlights the importance of a master control station (MCS) for each sector
• Inherent “Hand-over” mechanism
• The duality of satellite communication system and mobile communication
• Necessity of inclusion of NavIC receivers in the vehicles/mobiles
• Need for inter-communication among technologies.

To realize the practical applicability, the design emphasizes on the available data
and some calculations which can show the fruitfulness in real-time scenario. It takes
the case of Bangalore city of India which is also known as the software, electronics
hub and the SiliconValley of India which forecasts the workforce arena the city holds
and stringent need of technologically advanced traffic control system.

Table 1 shows 353 traffic signals operating in Bangalore city. Design divides the
city into 16 sectors which on an average computes approx. 20–22 traffic signals
that are operating in each sector. These sectors are identified with the latitude and
longitude range in which they lie (Figs. 1 and 2).

Using the latitudes and longitudes values of each division, the sectors (Ci, 1 ≤ i
≤ 16) are defined, and it is shown in Table 2. The actual values have been multiplied
by 106 to get perfect integers. Also, at the traffic signal domain, the comparisons are
made using the location coordinates which have been similarly multiplied by 106.
This makes comparison easier as so many such values are received at the MCS and
traffic signal when transmitted by huge number of vehicles (discussed later in the
paper). The intension is to make the coding/programming simulation easier (Fig. 3).
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Fig. 2 Map of Bangalore with its latitude and longitude mentioned on the selected points

Table 2 The values used in the FSM corresponding to H and V

Sector (Ci) Belongs to ((Hj , Hk), (Vj , Vk))

C1 ((12731548, 12885718), (77383710, 77495816))

C2 ((12885718, 12976100), (77383710, 77495816))

C3 ((12976100, 13077993), (77383710, 77495816))

(continued)

where 1 ≤ {j, k} ≤ 5 and Ci belongs to ((Hj, Hk), (Vj, Vk)) means Hj < latitude <
Hk and Vj < longitude < Vk .
These are the conditions to be checked to make transition to different sectors. This
is shown in Fig. 5 using Finite State Machine (FSM).

2.1 Explanation of Ideas of Design, Their Implementations
and Future Prospects

2.1.1 Vehicle Domain

All the vehicles/mobiles in the city need to be equippedwith theNavICRx chips (even
if installed in mobiles, today mobiles have become integral part of human. So, they
tend to carrymobileswhile using vehicle)which enable them to have their continuous
real-time location available in terms of V and H with the help of IRNSS satellites
operational in the Indian GEO orbits (discussed in Sect. 1.1). Also, the chips should
be able to perform computation to tackle the data comparison and for coordinates
transfer to the concerned MCS and traffic signal. For each vehicle, initial screening
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Table 2 (continued)

Sector (Ci) Belongs to ((Hj , Hk), (Vj , Vk))

C4 ((13077993, 13172084), (77383710, 77495816))

C5 ((12731548, 12885718), (77495816, 77592614))

C6 ((12885718, 12976100), (77495816, 77592614))

C7 ((12976100, 13077993), (77495816, 77592614))

C8 ((13077993, 13172084), (77495816, 77592614))

C9 ((12731548, 12885718), (77592614, 77701490))

C10 ((12885718, 12976100), (77592614, 77701490))

C11 ((12976100, 13077993), (77592614, 77701490))

C12 ((13077993, 13172084), (77592614, 77701490))

C13 ((12731548, 12885718), (77701490, 77882399))

C14 ((12885718, 12976100), (77701490, 77882399))

C15 ((12976100, 13077993), (77701490, 77882399))

C16 ((13077993, 13172084), (77701490, 77882399))

T20
MCS - 16 T20

T3
MCS - 7

T2
T3

T20
T1

MCS - 1
T2

T1
T3

T2

T1

Fig. 3 Completemodel of the proposed designwith vehicle, traffic signal andmaster control station

is done by comparing its real-time coordinates with the available set of coordinates
((Hj, Hk), (Vj, Vk)) given in Table 1. This decides the sector in which vehicle lies
which is followed by deciding the traffic signal towards which vehicle is approaching
or has already reached that signal. This decision is also made at the vehicle domain;
for this, we define a pre-determined range “rs” using coordinate_latitude_range and
coordinate_longitude_range: where 1 ≤ s ≤ 4 for all four sides of the traffic signal
(Fig. 4).

Once the traffic signal is decided, vehicle sends data to traffic signal indicating
its presence in ‘rs’. After this, the design switches to traffic signal domain. This is
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y2

x2x1, y1

Shaded portion is the range 
‘rs’ at traffic signal say, T1 
defined by: 
rs belongs to ((x1, x2), (y1, y2))T1

Fig. 4 At the traffic signal—to decide the range in which the vehicle count is to be calculated

shown in Fig. 5 indicating the transition from Sector ‘m’ to traffic signal symbolized
by T1–T20. The figure also shows the transition to different sectors in the city once
respective conditions (Ci) are met.

The design has inherent feature of “Hand-over” [4] mechanism where the vehicle
switches from one sector to the other during the movement. Subsequently, it deals
with the coordinates of the respective sector.

2.1.2 Traffic Signal Domain

The statistics in Table 1 shows that Bangalore registers approx. 80 lacs vehicleswhich
indicates on an average (a crude number for analysis purpose) 5 lacs vehicles/sector
and out of which even if we assume 1 lac of them running on the road this indicates
the quantum of vehicles that need to be tackled by the signals. With proposed design,
these vehicles are continuously transmitting their status to some or the other signal.
So, in order to have a vehicle count at both the MCS and signal, the vehicle/mobile
has to send a unique identification code. Traffic signals are to be equipped with
dedicated electronics for the data reception and further computation. This is done by
four variables: vehicle_count_east, vehicle_count_west, vehicle_count_north and
vehicle_count_south followed by comparison among them. The side with highest
number of vehicles is given green signal. The design also manages intermediate
Green signals for those sides which do not face heavy traffic conditions which we
term as “Intermediate Slots” for say 10–15 s. The design implements “Adaptive and
Dynamic” features [1] depending on the number of vehicle count on each sides of
the signal to which the decision is made at the end of each counter cycle for the next
counter duration (We have taken 60, 40 and 10 s to demonstrate the implementation
of the design denoted by counter60, counter40, counter10 in Fig. 6). This is shown
in the simulation results by “count_out” in Fig. 8. It aims to abolish the fixed counter
approach prevailing on the existing traffic signals today.

At the signal, first set of condition checks corresponds to active sides; i.e., the sides
on which the vehicles are present, in the pre-defined range ‘rs’ which is calculated as
4C1 + 4C2 + 4C3 + 4C4 = 15 discussed in Table 3, and then further, the conditions
are checked on the basis of vehicle count to decide the signal counter.
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Fig. 5 Finite state machine at the vehicle domain (Sm, 1 ≤ m ≤ 20)

Table 3 Hardware descriptive language (HDL) synthesis report

Possible combinations Number of active sides
4C1 One (e.g. s_east = ‘1’ or s_west = ‘1’ or s_north = ‘1’ or s_south =

‘1’)
4C2 Two (e.g. (s_east = ‘1’ and s_west = ‘1’) or (s_east = ‘1’ and s_north

= ‘1’) etc.)
4C3 Three (e.g. (s_east = ‘1’ and s_west = ‘1’ and s_north = ‘1’) etc.)
4C4 Four (i.e. (s_east = ‘1’ and s_west = ‘1’ and s_north = ‘1’ and

s_south = ‘1’))
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Fig. 6 Highly simplified flow chart to describe state transitions at traffic signal domain

2.1.3 Master Control Station

MCS holds the key to real-time monitoring of any vehicle with the continuous
data/location coordinates availability as location coordinates of vehicle are to be
continuously sent to the MCS. This MCS is actually the traffic police control which
are already available in the city for security/safety provisions. To further enhance
monitoring prospects specially during some festival occasions and some chief guest
visits when safety protocols get violated, security is at high risk; crime possibilities
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see a rise; the idea of technologies communicating among each other may turn out
to be quite fruitful. The design proposes:

• Traffic signal communicating with the adjacent next signals: this ensures vehicle
count information being communicated to enhance the intelligence of the near-by
signals.

• Inter-MCScommunication:Thedata canbe shared to allow thepossible follow-ups
in time of need.

3 Results and Discussion

The VHDL coding is done on Xilinx ISE 14.7 and Libero SoC v11.9. The RTL
schematic is generated using Xilinx ISE 14.7, and simulation is carried out on
ModelSim Microsemi 10.5c. Below is the synthesis report representing the number
of Adders/Subtractors/Multiplexers/Registers and Comparators used in the design
implementation using VHDL (Table 4).

The VHDL code is programmed on Actel ProASIC3 FPGA kit which is operated
at 40 MHz clock frequency. The FSM design consists of 50 states, and the outputs
are seen in form of the traffic signal counters, the green, red and yellow lights for
the dynamically updated durations depending upon the traffic conditions at a given
square (Fig. 7).

The simulation results are shownusing timingdiagramwhich represents providing
green signal on the east side towards which vehicle count is found to be maximum.
Result shown in Fig. 8 is the conditionwhen vehicle coordinates are C= ((12731548,
12885718), (77383710, 77495816)) which moves the FSM to sector1, i.e., C1. In this
sector, choosing suitable simulation conditions and providing vehicle_count = 50
(in the timing diagram, the values are represented in hexa-decimal, i.e., 32) as an
example to conduct. Count_out is the traffic signal counter which is counting from
00 to 04 as a part of 60 s count duration for given vehicle count of 50. As soon as
60 s counter starts, r1 goes “0” and g1 goes “1” (1: east direction). Count_sec is

Table 4 Hardware
descriptive language (HDL)
synthesis report

HDL synthesis report HDL synthesis report

#Adders/subtractors 3 #Comparators 22

26-bit adder 1
32-bit adder 1
6-bit adder 1

32-bit comparator greater 2 2

#Registers 15 #Multiplexers 79

1-bit register 5
26-bit register 1
32-bit register 6
6-bit register 3

1-bit 2-to-1 multiplexer 10
26-bit 2-to-1 multiplexer 1
32-bit 2-to-1 multiplexer 14
6-bit 2-to-1 multiplexer 54

#FSMs 5
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Fig. 7 RTL schematic of the complete design for simulation

Fig. 8 Simulation result using timing diagram

generation of 1 s duration in the VHDL code at which the counter count_out gets
incremented by one.

4 Summary

Navigation system-based design is proposed in this paper which aims to eradicate the
traffic control-related issues andmake traffic flow smooth in densely populated areas.
The software implementation has been done, and the simulation results have been
shown. This novel design promises to be very fruitful for traffic control considering
its multiple features that have been discussed and highlights the future prospects that
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can be inculcated in a dedicated fashion. At the same time, it requires very faith-
ful communication/Internet connectivity for this highly technologically advanced
proposal which is not only a particular traffic signal centric, rather it aims for the
complete city with possibilities of data-sharing feature among the signals as well as
among the master control centres.
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Techno-Commercial Aspects
of Space-Based Startups Ecosystem
in India

Hemant M. Jain and Yashesh P. Rana

Abstract Internationally, space industry is going under transformational evolution
which in turn is giving rise to new business model and opportunities to entrepreneurs,
innovators and startups. Space sector in India is ready to take a next leap as its pio-
neer Indian Space Research Organization (ISRO) has come a long way by securing
the podium place on launching 104 satellites into the intended orbit successfully.
This exponential growth has propelled and fuelled the dream of many startups and
innovators who are eager to contribute and explore the endless boundaries of space.
This paper envisages that the opportunities startups can grab in space segment by
learning to explore technological innovation and become commercially revenue gar-
nering entity. Startup India initiative by the Indian Government and establishment
of six space technology-based incubators by ISRO will build a strong ecosystem for
nurturing the innovation and startups.

Keywords Startups · Small satellite · CubeSat · Space technology · Incubators ·
ISRO

1 Introduction

Space programme in India, from the days of its inception, has developed technologies
for peaceful purpose and civil applications. The orientation of this national mission
was towards only one objective envisioned by Dr. Vikram Sarabhai, utilizing space
technology to solve the real problems of man and society. Indian Space Research
Organization (ISRO), the apex body of Indian space programme, has contributed
immensely for national development since decades. It has come a long way to fulfil
the requirement of space-based citizen services and has attained the podium place
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by setting up the world record of launching 104 satellites into the intended orbit suc-
cessfully. ISRO has always been supported by private industries as well as small and
medium enterprises (SMEs) by developing and providing components for spacecraft
and launch vehicle subsystems. ISRO has been trying to build and nurture the capa-
bilities of private industries since many years. To strengthen it further, private sector
consortium is identified not only for integrating satellites but also for providing value
engineering to small satellite launch vehicle (SSLV) to meet the surge in demand
for the launch. Indian space industry is undergoing a veritable revolution, and there
is a remarkable opportunity for innovators and space technology-based startups to
capitalize this reform.

2 Global Space Industry and Startups

2.1 Preamble—Space Age

From the early days of space exploration, it has been found to be an efficient tool
for driving the basics of science and technology. The complexity to demonstrate
the space technology was so challenging that it has given rise to new approaches.
Space sector was always regulated and governed by government and state-owned
organization. “Space Race”, i.e. the cold war between two rival nations, the USA
and Soviet Union gave birth to new dynamics of science to the world. Their techno-
logical rivalry brought out a contest of developing communication and earth obser-
vation satellites, exploring celestial bodies as well as other planets for the survival
of mankind. The high cost of launch drove designer to make smart material with
high performance and durability. Critical knowledge gained by sending experimen-
tal satellites in the initial years was utilized to evolve technologies for making more
robust and reliable payloads. Over the time, criticality of complex space mission
urged premium space agencies to collaborate and utilize expertise of each other to
amplify the accomplishment of themission. National Aeronautics and Space Admin-
istration (NASA), Russian Federal Space Agency (Roscosmos) along with European
Space Agency (ESA), Japan Aerospace Exploration Agency (JAXA) and Canadian
Space Agency collaborated for joint development, operation and utilization of a per-
manently inhabited space station in low earth orbit. This cooperative programme
gave birth to International Space Station (ISA).

2.2 Space Evolution

The economic exploitation of satellite to provide surveillance network for defence,
civil communication and earth observation of natural resourceswas controlled tightly
by the government regulations. Building satellite, launching it and maintaining
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ground infrastructure were complex and costly affair. So, access to space was pre-
served to only those nations who were having privilege of being technically advance
and economically sound. The balance of space power began to shift with advent of
innovation andwidespread availability ofminiaturized electronic components aswell
as smart and reliable technical materials. This enabled physically smaller satellites
to be built by smaller teams with modest facilities.

Conventional large satellites are designed and built with rigorous well-defined
processes which assure quality and system reliability. Revolution in production tech-
niques for consumer market encouraged the utilization of commercial-off-the-shelf
(COTS) devices and components for space segment [1]. Adaptation of innovative
COTS technologies was not limited to hardware components. It was also exploited
for complex software to ensure proper functionality of the system. COTS technolo-
gies came as a rescuer for the projects which were imposed with limitation of budget,
volume and mass. The era of the 1980s was largely dedicated to the utilization of
small satellites for training and education purpose. The pace of development and
complexity accelerated in the late 1990s. Small satellite later on attracted its atten-
tion frommilitary and surveillance department across the globe because of its offered
potential advantages. The new objective was framed for space domain. Developing
new small launch vehicle as well satellites having standardized plug-and-play bus
architecture which can shorten development time of missions.

Constellations of satellites in low earth orbit (LEO) offered persistent widespread
or global coverage. Early 1990s saw many commercial proposals to set up constel-
lation of small satellites to take advantage of digital communication and provide
low-rate data and mobile voice communication. Satellite constellations targeting
real-time voice and data communication was established by Globalstar and Irid-
ium [2]. Both of them initially failed due to mismatch between the market demand
and cost of technology development, large number of satellites and infrastructure
requirement. This event caused the loss of confidence of angel investors for financial
funding in any such proposals for almost more than a decade. RapidEye was the first
fully commercial operational class earth observation system using constellation of
five microsatellites. Its commercial operation also faced difficulties like Globalstar
and Iridium. After its multiple acquisitions, it became a profitable operation once the
capital cost was written off.

2.2.1 CubeSats

A significant impetus for producing affordable, smaller satellites came in 1999 when
two professors, Jordi Puig-Suari of California Polytechnic State University and Bob
Twiggs of Stanford University, challenged their graduate students to design and build
miniature spacecraft [3]. That resulted in the creation of a whole new CubeSat, or
nanosatellite industry. CubeSat is a particular form of nanosatellite that is made up
of multiples of 10 × 10 × 10 cm3 units with a mass of about 1.33 kg. They can be
1U, 2U 3U or 6U in size. CubeSats are small, modular and inexpensive to build and
launch. They are opening up space exploration and opportunities for research and
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technology development for everyone. Until 2013, majority of CubeSat launched
were from academia. Post 2014, most deployment of CubeSats was for commercial
missions. The revolution of CubeSats has inspired1 Interorbital Systems to develop
TubeSatwhich is a personal satellite kit served at educational platform. For academia,
the smallest unit of kit is available at as low as $8000 which includes launching cost
to LEO. Recently, CubeSats achieved its major milestone by performing major role
in NASA’s ambitious interplanetaryMars InSight mission.Mars Cube One (MarCO)
twin CubeSats were used demonstrated the technology to perform communication
and navigation experiment [4].

2.3 NewSpace and Global Startups

NewSpace: it is a phrase today that is commonly used to describe the emergence of
space segment having steady and pragmatic approach with a sense to explore and
exploit the innovative COTS technologies. The modest resources need to design and
build the small satellites which had attracted entrepreneurs and innovative small star-
tups companies. They have shown their capabilities to provide end-to-end solution
services across all platforms and confident enough to raise substantial investments
for their ventures. There are myriad of new business proposals and startups in space
segment. This democratization of space sector has encouraged around 400 emerging
space companies across the world, and they are supported by strong investor appetite.
Startups are empowering themselves to scale their offerings of products and services
and integrate itself into $300 billion supply chain of space industry.2 Globally, small
satellite market is expected to grow at a compound annual growth rate (CAGR) of
18.8% and estimated to be valued around $7.66 billion [5]. Figure 1 from Space-
Works report shows the launch history and market forecast for nano/microsatellite.
SpaceWorks estimates the launch of around 2600 nano/microsatellite in the next five
years.
Global Space Technology Startups: communication satellite business for decades
now is dominated by geostationary satellites, and attempt to provide ubiquitous
broadband data and voice services across globe using LEO in the past has faced big
financial debacle. But, now technology advancement and the need of low latency
communications have encouraged new preposition of satellite constellations in mul-
tiple plane. Startup companies like SpaceX backed Space Exploration Technologies
Corporation, OneWeb and aviation giant Boeing are planning to develop, deploy
and operate the constellation of large number of satellites in LEO to provide high
bandwidth broadband services across the globe.

Advent of small satellite coupledwith cloud computing, advanceddata processing,
etc., have brought transformation in earth observation. Planet Lab (now Planet) was

1http://www.interorbital.com/Tubesat.%20Kits—IOS TubeSats Kits.
2SpaceWorks Report “Nano/Microsatellite Market Forecast, 8th Edition.

http://www.interorbital.com/Tubesat.%20Kits
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Fig. 1 Nano/microsatellite launch history and market forecast

founded as a startup by formerNASA employees.3 It operates theworld’s largest fleet
of satellites in the orbit, 190 satellites, which includes “Doves”, flock of CubeSats
and few RapidEye and SkySats—microsatellites constellation [6]. It has capitalized
traditional EO business by using satellite imagery for commercial purposes. Spire
Global, startup initially funded for developing satellite via crowdfunding, is a geospa-
tial analytics firm focusing on providing information related to weather, to monitor
global trade, shipping, illegal fishing and maritime awareness. SpacePharma, startup
one of its kind, provides researcher access to unique environment of microgravity
using cutting-edge remote-controlled laboratories. They provide platform to global
players from pharmaceutical, biotechnology, material/chemical science and nutrition
industries with the opportunity to accelerate breakthrough discovery processes—for
new drugs and vaccines, crystals and materials, as well as accelerate the study of
human genomes and the origin of diseases.

Rocket Lab, California, USA-based startup, provides launch service for small
satellite from its space port established in New Zealand. It has pushed the frontier
of space technology by using carbon composite material for rocket casings and 3-D
printing for manufacturing electric-fed Rutherford rocket engines. It has brought the
launching cost to competitive price after its recent first successfully launch.4 Their
list price of launching 100–225 kg payload in LEO is $5 million. Rocket Lab will
be having an enormous impact on the economy of New Zealand. Virgin Orbit, a
subsidiary of Virgin Group, is developing a new rocket called LauncherOne. This
vehicle is an example of exemplary innovation as it is designed to take off from the
sky rather than from the ground and put small satellites in LEO. Blue Origin has

3Planet EO Satellite Constellation—https://www.planet.com/products/planet-imagery/.
4Boyle, Alan. “Rocket Lab’s low-cost Electron launcher puts satellites in Orbit from New
Zealand”, GeekWire, November 10, 2018, https://www.geekwire.com/2018/rocket-lab-electron-
rocket-sends-satellites-into-orbit-from-new-zealand/.

https://www.planet.com/products/planet-imagery/
https://www.geekwire.com/2018/rocket-lab-electron-rocket-sends-satellites-into-orbit-from-new-zealand/
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Fig. 2 Trends in space industry: global view

developed an innovative reusable rocket system, New Shepard. It is designed to take
astronauts as well as research payloads past Karman line which is internationally
recognized boundary of space.
Trends in Space Sector: globally, plethora of opportunities can be gauged for the
space segment startups. Figure 2 depicts the trends prevailing in space industry.
In traditional era, space industry was more focusing upon exploration of routine
segment, i.e. communication, navigation and remote sensing, for civil application and
developing space-based surveillance network for strategic application. Convergence
of technologies, advancement in process and diversity in product have established a
new business model to exploit the commercial potential of space segment.

Modern day information technologies such as Big Data Analytics, Cloud Com-
puting etc. are used to simply ground station solution and beaming imagery data at
affordable price. New concepts such as satellite servicing technology, i.e. unprece-
dented flexibility to service the satellite in space, space-based energy project and
space mining are being explored by new-age stakeholders of space industry. Highly
ambitious business ideas such as space tourism and colonization to Mars are under
assessment and yet to prove their solidity. NewSpace unlocks many opportunities
for emerging enterprise and startups to contribute and offer greater value proposition
[7].
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3 Indian Space Industry and Startups

3.1 Overview

India started investing in space programme in the 1960s, and it has been five decades
now. ISRO started its journey bymaking small satellites (Rohini Series) and scientific
payloads. Parallel to this activity, it also started to dedicate its efforts to become self-
sufficient in launch vehicle area. Today, ISRO has achieved many major milestones
in the space segment and is considered as one of the most credible players of global
space industry. It has achieved the success rate on record high note because of excep-
tional repetitive performance of its “work horse”—Polar Satellite Launch Vehicle
(PSLV). To fulfil the national requirement of space-based citizen services, ISRO has
successfully developed one of the best remote sensing and communication satellites.
India’s own navigation satellite constellation will be marking its operational incep-
tion soon. ISRO achieved its greatest feet and joined the elite club by successfully
completingMarsMission in the first attempt. The journey of Indian space programme
so far would not have achieved so many milestones without unprecedented support
of government, private industry partners and SMEs [8].

For commercial exploitation, ISRO has disseminated its know-how through
licensing the technology transfer [9]. These offering till today are economically
made available at very low price if the social benefit factor is predominant. These
efforts have resulted into vendor development. The emergence of turnkey solution
provider in satellite and launch segment from the private industry front does not
exist. The main reason behind it is space segment being capital intensive, meticulous
technical understanding, and it demands some radical changes in policy framework.
Looking at the enhanced national demand of the satellites for varied concern areas
from defence to civil applications, ISRO has decided to transfer their workload to
the consortium of private firms. This consortium will not only build and integrate the
satellites but also provide the service of their engineering skills for making launch
vehicle too.

3.2 Space Technology Startups: India

Space sector is a niche market, and tapping the new prospects is important for star-
tups to be on progressive path for long-term sustainability. This decade has seen
many enthusiastic startups plunging into space segment. There are handfuls of space
startups from India, and one name that strikes first in mind is Bengaluru-based Tea-
mIndus—Axiom Research Labs. Their team came in limelight as it was the only
team from India to participate in Google’s Lunar X Prize competition and was one
of the finalists. The startups not just received $1 million as a terrestrial prize but
also got praised across the world for their exceptional efforts. Earth2Orbit is con-
sidered as the first space startup in India which started as launch advisory service
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firm in 2008 and now have oriented towards geospatial analytics targeting sectors
ranging from environment and agriculture to development of smart cities. Dhruva
Space is also one of the early movers came into existence in 2012. They are into
designing, development and integration of small satellite. Astrome Technologies,
startup incubated at Indian Institute of Science (IISc) Bengaluru, is looking to explore
the satellite technology-based application market in India. Their ambitious business
model is seeking to provide broadband Internet service using constellation of satel-
lites. SatSure, a data analytics company, integrated modern-day concept Internet of
things (IoT) technology with remote sensing and assisting EO in commoditization
satellite-based solutions [10].

New Delhi-based Xovian, since 2011, is engaged in conducting educational and
research-based activities related to space to bridge the innovation gap between
academia and industry. They have a vision to provide low-cost sustainable solu-
tions for satellite fabrication. Mysore-based Bellatrix Aerospace is one of the most
audacious aerospace startup in India who have dreamt of building an orbital launch
vehicle and satellite propulsion systems at low-cost. They are developing their rocket
by using the next generationmaterial such as carbon composites. One cannot end this
list without including the teamwho built theworld’s lightest Femto satellite weighing
just 0.64 grams and named it Kalam SAT paying tribute to Dr. A.P.J. Abdul Kalam.
They developed their satellite with reinforced carbon fibre polymer which was fully
3-D printed, and it was ultimately launched by NASA. These startups are optimistic
to fly their ambitious business plan with their own space mission by some way or the
other. Most of them are at a nascent stage and will be requiring not just substantial
investment but also precise mentoring for sustaining in cyclic economy of space [11].

4 Role of Incubators

ISROhas successfully launched nine satellites developed by educational and research
institutions of India.Majorly, these satellites were experimental and educational with
a purpose to demonstrate the capabilities of these institutes in space segment. ISRO
has provisioned the participation of academia for building a payload successfully and
launching them in orbit. The main reason behind less participation of universities
in space programme is the lack of programmatic approach towards developing itself
as efficient stakeholder. The absence of infrastructure, facilities and policies adds
up to this issue. NASA, ESA and JAXA have encouraged the participation from
universities with the initiatives like CubeSat’s development. Such programmes have
increased the scientific awareness and garnered the innovative solutions to many
societal problems. ESA Space Solutions, which is an incubator supports by5 ESA,
has incubated 600 startups in the last 20 years. These startups could sustain because
of the availability of funding and investment for their business and enough support
from the policy of their respective government.

534th Space Symposium USA, April 2018.
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In India, most of the startups germinate from the academia. Further, they are
guided and nurtured by incubators and accelerators. Academia can play a big role
for building the strong pillars in these startups by inculcating in them stout technical
intellect. The next level of scaling up of these startups can beworked out with the help
various premium incubators established across the academic institutions, universities
and commercial forums such as Federation of Indian Chamber of Commerce and
Industry (FICCI), Confederation of Indian Industry (CII), etc.6 ISRO has planned to
set up six incubators across country to groom space startups. This initiative could
help imminent startups to work upon cutting-edge technologies and provide practical
solutions which complements to traditional space industry approach and process
cycle. The inauguration of the first incubator under ISRO’s mentorship was opened
in the capital of Tripura, at Agartala [12]. The next five incubators will be set up in the
next six months. The identified locations are Jalandhar in Punjab, Bhubaneswar in
Odisha, Nagpur inMaharashtra, Indore inMadhya Pradesh (MP) and Tiruchirappalli
in Tamil Nadu (TN). The reason for selecting these cities and states was negligible
presence of space activity but strong academic institutions and industry presence.
Each centre will be set up at a cost of |2 crores and will help the startups to develop
prototypes of components required for space technology, in partnershipwith industry.
These initiatives will help to boost the innovation focused space research and would
complement the economic growth of the nation.

5 Swot Analysis

Strength: space industry in India is undergoing paradigm shift, and this phase brings
in lot many opportunities for startups to capitalize. SWOT analysis is used here
as a foundational assessment model to measure the competitive position of space
segment in Indian economy and to identify the ways startups can carve in this market
for their sustainable survival and growth. The startup ecosystem in India is under
transition for a decade now, and its 37th ranking position in global startup ecosystem
index shows its trajectory moving towards growth inclination. The major strength
of startups in space segment is availability of intellectual human resources and vast
talent pool who understands the technology domain very well. COTS technologies
have not only brought the economies of scale in the manufacturing of space grade
components, but also, it has reduced the time cycle of delivery in upstream as well as
downstream segment. There is huge under-servedmarketwhich is yet to be catered by
traditional space satellite, and this acts as catalyst for the existing space tech startups.
Government’s StartupIndia initiative is a holistic approach by governing agencies.
Support provided by them includes legal advisory, investment and funding, IPR
protection, tax exemption, exigency exit plan, etc. It is a great initiative towards cluster
mapping of resources and helping startups to build end-to-end space activity-based
products and services (Fig. 3).

65th Edition of SPACETRONICS & DEFTRONICS, Bengaluru, Sept 2018.
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Fig. 3 SWOT analysis

Weakness: space activities in India from its inception are regulated by government
policies and state agency. The present situation demands legal and legislative frame-
work for space activities in India. In this direction, Space Activity Bill 2017 was
drafted to regulate proper legal environment for service providers, public as well as
private entity in space segment and encourage their participation in harnessing space
technology for national development. Private venture capital and angel investors are
not betting actively on space tech startups. Innovators and startups are finding it dif-
ficult to attract funds for their innovative business model to explore the outer space
dynamics. There are very few space activities-based startups in India, and they are
very novice to mark their presence in the global market. These weaknesses can be
mitigated by contributing towards critical project such asMarsMission and branding
it to win confidence of various stakeholders of space ecosystem.
Opportunities: the opportunities for initiators in space domain are plenty. Startups
can differentiate themselves from those 500-odd SMEs that serve ISRO by providing
diversified business model. ISRO’s initiative towards setting up Space Technology
Incubation Centre in six different cities across India will help promising innovators
and startups to create cutting-edge space technologies. This programme will help to
expand the horizon of space segment in India. Globally, in satellite launch service,
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Fig. 4 Small satellite launch vehicle forecast—SpaceWorks report 2018

ride-share model is prevailing because of the congestion observed in launch window.
But, there is growing demand and need of affordable and dedicated launch vehicle
because of the proliferation of small satellite market. This surge is anticipating the
reduced launch cost across the world. Figure 4 presents the forecast made in Space-
Works report 2018 related to small satellite launch vehicle coming up in near future
[13]. Once the SSLV is operational, it will be the most economical launch service
offered for deploying a satellite in the space.
Threats: threats inflicting on space tech startups in India are same as those inherent
in international space ecosystem. The International Telecommunication Union (ITU)
is the global body that assigns radio frequency and allocates them in division across
the globe. The spectrum allocation and frequency interference are big issues prevail-
ing in space fraternity, and this can only be solved by international cooperation and
agreements among countries. The repository of geospatial data is maintained under
government-authorized agency in India. The large quantum of geospatial data and
information is acquired through public funds. The licensingmechanism for distribut-
ing these data under defined policy weighs in favour of government users. For private
entity, the usage is restricted, and to access it, they have to go through cumbersome
process. Space debris issue is vociferously discussed because of overcrowding of
satellites and increased space activities [14]. There is an international forum which
takes care of it with the help of various radar based-tracking systems developed by
premium space agencies of the world.

The current outlook for startups in space industry of India is affirmative. For private
entity, the exploration of space corridor is at very nascent stage. Incorporation of new
businessmodel from burgeoning startups and introducing business-friendly legal and
policy framework will encourage the space activity environment in the nation.
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6 BCG Matrix Analysis

The Boston Consulting group’s product portfolio matrix (BCGmatrix) is designed to
helpwith long-term strategic planning. It helps business seeking growth opportunities
by reviewing its portfolio of products and enables them to decide whether to invest, to
discontinue or to develop new products. It is also known as the growth/share matrix.
Here, the attempt is to analyse various domains where the space tech startups in India
can explore to build viable and sustainable businesses solving real problems. The
matrix is divided into four quadrants based on market growth and market share of
the business portfolio (Fig. 5).
Quadrant 1—Star: the first quadrant relates to “Star” for those business provinces
having big share of intensely growing market. It requires enduring investment to
retain its market leader position. New Ventures can get into earth observation and
geospatial small satellite constellation as it has huge potential to provide vital infor-
mationwhich can be utilized for optimummanagement of scarce resources. Excellent
location-based service can be offered if an open access to satellites images is given
under carefully drafted statutory framework. Startups can fore into sub-system level
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activities which can complement the progress of the design and development of
the spacecraft and launch missions. Startups can leverage the modern-day expertise
such as micro-electro-mechanical systems (MEMS) technologies, electric propul-
sion, laser-based communication and additive manufacturing to contribute towards
diminutive cost and volume of satellite architecture. Space tech startups can con-
tribute at various platforms to build the satellite such as structure and mechanics,
thermal systems, on-board data handling (OBDH), altitude and orbital control system
(AOCS), power systems and ground systems.
Quadrant 2—Question Mark: the second quadrant represents “Question Mark”.
The domains in this section would require more investment and deliberation to adapt
with the changing dynamics of themarket. Ardent efforts towards it wouldmake them
a game-changer, but apprehensive attempt would bring a debacle. Usage of tech-
nologies like artificial intelligence (AI), machine or deep learning (MI) in geospatial
imagery would bring transformation in large number of sectors. They are helpful
in predictive analysis and would complement many business models. Adaption of
3-D printing in manufacturing process is in demand these days. Additive manufac-
turing or 3-D printing technology has made its debut in space segment already in
India. It has gained momentum in manufacturing process because of its ability to
deliver consistent results. Startups should guide their focus in developing innovative
space application-based business model. These dynamic ideas should not only have
profit-oriented deliverables but their business intelligence should also address routine
unresolved issues. Their user-centric approach can be achieved by complementing
space applications with modern-day novel evolutions such as Internet of Things
(IoT) and machine-to-machine (M2M) data exchange. One such exemplary project
has executed by Bengaluru-based firm Telematics4U (T4U) services. The model
named as Auto Community Empowerment Platform (ACEP) promises revenue for
advertising agencies and improved livelihood for auto drivers. NavIC messaging
receiver developed by ISRO is playing a key role in this pilot project. NavIC receiver
is aiding this concept by providing location-based service [15].
Quadrant 3—Cow: the third quadrant signifies “Cow” for those established busi-
ness models which guarantees continuous flow of funds from the market having a
stagnant growth. Their products get mature and become well-established over the
time. Innovators and tech startups should focus on deployment of small satellite con-
stellation which can provide digital connectivity and broadband services with low
latency. These initiatives would boost the government’s mission of Digital India and
would act as a catalyst for various critical services such as health care, education
and financial services. Scientific or experimental payload design and development
area is very niche, and startups, by plunging into this domain, can really bring some
radical changes in the way meteorological or climatic changes are analysed and mit-
igated. Interplanetary missions are very challenging but assure long-term growth if
successfully worked out. Startups which can attract the best of minds from the talent
pool can initiate such projects.
Quadrant 4—Dog: the fourth quadrant is termed as “Dog” where the busi-
ness/product/service have barren possibilities of progress. They drain the resources
and have no market share to garner the revenue. Looking at the current dynamics and
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trends in space segment, startups from India should avoid investing in and inclining
their efforts in making educational or technology demonstrating satellite. The reason
behind this preposition is Indian market’s adaptability towards “Leapfrogging”. The
time has come to match up with the pace of global space economy, so developing
satellite to assess capabilities should circumvent. In launch segment, ISRO is having
its stronghold, and the amount of resources availability with them it would be difficult
for any startup to bring down the economies of scale in this area. Providing launch
advisory services in India could not pick up its pace as on the global level, many
firms have already matured themselves into this business, and they are considered as
a barrier for any new entrant.

7 Conclusion

Space sector in India is experiencing a transformational evolution. There is paradigm
shift in traditional approach, and the focus is to encourage the role of private enterprise
and startups in space segment to achieve new horizon. Path-breaking innovations,
marginalization of cost and availability of key space-grade components have fuelled
themotive of few innovators and space technology startups. The success ofMoon and
Marsmission of ISROand proliferation of small satellite programme across the globe
has provided opportunities to startups to emerge as game-changer in outer space-
related activities of India. Space tech startups ecosystem in India is at nascent stage,
but it is having apt time for tapping the opportunities prevailing in this area. Innovator
and startups can provide end-to-end product and service business model which make
them distinct from SMEs. Change in policy and legal framework and mentorship
model proposed by ISRO in the form of incubators will gain the confidence of the
investors to provide funding for space activity-based business ventures.
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Thermal Investigation of Power Supply
Module (QDR-PSM) for Space
Application Using Numerical
and Experimental Approach

B. K. Sharath, Santosh Joteppa, Shashank Dibbi, Vinod Chippalkatti,
P. Rajendran and M. Uma Ravindra

Abstract Power supply module is designed to provide input power to digital sys-
tem and radio frequency system for space application. High power and package
density in electronics are continuously increasing, which create more heat in the
system. Thermal management in space application is even more challenging since
the cooling of these systems primarily relies on conduction and radiation by ignoring
convection for space application. The effective heat removal from a component and
PCB to mechanical housing is through conduction and partly with radiation. In fact,
thermal design in electronics through thermal modelling and simulation is becoming
an integral part of the electronics system design process because it is normally less
time consuming and also low expensive compared to the experimental cut-and-try
approach. In paper, thermal design, analysis and testing of DC–DC power supplies
module have been explained in detailed. Thermal analysis has been carried out using
computational fluid dynamics technique, by considering total heat dissipation of
40 W. Thermal model was created using Ansys Icepak, and all active and highly dis-
sipating component aremodelled. Conduction and radiationmode of heat transfer are
considered during the analysis by maintaining the base plate temperature at 55 °C.
Based on the analysis results, the convertor has been manufactured, assembled and
electrically tested. Thermal testing has been carried out at ambient air temperature of
25 °C for identifying the hot spot in the convertor using thermal camera before it is
tested at high temperature. Thermal cycle testing of space grade DC–DC convertor

B. K. Sharath (B) · S. Joteppa · S. Dibbi · V. Chippalkatti
Centum Electronics Limited, Bangalore, Karnataka 560106, India
e-mail: sharathbk@centumelectronics.com

S. Joteppa
e-mail: santoshj@centumelectronics.com

S. Dibbi
e-mail: shashankd@centumelectronics.com

V. Chippalkatti
e-mail: vinod@centumelectronics.com

P. Rajendran · M. Uma Ravindra
DLRL, Hyderabad, Telangana 500053, India

© Springer Nature Singapore Pte Ltd. 2020
PSR. S. Sastry et al. (eds.), Advances in Small Satellite Technologies,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-1724-2_46

493

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1724-2_46&domain=pdf
mailto:sharathbk@centumelectronics.com
mailto:santoshj@centumelectronics.com
mailto:shashankd@centumelectronics.com
mailto:vinod@centumelectronics.com
https://doi.org/10.1007/978-981-15-1724-2_46


494 B. K. Sharath et al.

is performed in thermo vacuum chamber at extreme cold temperature of negative
15 °C and extreme hot temperature of 55 °C under 1× 10−5 torr pressure condition,
during which electrical functionality of the module is monitored and temperature of
active component is measured and the results of the thermal analysis and testing are
elaborated and compared.

Keywords Thermal analysis · Computational fluid dynamics · Electronics cooling
for space · DC–DC convertor

1 Introduction

DC–DC convertors are normally designed for space application are in the power
range of 5–100 W delivered come in a variety of package sizes and shapes. The
demand for more sophisticated and reliable products for satellite application had
pushed electronics packaging into grater challenges. Industry trends are continuously
driving package sizes downward and increasing without a conforming allowance for
size to facilitate for heat management. Specification demands from customer are
such that to need to maintained the temperature of component below 110 °C without
disturbing the external dimensions, when it is operated at extreme temperatures.

In thermal design process of a complex electronics system, it is very essential to
get accurate data at various location temperature in front-end design phase. Hence, it
is almost essential to use computational fluid dynamics (CFD) tool for analysing the
module during design. Computational fluid dynamics (CFD) has been progressively
becoming a powerful tool in the heat transfer problems since a CFD tool has a
capability of predict temperature at any locations inside a system.

In this paper, thermal design verification and validation of DC–DC convertor
which convert 42 V/5A DC input to six different DC output. The paper also elab-
orates on thermal design, thermal modelling and testing of DC–DC convertor are
discussed in detail. The thermal analysis is carried using computational fluid dynam-
ics (CFD) technique. Conduction and radiation mode of heat transfer are considered
by maintaining the base plate temperature at 55 °C, and thermal cycling is carried
out in thermal vacuum chamber for the extreme temperatures in cycle, and results of
analysis and testing are compared.

2 Thermal Design

Thermal design of power supply modules is challenging for space application to
meet the stringent environmental condition due to the nonexistence of convection
cooling. The module has been designed with dimension of 220 mm × 218 mm ×
90 mm and with the mass of 3400 g. Mechanical housing of power supply module
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Isometric view of Power supply module Exploded view of Power supply module

Fig. 1 Mechanical housing with PCBA of power supply module

is designed with two number of convertors. Convertor-2 has the highest power dissi-
pation among two, and to provide the lower thermal path, it is placed on the bottom
side, and Convertor-1 is placed on the top side [1]. The mechanical parts have been
designed with aluminium alloy material and part are coated with black anodized to
increase heat transfer though radiation and Module will be stacked together and will
be mounted on the satellite deck (Fig. 1).

Mechanical housing is designed with necessary thermal ribs, which will facilitate
the heat flow from printed circuit board (PCB) to housing. For better thermal contact
with themechanical housing and PCB, it has been provided with sufficient number of
holes to fix to the housing using fasteners. The component like pot core and toroidal
cores is placed on the PCB, for better heat transfer fixed using screw, thermal interface
material is used beneath the core, and potting is also done to ensure good contact for
better heat transfer. Highly dissipating components like hybrid microcircuits (HMC)
and transformers are mounted on the PCB using thermal interface material, and also,
highly heat-dissipating components like MOSFETs and diode are directly mounted
on the mechanical housing using thermal interface material, which is having good
thermal conductivity and electrically insulating property. Thermal vias have been
provided in the PCB with continuous array, and also, PCB area below the thermal
vias is made in contact with the thermal guides provided in the mechanical housing
which will assist in the heat transfer, thereby drastically reduce the temperature in
low thermal conductive glass epoxy [2].
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3 Methodology

3.1 Thermal Simulation Methodology

Thermal design of electronics for the space application should be very precise, so
accurate modelling needs to be created by using computational fluid dynamics tech-
nique. CAD step models have been used for creating the thermal model of the con-
vertor and its components. All components which are critical from thermal point of
view are modelled, some of the components like resistors, capacitors, etc., are not
modelled, heat has been considered as uniformly distributed load (UDL) on the PCB
for modelling simplification, and the PCB is modelled in details by constructing each
layers including insulator material and copper [3].

3.1.1 Computational Fluid Mechanics

Computational fluid dynamics (CFD) is that deals with fluid mechanics that numeri-
cal equations and analyse problems that involvefluidflows.CFDmodelling technique
has been extensively used in different engineering industries like aerospace, energy,
oil and gas, etc. CFD model assists to validate the results and resolve the cooling
issues in electronics system. CFD analysis helps to determine thermal design defects
and assists in framing correcting the thermal design, significantly reduce the cost to
manufacture the product and time for running the several laboratory experiments to
understand issue to implicate the better or new design. CFDmodelling has become a
standard technique for designing new electronics system. The commercial software
used in the study is ANSYS ICEPAK. The computational representation of the ther-
mal model is taken by the CFD fluent solver, and it is iteratively solved for different
equations, i.e. continuity, momentum and energy based on the generated mesh.
Continuity Equation:
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= 0 (1)
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Table 1 Mechanical properties used during the analysis

S. No. Material Density
(gm/cc)

Thermal
conductivity
(w/mk)

CTE
(10E−6/°k)

Remarks

1 Aluminium
Alloy 6061

2.7 170 23.6 Mechanical
housing

2 Copper 8.9 390 16.5 PCB

3 Glass Epoxy
(FR4)

1.8 0.2 11.7 PCB

4 Kovar 8.83 17.3 5.02 HMC

5 Ferrite 4.85 3.5 Component

6 Alumina 3.8 21 6.5 Component

Momentum Equation in Z-direction:

u
∂w
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Energy Equation:
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)
+ φ (5)

where in above equation, (u, v, w) are the component of the fluid velocity, and
( fx , fy, fz) are body force in direction of (x, y, z) direction; p is pressure; T is
temperature, φ is viscous dissipation.

3.1.2 Component Modelling

All electronics component which are having inherent capacity to generate heat when
they electrically operated, so thermal model is created with all active component.
Components modelling is one of the important criteria during the modelling for the
accurate temperature. Component which having thermal resistance from junction to
case are modelled with 2R type and component with are not having junction are
modelled using material properties that are used in the components [4]. Materials
properties used during the analysis are tabulated in Table 1.

3.1.3 Printed Circuit Board

Multilayer printed circuit board ismade by FR4 (glass epoxy) layer with copper layer
is alternatively packed. Design of PCB has major impact in thermal management of
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electronics for space application since heat generated in the component and trace in
the PCB has to be transferred to mechanical housing in through conduction only. So
providing thermal layer in the PCB plays vital role in thermal management (Table 2).

PSM consists of one number of PCB in each convertor, having thickness of 3 mm
and 12 layers in each PCBs. Four thermal layers are provided with more than 80
percentage copper spreading in order to increase the thermal conductivity of in plane
and out of plane. Thermal conductivity of PCB is calculated using below equation,

Kinplane =
∑i=n

i=1 ki ti∑i=n
i=1 ti

& KOutplane =
∑i=n

i=1 ti∑i=n
i=1

ti
ki

Using above formula, the PCB thermal conductivity is calculated as, for Convertor
01, K Inplane = 62.42 W/mk and KOutplane = 0.327 w/mk. For Convertor 02, K Inplane

= 76.4 W/mk, KOutplane = 0.327 W/mk.

3.1.4 Power Dissipation

Power supply module is designed to provide required electrical output for given
electrical input, and during this conversation process, there will electrical loss in
module, which results to producing heat in the component. Power supply module
for space application designed in such way that it should have minimum loss/ higher
efficiency in the module [5].

Heat generated (Q) = Electrical Input (VI)In − Electrical output (VI)Out

where Q is heat generated in the system and V is voltage and I Current. In PSM
module having total heat dissipation of 40 W, in which Convertor-1 is having heat
dissipation of 17.82W and Convertor-2 which is having dissipation 21.98W. During
this study, heat dissipation in each component is given below (Table 3).

3.1.5 Grid Generation and Boundary Condition

The grid generation plays a vital role in the CFD results, so it is very important to
take care of grid size during generation, improper grid size has major impacts, and
selection of fine mesh leads to increase in the computational cost as well as the time
and usage of course mesh which leads in the improper solution. So selecting different
mesh size for different region is depending upon on heat flux [6] (Table 4).

Initial and boundary conditions are important parameter for analysis. The bound-
ary conditions are applied in analysis are such a way that it is almost similar to the
test/end-use operating requirements to get the accurate results. The analysis is carried
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Table 3 Heat dissipation details of PSM

Convertor 01 Convertor 02

S.
No.

Components Placement Dissipation
(W)

S.
No.

Components Placement Dissipation
(W)

1 RL1 Wall
Mount

0.4 1 D8 Wall
Mount

5.85

2 RL2 Wall
mount

0.4 2 D11 Wall
Mount

1.385

3 D16 Wall
Mount

5.85 3 D14 Wall
Mount

0.133

4 D19 Wall
Mount

0.25 4 Q1 Wall
Mount

2.712

5 D22 Wall
Mount

0.12 5 D2 Top PCB 0.1

6 Q1 Wall
Mount

2 6 D3 Top PCB 0.1

7 L1 Top PCB 0.125 7 L1 Top PCB 0.44

8 L2 Top PCB 0.125 8 L2 Top PCB 0.454

9 L3 Top PCB 0.298 9 L6 Top PCB 0.867

10 L4 Top PCB 0.368 10 L4 Top PCB 0.1

11 L5 Top PCB 0.388 11 L5 Top PCB 0.625

12 L9 Top PCB 0.785 12 L7 Top PCB 0.136

13 L7 Top PCB 0.1 13 L8 Wall
Mount

1.231

14 L8 Top PCB 0.638 14 L9 Top PCB 0.245

15 L10 Top PCB 0.233 15 L10 Bottom
PCB

0.169

16 L12 Top PCB 0.12 16 TR1 Bottom
PCB

0.56

17 L11 Top PCB 0.138 17 R6 Bottom
PCB

0.106

18 TR1 Top PCB 0.351 18 R58 Top PCB 0.16

19 R66 Bottom
PCB

0.16 19 R53 Bottom
PCB

0.2

20 R61 Bottom
PCB

0.2 20 R91 Bottom
PCB

0.2

21 R83 Bottom
PCB

0.2 21 R49 Bottom
PCB

0.15

22 R57 Bottom
PCB

0.15 22 R57 Bottom
PCB

0.17

23 R65 Bottom
PCB

0.17 23 R46 Bottom
PCB

0.2

24 R54 Top PCB 0.2 24 R47 Top PCB 0.2

(continued)



Thermal Investigation of Power Supply Module … 501

Table 3 (continued)

Convertor 01 Convertor 02

S.
No.

Components Placement Dissipation
(W)

S.
No.

Components Placement Dissipation
(W)

25 R55 Top PCB 0.2 25 R48 Bottom
PCB

0.2

26 R56 Bottom
PCB

0.2 26 HMC-A Top PCB 1.0497

27 HMC-A Top PCB 1.0497 27 HMC-D Top PCB 0.3908

28 HMC-C Top PCB 0.1745 28 HMC-C Top PCB 0.1654

29 HMC-D Top PCB 0.342 29 PCB 3.6811

30 PCB 2.087 Total heat dissipation 21.98

Total heat dissipation 17.8222

Table 4 Mesh details used in the assembly

Details of mesh used in analysis Quality of mesh used in analysis

Mesh details Quality details

S. No. Description Number S. No. Description Range

1 No. of nodes 8,271,263 1 Face alignment 0.2546–1

2 No. of elements 6,866,231 2 Volume 2.21e−13 to
1.45e−6

3 Skewness 0.0575–1

out for conduction and radiation mode of heat transfer. The base plate of package is
maintained at 55 °C, and cabinet wall is maintained at 55 °C, complete module is
under the radiation interaction, and inside cabinet vacuum properties are considered
[7].

3.1.6 Results

The steady-state thermal analysis of power supply module has been carried out by
considering total heat dissipation of 40 W for conduction and radiation mode of
heat transfer. Using commercial available Ansys Icepak software with inbuilt fluent
solver. The temperature distribution plots for the assembly are shown in Fig. 2.

Figure 2 shows temperature plot of PSM, the maximum temperature in the Con-
vertor 1 is 90.13 in the L8 component, and maximum temperature in the Convertor
2 is 85.99 in the L5 component.

Temperature distribution in the mechanical housing of complete of power supply
module, Convertor 01 with PCB assembly and convertor 2 with PCB assembly are
shown in Fig. 3 and have maximum temperature of 90.13 °C [8].

It can be noticed in Fig. 4 that inside the cabinet,minimum temperaturemaintained
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Convertor 1 Convertor 2

Fig. 2 Temperature distribution in the mechanical housing with PCBA

Isometric Convertor 1 Convertor 2

Fig. 3 Temperature distribution in the mechanical housing with PCBA

Fig. 4 Temperature distribution in cabinet and mechanical housing with PCBA

is 55 °C, and maximum temperature obtained is 90.15 °C that is observed in the
component L8. Table 5 shows the critical temperatures of the components in the
power supply module.
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Table 5 Temperature details of the component

Convertor 01 Convertor 02

S.
No.

Component Placement Temperature
(°C)

S.
No.

Component Placement Temperature
(°C)

1 RL1 Wall
Mount

57.91 1 D8 Wall
Mount

72.42

2 RL2 Wall
mount

57.76 2 D11 Wall
Mount

62.04

3 D16 Wall
Mount

76.75 3 D14 Wall
Mount

57.78

4 D19 Wall
Mount

63.46 4 Q1 Wall
Mount

64.80

5 D22 Wall
Mount

58.24 5 D2 Top PCB 64.89

6 Q1 Wall
Mount

65.24 6 D3 Top PCB 64.00

7 L1 Top PCB 74.39 7 L1 Top PCB 78.67

8 L2 Top PCB 74.19 8 L2 Top PCB 79.95

9 L3 Top PCB 76.09 9 L6 Top PCB 85.03

10 L4 Top PCB 79.82 10 L4 Top PCB 79.56

11 L5 Top PCB 80.91 11 L5 Top PCB 85.99

12 L9 Top PCB 86.16 12 L7 Top PCB 72.69

13 L7 Top PCB 83.71 13 L8 Wall
Mount

79.92

14 L8 Top PCB 90.13 14 L9 Top PCB 78.70

15 L10 Top PCB 87.76 15 L10 Bottom
PCB

79.33

16 L12 Top PCB 87.81 16 TR1 Bottom
PCB

79.60

17 L11 Top PCB 80.76 17 R6 Bottom
PCB

64.16

18 TR1 Top PCB 73.45 18 R58 Top PCB 71.63

19 R66 Bottom
PCB

72.67 19 R53 Bottom
PCB

69.67

20 R61 Bottom
PCB

74.66 20 R91 Bottom
PCB

69.21

21 R83 Bottom
PCB

73.45 21 R49 Bottom
PCB

69.12

22 R57 Bottom
PCB

72.10 22 R57 Bottom
PCB

67.78

23 R65 Bottom
PCB

73.35 23 R46 Bottom
PCB

70.26

24 R54 Top PCB 72.42 24 R47 Top PCB 72.99

(continued)
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Table 5 (continued)

Convertor 01 Convertor 02

S.
No.

Component Placement Temperature
(°C)

S.
No.

Component Placement Temperature
(°C)

25 R55 Top PCB 72.41 25 R48 Bottom
PCB

70.19

26 R56 Bottom
PCB

74.33 26 HMC-A Top PCB 62.48

27 HMC-A Top PCB 66.47 27 HMC-C Top PCB 62.42

28 HMC-C Top PCB 66.85 28 HMC-D Top PCB 65.68

29 HMC-D Top PCB 66.99

3.2 Thermal Testing Methodology

Thermal performance of power supply module is realized by subjecting to environ-
mental test under thermo vacuum condition with very low pressure condition, which
is advanced test for space environmental. Power supply module for space application
will be exposed to harsh thermal cycling under vacuum condition and also need to
undergo repeated andwide changes in operating temperature, as well as functionality
at extreme temperature [9].

3.2.1 Thermal Vacuum Chamber

Thermal vacuumchamber is one of riskmitigation testmethods for space application.
Chamber artificially replicates the vacuum environmental with different range of
temperature. This helps in the predicting the temperature, performance of power
supply module and also flaws (if any) in the module well in advance before exposing
to real time [10] (Table 6).

Table 6 Temperature details
of component obtained during
a below table the

S. No. Particular Description

1 Make Vacuum Techniques Pvt Ltd,
Bangalore

2 Model 2006

3 Temperature range −55 to +100 °C

4 Power Dissipation 70 W

5 Vacuum range >1.0 × 10−5 torr

6 Base plate size 650 mm × 650 mm

7 Coolant Ammonia

8 Heaters IR Heaters

9 Number RTD 012
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Thermo Vacuum chamber Thermal vacuum chamber controller unit

3.2.2 Testing Approach

Thermal vacuum cycle testing of electronics product helps in predicting performance
and reliability of an electronics package and also facilitates to validate the thermal
analysis results under the thermo vacuum condition. Following step are involved
have been used for during testing.

Hot spots in the analysis and component which are critical from thermal point of
view are identified, and they are attached component temperature sensors to measure
the temperature. Thermal sensor is applied with adhesive in order to have proper
contact between the sensor head and component (Fig. 5).

Power supply module is placed thermal vacuum chamber and fixed to base plate
of chamber with the help of fasteners by applying proper torque. Chamber controller

Convertor 1 Convertor 2

Fig. 5 Thermal sensor is attachment for critical component



506 B. K. Sharath et al.

Fig. 6 Operational thermal vacuum cycling testing profile

RTD ismounted in diagonal fashion to the package tomaintain the temperature of the
base at constant. RTD temperatures are taken to control the base plate temperature
of thermal vacuum chamber at 55 °C. Power supply module is subjected to thermal
cycle as shown in Fig. 6, module is subjected to extreme temperature ranging from
−10 to 55 °C with pressure condition of 1 × 10−5 torr during which module is
continuously ON with fully loaded condition. The initial five cycle of profile is
subjected to dwell period of 2 h, last cycle of profile is with 24 h dwell period,
and during dwell period, electrical functionality and temperatures are continuously
monitored at each extremes temperature.

3.2.3 Thermal Test Results

Power supply module operating in full load condition under thermal vacuum cycle,
during which continuous electrical functionality data are acquired and Temperature
of component are monitored at regular interval of 10 min for complete profile. Pos-
itive dwell period of last cycle in which temperatures reached at equilibrium state.
Temperature of the component is tabulated in Table 7.

The temperature obtained during the thermal vacuum testing is compared with
temperatures of analysis. Compassion of simulation and testing results are tabulated

Table 7 Temperature of the
component during thermal
vacuum cycle

S. No. Component Convertor Testing results

1 D16 Diode Convertor 1 76.45

2 L8 Inductor 86.33

3 HMC-D 63.76

4 D8 Diode Convertor 2 81.12

5 L6 Inductor 82.76

6 L9 Inductor 80.31
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Table 8 Temperature of the critical component during thermal vacuum cycle

S. No. Component Analysis Testing results Percentage of error

1 D16 Diode 76.7561 76.45 0.39

2 L8 Inductor 90.1352 86.33 4.22

3 HMC-D 66.9928 63.76 4.82

4 D8 Diode 72.4273 71.12 1.80

5 L6 Inductor 85.0377 82.76 2.67

6 L9 Inductor 78.7096 80.31 2.03

in Table 8, and the maximum percent of variation between simulation and thermal
vacuum cycle test is found to 5% which is found in the HMC component.

4 Conclusion

In this paper, we have emphasized the thermal design, methodology involved in the
analysis and thermal testing of power supply module for the space application. Ther-
mal simulation facilitates to select optimal design and identify the flaws during the
design phase, so it can be rectified in design stage, so that product cycle, time and
cost can be reduced. The summarized as, thermal analysis of Power supply module
is performed for the dissipation of 40 W with conduction with radiation mode of
heat transfer. To study thermal design adequacy to meet the intended specification
and component are well are well below the operating temperature specified by the
manufacturer. After finalizing the design, part is manufactured and assembled. For
thermal vacuum testing, hot spot is identified from the analysis data, and they are
attached with thermal sensor to monitor the temperature of hot spot component. This
has enhanced confidence on the boundary conditions used to define the vacuum con-
ditions during thermal analysis since the results are matching with physical vacuum
test, and hence, the same concept will be used for all spacecraft packages design and
analysis.
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Analytical Thermal Modeling
of Deployed and Body Mount Solar Panel
and Its Comparison with Numerical
Approaches for Small Satellite

G. Ramu and Prateek Nagvanshi

Abstract This paper involves a detailed thermal mathematical modeling of 300 mm
× 300 mm deployed and body mounted solar panel of 10 kg sun-pointing Low Earth
Orbit small satellite. An analytical calculation of solar panel both deployed and
body mounted is performed using energy conservation principle. The system-level
satellite thermal model along with solar panels is generated and solved numerically.
In this paper, two configuration of body mounted solar panel in detailed system-level
thermal model is studied. Firstly, the solar panel is fully conduction coupled with
body structure panel. Secondly, conduction coupling is restricted by using 3 mm
thick GFRP insulator at fastening points and resulting heat transfer by radiation is
also studied. Also, the worst hot case temperatures of solar panel both deployed and
body mount predicted by analytical approach is compared with numerical approach
of the detail system-level thermal model. Hence, the presented method is beneficial
for predicting the temperature profile of solar panel under worst hot condition.

Keywords Solar panel thermal analysis · Analytical calculation · Numerical
approach

Nomenclature

η Solar cell efficiency
α Surface absorptivity
αeff Effective solar cell absorptivity
ε Surface emissivity
T Temperature
σ Stefan Boltzmann constant (5.67 × 10−8 W/m2K4)
Q Heat rate (W)
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q Heat flux (W/m2)
QLugs Heat rate through fasteners (W)
Qb/w rad Heat rate between backside of solar panel to structure panel (W)
f Solar albedo factor
K Thermal conductivity (W/mK)
Kt Solar panel conductance (W/°C)

1 Introduction

Solar panel generates power required for spacecraft operations. During orbiting
Earth, the solar panels experiences large variation in thermal environment in sunlit
and eclipse period of Earth. Thus, it is of great importance to do the thermal analysis
of solar panel to ensure safe working of satellite throughout its mission life. The
temperature variation range of typical solar array of LEO satellite is−100 to 100 °C.
Therefore, it is necessary to forecast the worst hot and cold case temperature of solar
arrays. The main objective of satellite thermal design is to ensure the spacecraft
components temperatures are within allowable limits throughout the mission phase.

Much research has been carried out on the thermal analysis of solar array. Li et al.
[1] have investigated on predicting the temperature profile of composite solar array
for Low Earth Orbit (LEO) and Geosynchronous Orbit (GEO). Kim and Han [2]
researches on the thermal investigation of fixed type solar array for LEO satellite.

Many researches have been carried out to predict the temperatures of deployed
solar panels. But still, it is required to do the thermal analysis of satellite component
for the safe operation of satellite throughout the mission life. The present LEO
satellite has two deployable and one body mount solar arrays. This paper researches
on the development of a detailed thermal mathematical modeling of deployed and
body mount solar panel of a LEO satellite. An analytical calculation of solar array
is performed using energy conservation principle. Here, the finite element method
is used to predict the in-orbit temperature variation of solar array. Then, the worst
hot case temperature from analytical method is compared with detailed system-level
thermal model. Also, two configuration of body mount solar panel is studied and
compared.

2 Solar Array Configuration

Here, solar array is in sun oriented panel of the satellite. There are two deployable
and one bodymount solar panel. Each solar panel is of 300mm× 300mm size which
consists of solar cells and 0.5 mm CFRP substrate with 12 mm thick low-density
aluminum honeycomb core. M/s Azur space make solar cells are of size 80 mm ×
40 mm (Fig. 1). The solar cell efficiency is 28% at the beginning of life and at the end
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Fig. 1 Solar panel
construction

Honeycomb Core

Solar Cell
CFRP Facesheet

CFRP Facesheet

of life it is considered as 22%. Solar absorptivity of solar cells is 0.92 and emissivity
is 0.82. These solar cells are bonded on the substrate using adhesives as shown in
Fig. 2.

Solar cells convert incident solar energy into electric energy. But some energy is
converted into heat energy. Hence, it is necessary to calculate effective absorptivity
of solar array by considering solar cell power generation efficiency Ref. [2]. The
effective absorptance (αeff) of a solar cell is calculated by the following equation

αeffqSolar = αsolar cellqSolar − ηsolar cellqSolar (1)

Consequently, αeff is calculated as 0.70.

3 Solar Panel Thermal Analysis Methodology

Satellite thermal analysis is concerned with predicting the temperature of satellite
and its components in assumed heating environment. The predictions are made by
using energy conservation principle. In this chapter, orbit environment heating fluxes
are calculated and incorporated in energy balance equation to predict worst hot case
temperature of solar panel.

3.1 Analytical Method for Solar Panel Thermal Analysis

The worst hot case temperature is predicted by applying energy conservation
principle. For the ease of calculation, the following assumption is considered:

• Honeycomb panel is considered as two nodes lumped mass [3].
• Steady-state heat transfer is assumed.
• Sun-pointing attitude of solar array.
• Constant heat loads are considered on the solar arrays.
• Satellite body is considered as constant temperature.
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3.2 Calculation of Space Heat Loads

Spacecraft heating can be classified into two categories. The first is orbit environment
heating fluxes. The second category is internal dissipation, i.e., heat generated due
to operating electronics, heaters, and shunts. The external heating loads experienced
by satellite solar array while orbiting Earth includes solar flux and Earth radiation
as shown in Fig. 2. The solar flux S above Earth atmosphere is 1410 Wm−2 [3]. The
heat flux falling on the surface is given by,

qSolar flux = αeff S cos δ (2)

where qSolar flux (Wm−2) is absorbed energy when the solar vector impinges at angle
δ off the surface normal and αeff is the effective solar absorptivity of the solar panel.
For sun-pointing solar array δ is 0.

The Earth irradiation flux absorbed by solar array (qIR in Wm−2) is given by,

qIR = εE (3)

where E is the emitted radiation from the planet Earth which has a nominal value of
236 Wm−2 [4] and ε is the emissivity of solar array seeing the deep space.

Similarly, the radiation reflected fromEarth is represented in terms of solar albedo
factor f, which is usually stated as a fraction f of solar constant. It varies both
seasonally and geographically, but good approximation can be obtained by using f
= 0.36. The Earth albedo flux (qAlbedo in Wm−2) is given by [4],

qAlbedo = f αS cos ϕ (4)

where α is the surface absorptivity and ϕ is the reflection angle.

Fig. 2 Satellite thermal
environment
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3.3 Analytical Calculation of Deployed Solar Panel
Temperature

Based on energy conservation principle, the steady-state heat balance on a deployed
solar array is shown in Fig. 3 can be written as,

Qin = Qout (5)

QSolar + QIR + QAlbedo = QRadiation to space (6)

3.3.1 Solar Panel Conductance (Kt)

Consider the solar panel schematically shown in Fig. 4. The overall heat balance can
be represented on the two nodes located opposite to each other on the solar panel
and is coupled by a conductance that can be estimated from Kt = 1/R, where Kt

is conductance in W/°C and R is heat resistance of solar panel in °C/W. The heat
resistance (R) of solar panel is given by,

R = L/K A (7)

where L is thickness of panel in meters, K is effective thermal conductivity of solar
panel in W/mK, and A is the area of solar panel in m2, i.e., 0.09 m2. Hence, the value
of R is 0.25 °C/W and Kt = 4 W/°C.

Fig. 3 Heat transfer in deployed solar panel
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Fig. 4 Heat balance on deployed solar panel

3.3.2 Steady-State Heat Balance Calculations Qin and Qout

Using Eqs. (2), (3), (4) and the parameter from Table 1 the external heat loads at
node 1 and node 2 in Fig. 4 can be calculated as, QSolar = 88.83 W, QIR = 14.3 W,
and QAlbedo = 11.23 W. Here, the deployed solar panel cell side and bottom side
are facing deep space. Hence, the heat will be radiated from both the surface of the
panel to the space as shown in Fig. 4. Steady-state heat balance on node 1 and node
2 gives,

(αSolar cell−ηSolar cell)AqSolar flux = ε1σ AT 4
1 + Kt (T1−T2) (8)

Kt (T1−T2) + QIR + Qalbedo = ε2σ AT 4
2 (9)

Equations (8) and (9) are nonlinear and are solved numerically using MATLAB
software which gives T 1 = 71.3922 °C and T 2 = 64.3251 °C. The temperature

Table 1 Thermo-optical properties of deployed solar array

S. No. Parameter Values Remarks

1 ε1 0.82 Emissivity of cell side solar array

2 ε2 0.84 Emissivity of backside of solar array

3 ηsolar cells 22.0% At end of life

4 αsolar cells 0.94 Absorptivity of solar cells
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difference between the solar panel cell side and back side is approximately 7 °C
because cell side facesheet is receiving more heat flux as compared to back side
facesheet.

3.4 Analytical Calculation of Body Mount Solar Panel
Temperature

The body mount solar panel is fixed at negative pitch panel which is sun oriented
during power generation and it is fastened to structure panel at six locations. It is
conductively isolated by maintaining a gap of 3 mm and by using GFRP washers at
fastening locations. Radiation coupling with good view factor between back sides of
body mount solar panel to the negative pitch structure panel is considered. It is also
assumed that there will be no conduction from the back face of the structure panel.

Figure 5 shows the schematic of heat transfer in body mount solar panel. As
discussed earlier, the overall heat balance can be represented on the two nodes located
opposite to each other on the solar panel and is coupled by a conductance. The
thermo-optical properties used for calculation are provided in Table 2.

Based on energy conservation principle, the steady-state heat balance on node 1
of a body mount solar array is shown in Fig. 5 can be written as,

(αsolar cell−ηsolar cell)Aqsolar flux = ε1σ AT 4
1 + Kt (T1−T2) (10)

Fig. 5 Heat balance on body mount solar panel
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Table 2 Thermo-optical properties and parameters for body mount solar panel

S. No. Parameter Values Remarks

1 ε1 0.82 Emissivity of cell side solar array

2 ε2 0.718 Effective emissivity between backside of solar panel and
structure panel

3 T str 293 K Structure panel temperature

Similarly, the steady-state heat balance on node 2 of a body mount solar array can
be written as,

Kt (T1−T2) = QLugs + Qb/w rad (11)

where QLugs is the heat transfer through fasteners and considering 0.2 W/°C con-
ductance value and Qb/w rad is the radiation heat transfer between back sides of solar
panel to the structure panel. On rearranging the equation, we get,

Kt (T1−T2) = 0.2× (T2 − Tstr) + ε2σ A
(
T 4
2 −T 4

str

)
(12)

Equations (10) and (12) are nonlinear and are solved numerically usingMATLAB
software which gives T 1 = 67.8534 °C and T 2 = 61.1349 °C. Hence, the top and
bottom solar panel temperature are 68 °C and 61 °C, respectively. Using temperatures
T 1 and T 2 we can say that total heat energy coming to structure panel is QLugs +
Qb/w rad = 26.86 W, out of which 18.64 W is due to radiative heat transfer between
the back side of body mount solar panel and structure panel.

4 Numerical Approach for Thermal Analysis of Solar Panel

The solar panels are mounted on the negative pitch of satellite. There are two deploy-
able and one body mount solar panel. Using, lumped mass approximation [5], the
steady-state temperature in worst hot conditions can be calculated by a simplified
analytical approach, but it cannot simulate the in-orbit temperature variation within
the solar panels.

This section deals with the development of the solar panel thermal model using
finite element method to predict in-orbit temperatures. In this chapter, two config-
urations of body mount solar panel is discussed and compared. Firstly, conduction
coupling is restricted by using 3 mm thick GFRP insulator at fastening points and
resulting heat transfer by radiation is also studied. Secondly, the solar panel is fully
conduction coupled with body structure panel.
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Fig. 6 Satellite positions from top of the orbit plane (left) and from sun point of view (right)

4.1 Orbital Conditions for a Detail System-Level Thermal
Model

Asmentioned in Sect. 3.1, the solar array is sun oriented panel of the satellite, so that
the solar cell can generate maximum amount of solar energy. In analytical approach,
the orbit and satellite attitude is not considered, whereas the orbit and attitudes of
satellite must be considered in detailed system-level thermal analysis. The altitude
of satellite is 640 kmwith orbit inclination of 97.91°. The equatorial crossing time of
satellite is 09:30 AM and the orbit period is 5842.33 s. The in-orbit satellite attitude
of a detailed system-level thermalmodel viewed above an orbit plane and the location
of satellite in-orbit from sun point of view are shown in Fig. 6.

4.2 Solar Panel Thermal Model

As discussed in Sect. 2, there are three solar arrays, two deployable, and one body
mount solar array. The two deployable solar arrays are attached to structure panel by
mechanical hinges. Solar panels are of 300 mm× 300 mm and a thickness of 12 mm
with 0.5 mm CFRP substrate and 12 mm thick aluminum honeycomb core. The
detailed solar array is modeled using shell elements which consist of 20× 20 nodes
on solar panel top and back surface. Optical properties are assigned on solar cell side
which is sun facing surface and back side which is anti-sun looking side. Solar panel
thickness is modeled and thermal conductance coupling is assigned between two
shell elements. The schematic of solar array with node division is shown in Fig. 7.
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Fig. 7 Node division on solar panels

4.3 Method for Detailed Solar Panel Thermal Analysis

Thermalmodel is created by assigning thermo-optical properties of surfaces, thermo-
physical andmaterial properties. The contact conductance, thermal resistance or heat
transfer coefficient between the nodes is assigned based on our judgment. Themethod
adapted here is the solar panel is dividedwith the help of nodes throughout the surface
and is thermally coupled to predict the in-orbit temperature.

The solar panel consists of solar cells, CFRP facesheets, and a honeycomb core. In
geometric configuration, two facesheets are created and are discretized with uniform
20× 20 nodes. The thermal capacitance (mCp) of 1789 J/K is distributed uniformly
on each and every node of solar panel. The optical properties of both facesheets
given in Tables 1 and 2 are assigned; i.e., the effective thermo-optical properties are
assigned on solar cell side facesheets and thermo-optical properties of black paint are
used on the anti-sun looking side of solar panels. The effective thermal conductivity
of solar array is calculated as 0.54 W/mK [5].

The current geometric mathematical model (GMM) is developed by using NX-
CAD software. The thermal mathematical model (TMM) is further solved implicitly
by conjugate gradient method using Siemens NX-Nastran software packages [6].

5 Thermal Analysis of Detailed System-Level Solar Panel

An analysis is carried out on the developed numerical model to understand the tem-
perature variation within the solar array. From the numerical model, the temperature
field is generated and the thermal aspects of the solar panel are discussed in this
chapter.
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5.1 Result Discussion

The temperature profile obtained from detailed model of the solar array is shown
in Fig. 8. The three nodes temperature shown in graph corresponds to the solar cell
side, solar panel backside, and body mount solar panel cell side. This figure gives
the temperature difference between the cell side and bottom side of the solar panel
surface. From the analysis, it is found that the temperature difference on the surface
of cell side solar panel is as high as 14.6 °C. This is because of mechanical hinges
which act as a heat conductive path between solar panel and satellite structure panel.
Further, the temperature difference between cell side and back side is maintained
at 5.42 °C during sunlit period and no temperature difference is maintained during
eclipse period. The temperature difference is maintained because of the less thermal
conductivity of honeycomb material. The analysis predicts the maximum tempera-
ture of 70.48 °C and the minimum analysis temperature of −70 °C. Similarly, the
maximum temperature of body mount solar panel is 69.50 °C. Therefore, we can
say that the maximum and minimum temperature of solar panel is within acceptable
range and its thermal safety is verified under worst hot case condition.

An additional case study as shown in Fig. 9 is done to see the solar panel and
inside electronic package temperature, if the body mount solar panel is mated (con-
duction coupled) with structure panel (no gap) and mounting lugs also not insulated
with GFRP. From the analysis, the body mount solar panel temperature is dropped
to 42.69 °C at the sunlit period this attributed extra heat loss to the satellite body. At
the same time, all inside electronic packages temperatures are increased by approxi-
mately 10 °C due to extra heat load from solar panel and the radiator sizes were kept

Fig. 8 In-orbit temperature variation of solar arrays
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Fig. 9 Solar panel temperature with good contact between solar panel back and structure panel

same for both cases. Hence, for the safe operation of satellite electronic package, the
body mount solar array conductively isolated by maintaining a gap of 3 mm and by
using GFRP washers at fastening locations is considered.

5.2 Comparative Study of Analytical and Numerical Method

The computational time and effort for a detailed thermal model are much more as
compared to analytical method. So it is useful to do the analytical solution before the
development of system-level finite element model. The temperature obtained from
analytical solution is 71 °C for deployed solar panel and 68 °C for body mount solar
panel.

In this study, the analytical solution gives the worst hot case temperature of solar
panel. As discussed previously, the maximum temperature of sun looking side and
bottom side solar panel in the detailed satellite thermal analysis is 70.48 °C and
65.06 °C, respectively. Also, the body mount solar panel cell side temperature is
69.50 °C. The analytical temperature and the temperature obtained from detailed
system-level thermal analysis of solar array are closer; hence, we can say that the
current analytical approach is applicable to predict the solar array temperature in
worst hot case condition.
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6 Conclusion

An analytical calculation for solar array is performed using energy conservation prin-
ciple on two-node thermalmodelwith external thermal heat loads. Some assumptions
were also considered to simplify a thermal model.

A detailed system-level finite element model of satellite is generated and solved
numerically. The in-orbit temperature profile on the solar panel cell side and bottom
side can be understood form the numerical solution. Moreover, the two configuration
of body mount solar panel is discussed. Later, in the study, it is found that the body
mount solar panel temperature is on lower side which attributed extra heat loss to
the satellite body.

The analytical temperature and the temperature obtained from detailed system-
level thermal analysis of solar array give reasonable comparison. This shows that the
solar panel temperature can be predicted by using this analytical approach. Hence,
it can be concluded that the assumption which we made in analytical approach
is correct and the usefulness of analytical as well as numerical approach is also
studied successfully. The maximum and minimum temperature of solar array is also
confirmed within acceptable temperature range.
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Design Approach to Antenna Deployment
System for Nano-Satellite Applications

Aditya Patki, Karan Jagdale and Mrigi Munjal

Abstract This paper presents an approach to design an antenna deployment system
(ADS) for nano-satellite applications. The known material properties, simulations
on ANSYS for structural loads, mission requirements and simulations on HFSS for
antenna characteristics were used to reach a design for the current version of the
ADS. Mechanical testing was carried out to test the recovery of the antenna from the
coiled state. The test ascertained the thickness and fabrication process to be used.
The antenna was decided to be a dipole antenna operating at 145 MHz based on
simulations as well as mission requirements.

Keywords Antenna deployment system · Nano-satellite · Beryllium copper alloy ·
Burn wire circuit

1 Introduction

The antenna deployment system (ADS) has the purpose to deploy antenna once the
satellite enters the orbit. ADS has become an essential component of any pico- or
nano-satellite design due to space constraints during launch. These constraints do not
allow the use of fixed antennas like those in larger satellites. The paper presents the
specifications of the designedADS, the test results ofmechanical and communication
testing and the structural and antenna simulation results. Conclusions regarding the
design decisions made on the basis of mission requirements, simulations and test
results are presented in the final section. The mechanism employed is a burn wire
circuit which triggers the release of the strain energy present in the deformed antenna
held in its undeployed curved state [1]. This trigger is caused by the burning of a
nylon wire using a nichrome resistor-based circuit. The antenna is hence deployed
and achieves its straight configuration. The deployment is detected by deployment
switches positioned on the edge of sub-chassis.
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2 General Specifications and Design

2.1 Sub-chassis Assembly

The sub-chassis that the antenna is wrapped around in undeployed state is made of a
polyimide material from DuPont India called Vespel® SP-3. The shape is designed
to be roughly the biggest circle possible to fit in the area of the PCB.

2.2 Antenna

The current design of the antenna is a half-wave dipole antenna operating at 145MHz.
The current dimensions of the antenna are 0.4× 4× 487 mm. The choice of material
for the antenna is beryllium copper alloy.

2.3 Circuit Design on the Printed Circuit Board

The sub-chassis assembly is mounted on an FR-04 printed circuit board. The printed
circuit board has an SMA connector for coaxial connection for the antenna feed.
Tapered traces on the board are used formatching impedance of antenna to impedance
of feed. The burner circuitry receives power and input from the communications
board. The current is passed through a nichrome wire when the deployment has to
occur. The board also includes a current limiter IC which ensures that the current
does not go beyond 1 A to avoid damage due to overcurrent.

2.3.1 Tapered Feed and Interfacing with Antenna

Impedance matching is done by tapered traces on PCB. One end of trace has an
impedance of 50 � which is connected to SMA, and other end has an impedance of
114 � which is connected to antenna. Interfacing of the antenna to the trace is done
with the help of a small metal block screwed to the antenna and in contact with the
trace.

2.3.2 Burner Circuit

Burner circuit will be used for heating nichromewire to burn the nylonwire to deploy
the antenna. The current limiting IC NCP380 along with its peripheral circuit is used
to limit the current in nichrome.
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2.4 Burn Wire Mechanism and Deployment Switches

The antenna is held down in the stowed state wrapped around the polymeric sub-
chassis with the help of 0.16 mm nylon wire. The nylon wire will be thermally cut
with a nichrome wire at the time of deployment. Cutting of the nylon wire will result
in the release of the strain energy, and the antenna is deployed.

SPDT switches on the board which are pressed down by the antenna in the unde-
ployed state are released once the antenna is successfully deployed. Deployment is
signaled to the communication subsystem.

3 Simulation and Testing

This section covers the development of the proof of concept setup, structural simu-
lations of the system, antenna simulations, prototype development and testing of the
prototype.

3.1 Proof of Concept Setup

The proof of concept setup was built with a tape spring used as the antenna, and
nichrome wire (heating element) of 24 AWG was used for melting nylon wire. The
tape spring was used to simulate the recoverable nature of the antenna to be used.
Nichrome wire was chosen as the heating element in the burn wire mechanism due
to its heritage in space as an effective heating element and easy availability. Tests
were carried out on the setup to establish its feasibility and practical potential. The
tests were carried out at 28 °C in a temperature-controlled environment. The tests
were successful, and hence, the idea was taken to the design phase.

3.2 Simulations

3.2.1 Structural Simulations

The structural simulationswere carried out onANSYS16.2. Boundary conditions for
structural simulations were as experienced in a Poly-Picosatellite Orbital Deployer.
A 1U satellite structure was simulated which had the ADS mounted on it. The
configuration of the ADS with respect to the satellite is that it is mounted on the
side that always faces away from the sun. Such a design helps to protect the ADS
mounted on the outside from directly incident sun’s radiation.
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The loadings applied on the satellite are similar to those experienced by a satellite
during a PSLV launch. Static structural, modal, harmonic vibrations and random
vibrations simulations were carried out for ascertaining the design qualification. The
results obtained from the simulations verified the design integrity during launch.

3.2.2 Antenna Simulations

Antenna simulations were carried out assuming satellite as a hollow metallic box.
Simulations were performed for monopole as well as dipole antennas. Length and
cross-section of the antenna were optimized on HFSS software to minimize S11
parameter. Gain, S11, radiation pattern, and Smith chart were obtained and analyzed.

Satellite is assumed as a hollow box made up of aluminum for simulations. For
dipole antenna simulation, feed to the antenna was modeled as coaxial feed. Opti-
mized length of one element of dipole came out to be 487 mm. The material used
for antenna elements was beryllium copper having conductivity 107 S/m.

Similar simulations were done by using steel as material for antenna elements
with a conductivity of 1.45× 106 S/m. The optimized length was same as beryllium
copper.

3.2.3 Bend Tests

A bend test is a method for estimating yield properties of certain materials. Bend
tests for ductility provide a simple way to evaluate the quality of materials by their
ability to resist yielding or permanent deformation under one continuous bend. Bend
tests were carried out to determine the best possible thickness and manufacturing
process to fabricate the antenna.

The test was carried out for a duration of two weeks by storing antennas in the
undeployed state. This was achieved by wrapping the antennas around a circular
setup of 8 cm radius. The bend was defined as the angle between tangents at the two
ends of the antenna after deployment.

3.3 Prototype

The sub-chassis was made of 3D printed PLA. PLA was chosen for sub-chassis for
prototyping because of ease of 3D printing it and hence ensuring rapid prototyping
of ADS with equivalent electrical characteristics. These characteristics were essen-
tial to carry out the preliminary tests for antenna characterization. The rest of the
specifications for antenna, burner circuit and the impedance matching circuit were
as mentioned in Sect. 2 (Fig. 1).
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Fig. 1 Antenna deployment
system prototype

4 Results

4.1 Structural Simulations

The random vibration simulations gave a maximum stress value of 6.32 MPa on the
PCB which supports the antenna setup. The obtained stress levels are well below the
yield stress of the material (FR-4) of PCB. The rest of the analysis gave stress levels
much lower than this (Figs. 2, 3, 4 and 5).

4.2 Antenna Simulations

4.2.1 Structure Used in Simulation

See Fig. 6.

4.2.2 Results Obtained from Analysis

(1) Material of antenna—Beryllium copper; radiation pattern, gain table and S11
(Figs. 7, 8 and 9; Table 1)
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Fig. 2 Harmonic vibration
stress levels

Fig. 3 Random vibration
stress levels

(2) Material of antenna—Steel; radiation pattern, gain table and S11 (Figs. 10, 11
and 12; Table 1).

4.3 Bend Tests

The bend tests were initiated at a bend angle of 0°. The results were obtained for
samples of thicknesses 0.3 and 0.4 mm that were produced using shear cutting and
wire EDM. The best results were obtained for a 0.4 mm thickness antenna and
machined using wire EDM which gave a final bend of 35°.
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Fig. 4 Static analysis strain levels

Fig. 5 Static analysis stress levels

5 Conclusions

• High modulus of resilience plays an important role in the mechanical design of
antenna to ensure minimum residual bend after deployment.

• Theminimum radius of curvature of the antenna around the sub-chassis also affects
the permanent deformation in antenna after deployment. Thiswas consideredwhile
designing the sub-chassis.
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Fig. 6 Model used for antenna simulations on HFSS

Fig. 7 Radiation pattern—Different lines are for different values of azimuthal angle

Fig. 8 Gain Table—Theta is polar angle. Ang is azimuthal angle

• The simulations on HFSS indicated that this choice of antenna did not worsen the
performance by a large margin as compared to aluminum or copper because the
gain saturates as the conductivity crosses a certain threshold as investigated in [2].

• Optimizations of length and thickness of antenna were carried out on HFSS soft-
ware to minimize S11.
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Fig. 9 S11 graph

Fig. 10 Radiation pattern—Different lines are for different values of azimuthal angle

Fig. 11 Gain Table—Theta is polar angle. Ang is azimuthal angle

• The bend test results confirmed the best fabrication process. This is as predicted
by theoretical concepts of heat input, mechanical distortions and residual stresses
in manufacturing processes which alter material properties.

• The structural simulations indicated that the design of the PCB and antenna sub-
chassis would be able to handle the launch loads.
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Fig. 12 S11 graph

Table 1 Results from antenna simulations

Antenna specifications Length (cm) Gain (dB) S11 (dB)

Monopole, steel σ = 1.45×107 S/m 64 −3.6 −4.75

Dipole, steel σ = 1.45×107 S/m 48.7 −2.99 −4.3

Dipole, beryllium copper σ = 1×107 S/m 48.7 −3.09 −4.27

• Dipole antenna has a higher gain as compared to monopole and satisfies mission
requirements; hence, it was selected for the ADS design. The S11 would be taken
care of by the impedance matching circuit on the board.

• The performance parameters for antenna comparison were determined as gain,
residual bend and S11.

6 Future Tasks

Testing of the ADS setup needs to be carried out in vacuum to measure perfor-
mance parameters of the antenna and correlate it with simulation results. Iterative
improvements in impedance matching circuitry are required to ensure maximum
power transfer. Additionally, testing of the ADS setup needs to be carried out in
vacuum to simulate deployment in orbital conditions.
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Satellite Structure of Advitiy (Second
Student Satellite of IIT Bombay)

Hemil Kothari, Pushkar Lohiya, Abu Zubair and Shreeya Singh

Abstract The Student Satellite Team, IIT Bombay aims to develop India’s lightest
actively controlled satellite. Major concern for the team is to keep the mass as low
as possible while making the satellite structurally capable to bear random vibration,
static and harmonic loads. The work below presents an approach towards designing
satellite structure by considering mass minimization while maintaining the structural
integrity of the satellite in launch and in-orbit environment.

Keywords Cubesat · PCB rods · Configuration layout ·Mass budget

1 Introduction

After the successful launch of Pratham (First Student Satellite of IIT Bombay) [1],
the Student Satellite Team, IIT Bombay is now aiming for developing India’s light-
est actively controlled satellite with mass less than 1 kg. This paper highlights the
approach towards designingAdvitiywhile accommodatingmajor constraints ofmass
and size. The mass has to be kept as low as possible due to the mission statement.
The satellite structure should bear Polar Satellite Launch Vehicle (PSLV) launch
loads and protects its components from orbit environment. The team first developed
a conceptual design on the basis of initial requirements of component placement and
did further iterations to improve the design. Each iteration was analysed on the basis
of manufacturing feasibility, mass and structural capability.
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Fig. 1 Configuration layout of advitiy

2 General Specifications

Satellite structure, with dimensions 11.35 × 10 × 10 cm3, was designed for 1U
configuration and ISIS PPOD [2] compatibility is ensured. The configuration and
list of components which can be accommodated in the satellite are shown in Fig. 1.
It can withstand PSLV launch loads and has a mass of less than 900 g. Structure
materials are chosen as Al6061-T6.

We are not using magnetorquers’ frame as it will increase mass instead magne-
torquers coils are mounted on the frame (PPOD rails Fig. 1) with the help of stubs
and adhesives. PCBs are stacked over each other using standoff screws (Fig. 1).

3 Configuration Layout

The satellite structure ismodelled in the SolidWorks software and the axes are defined
in accordance with the convention followed by the controls subsystem (Tables 1, 2).
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Table 1 Axes in the body
frame

X-axis Lagging to leading

Y-axis Sunside to anti-sunside

Z-axis Zenith to nadir

Table 2 Components to be
incorporated into the satellite

Component name Quantity

Antenna deployment system 1

GPS Antenna (patch antenna) 1

GPS receiver 1

PCB 2

Battery 1

Magnetorquer 3

Solar panel 4

The satellite is broken down into two parts for the placement of components:

1. Stacked components
2. Side-mounted components

The stack consists of the PCBs, while the side mounts of the various sides house
the other components.

Stacked PCBs
The PCBs belonging to the communications and electrical subsystems are placed in
a stacked form within the satellite with the help of four vertical PCB rods each of
which is an assembly of three standoff screws.

Zenith-mounted components
GPS antenna, GPS receiver module and a magnetorquer are the components placed
near zenith face.

Nadir-mounted components
Battery pack and a solar panel are the components near the Nadir face.

Remaining four sides are frameless with 4 PPOD rails acting as vertical edges for
them. PPOD rails (as shown in Fig. 2) are vertical support of structure and they are
in contact with PPOD before deployment. The dimensions of PPOD rails have been
decided appropriately so as to make the satellite PPOD compatible.

Sunside- and Leading-mounted components
Amagnetorquer and a solar panel are the components mounted close to each of these
two faces. Magnetorquers are mounted with the help of “Stubs” present on PPOD
rails.
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Fig. 2 PPOD rails

Anti-sunside-mounted components
Antenna deployment system is mounted on the outside.

Lagging-mounted components
Lagging side only has a solar panel mounted on the outside.

4 Mass Budget

The complete satellite has a mass of 893 g. Mass of major components is shown
in Table 3. Advitiy aims to be India’s lightest actively controlled satellite, hence
developing a satellitewithmass less than980g.Developing a structurewithminimum
possiblemass andyet high strengths are essential. This canbe realized if all the critical
components such as structure, battery, PCBs required for basic control and regulation
of the satellite can be fit into a mass of 500–600 g. With some modifications to the
basic structure, the mass would be in the ballpark range of 980 g.
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Table 3 Mass budget

Components Quantity Mass (g)

Antenna deployment system 1 60

PCB 2 130

Battery box + battery pack 1 120

Magnetorquers 3 96 (3 × 32)

GPS receiver + antenna 1 80

Solar panel 4 200 (4 × 50)

Satellite frame NA 127

Integration NA 80

5 Salient Features of Satellite Structure

Entire satellite is PPOD compatible. Antenna deployment system modelled on anti-
sunside includes PCB, dipole antenna that will deploy along the X-axis and a sub-
chassis with space constraints taken care of. PCBs are stacked on a PCB rod con-
sisting of three stand off screws for easier integration. Magnetorquers are mounted
on stubs located on PPOD rails for better manufacturability. This arrangement of
magnetorquer has lower mass than the case when separate frames were being used.

6 Material Assignment

Table 4 shows the material assigned to a particular component. The material of the
satellite plays a critical role alongwith the geometry to help tomaintain the structural
integrity during launch. Thematerialmust also be light enough to keep themass under
specification levels. The antenna guide rail has to be nonconducting and light weight
so a light, structurally capable material was required. Vespel SP-3 was decided for
antenna guide rails. Currently, the battery box material is chosen as Al6061-T6. We

Table 4 Materials

Components Material

Antenna Beryllium copper

PCB FR04

Antenna sub-chassis Vespel SP-3

Solar panels Al6061-T6

Frame Al6061-T6

Battery box Al6061-T6

Magnetorquers Copper
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can shift to a light material if temperature distribution over the satellite permits. The
solar panels are assumed to be of Al6061-T6 and their density is calculated using
their mass and volume.

7 Simulation and Set-up

Simulation of satellitewas done by placing it in a PPODand applyingPSLVboundary
conditions on the PPOD. Simulations and modelling were done in ANSYS and
SolidWorks, respectively. Satellite model was simulated for random vibration, static
and harmonic loading.
Boundary Conditions—Satellite is simulated inside PPOD under launch loads. The
base of PPOD is attached to the launch vehicle so it is defined as fixed support for
launch loads simulation (Fig. 3).
Modelling

• Electrical, communication and ADS PCBs are modelled as uniformly distributed
mass by averaging the density over the volume (taking mass and dividing it by
total volume).

• The antenna is not modelled explicitly in simulation but its mass is accounted in
the PCB of ADS.

• Exact dimensions and model of the patch antenna is not known, so to take account
of its mass, it is modelled as a plate and its mass is taken from standard patch
antennas.

• PCBs and battery mass are scaled down from Pratham (1st Student Satellite of IIT
Bombay).

• Magnetorquers are not modelled as the bundle of separate wires, it is assumed as
the bulk of copper (modelled as isotropic in nature).

• Epoxy which is used for fabricating magnetorquers is not modelled in simulations.

Fig. 3 Fixed support
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Fig. 4 Rough contact

• Contacts

– Bonded contacts are modelled to simulate adhesives used between two surfaces
and are defined between the battery pack and battery box, and between guide
rails and PCB.

– Rough contacts are modelled at the contact between the PPOD rails and PPOD
guide rails as shown in Fig. 4. Rough contact has infinite friction coefficient
and separation between PPOD and satellite takes place when the normal force
is zero.

• Joints

– Fixed rigid joints have been used to model screws. Concentric surfaces were
interfaced with the joint to simulate the bond.

– Fixed joints—All degrees of freedom are constrained.

8 Results

• First modal frequency of 281.42 Hz was on PCB which is well within range, i.e.
frequency should be greater than 90 Hz (according to ISRO guidelines). Mass
participation was extracted for first 300 modal frequencies (Table 5).

Table 5 Mass participation Axis Mass participation (%)

X-axis 77.78

Y-axis 79.67

Z-axis 86.4
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Fig. 5 Modal simulation

Fig. 6 Static structural simulation

• All the maximum stresses are well within limits with sufficient factor of safety
(Figs. 5, 6, 7 and Table 6).

• From the above results, we can infer that the obtained values are well within the
operational limits. Themost critical component in our satellite structure is the PCB
rod and the PCB. Therefore, for these parts, mesh refinement was done and more
accurate results were obtained.

9 Future Work

• Screws have to be sub-modelled to find stress distribution on screws and it will
help in deciding the dimensions of the screws to be used.
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Fig. 7 Harmonic simulation

Table 6 Simulation results

First modal
frequency (Hz)

Stress (MPa) Random
vibration (max
stress-MPa) with
99.73%
confidence

Harmonic (max
stress-MPa)

Results 281.42 12.562 30.335 6.465

Operational
limits

90 (min) 275 275 275

Factor of safety 3.13 21.9 9.066 43.51

Component PCB PCB rod PCB rod PCB rod

• Weneed to gainmore clarity on themeshingmethod for finite element simulations’
of the satellite model as it would help to improve the accuracy of the results and
also lower the computational time involved in the simulations.
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