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Preface

It is our great pleasure to present the proceedings of the 17th Australasian Data Mining
Conference (AusDM 2019) held at the University of South Australia, Adelaide, during
December 2–5, 2019.

The AusDM conference series first started in 2002 as a workshop initiated by Prof.
Simeon Simoff, Dr. Graham Williams, and Prof. Markus Hegland. Over the years,
AusDM has established itself as the premier Australasian meeting for both practitioners
and researchers in data mining. AusDM is devoted to the art and science of intelligent
analysis of (usually big) data sets for meaningful (and previously unknown) insights.
Since AusDM 2002, the conference series has showcased research in data mining,
providing a forum for presenting and discussing the latest research and developments.

Built on this tradition, AusDM 2019 has successfully facilitated the
cross-disciplinary exchange of ideas, experiences, and potential research directions,
and pushed forward the frontiers of data mining in academia, government, and
industry.

AusDM 2019 received altogether 54 valid submissions, with authors from 16 dif-
ferent countries. The top 5 countries, in terms of the number of authors who submitted
papers to AusDM 2019, were Australia (71 authors), China (18 authors), India (14
authors), New Zealand (11 authors), and Germany (5 authors). All submissions went
through the double-blind review process, and each paper received at least three peer
review reports. Additional reviewers were considered for a clear review outcome, if
review comments from the initial three reviewers were inconclusive.

Out of these 54 submissions, a total of 20 papers were finally accepted for publi-
cation. The overall acceptance rate for AusDM 2019 was 37%. Out of the 34 Research
Track submissions, 11 papers (i.e. 32%) were accepted for publication. Out of the 17
submissions in the Application Track, 8 papers (i.e. 47%) were accepted for publica-
tion. Out of the 3 submissions in the Industry Showcase Track, 1 paper (i.e. 33%) was
accepted for publication. All the papers from the Industry Showcase Track were invited
for oral presentation.

The AusDM 2019 Organizing Committee would like to give their special thanks to
Prof. Albert Bifet, Prof. Anton van den Hengel, Dr. Dale Lambert, Prof. Kate
Smith-Miles, and Prof. Xin Yao for kindly accepting the invitation to give keynote
speeches, and to Dr. Mingming Gong, Dr. Sarah Erfani, Dr. Xingjun Ma, and Ehsan
Abbasnejad for organizing and presenting the tutorials. The committee would also like
to give their sincere thanks to the University of South Australia for providing admin
support and the conference venue ensuring the organization of a successful event. The
committee would also like to thank Springer CCIS and the Editorial Board for their
acceptance to publish AusDM 2019 papers. This will give excellent exposure of the
papers accepted for publication. We would also like to give our heartfelt thanks to all
student and staff volunteers at the University of South Australia who did a tremendous



job. Last but not least, we would like to give our sincere thanks to all delegates for
attending the conference this year and we hope you enjoyed AusDM 2019.

December 2019 Thuc D. Le
Yanchang Zhao
Sebastien Wong
Warren H. Jin

Kok-Leong Ong
Lin Liu

Graham Williams

vi Preface



Organization

Organization Committee

Conference Chairs

Lin Liu University of South Australia, Australia
Graham Williams Microsoft, Singapore

Program Chairs

Thuc Le University of South Australia, Australia
Yanchang Zhao Data61, CSIRO, Australia
Warren Jin Data61, CSIRO, Australia
Sebastien Wong Consilium Technology, Australia

Proceedings Chair

Kok-Leong Ong La Trobe University, Australia

Publicity Chair

Yee Ling Boo RMIT University, Australia

Organizing Chairs

Wolfgang Mayer University of South Australia, Australia
Cristina Garcia University of South Australia, Australia

Sponsorship Chair

Michael Bewong University of South Australia, Australia

Web Master

Vu Viet Hoang Pham University of South Australia, Australia

Steering Committee Chairs

Simeon Simoff University of Western Sydney, Australia
Graham Williams Microsoft, Australia

Steering Committee Members

Peter Christen The Australian National University, Australia
Ling Chen University of Technology Sydney, Australia
Zahid Islam Charles Sturt University, Australia



Paul Kennedy University of Technology Sydney, Australia
Yun Sing Koh The University of Auckland, New Zealand
Jiuyong (John) Li University of South Australia, Australia
Richi Nayak Queensland University of Technology, Australia
Kok–Leong Ong La Trobe University, Australia
Dharmendra Sharma University of Canberra, Australia
Glenn Stone Western Sydney University, Australia
Yanchang Zhao Data61, CSIRO, Australia

Program Committee

Research Track

Xuan-Hong Dang IBM T.J. Watson, USA
Philippe Fournier-Viger Harbin Institute of Technology, China
Ashad Kabir Charles Sturt University, Australia
Yun Sing Koh The University of Auckland, New Zealand
Gang Li Deakin University, Australia
Cheng Li Deakin University, Australia
Kewen Liao Charles Darwin University, Australia
Brad Malin Vanderbilt University, USA
Wolfgang Mayer University of South Australia, Australia
Veelasha Moonsamy Deakin University, Australia
Muhammad Marwan

Muhammad Fuad
Coventry University, UK

Quang Vinh Nguyen Western Sydney University, Australia
Hien Nguyen La Trobe University, Australia
Xuan-Hoai Nguyen AI Academy, Vietnam
Dang Nguyen Deakin University, Australia
Ninh Pham The University of Auckland, New Zealand
Jianzhong Qi The University of Melbourne, Australia
Yongrui Qin University of Huddersfield, UK
Mohammad Saiedur

Rahaman
RMIT University, Australia

Md Anisur Rahman Charles Sturt University, Australia
Md Geaur Rahman Charles Sturt University, Australia
Azizur Rahman Charles Sturt University, Australia
Jia Rong Victoria University, Australia
Dharmendra Sharma University of Canberra, Australia
Xiaohui Tao University of Southern Queensland, Australia
Dhananjay Thiruvady Monash University, Australia
Truyen Tran Deakin University, Australia
Sitalakshmi Venkatraman Melbourne Polytechnic, Australia
Bay Vo HUTECH, Vietnam
Kui Yu Hefei University of Technology, China
Rui Zhang The University of Melbourne, Australia

viii Organization



Application Track

Hadi Akbarzadeh Khorshidi The University of Melbourne, Australia
Nathan Brewer Department of Human Services, Australia
Yonghua Cen Nanjing University of Science and Technology, China
Adriel Cheng Defence Science and Technology Group, Australia
Lianhua Chi La Trobe University, Australia
Yingsong Hu Department of Social Services, Australia
Ashad Kabir Charles Sturt University, Australia
Susie Kluth Department of Social Services, Australia
Dipangkar Kundu Department of Agriculture and Water Resources,

Australia
Sherry Li Australian Trade and Investment Commission,

Australian
Jin Li Geoscience Australia, Australia
Bin Liang University of Technology Sydney, Australia
Chao Luo Department of Health, Australia
Simona Adriana Mihaita University of Technology Sydney, Australia
Khoa Nguyen CSIRO, Australia
Shirui Pan University of Technology Sydney, Australia
Clifton Phua DataRobot, Singapore
Munir Shah AgResearch, New Zealand
Yanfeng Shu CSIRO, Australia
Meina Song Beijing University of Posts and Telecommunications,

China
Ronnie Taib CSIRO, Australia
Dinusha Vatsalan CSIRO, Australia
Stephen Wan CSIRO, Australia
Hongzhi Yin The University of Queensland, Australia
Huaifeng Zhang Department of Human Services, Australia

Industry Showcase Track

Rohan Baxter Australian Taxation Office, Australia
Richard Gao Department of Health, Australia
Warwick Graco Australian Taxation Office, Australia
Marcus Suresh Department of Industry, Australia

Organization ix



Additional Reviewers

Bayu Distiawan
Steven Edwards
Atabak Elmi
Warwick Graco
Haripriya Harikumar
Jiayuan He
Peter Hough
Xinting Huang
Yinhao Jiang
Xiaomei Li
Zhaolong Ling
Guanli Liu
Zhigang Lu

Federico Montori
Do-Van Nguyen
Andrew Perrykkad
Su, Yixin Su
Kaibing Wang
Qinyong Wang
Xiaojie Wang
Yuandong Wang
Khin Nandar Win
Theodor Wyeld
Shuai Yang
Yihong Zhang

x Organization



Contents

Research Track

Improving Clustering via a Fine-Grained Parallel Genetic Algorithm
with Information Sharing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Storm Bartlett and Md Zahidul Islam

A Learning Approach for Ill-Posed Optimisation Problems. . . . . . . . . . . . . . 16
Jörg Frochte and Stephen Marsland

Topic Representation using Semantic-Based Patterns . . . . . . . . . . . . . . . . . . 28
Dakshi Kapugama Geeganage, Yue Xu, and Yuefeng Li

Outlier Detection Based Accurate Geocoding of Historical Addresses . . . . . . 41
Nishadi Kirielle, Peter Christen, and Thilina Ranbaduge

SPDF: Set Probabilistic Distance Features for Prediction of Population
Health Outcomes via Social Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Hung Nguyen, Duc Thanh Nguyen, and Thin Nguyen

Estimating County Health Indices Using Graph Neural Networks . . . . . . . . . 64
Hung Nguyen, Duc Thanh Nguyen, and Thin Nguyen

Joint Sequential Data Prediction with Multi-stream Stacked
LSTM Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

Nguyen Thanh Toan, Orçun Gümüş, Nguyen Thanh Tam,
Nguyen Quoc Viet Hung, Rene Hexel, and Jun Jo

Show Me Your Friends and I’ll Tell You Who You Are. Finding
Anomalous Time Series by Conspicuous Cluster Transitions . . . . . . . . . . . . 91

Martha Tatusch, Gerhard Klassen, Marcus Bravidor, and Stefan Conrad

Applying Softmax Classifiers to Open Set . . . . . . . . . . . . . . . . . . . . . . . . . 104
Darren Webb

An Efficient Risk Data Learning with LSTM RNN . . . . . . . . . . . . . . . . . . . 116
Ka Yee Wong and Raymond K. Wong

Using Transfer Learning to Detect Phishing in Countries
with a Small Population . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

Wernsen Wong, Yun Sing Koh, and Gillian Dobbie



Application Track

Classifying Imbalanced Road Accident Data Using Recurring
Concept Drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

Robert Anderson, Yun Sing Koh, and Gillian Dobbie

Interpretability of Machine Learning Solutions in Industrial
Decision Engineering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

Inna Kolyshkina and Simeon Simoff

Customer Wallet Share Estimation for Manufacturers
Based on Transaction Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

Xiang Li, Ali Shemshadi, Łukasz P. Olech, and Zbigniew Michalewicz

Curtailing the Tax Leakages by Nabbing Return Defaulters
in Taxation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

Priya Mehta, Jithin Mathews, Sandeep Kumar, K. Suryamukhi,
and Ch Sobhan Babu

Network Path Estimation in Uncertain Data via Entity Resolution . . . . . . . . . 196
Dean Philp, Naomi Chan, and Wolfgang Mayer

Interactive Deep Metric Learning for Healthcare Cohort Discovery . . . . . . . . 208
Yang Wang, Guodong Long, Xueping Peng, Allison Clarke,
Robin Stevenson, and Leah Gerrard

Data Replication Optimization Using Simulated Annealing. . . . . . . . . . . . . . 222
Chee Keong Wee and Richi Nayak

Readiness of Smartphones for Data Collection and Data Mining
with an Example Application in Mental Health . . . . . . . . . . . . . . . . . . . . . . 235

Darren Yates and Md. Zahidul Islam

Industry Showcase

Predictive Analytics for Tertiary Learners in New Zealand Who Are
at Risk of Dropping Out of Education . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249

Wenying Xu, Scott Luo, Stephanie Hacksley, Tim Trewinnard,
Stuart Cambridge, and Syen Jien Nik

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

xii Contents



Research Track



Improving Clustering via a Fine-Grained
Parallel Genetic Algorithm
with Information Sharing

Storm Bartlett(B) and Md Zahidul Islam

School of Computing and Mathematics, Charles Sturt University,
Bathurst 2795, Australia

{sbartlett,zislam}@csu.edu.au

Abstract. Clustering is a very common unsupervised machine learn-
ing task, used to organise datasets into groups that can provide useful
insight. Genetic algorithms (GAs) are often applied to the task of clus-
tering as they are effective at finding viable solutions to optimization
problems. Parallel genetic algorithms (PGAs) are an existing approach
that maximizes the effectiveness of GAs by making them run in parallel
with multiple independent subpopulations. Each subpopulation can also
communicate by exchanging information throughout the genetic process,
enhancing their overall effectiveness. PGAs offer greater performance by
mitigating some of the weaknesses of GAs. Firstly, having multiple sub-
populations enable the algorithm to more widely explore the solution
space. This can reduce the probability of converging to poor-quality
local optima, while increasing the chance of finding high-quality local
optima. Secondly, PGAs offer improved execution time, as each sub-
population is processed in parallel on separate threads. Our technique
advances an existing GA-based method called GenClust++, by employ-
ing a PGA along with a novel information sharing technique. We also
compare our technique with 2 alternative information sharing functions,
as well with no information sharing. On 5 commonly researched datasets,
our approach consistently yields improved cluster quality and a markedly
reduced runtime compared to GenClust++.

Keywords: Genetic algorithm · Clustering · K-Means · Parallel
genetic algorithm · Data mining · Machine learning

1 Introduction

Technological progress in recent decades has resulted in the rapid generation
and availability of large quantities of data and meta-data in many domains [1].
The challenge of manually deducing clear conclusions from vast stores of data
is becoming increasingly more challenging and relevant in today’s information-
rich world. This explains the accelerating demand for effective and efficent data
mining techniques. Clustering has many current and relevant application areas,
c© Springer Nature Singapore Pte Ltd. 2019
T. D. Le et al. (Eds.): AusDM 2019, CCIS 1127, pp. 3–15, 2019.
https://doi.org/10.1007/978-981-15-1699-3_1
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4 S. Bartlett and Md. Z. Islam

such as machine learning, image subdivision, corporate enterprise, social net-
works, medical photography and object identification [2].

K-Means is one of the most popular (unsupervised) clustering algorithms,
with several key disadvantages including:

1. Requires the k − value (number of clusters) as input. This is impractical
for many users to know in advance and often results in them making an
inaccurate guess.

2. It is sensitive to initial seeds that are selected randomly.
3. Its simple hill-climber method for its objective function mean it converges

upon local optima, and hence often yields low-quality clusters.

Thus, there exists a demand for clustering approaches that are both sim-
ple and avoidant of the pitfalls of K-Means [3], as well as those that actively
take advantage of the increasing availability of multiprocessor and/or multicore
systems.

1.1 Parallel Genetic Algorithms (PGAs)

Derived from Darwin’s Theory of Evolution, genetic algorithms (GAs) are inher-
ently parallel, specifically with regard to their data processing requirements [4].

Our research efforts focus on having separately evolving populations
(subpopulations), that are each processed on their own thread. Each subpopu-
lation contains a collection of chromosomes, where each chromosome represents
a full clustering solution (see Figs. 1 and 2) for a particular k−value, where k is
the number of clusters. That is, each chromosome is a collection of cluster cen-
troids, where each centroid is called a gene. Each gene has the same attributes
as a data point (or record) of the dataset. Note that in the graphs below, all
points in each enclosed region around each centroid belong to whatever centroid
is in that region. This collection of clusters make up the complete chromosome.

A

C

B

D

Fig. 1. Chromosome 1

X Y

Fig. 2. Chromosome 2

X
B

D

Fig. 3. Chromosome 3

PGAs can share information between subpopulations as they evolve to
enhance their overall ability to find high-quality solutions to optimization prob-
lems. For our particular PGA-based approach, ParallelClust, information shar-
ing occurs periodically (i.e. every X generations) replacing each subpopulation’s
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worst chromosome with another randomly chosen subpopulation’s best chromo-
some. The fitness of any given chromosome is determined using a fitness func-
tion. Our research uses the Davies-Bouldin index (DBI) [5], a common evaluation
metric for clustering algorithms.

The way the genetic process operates is that it aims to allow each subpop-
ulation to explore its own local optimum, as each subpopulation has its best
chromosome stored. Then, by periodically information sharing, it is hoped that
good solutions are propagated and combined with other top performers, to find
even better solutions. Removing the worst performer is a form of elitism, where
we propagate the best solution for the next generation and we remove less fit
solutions.

For example, a top performer from one of our subpopulations could be chro-
mosome 1 (Fig. 1), which is then put into the subpopulation that chromosome 2
(Fig. 2) belongs. Then crossover might happen between these 2 chromosomes to
create a new top-performing solution. This occurs by taking the first half of the
genes of chromosome 2 (X), and combining them with the second half of chro-
mosome 1’s genes (B and D), to yield the more optimal solution of chromosome
3 (Fig. 3). It is in this way that GAs generally work, wherein they iteratively
improve the solution to any optimization problem over successive generations.

1.2 Main Contributions

We present clear explanation of the components of our approach, justifying them
logically. We then empirically compare ParallelClust to its single-population pre-
decessor, GenClust++ [3].

Our 3 main contributions can be summarized as follows:

1. Our new PGA-based clustering approach, ParallelClust, featuring a novel
information sharing function and some augmentations that improve perfor-
mance.

2. An empirical justification of our technique, ParallelClust, using one of 3
information sharing functions. ParallelClust consistently outperforms Gen-
Clust++ [3], which uses one large serially-processed population. We demon-
strate ParallelClust’s improved performance on 5 randomly chosen datasets,
containing both numerical and categorical attributes.

3. A graphical presentation of ParallelClust’s performance versus GenClust++
[3], showing how the fitness of each population/subpopulation’s best chromo-
some changes over each successive generation.

2 Our Technique: ParallelClust

We use several key components from GenClust++ [3] and combine them with
the idea of information sharing between subpopulations. The idea of using a
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PGA with periodic information sharing was inspired by research done by HeMI
[2]. So overall, our technique could be considered as a parallelised version of
GenClust++ [3], featuring various augmentations along with a novel information
sharing function. We produce a clustering technique that is superior both in
terms of execution time and cluster quality, when compared to its sequentially-
processed predecessor, GenClust++ [3].

Each subpopulation has operations such as generation of an initial high-
quality population, crossover, information sharing, mutation, chromosome selec-
tion and elitism. Our approach consists of 9 components, each individually
explained in the following pages.

High-Level Explanation
Algorithm 1 coordinates the overall approach by maintaining a collec-
tion of the each subpopulation. Each subpopulation is invoked by calling
ConstructSubpopulation (Algorithm 1, line 7). Algorithm 2 represents this
concurrently-run constructor method that creates each subpopulation and pro-
cesses them. Note that each subpopulation is processed on a separate thread.
The array SP keeps a collection of references to each constructed subpopulation.

In ParallelClust, we employ a novel information sharing function. We exper-
imentally compare our approach using 2 alternative information sharing func-
tions, and also when no information sharing function is used.

Each isolated subpopulation enhances diversity, mitigating the potential for
premature convergence to local optima [6]. Also note that each subpopulation is
seeded differently so that the results of each subpopulation is different.

Every X generations (by default 3), each subpopulation shares informa-
tion with other subpopulations. We experimentally found that sharing quite
frequently (e.g. every 3 generations), produced the best results. Thus, our par-
ticular parameter setup of ParallelClust make it a fine-grained PGA, as it shares
information quite frequently [6]. ParallelClust could also act as a more course-
grained PGA if the informationShareInterval parameter (see Table 1) is set to
a higher number, so that each subpopulation shares information less frequently.

Once all threads are complete, that is, all instances of Construct
Subpopulation have run to completion, we finally get the highest fitness chro-
mosome found among all subpopulations (Algorithm 1, line 10), returning the
highest fitness chromosome, CRglobalbest.
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Input : A dataset Do, number of subpopulations S, number of
generations N , the information share interval X

Output: The best found chromosome CRbestglobal

1 /* Store array of each subpopulation */

2 Create array SP of size S;

3 /* Compo. 1: Normalize dataset */

4 D ← Normalize(Do);

5 for s ← 1 to S do
6 /* Run concurrent subpopulation algorithm */

7 SP [s] ← ConstructSubpopulation(D, N, X);

8 end

9 /* Compo. 9- Best chromosome across all subpopulations */

10 CRglobalbest ← GetBestGlobal(SP );

11 return CRglobalbest

Algorithm 1. ParallelClust

Input : A dataset D, number of generations N , the information share interval X
Output: The best chromosome CRbest

1 /* Compo. 3: Initial population */

2 Pi ← GenerateInitialPopulation(D);

3 Ps ← InitialSelection(Pi);

4 /* Store best chromosome for this subpopulation */

5 CRbest ← BestChromosome(Ps);

6 for n ← 1 to N do do

7 if n mod X �= 0 then
8 /* Compo. 8: Mutation */

9 Pc ← Crossover(Ps);

10 else
11 /* Compo. 6: Information share every X generations */

12 Pc ← InformationShare(Ps);

13 end
14 /* Compo. 6: Elitism */

15 CRbest ← Elitism(CRbest, Pc, D);

16 /* Compo. 8: Mutation */

17 Pc ← Mutation(Pc, D);

18 /* Compo. 6: Elitism */

19 CRb ← Elitism(CRb, Pc, D);

20 if g > 10 then
21 /* Compo. 7: Chromosome Selection */

22 Ps ← SelectChromosome(Ps, Pc)

23 else

24 Ps ← Pc

25 end

26 end

27 /* Compo. 2: MK-Means (applied to best chromosome) */

28 CRbest ← MK-Means(CRbest, D, 50);

29 CRbest ← Denormalize(Cn, D, Do);

Algorithm 2. Construct Subpopulation
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Component 1: Normalize the Dataset
In Algorithm 1, the input is initial dataset of records, denoted by Do, able to
contain both numerical and/or categorical attributes.

All numerical attributes of the domain Aj = [l, u], are normalized to the
domain [0, 1]. This is done by Aj = Do

i,j−l

u−l , where Do
i,j is the j-th attribute of the

i-th record of the initial dataset Do. A similar domain normalisation process is
applied to categorical attributes.

Component 2: Modified K-Means (MK-Means)
We utilise MK-Means++, a modified K-Means++, which can handle both
numerical and categorical attributes, as a hill-climber to improve the fitness of
any given chromosome [3]. We initially to find a good set of chromosomes with
a diverse range of viable k-values, running the MK-Means hill climber a given
number of times to improve the solution further. Finally, after all generations of
a subpopulation are complete (see line 29 of Algorithm2), we apply MK-Means
to our best found chromosome to improve our solution further, ensuring it is
as close as possible to its nearest local optimum. Our chosen parameter values
for how many times we run MK-means rely on those used by GenClust++ [3],
which be seen in Table 1.

The distance (see below) between two records Di and Dl is calculated as the
average of all distances between each corresponding attributes of both records.

d(Di,Dl) =

∑t
j=1 | Di,j − Dl,j | +

∑m
j=t+1 d(Di,j ,Dl,j)

| A | (1)

Attributes are sequenced so the first t attributes are numerical, and subsequent
| A | −t = m − t attributes are categorical.

The distance among numerical and categorical attributes is computed using
the Manhattan metric rather than the Euclidean metric.

Apart from these augmentations, MK-Means operates identically to K-Means
[7].

Component 3: Initial Population and Initial Selection
We quickly determine a set of viable chromosomes with a variety of k-values
so that the user does have to rely on domain or expert knowledge to know the
number of clusters, that is, k. Thus, users do not require a priori knowledge
regarding the dataset. Other parameters can simply use default values, or be
easily set by the user to suit their particular needs.

A high-quality yet diverse initial population is likely to produce higher-
quality clustering results [8].

To achieve a sound initial population we use the same approach of Gen-
Clust++’s [3] Initial Population, defined as s, where s is the initial population
size.

We initially create a base population of size 3×s. This is done by generating
5 solutions for every k-value in the set {2, 3, 4, ...(3 × s/10 + 1)}. Secondly, we
produce 5 solutions for every random k-value in the range of [2,

√| D |]. This
provides a good spread of viable k-values to explore the solution space. The
reason we repeat MK-Means is to improve the chances of producing the best
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results for that particular k-value, since the seed selection process has inherent
randomness that can produce a diverse range of results.

We now filter down this initial population to a third of its original size, that
is, from 3×s to s. GenClust++ uses a technique called probablistic selection [3],
which involves finding the average for each k-value and choosing chromosomes
one-by-one using the roulette wheel technique. This was not only convoluted
in terms of the code, but is also quite computationally demanding, with no
clear improvement to final clustering results. We instead use a simplistic method
called InitialSelection, wherein we simply choose the best third of the initial
population created. This yields the s number of chromosomes that form our
initial population (or subpopulation). Our approach quickly and simply yields
many high-quality candidates, while still garnering a variety of viable k-values.

Component 4: The Crossover Operation
As employed with GenClust++ [3], we first choose two parents to perform con-
ventional one-point crossover. The first parent chosen is the highest fitness chro-
mosome of a subpopulation, and then the second is chosen probabilistically from
this subpopulation via the commonly used roulette wheel technique [9]. Then, an
existing gene rearrangement operation [8] is applied to the second chromosome.
This is to align the corresponding inferior chromosome’s genes to the superior
genes (improving the effectiveness of crossover operations as it reorders genes
corresponding to those which are most similar). Now, the application of a con-
ventional single point crossover can occur. This operation improves our genetic
search by enhancing diversity.

Component 5: Periodic Information Sharing
A major advantage of having multiple subpopulations is the ability to informa-
tion share and discover new viable solutions.

ParallelClust has the ability to allow a user-defined number for the peri-
odic interval at which information sharing occurs, defined by the parameter
informationShareInterval. We found that sharing quite frequently worked well
on the datasets we experimented with. However, our approach offers users the flexi-
bility to discover which setting works best for their particular use case and dataset.

With ParallelClust, we compare 3 different information sharing functions in
isolation:

1. replaceWorstChromosomeWithRandomBest (RB)
This is our novel technique that replaces the worst fitness chromosome of the
subpopulation with a random subpopulation’s best chromosome.

2. replaceWorstChromosomeWithRandom (RR)
This is another alternative we propose that replaces the worst fitness chro-
mosome of the subpopulation with a random chromosome from a random
subpopulation.

3. replaceWorstChromosomeWithBestFromNext2 (B2)
This is based on HeMI’s [2] method of every 10 iterations replacing the
worst fitness chromosome with only the next 2 neighboring subpopulation’s
best chromosome. This requires an ordered collection of subpopulations. For
instance, subpopulation 1 would have neighboring subpopulations 2 and 3.
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Component 6: The Elitism Operation
Based on GenClust [8], the core utility of the elitism operation is to ensure that
the best performer for each population (subpopulation in the case of Parallel-
Clust) exists within the population. This guarantees that the best chromosome
found is not eradicated from a population, meaning that the final solution for
that population can only improve upon the best solution found thus far. This
is done by storing the best chromosome up until the current generation. If this
has a higher fitness than the worst performing chromosome of the population
(after crossover is performed), it replaces the worst performer. Finally, we also
update the best performer of this subpopulation if we find any chromosomes
with a higher fitness.

Component 7: Chromosome Selection
Since crossover profoundly alters chromosomes as a result of its inherent ran-
domness, it can seriously degrade fitness of particular members of the population
[3]. To avoid the severe loss of quality solutions within each subpopulation, this
operation ensures that the best s chromosomes from the current and previous
generation are retained, where s is the number of chromosomes in initial popu-
lation. However, it is only applied by default from the 10th generation onward.
This allows a wide exploration of the solution space during the early generations
of the subpopulation.

Component 8: The Mutation Operation
Mutation introduces random exploration, adding the possibility to find slightly
better solutions each generation [8].

The mutation probability Pj of the j-th chromosome CRi in Pc is determined
using this equation [3].

Pj =

{
fmax−fitness(CRj)

2(fmax−f)
when fitness(CRj) > f

1/2 when fitness(CRj) ≤ f
(2)

Note that fitness(CRj) is the fitness of the j-th chromosome in the current
generation, and fmax is the fitness of the best chromosome in the current popula-
tion, and f̄ is the mean fitness of the all chromosomes in the current population.

In order to apply mutation to a chromosome, we randomly select a random
gene and change a random attribute. The attribute is chosen uniformly across
all attributes, and similarly the value is chosen uniformly within the relevant
domain.

Component 9: Global Best Chromosome Selection
Similar to HeMI [2], after all the generations of a subpopulation have completed,
we run MK-Means several times on the highest fitness chromosome to improve
it further, and finally denormalise it. After all concurrently processed subpop-
ulations have run to completion, we choose the best clustering solution across
all subpopulations (Algorithm1, line 10). We call this best solution CRglobalbest.
Then, records are allocated to their nearest cluster centroids and the final clus-
tering results are displayed.
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Also note that we removed a component called Probabilistic Cloning with
MK-Means from GenClust++ [3], as it consistently produced lower fitness solu-
tions across the datasets experimented on with ParallelClust.

3 Results

Our experiments consisted of GenClust++ with one large population of 80 chro-
mosomes, and ParallelClust (PC) with 8 subpopulations with 10 chromosomes
per subpopulation. This enhances the comparability of both approaches as the
total number of chromosomes are equal. Table 1 presents default parameter val-
ues for GenClust++ and ParallelClust (used in experiments). The non-italicised
parameters of Table 1 are the GenClust++ [3] values ParallelClust uses.

Table 1. Parameter setup for GenClust++ and ParallelClust

GenClust++ ParallelClust

Number of Generations 60 60

Number of Subpopulations N/A 8

Initial Population Size 80 10

maxKMeansIterationsFinal 50 50

maxKMeansIterationsInitial 60 60

maxKMeansIterationsQuick 15 N/A

Seed 10 10

StartChromosomeSelectionGeneration 50 50

InformationShareInterval N/A 3

The datasets (see Table 2) were downloaded as part of a collection of 37 classi-
fication problems available from the University of Waikato [10], originally sourced
from UCI machine learning datasets [11]. Class attributes were not removed from
the datasets, and were considered as regular attributes.

Table 2. Experimental Datasets

No.
records

Total attributes
missing

No. numerical
attributes

No. categorical
attributes

No.
Classes

Glass 214 0% 11 1 7

Vote 435 3.9% 0 17 2

Vehicle 946 0% 18 1 4

Vowel 990 0% 10 4 11

Segment 2310 0% 19 1 7
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Tables 3 and 4 present experimental results showing cluster quality and run-
time, respectively, for ParallelClust versus GenClust++. Each row presents a dif-
ferent a dataset, and each column is the particular algorithm used. We try our
approach using ParallelClust’s novel function replaceWorstChromosomeWith-
RandomBest (RB), and 2 alternative techniques, replaceWorstChromosome-
WithRandom (RR) and replaceWorstChromosomeWithBestFromNext2 (B2).
The best results for each particular dataset are shown in bold. The fitness func-
tion we used was the inverse of the Davies-Bouldin index (DBI−1). Results are
the average of 5 separate runs of each algorithm on that particular, as random
seeding can produce slightly different results each run. Experiments were per-
formed with a 2.5 GHz Intel Core i7, 4 core, dual-threaded machine with 16GB of
RAM. The code was adapted from GenClust++ [3], and is available at https://
github.com/StormBartlett/Clustering-Algorithm-ParallelClust.

Table 3. GenClust++ vs. ParallelClust (PC) Fitness (DBI−1)

GenClust++ PC (No sharing) PC (with RB) PC (with RR) PC (with B2)

Glass 1.36 1.33 1.34 1.34 1.31

Vote 0.55 0.55 0.61 0.59 0.60

Vehicle 0.93 0.945 0.96 0.94 0.96

Vowel 0.60 0.59 0.65 0.61 0.64

Segment 1.18 1.18 1.2 1.18 1.18

Table 4. GenClust++ vs. ParallelClust (PC) Runtime (ms)

GenClust++ PC (No sharing) PC (with RB) PC (with RR) PC (with B2)

Glass 9599 3823 6010 5850 6638

Vote 55433 12832 21032 22402 23563

Vehicle 84111 28626 38193 33461 36783

Vowel 96223 32590 57569 53366 57301

Segment 85948 35234 65023 72022 65400

In terms of cluster quality, 4 out of 5 datasets experimented with achieved
a reasonable improvement in final cluster quality. The generally best perform-
ing information sharing function was found to RB, producing final clustering
solutions with a roughly 1 to 10% improvement in fitness over GenClust++ [3].

ParallelClust’s novel function, RB appears to perform the best with Paral-
lelClust and versus GenClust++ [3] as it incorporates the idea of promoting
diversity via randomly choosing a subpopulation, but still retains the concept
of selection by choosing the most elite chromosome from that subpopulation.
Perhaps function RR performed less effectively because by choosing a random
subpopulation, and then a random chromosome, it overly promotes diversity, and
generally does not exploit other high-quality solutions. The B2 [2] technique fea-
tures less randomness, and enforces a more controlled dispersion of high-quality

https://github.com/StormBartlett/Clustering-Algorithm-ParallelClust
https://github.com/StormBartlett/Clustering-Algorithm-ParallelClust
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Fig. 4. ParallelClust (with RB) fitness of CRbest for each of ParallelClust’s 8 subpopu-
lations (SP) versus GenClust++’s single population over each generation (Color figure
online)

solutions by only allowing the best solution to be taken from the next 2 neigh-
boring subpopulations. As the best chromosome is always chosen from the same
2 subpopulations, this may diminish diversity. Further, RB and RR can enhance
diversity as they both feature a stronger element of randomness in that a random
subpopulation is chosen. ParallelClust with no information sharing function has
consistently lower performance than ParallelClust, and sometimes below that of
GenClust++ [3]. This indicates the importance of information sharing in maxi-
mizing the effectiveness of clustering with our PGA-based approach.

On all datasets, ParallelClust with no information sharing was the fastest
as it avoids costly operations taken in RB, RR and B2 (e.g replacing the worst
chromosome). However, we hold that the improved cluster quality offered by an
information sharing function (e.g. RB) justifies the increase in processing time.

Figure 4 graphically presents each of ParallelClust’s subpopulations versus
GenClust++ [3] for one particular run on the Vote dataset. It shows how each
subpopulation’s best chromosome (CRbest) progressively improves over each
generation. Being able to compare each subpopulation, and visually see the
impacts when information sharing is performed, offers intuitive insight into the
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inner-workings and effectiveness of the algorithm. Each subpopulation usually
drastically improves upon sharing every 3rd generation, as it has its worst chro-
mosome replaced with a random subpopulation’s best chromosome. It shows
how while there is a wider spread at the beginning as a diverse set of solutions
are found, they all appear to eventually converge around the best found local
optimum. Figure 4 also highlights a potential weakness of GenClust++ [3], in
that it can find a good initial solution but can prematurely converge to that local
optimum, and may take several generations before a better solution is discovered.

4 Conclusion

Our results illustrate the improved clustering performance offered by a fine-
grained PGA-based approach, when compared to a sequentially processed,
single-population approach. Our approach, ParallelClust, generally improved
cluster quality by a considerable amount, and markedly improved runtime.

ParallelClust’s improved fitness of the final clustering result can be explained
by the larger genetic diversity of a subdivided population, with more opportuni-
ties to explore a variety of local optima [12]. We show that overall cluster results
can be improved by having each independent subpopulation perform periodic
information sharing quite frequently (every 3 generations). Our novel informa-
tion sharing function seeks to maintain an optimal balance between diversity
(via randomly picking a subpopulation), and high-fitness selection (by choosing
the best chromosome from that particular subpopulation).
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Abstract. Supervised learning can be thought of as finding a mapping
between spaces of input and output vectors. In the case that the func-
tion to be learned is multi-valued (so that there are several correct output
values for a given input) the problem becomes ill-posed, and many stan-
dard methods fail to find good solutions. However, optimisation problems
based on multi-valued functions are relatively common. They include
reverse robot kinematics, and the research field of AutoML – which is
becoming increasingly popular – where one seeks to establish optimal
hyperparameters for a learning algorithm for a particular problem based
on loss function values for trained networks, or to reuse training from
previous networks. We present an analysis of this problem, together with
an approach based on k-nearest neighbours, which we demonstrate on a
set of simple examples, including two application areas of interest.

Keywords: Multi-valued functions · Ill-posed optimisation · Local
models · AutoML

1 Introduction

Consider a standard regression problem. Given a training set S = (x, y) of pairs
of input and target data, we aim to identify a function h(x) such that

y = h(x) + ε, (1)

where the ε term gives the residual error and is a function of the data and the
particular form of regression used.

Implicit in this model is the assumption that the problem is well-posed, i.e.,

1. a solution exists,
2. the solution is unique, and
3. the solution is stable (its behaviour changes continuously with respect to the

initial conditions).
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Ill-posed problems – a class that includes many inverse problems – can be
very important. We will focus on problems that do not have a unique solution,
so that there is more than one possible target for a given input, which are
known as multi-valued functions. As shall be discussed shortly, this class of
problems includes inverse kinematics and a form of automated machine learning
(AutoML).

Standard regression techniques do particularly poorly on these problems,
finding solutions between the two possible correct results. For example, consider
the cylindrical spiral given by y2 = tan−1

(
x2
x1

)
, x1, x2 ∈ [−1, 1], which is a vari-

ant on that suggested in [9]. Note that this corresponds to the mapping between
Cartesian and polar coordinates. As can be seen on the left of Fig. 1, there are
two correct targets for each input pair (x1, x2), and the multilayer Perceptron
(MLP) fails to find either solution. Local approaches such as k-nearest neighours
also fail, albeit in a slightly different way. We will revisit this problem in Sect. 3.1,
but on the right of Fig. 1 demonstrate that our approach finds both solutions to
this multi-valued problem.

Fig. 1. Left: The MLP (blue) finds an incorrect solution to a multi-valued function
consisting of the spiral shown in red. Right: Our approach finds both solutions. (Color
figure online)

The heart of the problem lies in the fact that so-called multi-valued functions
define a left-total binary relationship [8]. A binary relationship takes ordered
pairs (x ∈ X, y ∈ Y ) for sets X and Y , and assigns it to some subset of the
Cartesian product X × Y = {(x, y) : x ∈ X, y ∈ Y }. As it is defined on ordered
pairs, there can be many y that match an x and vice-versa, and there may also
be some y ∈ Y that do no have a relationship with any x and vice versa; see
also [5], which considers the learning of such relationships. A left-total binary
relationship requires that at least one y exists for each x, but does not require
that it is unique. Obviously, such functions are not globally invertible.

This is why inverse problems so commonly have this form: consider the inverse
kinematics problem from robotics. In this classic regression problem, the old
adage that all roads lead to Rome (i.e., there are many paths to reach any given
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location of the end-effector) means that the inverse is not properly defined. While
adding regularisation functions such as aiming to minimise energy or time can
help, there is still no guarantee of a unique, and therefore potentially invertible,
solution.

One way to deal with this lack of global invertibility is to appeal to the
implicit function theorem, and create local invertible approximations of the
function. Providing that the regions of the domain with matching points in
the codomain are sufficiently separated, this can work well, as was shown in [6]
where networks of radial basis functions were used to approximate the multi-
valued function. However, there will always by pathological examples where this
assumption breaks down. As was discussed in [6], there is no guarantee that an
appropriate partition of the data can be found, and even if there is, the implicit
function theorem requires that the function is continuously differentiable, which
may not be true in general.

Fig. 2. Trying to separate solutions by clustering is not easy if the relationship is
complicated, as in the centre picture. DBSCAN produces the set of clusters shown on
the right. (Color figure online)

In fact, this problem can be made worse if the data is clustered first to aid
in the selection of partitions, as Fig. 2 shows. If both solutions (red and black)
are easy to separate, as in the left problem set, clustering works well. If their
relationship is more complicated, as in the middle of the figure, one ends up
with a lot of problems. The right plot shows the result of using DBSCAN [4],
which is dependant on the parameters. As one can see, the subsets identified by
clustering do not necessarily consist of data from one solution (which we call
‘pure’). Increasing the number of clusters makes them pure, but tends towards
local learners.

For some problems there is additional structure to the problem that can be
exploited. This is true for inverse kinematics, where there is a time progression
that gives order to the data samples: the data is generated as a sequence fi : t �→
Rn = y of several functions fi, each providing a mapping between the same start
and end points. The set of different trajectories performing the same mapping
provide enough structure for neural networks to find good approximations, such
as the RNNs used by [13] and the standard feedforward networks of [9] and
[1]. Beyond this, [11] presents an approach using regularisation networks that
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includes learning an algebraic representation of the multi-valued function, while
in [2] the authors extend a hierarchical Dirichlet process hidden Markov model
to a multi-valued function regression. One of the most recent publications in
this branch is [3], which uses an approach based on an infinite mixture of linear
experts, thus enabling online learning.

Consider now the example of automatic machine learning (AutoML), which
aims to automate the whole process of selecting machine learning algorithms,
fitting hyperparameters, and optimising them, see e.g., [14]. One way to formu-
late this problem is as an optimisation problem. Data are presented as triples
consisting of a description of a learner such as a neural network, a set of weight
values for it, and the value of the loss function of that network on some dataset:
(θ, x, fD(x, θ)), where the D subscript labels the dataset that was used for test-
ing. A set of such triples comprise the training set for an optimisation problem.
In more general terms, this can be written as minx f(x, θ), where f(·) is the
objective function (e.g., the neural network loss function, or some function to
minimise such as energy, or cost), x are the variables we wish to optimise over
(the weights of the neural network), and θ is a set of parameters that specify
the precise problem. Note that this formulation includes multi-objective optimi-
sation automatically using some of the elements of vector θ as weights for these
parts of the objetive function, e.g., f(x, θ) = θ1f1(x, θ) + θ2f2(x, θ).

In general, the dataset consists of noisy samples, such as the weights and loss
function values of trained neural networks with particular sets of hidden layers,
or certain examples of inverse kinematic solutions. In neither case is it likely that
the dataset contains the actual global optimum.

We now present an extension to the k-nearest neighbour algorithm for opti-
misation of multi-valued functions, and demonstrate that it is well-behaved with
respect to hyperparameter choices on a variety of test cases, including a simple
example from AutoML.

2 A Clustering-Based Algorithm for Multi-valued
Functions

Our algorithm is a variant of the partition approach that was described previ-
ously. For a given value of vector θ, we identify the points in the dataset that
are closest (in the Euclidean norm) to that value and then cluster those points
into c or fewer clusters based on a weighted sum of their coordinates using kNN
(where di = θ−θi and smear is a parameter that smoothes the kNN regression):

x(θ) =
k∑

i=1

ωixi with ωi =
(di + smear

k )−1

d
and d =

k∑
i=1

(
di +

smear
k

)−1

(2)

The pseudocode for our algorithm is given in Algorithm1. The algorithm
works in three stages: we find a large set of points close to θ, and then refine
it to the points in that set with smallest f(θ, x) values. These points are then
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Fig. 3. It is not necessary to identify the number of clusters precisely. The algorithm
is searching for points close to the θ value marked with a black triangle. Left: When
there are two clusters, setting c = 2 means that two clusters are identified. However,
right: the same parameter value when there are three clusters will merge two of the
clusters, resulting in a spread of potential points. However, when the points nearest to
each other in every cluster are identified, only the blue dots in the blue cluster will be
considered. (Color figure online)

clustered into c clusters, which are post-processed to remove clusters with fewer
than k members, and retain the k points that are nearest with respect to θ for
the rest. It is not necessary to specify c exactly, as is shown in Fig. 3.

The k samples in a cluster are used with (2) to find the regression value of
f(x, θ). The values at f(xi, θ) could be used as weights, but we found that this
did not improve the results much, and was computationally more expensive.

In the clustering step it is possible to use any clustering algorithm. We have
tested k-means and fuzzy C-means, as they have a small number of hyperpa-
rameters and distribute points across as many clusters as possible. Note that
although kNN is often described as a lazy learner, it is common to build a kd-
tree or similar of all the distances to enable nearest neighbours to be found as
efficiently as possibly. This is the approach used in e.g., scikit-learn [10].

Finally, we note that although the algorithm is intended to work with the
function values f(x, θ) (score), it is possible to use it in cases where this infor-
mation is not available. In that case n = 1, and there is no need to perform line
3 and the regression of f at the final step in line 7. The first example in the next
section considers this type of example.

3 Experiments and Analysis

3.1 Regression Without Score

We first consider the example shown in the Introduction, in order to show that
the algorithm is equivalent to other multi-valued function learners if the function
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Algorithm 1. The kNN-MV Algorithm
1: procedure kNN-MV(x, θ, f(x, θ))
Require: k ≥ 1, c ≥ 1 � k = #neighbours, c = #output classes
Require: 2 ≤ m ≤ 4, 1 ≤ n ≤ 3 � m and n control #points in neighbourhoods
2: N̂ = the indices of the a · k · m · n nearest neighbours of θ
3: N = the a · k · m examples in N̂ with lowest values of f(x, θ)
4: cluster the points in N into c clusters according to distance with respect to θ �

e.g., using k-means
5: for each cluster do
6: if cluster has < k members then return ∅
7: else use the k points closest to each other for the regression of θ and f(x, θ)

using (2)
8: end if
9: end for

10: end procedure

values f(x, θ) are not provided. We sampled 20,000 points from the curve shown
in red in Fig. 1, adding noise at the boundaries 0 and

√
4π, as they tend to

overlap, leading to more choices, and set c = 2.
Table 1 shows that the algorithm works well and is stable with respect to

added noise; see also the right of Fig. 1. It is hard to compare exactly with [9],
as not all details are provided there, but they report a root mean square error
(RMSE) of about 1.85 · 10−2, which is comparable to ours, and we make fewer
assumptions about the structure of the solution.

Table 1. Results using the parameters k = 3, smear = 1, a = 2, m = 4.

Percentage of noise on x in training data

0% 1% 2% 3% 4%

One correct answer 100 % 100 % 100 % 100% 100%

Two correct answers 91.2 % 92.8% 91.0% 91.9 % 89.9%

AME 6.5 · 10−4 8.2 · 10−3 1.6 · 10−2 2.5 · 10−2 3.2 · 10−2

RMSE 8.1 · 10−4 1.1 · 10−2 2.2 · 10−2 3.4 · 10−2 4.4 · 10−2

3.2 An Analytical Test Case

As a simple example of the core usage of our method, we considered the function:

f(x, θ) = 3 − exp(20(−(x1 − θ1)2 − (x2 − θ2)2))

− exp(20(−(x1 − θ2 + 1)2 − (x2 − 0.5θ21)
2))

− 0.95 exp(20(−(x2
1 − θ2) − (x2 + θ3 + 0.5)2))
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The problem consists of finding the multiple solutions to arg minx∈R2 f(x, θ)
for fixed θ ∈ R

3.
We created 429,618 samples by computing numerical solutions by gradient

descent from random initial starting points. Note that the space also has local
minima, and so many of these numerical solutions will have become stuck in
them. Table 2 shows the results with k = 3 and k = 5 for both the standard
kNN and our multi-value version, while Fig. 4 looks at the effect of the two
parameters, m and n. The table shows that the method is far more successful
that standard kNN, even at finding one solution, while the figure demonstrates
that the algorithm is not very sensitive to the choice of the parameters. In
general, 1.5 ≤ n ≤ 2.5 and 2 ≤ m ≤ 4 is a good range. Beyond this one can see
in Table 2 that using the score in kNN-MV, which means in this application the
value of the function f , leads to better results.

Table 2. Results using kNN and kNN-MV (k = 3 k = 5, m = n = 2.5).

Method % answers with Average error

One result Both results on answers

Standard kNN (k = 3) 21.70% 00.00% 0.0042

kNN4MV (k = 3) without score 89.44% 62.12% 0.0072

kNN4MV (k = 3) with score 99.82% 83.20% 0.0083

Standard kNN (k = 5) 13.11% 00.00% 0.0357

kNN4MV (k = 5) without score 91.85% 64.48% 0.0073

kNN4MV (k = 5) with score 99.92% 85.35% 0.0094

3.3 Shot on Goal Learning

We now present a more interesting example, which combines kinematics – as
common application area – with an ill-posed optimisation problem. Suppose
that a robot is aiming to kick a ball into a soccer goal in such a way that it
goes over the goalkeeper’s head, as shown on the left of Fig. 5, by learning from
examples. We model the path of the ball via a non-linear ordinary differential
equation that includes the four fixed components of θ shown on the right of the
figure with their allowable ranges. In fact, we will allow the wind speed θw to
vary, and assume that the agent knows only the sign of it, not the value. The
controllable parameter is the velocity of the ball x(t) at t = 0. We represented
x(0) in polar coordinates as (ϕ, s) pairs of direction and speed.

We judged that a goal was scored if the ball arrives at the goal at a height
between 2.1 and 2.4 m above the ground, with angle of travel ϕ < −0.5◦. We
created a large number of examples that satisfied these criteria, and gave them
a score based on their height and angle when the ball crossed the goalline:
f(x, θ) = x2 + |ϕ|/2, i.e., height + half the angle.
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Fig. 4. Results of varying m with a constant n = 2 (left) and varying n for a constant
m = 2.5 (right).

θw ∈ [−4, 4][m/s] (wind speed)
θm ∈ [0.25, 0.75] [kg] (ball mass)
θr ∈ [0.05, 0.2] [m] (ball radius)
θd ∈ [10, 80] [m] distance to goal

Fig. 5. Schematic showing a successful shot on goal, and the parameters of θ with their
allowable range.

There are two very different strategies that can achieve this successfully,
corresponding to two different angles of initial velocity. The higher angle strategy
receives higher scores, but because the ball is in the air longer, it is more affected
by the random wind. We computed 30,000 successful goal scoring examples by
brute force as an initial training set. Our approach to this was as follows: (ϕ, s)
pairs and values for θ were chosen by kNN-MV and evaluated. Those that were
successful in scoring a goal were saved, with their score. For the others, we
performed a search around that ϕ of ±5◦, reducing that to ±1◦ as more entries
were added to the dataset, and finally stopping using the search at all.

The top line of Fig. 6 shows the final distribution of samples in the training
set for two parameters of θ, ball radius and distance to the goal, while the
bottom line shows them with respect to the two components of x, ϕ and s.
Samples were created uniformly at random, but only successful samples were



24 J. Frochte and S. Marsland

Fig. 6. Histogram of the distribution of solutions in the training database with respect
to top row: fixed parameters (for a datapoint) θr and θd and bottom row: solution
parameters ϕ and s.

added to the database. Hence the non-uniform distributions with respect to
these variables suggest where there are fewer successful solutions, and hence the
problem is harder.

We train a multi-layer Perceptron, kNN, and kNN-MV (both with k = 5)
using the dataset created above. To test the algorithms, we ran each of them
as follows. A random configuration was chosen for θ. Three of the values were
then held fixed, and four samples of wind strength θw were chosen (which the
learner does not know), all with the same sign (which the learner does know).
The learner than generated four choices of (ϕ, s). The percentage of successful
shots, and the score achieved by the most successful shot, are given in Table 3.
Note that this is not an easy problem, and we consider that the near 40% of
kNN-MV is a good result.

Table 3. Results of learning agent using three supervised methods for different limits
for the distance to the goal.

Maximum Distance

Method 20 m 30 m 40 m 60 m 80 m

% Score % Score % Score % Score % Score

MLP 4.74 2.71 0.21 2.70 0.60 2.70 0.67 2.68 1.65 2.68

kNN 15.11 2.70 11.83 2.68 9.81 2.66 8.35 2.65 6.88 2.64

kNN-MV 36.82 2.60 39.14 2.59 37.12 2.59 33.20 2.59 27.30 2.58
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3.4 A Simple AutoML Example

The fact that a multi-layer Perceptron with a single hidden layer of 2 nodes and
a total of 9 weights can solve the XOR problem is well-known. There are actually
six different solutions for the weights, up to scaling, which arises because there
are three different ways to construct XOR from more basic logical operators:

x1 XOR x2 = (x1 ∧ ¬x2) ∨ (¬x1 ∧ x2) (3)
= (x1 ∨ x2) ∧ (¬x1 ∨ ¬x2) (4)
= (x1 ∨ x2) ∧ ¬(x1 ∧ x2) (5)

The first bracket term is represented by one hidden unit and the second by
another, while the final AND/OR-operation is performed by the output layer.
Hence, the network has three ways to choose the weights, and a symmetry in
the order of the operators.

One goal of AutoML is to reuse old models to speed-up the design of new
ones. Learning the weights of a neural network involves solving a multi-valued
problem because different configurations of the weights can result in very similar
performances, see e.g. [7,12].

Fig. 7. MLP with one hidden layer for XOR

We took a standard XOR problem, and applied a rotation α ∈ [−45◦,+45◦]
and a translation [t1, t2], with 0 ≤ ti ≤ 0.5. The result is the set illustrated in
Fig. 8.

Our AutoML problem is to find values for the 9 weights of the neural network
(see Fig. 7) based on a set of trained networks for different values of θ = (α, t1, t2)
with the assistance of values f(x, θ) being the value of the loss function (sum-
of-squares error). The database only contains solutions with f(x, θ) < 0.1.

Table 4 shows the results on this example problem for training databases
with 500 and 1000 samples in the training set. In each case kNN-MV was able



26 J. Frochte and S. Marsland

Fig. 8. Affine transformation of an XOR Training Set.

to find at least one solution. The algorithm produced 600 solutions during the
test, since there are 6 possible different weights (up to scaling). % sol. is the
percentage of those solutions that were found. As mentioned before, kNN-MV
can predict the quality of the solutions as well. Therefore the column |q − loss |
is the mean difference between the predicted value of the loss function and the
real one during the test, where loss is the mean value of the loss function for
that solution. Finally, class is 1 if all are classified correctly and 0 if none are.

Table 4. Success of KNN-MV (k = 5) of different sizes of training databases, all values
are mean average over 100 test problems.

Samples in training set

500 1000

% sol. |q − loss | class loss % sol. |q − loss | class loss

89.6% 0.11 0.94 0.170 90.3% 0.0479 0.98 0.0998

4 Conclusions

In this paper we have considered the setting of multi-valued functions in gen-
eral, and then presented a kNN variant that learns about these functions in
general, and for ill-posed optimisation application cases in particular. Our algo-
rithm shows good results on a set of example problems, which includes a simple
application in AutoML. We have shown that a global approach decomposing
the multi-value functions cannot be performed without making strong assump-
tions concerning the nature of the database, e.g. time-series data. Nevertheless,
one of our future prospects is to use the presented method as the nucleus of a
mixed lazy and eager learner with the goal of achieving higher-order regression
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on trusted subsets of the database. We will also be applying our algorithm to
real-world, higher-dimensional datasets. The used datasets and simulation codes
in this paper are published on the authors website.
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Abstract. Topic modelling is the state of the art technique for understanding,
organizing, and extracting information from text collections. Traditional topic
modeling approaches apply probabilistic techniques to generate the list of topics
from collections. Nevertheless, human understands, summarizes and discovers the
topics based on the meaning of the content. Hence, the quality of the topic models
can be improved by grasping the meaning from the content. In this paper, we
propose an approach to identify sets ofmeaningful terms based on ontology, called
Semantic-based Patterns, which represent the content of a collection of docu-
ments. A set of related semantic-based patterns can be used to represent a latent
topic in the collection. The proposed Topic Representation using Semantic-based
Patterns aims to generate semantically meaningful patterns based on ontology
rather than term co-occurrence as what existing topic modelling methods do. The
semantically meaningful patterns were evaluated by applying the information
filtering to semantic-based topic representation. The semantic based patterns were
used as features for information filtering and were evaluated by comparing against
popular information filtering baseline systems. Topic quality was evaluated in
terms of topic coherence and perplexity. The experimental results verified that the
quality of the proposed patterns was better than features used in baseline systems
for information filtering. Further, the quality of topic representation outperforms
the generated topics of other topic modeling approaches.

Keywords: Patterns � Semantics � Topic representation � Concepts

1 Introduction

Today, we are living in a world where digital information surrounding us has been an
essential element. People are too much relying on electronic text than ever before with
the interactions of “web, social media, instant messaging to online transactions, gov-
ernment intelligence, and digitized libraries” [1]. Variety, complexity and the volume
of content demoralize the possibility of human intervention for information analysis,
organization and searching. Different techniques such as keywords, phrases, patterns
and domain specific sentiments have been applied to enhance the understanding to text
content. Topic modelling has become the most popular technique and the state of the
art for understanding and summarizing information in a collection of documents.
Existing topic models apply the probabilistic approaches [2–4] to derive the topics from
content. Accordingly, word frequency and co-occurrences are considered to generate
the topics. Word2Vec and doc2vec [5, 6] are two popular approaches to capture the
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semantics in content based on deep learning. Nevertheless, the generated representation
to understand the latent semantics is not interpretable.

Main contribution of this research is to introduce an interpretable technique to capture
the meanings of content during the topic modeling process with the semantic perception.
We use an external general knowledge base to discover the meanings based on content of
the collection. Latent Dirichlet Allocation (LDA) [2] is the most popular and stable topic
model among the probabilistic models. Ignoring the semantics of a given content can be
considered as the main weakness of LDA. Patterns-based approaches, semantic based
approaches using ontology and external knowledge sources were introduced to overcome
the limitations of existing topic models [7–11]. But most of them are suffered from the
problems related to accuracy and the quality of topics. Nevertheless, none of the
approaches had successfully addressed the main problem associated with the LDA topic
model. Therefore, it is important to introduce a topic model, which understands the
meaning of text content and generate most appropriate set of topics.

A pattern can be defined as an association of terms and patterns are more meaningful
than individual terms. Usually these patterns are generated based on frequency which is
a statistical feature of patterns, but not generated based on semantic information. In this
paper, we propose an approach, called Topic Representation using Semantic based
Patterns (TRuSP), to identify sets of meaningful terms called Semantic-based Patterns
based on ontology to represent the content of a collection of documents. The proposed
approach, TRuSP generates the semantic-based patterns from a given collection by
understanding the semantics of the content. Two algorithms are proposed to grasp the
semantics in the documents in an effective way. The first algorithm groups related terms
together based on their semantic similarity and relevance. The groups of terms are called
as semantic cliques. Then the second proposed algorithm further categorizes the terms in
each semantic clique into patterns based on the matching concepts in an ontology. In this
paper, WordNet [12] is used as the lexical knowledge base to generate the semantic
cliques by grouping the related terms together. The ontology, Probase [13], is used as the
concept knowledge base to generate semantic patterns. Semantic patterns are generated
by grouping terms in each clique to interpret the meaning of the semantic clique. The
semantic-based patterns are created based on the conceptualization of terms. The
semantic cliques and semantic-based patterns can be defined as the meaningful elements
to represent a document collection. Further, each semantic clique can be considered as
one topic in the collection and semantic-based patterns in the semantic clique can be
considered as meaningful constructs to represent the meaning of the topic.

Section 2 of the research paper describes the research efforts related to semantic
and pattern-based approaches in topic modeling. The proposed approach is explained in
Sect. 3. Section 4 elaborates the information filtering based and topic quality-based
evaluation with the experimental results of baseline systems. Section 5 provides the
discussion about the results and finally, Sect. 6 concludes the paper.

2 State of the Art

Probabilistic, semantic based, pattern-based and hybrid approaches can be defined as the
major research efforts conducted under the topic-modeling domain. Probabilistic Latent
Semantic Analysis (PLSA) [4] was introduced to overcome the limitations of LSA [14].
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Latent Dirichlet Allocation (LDA) [2] was introduced as an enhanced probabilistic topic
model to overcome the limitations of LSA and PLSA. LDA is based on a three-level
hierarchical Bayesian model, which captures the content of the collection as random
mixtures over latent topics. Many topic modeling approaches have been introduced as
extensions to the LDA. Topical N-Gram [15] considers the phrases during the topic
generation process and relies on the semantic co-occurrences of words with phrases.
“Maximum Matched Pattern-based Topic Model (MMPBTM)” [8] was developed to
generate a pattern-based topic model on collections of documents. However, it is
challenging to correctly identify the meaningful patterns from unstructured text content.

Some researches realized the importance of the semantics and embedded the
knowledge into traditional topic models. Hence, external knowledge bases have been
integrated with LDA. Probase [13] is a taxonomy that understands the natural language
terms by grasping the knowledge from content of large amount of web pages. Yao et al.
[9] and Tang et al. [10] used Probase as the external knowledge base and introduced
semantic based topic models. CLDA [10] is a four-layer topic model which contains an
intermediate concept layer to existing LDA model. Probase-LDA [9] is also a com-
bination of LDA and Probase ontology. Yao et al. [9] applied k-medoids clustering to
cluster the identified concepts and computed asymmetric dirichlet priors based on that.
Probase-LDA [9] outperformed DF-LDA [7] and GK-LDA [16]. In most of the
approaches, concepts have been extracted for single words to interpret the meanings
and concept values have been incorporated with LDA topic generation. It is indeed
challenging to apply pattern mining and semantic capturing techniques in unstructured
text content.

3 Proposed Approach

Similar to topic modelling techniques, the goal of the proposed TRuSP is to generate a
representation to represent the content of a given document collection. However,
TRuSP is a novel technique which is very different from traditional topic modelling
such as LDA in the sense that TRuSP is a semantic based topic representation approach
which is based on both statistical features and semantic information rather than only
statistical features such as term frequency and co-occurrences. TPuSP contains two
major components to identify the semantic elements from a collection of documents.
The first component takes account of both statistical and semantical information of
terms to group frequent terms into cliques based on the relevancy and semantic sim-
ilarity of the terms. We consider each clique may indicate a potential topic in the
collection. The second component discovers semantically meaningful patterns within
each clique based on the matching concepts in ontology.

3.1 Identifying Cliques of Related Terms

Aim of the first component is to identify the semantically meaningful cliques of terms
from a collection of documents. Algorithm 1 identifies the cliques of semantically
related terms from the document collection D. Let D be the collection of documents
and TD be a set of unique terms after the pre-processing. First, document frequency-
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based filtering is applied to filter terms t into TD. For each term in TD, its document
frequency (DF) value should be larger than a threshold value (0.15 was taken in our
experiments). WordNet [12] is used as the lexical knowledge base to group semanti-
cally related terms in TD. In WordNet, each word is semantically well defined by the
description, synonyms and the entailment words. In this paper, for each term in TD, we
propose to use its description, synonyms and entailment words to represent the term.
For a term, let des tð Þ; syn tð Þ; ent tð Þ denote a set of words in the description, synonyms,
and entailment respectively. Des TDð Þ; Syn TDð Þ;Ent TDð Þ are the description words,
synonyms, and entailment words for all the terms in TD, which are defined as
Des TDð Þ ¼ S

t2TD des tð Þ; Syn TDð Þ ¼ S
t2TD syn tð Þ and Ent tð Þ ¼ S

t2TD ent tð Þ.
By combining the words in Des TDð Þ; Syn TDð Þ;Ent TDð Þ, a vector, Sem tð Þ ¼ f w1ð Þ;h

f w2ð Þ; . . .; f wið Þi;wi 2 Des TDð Þ [ Syn TDð Þ [EntðTD), is created for each term t in TD,
where the element value f wið Þ for wi is 1 if wi 2 des tð Þ [ syn tð Þ [ ent tð Þ; otherwise 0.
With the term representation, we can group the terms based on the similarity of the
term vectors. Then a clustering algorithm is applied to the vector representation to
derive a set of clusters. In our experiments reported in Sect. 4, the K-medoid clustering
algorithm and the Jaccard distance were used to generate the cliques. Finally, algorithm
returns a set of semantic cliques G ¼ g1; . . .; gnf g, each clique consists of semantically
related terms, gi � TD as the output. The terms t in each clique gi 2 G are considered as
semantically related because they are grouped together based on their synonyms,
definitions and entailments.

3.2 Generate Semantically Meaningful Patterns

In this section, we propose a method to interpret cliques by using the concepts in
ontology, Probase [13]. The idea here is to identify groups of terms in each clique and
each group can be interpreted by a set of concepts in Probase. Each group is called a
semantic-based pattern.

Let C be a set of concepts in Probase, for each concept c 2 C, Probase can retrieve
a set of concepts which are related to c. For each related concept v, a conditional
probability PrðvjcÞ is provided in Probase to measure the relatedness between v and c.
For each term t 2 TD, let Concept tð Þ be a set of related concepts in the ontology.
Concept is a mapping defined as below:

Concept TDð Þ ! 2c; 8t 2 TD; Concept tð Þ ¼ fcjc 2 C;PrðcjtÞ 6¼ 0g ð1Þ

The top k related concepts are considered for each term t 2 TD. The top k concepts
are the related concepts and denoted as Conceptk tð Þ; which have the highest probability
values. Conceptk tð Þ can be defined as follows;

Conceptk tð Þ ¼ argMaxkc2Concept tð ÞfPrðcjtÞg ð2Þ
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Definition (Semantic-based Pattern and related concepts): For a clique, a semantic-
based pattern of g is a set of terms, p� g, for any pair of terms in p; ti; tj 2 p, they share
some common related concepts, i.e., Conceptk tið Þ \Conceptk tj

� � 6¼ /. Semantic-based
pattern of g can be defined as below:

p ¼ fti; tjjti; tj 2 g; i 6¼ j; 9c 2 C; c 2 Conceptk tið Þ \Conceptk tj
� �g ð3Þ

A set of common related concepts is called as related concepts of the pattern, as
defined below.

Related concept pð Þ ¼ fcjti; tj 2 p; i 6¼ j; 9c 2 C;

c 2 Conceptk tið Þ \Conceptk tj
� �g ð4Þ

Patterns are generated based on common matching concepts. The top k matching
concepts of each term is considered. One pattern can relate to several concepts and a
single semantic clique g can contain several patterns. Algorithm 2 depicts the process
of generating semantic-based patterns based on related concepts in a semantic clique.

Algorithm 2 Generate patterns based on related concepts
Input : Cliques of related terms
Output : A set of pattern sets a set of concept sets

where is a set of patterns and is a set of concepts for clique .
1.
2. For each clique
3.
4. For each term
5. Get top-k related concepts
6.
7.
8.
9. // overlapping concepts
10. For each pair of terms
11. If
12.
13. For each 
14. If or 
15. }
16. If doesn’t have a pattern that contains and , create a new pattern
17.
18.
19. Return and 
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Semantic cliques will be the input for Algorithm 2 and the semantic based pattern
generation is applied for each semantic clique gi 2 G. Lines 5–6 in Algorithm 2
retrieve the top k concepts for each term t in the clique gi from the Probase. Then
overlapping concepts will be considered for each pair of terms. Finally, a set of pattern
sets P ¼ P1;P2; . . .;Pnf g and the related set of concept sets CD ¼ C1;C2; . . .;Cnf g are
generated and returned. For each clique gi, Pi is a set of patterns and Ci is a set of
related concepts for the clique. The significance here in the proposed pattern generation
approach is that, it takes the semantics of the terms by considering the meanings related
to the terms. Each clique can be considered as the representation of a certain topic in
document collection and its corresponding patterns and concepts describe the meaning
of the topic.

The following probabilities are derived to measure the pattern distribution within
each clique and clique distribution (i.e., topic distribution) in the collection. Let PrðcjtÞ
be the probability of a concept c given a term t which can be obtained from Probase,
For a clique gi, a pattern p 2 Pi and a concept c 2 Ci, the probability of the concept c
given the pattern p can be estimated as below:

PrðcjpÞ ¼ Avgt2pPrðcjtÞ ð5Þ

The probability of the pattern p in the clique can be estimated as:

PrðpjgiÞ ¼
P

c2Ci
PrðcjpÞP

a2gi
P

c2Ci
PrðcjaÞ ð6Þ

As discussed before, each clique consists of a set of similar or related terms. In this
paper, the average term frequency is used to measure the importance of the term in the
collection:

F tð Þ ¼
P

d2D f t; dð ÞP
d2D dj j ð7Þ

f t; dð Þ is the term frequency in d
Frequent words in a document most likely represent content of the document.

Therefore, in this paper the average of term frequency in a clique is used to measure the
importance of the clique:

F gið Þ ¼ Avgt2giF tð Þ ð8Þ

Finally, the clique distribution in the collection is estimated by the normalized
clique importance in the collection:

Pr gið Þ ¼ F gið ÞP
g2G F gð Þ ð9Þ
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4 Evaluation and Results

Semantic clique and its pattern-based representation are novel and significant features
of the proposed TRuSP to generate topic representation for a given document collec-
tion. In our topic representation, we consider a semantic clique as a latent topic which
represents one aspect of the collection. The topic representation generated by TRuSP
can be considered as a topic model. In this section, we evaluate the effectiveness of the
proposed topic representation from two aspects. Firstly, in Sect. 4.1 the quality of the
topic representation will be evaluated with set of state-of-the-art topic models based on
perplexity and coherence. In Sect. 4.2, we evaluate the topic representation by applying
it to information filtering task. The semantic based patterns in the topic representation
will be used as features for filtering relevant documents.

4.1 Evaluating the Topic Quality

Quality of the topic representation was evaluated by measuring the perplexity and the
coherence of topic representation. Four existing topic modelling methods, LDA [2],
MMPBTM [8], Probase-LDA [9] and CLDA [10] were chosen as the baseline models.
Since MMPBTM, Probase-LDA and CLDA are also based on the LDA, experiment
environment was setup with the same parameter values as a ¼ 1; b ¼ 0:1 and number
of iterations = 2000. For TRuSP, top k = 5 related concepts were chosen from Probase
for each term in cliques. Reuters Corpus Volume I (RCV1) (50 collections), R8 (8
collections) and 20News groups (20 collections) datasets were used in the experiment
and average values were calculated. The experiment was conducted to measure the
perplexity and coherence of the topic model. Moreover, topic-word distribution was
observed in different instances to evaluate the quality of topics generated by each topic
model and the proposed topic representation approach.

Perplexity
Perplexity is calculated by the log likelihood of a held-out test document set. The
experiment was conducted for different number of topics in LDA, MMPBTM, Probase-
LDA, CLDA and TRuSP. Figure 1 depicts the perplexity score of the five approaches
with variations of number of topics (or cliques for TRuSP).

The perplexity was calculated according to Eq. (10), M is the number of documents
in the test set of documents in a dataset.

Perplexity Dtestð Þ ¼ exp �
PM

d¼1 log p Wdð ÞPM
d¼1 Nd

( )
ð10Þ
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For LDA, MMPBTM, Probase-LDA and CLDA, p Wdð Þ is the probability of
document d, Nd is the size of d. For TRuSP, cliques are treated as topics, each topic is
represented by a set of patterns, p Wdð Þ is calculated as below and Nd is the number of
patterns in d. P ¼ p1; p2; . . .; pnf g all patterns generated by semantic cliques.

P Wdð Þ ¼
Y

pa2P;d

X
gi 2G

PrðpajgiÞ Pr gið Þ ð11Þ

Coherence
Coherence evaluates the coherent topics and how close the meanings of the topic
words. We measured the topic coherence by using the method in [18]. Figure 2 shows
the coherence scores of all the systems for all three datasets.

Coherence tð Þ ¼
XM

m¼2

Xm�1

l¼1
log

D v tð Þ
m ; v tð Þ

l

� �
þ 1

D v tð Þ
l

� � ð12Þ

where v tð Þ
m and v tð Þ

l are the mth and lth terms within topic t;D v tð Þ
m ; v tð Þ

l

� �
is the co-

document frequency of the two terms, and, D v tð Þ
l

� �
is the document frequency of the

term v tð Þ
l .

Fig. 1. Perplexity score with variations of number of topics
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Measuring the topic coherence is important, since it directs towards the semantics
of the topics. Topic coherence was measured for all collections of three datasets and
calculated the average score with the variations of number of topics. High coherence
scores indicate the high quality of the topic models. TRuSP has high coherence values
in R8 and 20 Newsgroups datasets for all the occurrences of number of topics. At the
same time, TRuSP has the highest coherence score for most of the number of topics
variations in RCV1 dataset except for the 13–20 range. Probase-LDA has performed
better than TRuSP for number of topics 13–20 range. Probase-LDA and CLDA are
showing comparatively high coherence values than MMPBTM and LDA.

Observation of Topic-Word Distributions
Given that both Probase-LDA and CLDA as well as TRuSP used Probase, in this
subsection, the topic-word distributions of Probase-LDA and CLDA were compared
with the pattern representation of TRuSP through a few examples. In particular, we
wanted to observe the topic representation of the topic number ranging from 13–20,
where the topic coherence of TRuSP was slightly lower than Probase-LDA as showed
in Fig. 2. In this observation, we have observed a list of topic-words in three
approaches to verify the semantically meaningful topics. Sample output with first 10
topic words generated for the first 3 topics of RCV1 dataset (for collection 107, when
the number of topics is = 20) is given below in Table 1.

Fig. 2. Topic coherence with variations of number of topics
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For TRuSP, a clique is considered as a topic. Patterns generated by TRuSP for each
semantic clique can be compared with the topic-words generated by Probase-LDA and
CLDA. Highest ten topic words and patterns were displayed in Table 1.

The topic words in T1 in Probase LDA and CLDA are correspondent to the pattern-
words in semantic clique G1. According to our observation all the words in the
semantic patterns and semantic cliques are highly related to each other when compared
to the topic words generated by Probase -LDA and CLDA. Further, the semantic
cliques generated by the TRuSP can be easily categorized into topics as given in the
annotated topics in the Table 1.

4.2 Information Filtering Based Evaluation

In this section, the generated semantically meaningful patterns were used as features to
represent the documents in the training collection (i.e., representing the information
needs of the user). The features are used to calculate a score for determining the
relevance of a new document for information filtering. The accuracy and the relevancy
of the patterns for information filtering were evaluated by comparing with seven
baseline systems in the information filtering domain. Reuters Corpus Volume I (RCV1)

Table 1. Topic words generated from Probase-LDA, CLDA and pattern representation
generated from TRuSP

TRuSP Probase-LDA CLDA

Semantic
clique

Patterns Annotated topic Topic Topic words Topic Topic words

G1 {tourism, hotel}, {tourist,
visitor}, {tourism, hotel,
tour}, {tourism, agency},
{tourism, travel, hotel},
{holiday}, {tourism,
visit, tour}, {travel},
{visit, tour, holiday},
{hotel}

Tourism T1 industry, million,
tourist, Monday,
british, oversea,
australia, asian,
national, bureau

T1 ireland, trip,
holiday,
Monday,
tourism, year,
industry, irish,
northern, million

G2 {ireland, tunisia, jordan,
china}, {ireland,
jordan}, {irish},
{dublin}, {dublin,
Europe, jordan},
{europe}, {europe,
china}, {tunisia, jordan},
{ireland}, {dublin,
europe}

Countries T2 security, real, true,
relevant, concern,
slow, capacity,
turmoil, institution,
line

T2 tourism, visitor,
year, percent,
million, billion,
north, visit,
jordan, develop

G3 {number, figure, output},
{number}, {number,
percent}, {number,
cent}, {number, data,
percent}, {billion},
{data, cent, percent},
{output}, {million,
billion}, {cent}

Number/representation T3 performance, credit,
advertisement, total,
resolution, number,
contrast, earlier,
republic, minister

T3 korea, travel,
industry, europe
trip,
international,
minister, market
israel, jakarta
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[17] dataset was used. Seven baseline models were used in this evaluation which cover
term-based, phrase-based, and pattern-based features to represent user information
needs for information filtering.

For a new document d, its relevance to the collection is measured by the following
score based on the clique distribution and the patterns in the document:

Score dð Þ ¼
X

g2G
ð
X

P2 g;d
PrðPjgÞÞ � Pr gð Þ ð13Þ

The top 20, precision, recall, F-measure and Mean Average Precision (MAP) val-
ues were calculated for collections in the RCV 1 dataset. Top 20 documents were
derived based on the Score dð Þ of documents and F measure is calculated with the
precision and recall where, F measure ¼ 2�precision�recall

precisionþ recall . Mean Average Precision

(MAP) value is calculated by getting the mean of average precision value for each
collection. The average results of the 50 collections of RCV1 are shown below in the
Table 2. It is clearly noticed that the results of the semantic based pattern generation
approach (TRuSP) are promising and better than all the other approaches.

5 Discussion

According to the experimental results, TRuSP contains the lowest perplexity score for
all three datasets. Hence it proves the quality of topic representation in TRuSP is better
than the other approaches. Probase-LDA has the next lowest score which is lower than
the LDA, MMPBTM and CLDA. TRuSP had the highest coherence scores for both R8
and 20Newsgroups datasets. For RCV1 dataset, TRuSP has high coherence values in
most of the occurrences other than the range of number of topics 13–20. This might
happen due to increasing the size of semantic cliques. Then less related words will be
grouped within the semantic cliques when the size gets increased. Even though the
coherence values of TRuSP is lower than the Probase-LDA within the topics range 13–
20, it is observed that the generated topics of TRuSP is more meaningful than all the
other approaches in all the occurrences. Probase-LDA and CLDA also have compar-
atively high coherence scores respectively even though most of the time less than

Table 2. Comparison of Coefficients from Atomistic (RCV1 dataset)

Top 20 F-measure MAP

LDA-words 0.458 0.426 0.421
TNG [15] 0.446 0.386 0.374
N-Gram 0.401 0.386 0.361
Frequent Closed Patterns -FCP 0.428 0.385 0.362
Probase-LDA [9] 0.258 0.252 0.286
MMPBTM [8] 0.552 0.460 0.478
CLDA [10] 0.239 0.317 0.259
TRuSP 0.561 0.472 0.481
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TRuSP. TRuSP, CLDA and Probase-LDA have used the concepts in ontology Probase
to determine the topics and have high coherence values compared to LDA and
MMPBTM. It shows the importance of using semantic concepts in topic modelling.
Probase-LDA used Probase for conceptualization, that aimed to calculate the Dirichlet
priors for LDA and concepts were not directly involved in the output. In CLDA also
concepts are identified using the Probase but concepts are considered as a layer on top
of the traditional LDA. Meanings and relationships among the terms were not properly
considered in both approaches. Nevertheless, the topic coherence of LDA is the lowest
and it might happen due to not considering the conceptual meanings of the content.
Generating semantic cliques based on WordNet and grouping semantic based patterns
based on Probase to represent the training document collection can improve the per-
formance of information filtering. Thus, the content goes through two semantic based
phases to enrich the outcome and therefore the information filtering-based evaluation
depicts a considerably high performance. MMPBTM has the next highest performance
since it has combined the pattern mining and topic modeling techniques together
whereas the remaining baseline models consider the term-based (LDA, Probase-LDA,
CLDA), pattern-based (FCP) and phrases-based (TNG) topic modeling approaches.

6 Conclusions

Extracting the meaningless words and generating irrelevant topics are two major
problems in topic modelling. Semantics of the text data are important to grasp the real
meaning of the content. TRuSP is a combination of rich features of concepts and
relevancy of the terms, which focuses to derive meaningful set of topics based on
semantic patterns. Generating semantic cliques from the related terms and generating
patterns based on the matching concepts are the main components in this approach.
Experimental results concluded that the results of TRuSP were stronger than the
baseline models. Generated semantic patterns can be used as the main construct in topic
modeling and topics can be generated based on the matching concepts. The novelty
here in this approach is that, it identifies semantically related terms based on general
knowledge bases (i.e., WordNet and Probase) to represent the topics in a document
collection. Handling the words which are not matching with WordNet and Probase can
be defined as a main challenge of TRuSP and in future, we plan to handle the non-
matching words using our own approach.
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Abstract. Research in the social sciences is increasingly based on large
and complex databases, such as historical birth, marriage, death, and
census records. Such databases can be analyzed individually to inves-
tigate, for example, changes in education, health, and emigration over
time. Many of these historical databases contain addresses, and assign-
ing geographical locations (latitude and longitude), the process known
as geocoding, will provide the foundation to facilitate a wide range of
studies based on spatial data analysis. Furthermore, geocoded records
can be employed to enhance record linkage processes, where family trees
for whole populations can be constructed. However, a challenging aspect
when geocoding historical addresses is that these might have changed
over time and therefore are only partially or not at all available in modern
geocoding systems. In this paper, we present a novel method to geocode
historical addresses where we use an online geocoding service to initially
retrieve geocodes for historical addresses. For those addresses where mul-
tiple geocodes are returned, we employ outlier detection to improve the
accuracy of locations assigned to addresses, while for addresses where no
geocode was found, for example due to spelling variations, we employ
approximate string matching to identify the most likely correct spelling
along with the corresponding geocode. Experiments on two real histori-
cal data sets, one from Scotland and the other from Finland, show that
our method can reduce the number of addresses with multiple geocodes
by over 80% and increase the number of addresses from no to a single
geocode by up to 31% compared to an online geocoding service.

Keywords: Geocode matching · String comparison · Open Street Map

1 Introduction

The recent surge in the digitization of historical records, such as censuses, and
birth, death, and marriage certificates, is enabling social and health scientists
to explore human behavioral patterns across time at an unprecedented level
of detail [8]. The economic, social, medical, and demographic history of people
has been the interest that led to the growth of historical data analysis [7,18].
In this context, geospatial analysis plays an important role to uncover a great
c© Springer Nature Singapore Pte Ltd. 2019
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Table 1. Sample historical addresses and the corresponding retrieved modern addresses
using Open Street Maps along with their geocodes and address types.

Historical
address

Modern address Geocode [latitude, longitude] Address
type

Kilmorie No matching addresses No geocode –

Kilmore Kilmore, Highland
Scotland, IV44 8RG, UK

[57.0942387, −5.8720672] Hamlet

Feorlig Feorlig, Highland Scotland,
IV55 8ZL, UK

[57.4020757, −6.4979426] Hamlet

Feorlig, A863, Feorlig
Highland, IV55 8ZL, UK

[57.4052835, −6.4974833] Post
box

deal of hidden patterns in populations using geographical information such as
residential addresses that are commonly available in historical databases.

The process of geocoding aims to assign a geographic location (latitude and
longitude) to a textual address string [2]. In order to obtain accurate geocodes
for a large number of addresses, a comprehensive reference database consisting
of addresses and their locations is required. Alternatively, online services, such
as Google Maps or Open Street Maps (OSM) [10], some of which provide an
application programming interface (API), can be employed for geocoding.

While geocoding modern addresses generally results in accurate locations
being assigned to address strings [2,16], the process of geocoding historical
addresses is quite challenging. This is due to address quality issues and differences
between historical addresses and the addresses available in modern geocode ref-
erence databases or geocoding services. Address quality issues can occur because
of spelling variations, missing values, and incomplete addresses [6], and many
historical addresses do not follow modern address structures. For instance, evi-
dence in the Digitising Scotland project [6] suggests that Nineteenth century
addresses in census records mostly only provide township names [15]. This is in
contrast to commonly used modern hierarchical address structures that generally
consist of street numbers and names, postcodes, and town names [4].

Due to such imperfections in historical addresses, querying such address
strings using modern geocoding services commonly leads to partial matches with
multiple contemporary addresses regardless of the high quality, coverage, and
efficiency of the used geocoding service or geocoding reference database. As a
result, when querying historical addresses, existing geocoding services will return
either a single, multiple, or an empty set of locations.

Table 1 shows an example of historical addresses from a real-world database
we use in our experiments in Sect. 4. These addresses are extracted from Nine-
teenth century birth certificates from the Isle of Skye in Scotland [15]. Also shown
are the results when geocoding these historical address strings using OSM, which
returns no address, or a list of one or several matching contemporary addresses,
their geocodes, and their corresponding address types.
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Prior research in geocoding historical addresses involves establishing a sepa-
rate gazetteer (geographical dictionary) by associating historical addresses with
geocodes using existing gazetteer sources [4,13,20]. This approach, however,
does not facilitate geocoding historical addresses in the absence of corresponding
gazetteers with associated geocodes. To the best of our knowledge, no previous
studies have investigated how to incorporate modern geocoding services such as
OSM to geocode historical addresses.

Contribution. We examine how to best utilize modern geocoding services to
geocode historical addresses, and propose a novel geocoding method that uses
Open Street Maps (OSM) [10] to geocode historical addresses. We employ two
refinement phases to find a single geocode for those addresses where OSM returns
either multiple or no geocodes in the first phase: We use outlier detection to find
the most likely location for addresses that have multiple geocodes returned from
OSM; and apply approximate string matching for address strings that did not
receive any geocode to identify the most similar corresponding address string
along with its geocode. We evaluate our method on two historical data sets
showing how it can lead to significantly improved geocoding results compared
to applying a basic online geocode service such as OSM only.

2 Related Work

We now describe research related to our work, including approaches to geocoding
of historical addresses as well as the use of geocoding for record linkage.

St-Hilaire et al. [20] presented a historical address geocoding approach for
Canadian census manuscripts from 1911 to 1951 by implementing a refer-
ence gazetteer which associates historical addresses with geocodes. Rather than
geocoding at the level of addresses, the authors have geocoded at the level of
census subdivisions (CSD), a small unit for which census returns were published,
by associating each address with the corresponding CSD polygon as per the his-
torical records. Due to variations in addresses over time, the CSD polygons are
generated separately for each year by referencing and overlaying 2001 Statistics
Canada digital maps onto historical maps. Logan et al. [13] have geocoded US
census records from 1880 with a resolution of street-level addresses by associating
street level historical addresses with contemporary TIGER (Topologically Inte-
grated Geographic Encoding and Referencing) files which comprise geospatial
information released by the US Census Bureau.

A recent approach by Lafreniere et al. [11] has implemented a framework
for geocoding historical addresses using an address point locator created for
each historical period by combining historical sources. All historical sources with
images have been georeferenced using ArcGIS, a modern geocoding service. A
similar study by Cura et al. [4] relaxes the need of complete gazetteers and
instead employs geohistorical objects which contain information extracted from
historical sources for the process of geocoding.

In 2015, Daras et al. [5] proposed a framework for geocoding historical
addresses in the Digitising Scotland project [6]. In contrast to the previous work
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Phase 1 Phase 2

Phase 3

Single Geocode

Approximate
Address Matching

Multiple Geocodes
Geocoded

Historical Addresses
Historical
Addresses

Retrieve
Geocodes

No geocodes
Geocode(s)

Single or No

Outlier Detection

Fig. 1. Overview of geocoding historical addresses consisting of (1) geocode retrieval,
(2) processing of addresses with multiple geocodes with outlier detection, and (3)
approximate string matching for addresses with no geocode. The blue boxes indicate
phases while the red boxes indicate intermediate results. Yellow boxes indicate input
and output. (Color figure online)

that used historical gazetteers, the authors employed exact and fuzzy string
matching to map historical addresses to modern addresses. This framework
compares historical to modern addresses and employs manual clerical review
to geocode addresses that do not map to a corresponding modern address.

In the context of record linkage, several attempts have been proposed to
incorporate geographical information when linking databases. Blakely et al. [1]
have utilized geocodes in the blocking step when linking New Zealand census to
mortality data. Schraagen and Kosters [19] employed distance-based measures
as consistency constraints applied on graphs for family reconstruction. More
recently, in a genealogical network inferring algorithm proposed by Malmi et
al. [14], the authors used a probabilistic record linkage model to construct family
trees with attribute similarity features including a geographical distance.

Overall, these studies have shown that existing geocoding approaches for
historical addresses are highly data dependent, where most of the research work
uses existing gazetteers to conduct geocode matching. What is not yet clear is
the impact of using available online geocoding services, such as OSM, for the
geocoding process of historical addresses.

3 Geocoding Historical Addresses

In this section, we present our method to geocode historical addresses, as outlined
in Fig. 1 and summarized next. The aim of geocoding historical addresses is to
find a single and accurate geographical location for each address.

The first phase, as described in Sect. 3.1, involves retrieving geocodes from an
online geocoding service. In our work, we utilize the freely accessible geocoding
service OSM [10]. We denote with A the set of unique historical addresses for
which we are interested in finding geocodes. The retrieval of geocodes from the
online geocoding service can result in three subsets: (1) addresses with a single
geocode, AS , (2) addresses with multiple geocodes, AM , and (3) addresses with
no geocodes, AN , where A = AS ∪AM ∪AN . Addresses in AM and AN require
further processing to obtain a valid single geocode of their locations.
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Over time, conventions in address structures have evolved, and as a con-
sequence, historical addresses often do not follow the hierarchical structure of
contemporary addresses [4]. Existing historical sources might also only contain
incomplete or partial addresses due to choices and inefficiencies in the digitiz-
ing processes. Accordingly, for a particular historical address, multiple matching
contemporary addresses (each with a different location) may be returned. In the
second phase of our method, as we describe in Sect. 3.2, we process the addresses
in AM . We use the type of each matching contemporary address, such as build-
ing, village, hamlet, or camping area, and the geographical distances between the
geocodes for a given address to remove likely irrelevant geocodes.

As a result of spelling variations and differences between historical and con-
temporary addresses, existing geocoding services potentially do not contain loca-
tion information for all historical addresses [4]. The third phase of our method,
described in Sect. 3.3, therefore focuses on identifying the most similar correct
spelling variation in AS for the addresses in AN , assuming that those addresses
contain spelling variations or missing tokens from their correct version, and
assigning corresponding geocodes to the addresses in AN .

3.1 Retrieving Geocodes

The retrieval of geocodes for a historical address from a geocoding service is
straight-forward when the queried address string returns either a single or mul-
tiple geocode(s). However, due to data quality issues in historical addresses dis-
cussed above, there are instances where a historical address string cannot be
matched to any existing address known to the geocoding service. For historical
addresses that comprise of multiple words (tokens), in the absence of any geocode
for the full address, we tokenize the address (split a string at whitespaces) and
obtain geocodes for different subsets of tokens to generalize the address.

However, the hierarchical inconsistency and incompleteness of historical
addresses can complicate the process of identifying hierarchical information in
an address. Therefore, we iteratively remove each token (starting from the first)
and query the geocoding service with the remaining set of tokens. For instance,
the address ‘Brae Stein Waternish’ can be queried with ‘Stein Waternish’, ‘Brae
Waternish’ and ‘Brae Stein’, and we then consider the union of geocodes retrieved
from all three queries. If multiple matching contemporary addresses with mul-
tiple geocodes are returned for these queries, further processing (as described
next) can help to obtain the best matching geocode.

3.2 Geocoding Historical Addresses with Multiple Geocodes

The second phase of our method, as detailed in Algorithm 1, focuses on pro-
cessing each address in AM to obtain a single valid geocode by removing one or
more invalid geocodes. We use geographical distances between geocodes, types of
contemporary addresses associated with each geocode, and an outlier detection
based function to filter out invalid geocodes.
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Depending on the application, we can decide which type of addresses, T,
to consider when multiple modern addresses are returned for a particular his-
torical address string. For example, we consider an order of addresses of type
T= [village, hamlet, residential area, building] for the experimental evaluation
as we are interested in places where people live. In the presence of addresses of
types T, we filter the addresses with the highest priority type in lines 3 to 5.

Algorithm 1: Processing multiple geocodes (Phase 2)

Input:
- AM : Set of historical addresses with multiple geocodes
- AS : Set of historical addresses with a single geocode
- AN : Set of historical addresses with no geocode
- T: List of appropriate address types ordered according to their priority
- tmin: Threshold for minimum distance between a valid set of geocodes
- tmax: Threshold for maximum distance between a set of geocodes with no outliers
- f : Outlier detection function
- z: Threshold for the outlier detection function

Output:
- AS : Set of historical addresses with a single geocode
- AN : Set of historical addresses with no geocode

1: for a ∈ AM do: // Loop over addresses
2: g = a.geocode set // Get initial geocode set for address a
3: gT = GetPriorityGeocodes(g,T) // Get set of geocodes filtered by priority types
4: if gT �= ∅ then: // Check if prioritized geocodes are available
5: g = gT // Update geocode set with the prioritized geocodes if available
6: dmin = GetMinimumDistance(g) // Retrieve minimum distance among geocodes
7: if dmin > tmin then: // Check minimum distance
8: AN = AN ∪ {a} // All geocodes are too far apart, add address to set AN

9: else:
10: dmax = GetMaximumDistance(g) // Get maximum distance among geocodes
11: if (dmax > tmax) and (|g| > 2) then: // Check possibility of outliers
12: g = GetOutlierRemovedGeocodes(g, f, z) // Get outlier removed geocodes set
13: if g �= ∅ then: // Check if geocode set is not empty after outlier removal
14: a.geocode = GetAverageGeocode(g) // Get average geocode
15: AS = AS ∪ {a} // Add to set of addresses with single geocode
16: else:
17: AN = AN ∪ {a} // Add to set of addresses with no geocode
18: return AS ,AN

For a given address, we validate the set of geocodes by exploiting the mini-
mum and maximum geographical distance between them. If the minimum dis-
tance, dmin, between any geocode pair in its set g is above a certain threshold
tmin, then these geocodes are geographically too scattered. As we are employing
an unsupervised process, it is not possible to decide which geocode is correct
in a scattered set of geocodes. We therefore consider them as an invalid set of
geocodes and add the address to AN (lines 6 to 8).

In lines 9 to 17, we then aim to identify any outlying geocodes in the set of
geocodes for a given address. We only employ outlier detection if the maximum
distance, dmax, between any pair of geocodes in g is greater than the threshold
tmax (lines 10 to 12). The thresholds tmin and tmax can be set by the user based
on the expected circular proximity of a valid set of geocodes.

We employ outlier detection to identify any geocodes that are far away from
others for a given address. Because the number of multiple geocodes for a given
address is usually small, and the set of geocodes are not a set of numerical values,
we use modified versions of standard statistical outlier detection functions such
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as the z -score normalization [9] and the robust variation of z -score normaliza-
tion [17]. In z -score normalization, if a data point deviates more than z standard
deviations from the mean of the data distribution, it is considered as an outlier.
The values for z used vary in the range of 2 ≤ z ≤ 4 [12]. The robust variation of
z -score replaces the mean and standard deviation in the normalization process
with the median and median absolute deviation to avoid the effect of outliers on
the statistical measures [17].

To apply these statistical outlier detection functions in the context of geo-
codes, we use the distances between all geocodes in the set g for a given address,
rather than the geocodes themselves. The pair-wise distances between geocodes
are calculated using the great circle distance, which reflects the shortest distance
between two points on the Earth measured along the surface using the Haversine
equation [21]. Let us assume the radius of Earth is R and the geocodes g1 and
g2 have longitude and latitude values as (x1, y1) and (x2, y2), respectively. Then
the distance d1,2 between these two geocodes can be calculated as:

h1,2 = sin2
(x2 − x1

2

)
+ cos(x1) × cos(x2) × sin2

(y2 − y1
2

)

d1,2 = R× 2 × arcsin(min(1,
√

h1,2)) (1)

Now let us define the set D as the n(n − 1)/2 pair-wise distances calculated
between the n geocodes in g, with n = |g|, returned for one given address,
where n > 2. For a given geocode gi ∈ g, we denote its set of distances to all
other geocodes in g as Di. We calculate the average of a set of distances as avg(),
the standard deviation as std(), the median as med(), and the median absolute
deviation as mad(). The z -score, zi, and robust z -score, rzi, for geocode gi are
then calculated as:

zi =
|avg(D) − avg(Di)|

std(D)
rzi =

|med(D) −med(Di)|
mad(D)

(2)

If the value zi or rzi is greater than the predefined threshold value, z, then
geocode gi is considered as an outlier.

After outliers are identified and removed (lines 11 and 12 in Algorithm 1), the
remaining geocodes are averaged to obtain a single geocode for the given histor-
ical address (we use the average instead of the median due to the generally very
small numbers of geocodes in g). The computational complexity of Algorithm 1
is O(|AM | · g2), where g is the average size of the sets of geocodes, g.

3.3 Geocoding Historical Addresses with No Geocodes

In the third phase of our method, as outlined by Algorithm 2, we employ approxi-
mate string matching to identify the most similar address string for the addresses
in AN where no geocode was found. To identify the most similar address string,
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we can either use addresses for which we have already identified a single geocode,
AS , or alternatively use existing historical gazetteers [4,13,20].

Algorithm 2 requires a string similarity function sim(), a similarity threshold
value st, and two sets of addresses: those without geocodes, AN (possibly due
to spelling variations), and those for which a single geocode is available, AS .
For each address aN ∈ AN , if the highest similarity score smax of aN with
any address aS ∈ AS is above the similarity threshold st (which decides if two
addresses are matching or not), then we assign the geocode of the best matching
address, abestS , to the non-geocoded address aN in line 9. Otherwise, the geocode
of aN is left as unknown in AN and kept for manual review. The computational
complexity of Algorithm 2 is O(|AN | · |AS |).

Algorithm 2: Approximate Address Matching (Phase 3)

Input:
- AN : Set of historical addresses with no geocodes
- AS : Set of historical addresses with a single geocode
- sim(): String similarity function
- st: Threshold for string similarity calculation

Output:
- AN : Set of historical addresses with no geocodes
- AS : Set of historical addresses with a single geocode

1: for aN ∈ AN do: // Loop over non-geocoded addresses
2: smax = 0 // Initialize maximum similarity value to 0
3: for aS ∈ AS do: // Loop over geocoded addresses
4: s = sim(aN , aS) // Calculate the similarity between addresses
5: if s ≥ smax then: // Check if similarity is above the maximum similarity
6: smax = s // Update the highest similarity score

7: abest
S = aS // Update the most similar record

8: if smax ≥ st then: // Check if the maximum similarity score is above the threshold

9: aN .geocode = abest
S .geocode // Assign the geocode of most similar address

10: AN = AN \ {aN} // Remove the record from non-geocoded address set
11: AS = AS ∪ {aN} // Add the record to geocoded address set
12: return AS , AN

Many different approximate string similarity functions have been devel-
oped [3]. One commonly used such function specific for English names is Jaro-
Winkler [22]. This function calculates a similarity between 0 (strings are com-
pletely different) and 1 (strings are the same) by counting the numbers of com-
mon and transposed characters. Given address strings commonly contain several
tokens, we adapted this comparison function where we first sort all tokens in the
addresses to be compared and then apply Jaro-Winkler on the sorted tokens. A
set of pre-experiments showed good results using this approach. However, our
method can use any string similarity function to match addresses. Deciding on
the string similarity threshold depends on the expected similarity of matching
addresses.

4 Experimental Evaluation

We evaluated our method to geocoding historical addresses on two real data sets.
The Scottish (Isle of Skye) data set1 [15] consists of 17,614 birth records from the
1 Not publicly available, for similar data see: https://www.scottish-places.info.

https://www.scottish-places.info
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Fig. 2. Variation of multiple geocoded address categories with respect to different tmin

and tmax values (as discussed in Sect. 3.2).
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Fig. 3. Variation of multiple geocoded address categories with respect to different
outlier detection functions f and thresholds z (as discussed in Sect. 3.2).

Isle of Skye from 1861 to 1901 with 1,268 unique addresses. The Finnish data
set2 [14] contains 4,962,236 birth records from 1600 to 1917, with only 9,392
unique addresses (most of these only the name of a hamlet or village). For this
data set we therefore considered the combination of village and parish names
as the full address because the same village name commonly occurs across dif-

2 Available at: http://hiski.genealogia.fi/hiski?en.

http://hiski.genealogia.fi/hiski?en
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Fig. 4. Example addresses from the Finnish data set with geocode sets of 3 (left), 5
(middle), and 17 (right). Outliers are detected using the robust z -score function and
shown as red stars. (Color figure online)

Table 2. Address match percentages with different similarity threshold values st.

Jaro-Winkler similarity Sorted token Jaro-Winkler similarity

st 0.7 0.75 0.8 0.85 0.9 0.95 0.7 0.75 0.8 0.85 0.9 0.95

% 99.4 94.2 74.1 49.5 29.4 11.0 99.0 93.5 73.6 49.7 29.4 10.5

ferent parishes. The Finnish data set contains ground truth locations for most
addresses. No ground truth is available for the Isle of Skye data set. We ran
experiments for different values of the thresholds, tmin and tmax, the types
of addresses, T, and the two outlier detection functions discussed in Eq. (2)
with different threshold values, z. We implemented our method in Python 2.7,
and the program is available at: https://dmm.anu.edu.au/histrl/ to facilitate
repeatability.

Figure 2 shows the results of changing tmin, which determines if a set of
geocodes is invalid or not, and tmax, which determines the maximum distance
between geocodes in a set before outlier detection is applied. As can be seen,
when tmin is increased, the number of addresses having invalid geocodes becomes
lower (≈32%) while the number of addresses having valid geocodes increases
(≈4%). When tmax is increased, the number of addresses having no outliers
increases slightly (≈4%) because most received geocodes are in closer range,
while the addresses with outliers are decreasing (≈57%). Overall, however, our
proposed method is robust with regard to settings of both these threshold
parameters.

Figure 3 shows results of using the two different outlier detection functions to
identify outlying geocodes. The maximum number of multiple geocodes retrieved
for an address was 40 for both data sets, while the average and median were 4.2
and 2, respectively. Because of these small numbers of geocodes for each address,
the robust z -score function, using median, tends to perform better in identifying
outliers compared to the average based z -score function. Furthermore, the figure
provides strong evidence of the significance of using address type filtering. The
numbers of invalid addresses and addresses with outliers are considerably higher
if no address type filtering is applied compared to with address type filtering.
This is because the geocodes are selected for each address for the highest prior-
ity address type while other geocodes that are unlikely to match are removed.

https://dmm.anu.edu.au/histrl/
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Table 3. Summary of geocoded addresses after geocoding with OSM, after applying
our geocoding algorithm and an analysis of proximity with ground truth.

Finnish Isle of Skye

Total number of unique address strings 9,392 1,268

Number of addresses with a single geocode from OSM 2,654 298

Number of addresses with multiple geocodes from OSM 6,268 195

Number of addresses with no geocodes from OSM 470 775

Number of addresses with multiple geocodes resulted in:

A valid geocode with the proposed method 5,283± 207 159± 15

An invalid geocode with the proposed method 985± 207 36± 15

Number of addresses with no geocodes resulted in:

A valid geocode with the proposed method 9± 6 331± 191

No geocode with the proposed method 1,447± 204 479± 191

Ground truth analysis:

Number of addresses with a valid geocode within 1 km 2,284± 175 –

Number of addresses with a valid geocode within 5 km 3,226± 127 –

Number of addresses with a valid geocode within 10 km 3,682± 138 –

Number of addresses with a valid geocode within 20 km 4,065± 126 –

Figure 4 shows examples of how robust z -score correctly identifies outliers of
geocode sets of different sizes.

We evaluated the effect of approximate string matching and the similarity
threshold st, as discussed in Sect. 3.3, using the Isle of Skye data set. Table 2
shows a clear decrease in the number of matches when st is increased. However,
a higher st more likely identifies the correct variation of a misspelled address
due to the high similarity between the pair of address strings.

Finally, Table 3 presents the number of unique addresses of the two data sets
when geocoded only with OSM, and the averages and standard deviations when
different parameter settings of our geocoding method are applied. As can be seen,
our method is able to find a valid single geocode for over 80% of addresses when
multiple geocodes were retrieved from OSM. The approximate string matching
phase is also capable of identifying correct spelling variations for misspelled
addresses and identify a single valid geocode for no geocoded addresses for up to
31% for the Isle of Skye data set. However, as the Finnish data set is normalized
to contain unique addresses, in the third phase our method is unable to identify
valid spelling variations for most of the Finnish addresses.

The final section of Table 3 shows the number of addresses located with a
calculated geocode within 1, 5, 10, and 20 km when compared with the ground
truth location. Due to the variations in geocoding datums and the accuracy of
OSM, the proximity of calculated geocodes and ground truth geocodes varies.



52 N. Kirielle et al.

5 Conclusion

We have presented a novel method to geocoding historical addresses using an
online geocoding service. We apply outlier detection and approximate string
matching to identify accurate locations for those addresses where multiple or no
geocodes were retrieved. Our evaluation on two real historical data sets showed
significant improvements in geocoding historical addresses using our method
compared to an online geocoding service. As future work, we plan to improve
the geocode retrieval from an online geocoding service by recognizing the tokens
in addresses using Hidden Markov model-based approaches [3], and we aim to
compare our method with prior methods. We also aim to explore how a suit-
able threshold for outlier detection can be learned from the data and explore
alternative outlier detection functions for geocoding of historical addresses.

Acknowledgements. This work was partially funded by the ARC under
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Abstract. Measurement of population health outcomes is critical to
understanding the health status of communities and thus enabling the
development of appropriate health-care programmes for the communi-
ties. This task acquires the prediction of population health status to be
fast and accurate yet scalable to different population sizes. To satisfy
these requirements, this paper proposes a method for automatic predic-
tion of population health outcomes from social media using Set Prob-
abilistic Distance Features (SPDF). The proposed SPDF are mid-level
features built upon the similarity in posting patterns between popula-
tions. Our proposed SPDF hold several advantages. Firstly, they can be
applied to various low-level features. Secondly, our SPDF fit well prob-
lems with weakly labelled data, i.e., only the labels of sets are available
while the labels of sets’ elements are not explicitly provided. We thor-
oughly evaluate our approach in the task of prediction of health indices
of counties in the US via a large-scale dataset collected from Twitter. We
also apply our proposed SPDF to two different textual features including
latent topics and linguistic styles. We conduct two case studies: across-
year vs across-county prediction. The performance of the approach is
validated against the Behavioral Risk Factor Surveillance System sur-
veys. Experimental results show that the proposed approach achieves
state-of-the-art performance on linguistic style features in prediction of
all health indices and in both case studies.

Keywords: Population health · Social media

1 Introduction

The societal-level health measures, such as self-perceived mental and physical
health, or mortality, provide indicators representing the health situation of a
community, and hence inform subsequent public health promotion planning
[15,20]. These would also help governments develop appropriate health-care pro-
grammes for the communities. Typically, the health outcomes of a community
are summarised either from the health status of individuals in that community
or represented as the distribution of individual health outcome measures [15].
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Traditionally, input data for population health analysis of a community is
collected from individuals in that community through surveys. These surveys
can be done via means such as telephone interviews or postal feedback for pre-
designed questionnaires. The strength of the traditional approach is twofold:
reliable answers could be obtained as the questionnaires have been designed by
experts, and the population of interest could be actively targeted and hence feed-
back would be relevant and representative for the population. However, organ-
ising such kind of surveys is usually costly, time-consuming, and not scalable.
It often takes years to make surveyed results publicly available. For instance,
the Behavioral Risk Factor Surveillance System (BRFSS) reports in 2017 were
collected in or before 20151. In addition, small portions of the population partic-
ipating in surveys might not properly reflect holistic characteristics of the entire
population. For instance, BRFSS – the largest health survey dataset conducted
in the world – includes just about 400,000 interviews each year.

Thanks to the advent of online social networking platforms – also known as
“social media”, a new source of data namely social media data has opened numer-
ous crowdsourcing-based applications, including health-related applications. Bil-
lions of people are daily connecting in social networks such as Facebook, Twitter,
Instagram, Flickr, etc. to share their wellness status with private contacts or the
public. Moreover, the advances of the Internet and mobile technologies allow
people, easily and seamlessly, post their activities and events in real-time man-
ners. Social media data therefore potentially captures individual’s health status,
both mental and physical, via the mood, thinking, activities and communications
made by members in populations [4]. With spatial and temporal information,
social media data provides an effective way to automatically determine popula-
tions and track their changes over time. In addition, vast amount of data can be
collected through social media more rapidly and easily yet at much lower cost
than traditional surveys [7].

Health-related data can be captured from a wide range of sources including
medication, demographics, genetics, social activity, family history, life style, envi-
ronment and social relationships, and would help expand knowledge in disease
diagnosis, prevention, treatment and management [1]. Recent studies in health
analysis via social media have examined various ways to extract the health-
related content in social media and exhibited the potential of the approach.
These studies indicate a strong correlation between what people in a commu-
nity post and the health outcomes of the community [13]. Linguistic Inquiry and
Word Count (LIWC) [16], and a latent topics model such as latent Dirichlet allo-
cation (LDA) [2], are commonly used to extract the health-related content from
textual data, e.g., tweets. However, existing population health analysis methods,
e.g., [3,13,18], treat populations independently and individually while there may
exist similarities in the way members of different populations communicate in
social media and these similarities may be important indicators of the health
status of the populations. For instance, similar populations may indicate similar
health outcomes.

1 https://www.cdc.gov/brfss/.

https://www.cdc.gov/brfss/
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Towards this direction, we investigate the similarities between populations
for prediction of the health outcomes of the populations. In particular, we pro-
pose novel features namely Set Probabilistic Distance Features (SPDF) which
are built upon set distance, i.e., distance between sets. In our approach, popula-
tions are considered as sets and tweets in populations are considered as elements
of sets. The advantages of our approach are twofold. Firstly, the proposed SPDF
are mid-level features and can be applied to various low-level features. Secondly,
our approach does not require the labels (i.e., health status) for individual tweets.
Instead, only the health status of populations are considered. This make the app-
roach adaptive to weakly labelled data, i.e., only the labels of sets are available
while the labels of sets’ elements are not explicitly provided. We apply the pro-
posed SPDF on two different textual features including LIWC and latent topics.
We also experiment our approach with various distance metrics. The proposed
approach is evaluated in the task of prediction of health indices of counties in
the US via a large-scale dataset collected from Twitter. Two case studies: across-
year and across-county prediction of population health outcomes are conducted.
Experimental results show the potential of the proposed approach in both case
studies and the approach achieves state-of-the-art performance when SPDF is
applied to linguistic style in prediction of all health outcomes and in both case
studies.

The remainder of our paper is organized as follows. In Sect. 2 we briefly
review related work on social media-based population health study. In Sect. 3
we present our approach. We describe our experiments and analyse results in
Sect. 4. Finally we provide some remarks and conclude the paper in Sect. 5.

2 Related Work

Social media has found a broad range of applications such as ecology and environ-
mental management, transportation or epidemiology [6,19]. Most people today
are connecting to social networks using their mobile phones to share the places
they visit, what they do and how they feel on the go. This communication
mode provides huge volumes of spatio-temporal, user generated data which also
open novel opportunities for health-related applications. Recently, social media
has significantly enhanced healthcare research due to the offered advantages
including novel and effective lens to keep track of user activities and their inter-
actions in a real-time manner. Prior studies in public health analysis through
social media have utilised tweet data obtained from social media at popula-
tion scale and demonstrated their potentials. An early work is the Google Flu
Trends [9], developed for detecting influenza epidemics for more than 25 coun-
tries. This work is motivated from the observation that the frequency of patients’
queries on physician visits is highly correlated to the level of weekly influenza-like
symptoms. Accumulated geotagged information from social media data can also
be harnessed to determine spatial health-related issues, monitor the spread of
infectious diseases, and/or analyse the effect of a concept on public health. For
instance, geospatial social media data can be used to specify geographic densities
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of clinical concepts in regions of interest [8,11], spatially cluster groups of data
having similar characteristics [17], or build recommendation systems to advice
locations of interest [22]. Similarly, the relationship between urban form and
well-being can be identified from social media [21]. In addition, location infor-
mation from social media is valuable for mapping clinical contents to spatial
representations [10].

To deal with the problem of social media based data analysis at population
levels, it is crucial to characterise the population-level content. Several techniques
have been proposed for textual-based population representation. A straight-
forward approach is to aggregate textual features extracted from individuals
of a population to form the population-level features for that population. For
instance, in [3,18], tweets in a county is concatenated into a so-called aggregated
tweet on which features are extracted. This approach is simple to implement and
aims to alleviate computational burden in processing large-scale data. However,
the approach does not consider the relationships between features at individual-
level which may potentially convey predictive information of population health
outcomes.

In [14], so-called kernel-based features are constructed on top of textual fea-
tures using kernel functions. Kernel functions capture statistical correlations
between textual features. However, this method does not take into account the
relationship between populations (e.g., the commonality in the way people in
different populations make their posts). Since only the heath status of popu-
lations is given while the health status of each individual post in populations
is not provided, the similarity between populations may indicate the similarity
between health outcomes. Another drawback of the method in [14] is that the
dimension of kernel-based features is quadratic of the dimension of texture fea-
tures which are used in the kernel functions. This makes the method suffer from
high computational complexity.

3 Proposed Method

As argued in our introductory section, the similarity between populations may
indicate the similarity between health outcomes. This observation inspires us to
develop population-level features that capture the relationships between pop-
ulations for data analysis at population scale. Specially, we propose here Set
Probabilistic Distance Features (SPDF) which are formed from the distance
between sets. In our paper, populations are considered as sets in which tweets in
populations are considered as elements of sets. Our approach offers two advan-
tages. Firstly, the proposed SPDF are mid-level features and can be adapted to
various low-level features. Secondly, our approach fits well data analysis tasks
with weakly labelled data. For instance, the labels (health status) for individual
tweets are not given but only the health status of populations are.

The crucial part of our proposed SPDF is the distance metric used to measure
the similarity between populations (sets). There exist several set distance metrics
and Hausdorff distance is probably the most popular one. However, Hausdorff
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distance favours extreme cases. In particular, the Hausdorff distance between
two sets is biased by the maximal distance between elements of these two sets.
To overcome this shortcoming, our proposed SPDF defines the distance between
two sets in a probabilistic way that takes into account the distances between all
pairs of elements in two sets. The proposed SPDF thus is able to capture the
commonality of the sets.

To begin with, let us introduce notations that are used in our formulation.
Let C denote a county from which a set of tweets ti is collected. For simplicity, we
denote C = {ti}. A county is considered as a “set” and its tweets are considered
as “elements” in the set. A tweet t is encoded by a feature vector f(t) ∈ R

N .
We define the likelihood P (t|C) that a tweet t is drawn from a county (i.e. set
of tweets) C by using the following marginalisation,

P (t|C) =
∑

ti∈C

P (t|ti)

=
∑

ti∈C

exp

(−d2(f(t), f(tj))
σ2

)
(1)

where d(f(t), f(tj)) is a certain distance between the feature vectors f(t) and
f(tj). In our experiments, we implemented P (t|C) with various distance mea-
sures such as Euclidean, city block, cosine or correlation.

We then define a new probabilistic similarity between two counties Cj and
Ck as

S(Ci, Cj) =
∑

t∈Ci

P (t|Cj) +
∑

t∈Cj

P (t|Ci) (2)

where P (t|Cj) and P (t|Ci) is defined in (1). As shown, the greater S(Ci, Cj)
is, the more similar Ci to Cj is and vice versa. We note that our proposed
probabilistic similarity somehow capture the commonality of sets.

Given a training set including counties whose the health indices are anno-
tated (labelled), we first apply the K-means algorithm on the training set to
obtain clusters. Note that our clustering is different from the traditional K-
means method. In particular, each data point in our case is a county and different
counties have different number of tweets. In addition, the centroids of clusters
are not the means of clusters. Instead, clusters are initialised by randomly parti-
tioning the training set. The centroid of each cluster is a dummy county which is
formed by aggregating the tweets of all the counties in that cluster. Comparing a
county with a cluster centroid is performed using (2). The clustering step results
in a set of K centroids denoted as {C1, C2, ..., CK}.

For each training/test county C, we encode this county by a feature vector,

V(C) = 〈S(C,C1),S(C,C2), ...,S(C,CK)〉 (3)

where S(C,Ci) is defined in (2).
Finally, the SPDF vectors generated on the training set are used to train a

regression model, for instance, the Kernel Ridge Regression [12]. For prediction
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of health outcomes, each test county is encoded by a SPDF vector that is fed to
the regression model for estimating the county health index.

4 Experiments

4.1 Data

We crawled 1,129,928,183 tweets made in years 2014, 2015, and 2016, and
geotagged with US latitude/longitude coordinates, which were mapped to US
geocodes. We also collected 152,853,038 tweets made in 2013 for learning latent
topics. The LDA algorithm proposed in [2] was adopted to learn latent top-
ics. To reduce computational complexity, we limited the number of tweets for
each county in each year to 100,000 tweets selected randomly. Consequently,
448,567,987 tweets were collected.

The collected geotagged tweets were associated with the US counties by map-
ping their geocodes to the Federal Information Processing System (FIPS) codes
using the cartographic boundary files provided by the US Census Bureau in 2013.
There were 3,221 different geocodes corresponding to 3,221 counties in the US.
Note that we used only tweets with associated latitude/longitude coordinates,
those with self-reported location information but without coordinates were not
considered in our study.

We used the BRFSS survey reports as the ground truth for our experiments.
The surveys were conducted by the Centers for Disease Control and Prevention
(CDC) via telephone and collected data from the US residents regarding to heir
health-related risk behaviours, chronic health conditions, and health outcomes.
BRFSS contains about 400,000 interviews completed each year2 and is currently
the largest health survey system, not only in the US but also in the world. The
questionnaires in BRFSS surveys are categorised into core sections including
current health status, number of healthy days, inadequate sleep, chronic health
conditions, and optional modules such as healthcare access or social context.

For estimating health indices case study, we used the annual health ranking
data of counties in BRFSS surveys including (i) poor or fair health – percent of
adults that report fair or poor health, (ii) poor physical health days – the average
number of reported physically unhealthy days per month, and (iii) poor men-
tal health days – the average number of reported mentally unhealthy days per
month. For classifying health situation case study, bottom and top 500 healthiest
counties for each health index3 were used.

4.2 Experimental Setup

Case Studies. To evaluate our proposed approach, we run experiments on
two case studies: across-year and across-county prediction. For across-year pre-
diction, the data of year 2014 is used for training a regression model, then we
2 https://www.cdc.gov/brfss/index.html.
3 https://www.usnews.com/news/healthiest-communities/rankings.

https://www.cdc.gov/brfss/index.html
https://www.usnews.com/news/healthiest-communities/rankings
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validate the approach on the data of years 2015 and 2016. For across-county
prediction, the dataset of the same year is split in to training set (70%) and test
set (30%). We measure the performance of prediction of health outcomes using
Spearman’s rank correlation coefficient between predicted values and the ground
truth values (from the BRFSS reports).

We validate our proposed SPDF on two common textual features includ-
ing latent topics [2] and linguistic style features (LIWC) [16]. The numbers of
latent topics and linguistic style categories are both set to 78, resulting in a 78-
dimensional feature vector for each tweet. Recall that the SPDF is built based on
distance metrics, i.e., d(., .) in Eq. (1). In our experiments, we evaluate our app-
roach with different distance metrics including cityblock, correlation, Euclidean,
and cosine. For regression model, Kernel Ridge Regression algorithm – linear
least squares with l2-norm regularization – is adopted. To get the best model,
grid search cross-validation with 5-fold cross validation is applied.

We also compare our approach with the baseline method in [3,18].

Computational Resources. Various preprocessing tasks in our experiments
such as data aggregation, linguistic feature extraction (from billions of tweets),
and matrix distance are at large-scale thus require high computational cost.
We employed Spark on top of Hadoop [23] for these tasks. Spark is a cluster
computing platform which enables distributed and parallel computations on a
cluster scaled up to 8,000 nodes. Additionally, Spark is an in-memory based sys-
tem that keeps data in memory for convenient subsequent iterations, thus allows
much faster computations than disk-based systems like Hadoop MapReduce [5].
Specifically, the entire Spark Hadoop cluster comprises 8 CentOS 7.2 physical
machines, each equipped with Intel® Xeon® E5-26700 (8 cores, 16 threads)
CPU, 128 GB RAM, Intel Xeon Phi Coprocessor (60 cores), and 24TB HDD.

4.3 Results and Discussion

Across-Year Prediction. Table 1 shows prediction results of the across-year
scenario on topic features. As shown, in comparison to the average distance, the
proposed approach achieves significant improvement. More specifically, in pre-
diction of generic health index of 2015, our approach yields a correlation at 0.66
with the ground truth when cityblock distance is used. The largest improvement
of 22% is also obtained in predicting generic health index of 2016 with cityblock
distance. Further, the improvement is obtained on predicting all health indices in
both years 2015 and 2016. We observe that on average, the correlation distance
results in the best performance (Spearman’s rho= 0.48), while cosine distance
shows the poorest one (Spearman’s rho= 0.38).

The prediction results of the same scenario but on LIWC features are shown
in Table 2. In this case, our approach with Euclidean distance consistently show
the best performance in predicting all indices. In comparison to the baseline,
16% of improvement is obtained in estimating the generic and physical indices of
2016. However, correlation and cosine distances appear to be ineffective metrics
on LIWC features.
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Table 1. Performance (in Spearman’s rho) on predicting the US county health indices
for the across-year prediction scenario. Topic features are extracted from tweets. Best
results are in bold.

2015 2016

Generic Mental Physical Generic Mental Physical

Baseline 0.60 0.54 0.48 0.33 0.32 0.30

Cityblock 0.66 0.48 0.50 0.55 0.23 0.24

Correlation 0.61 0.52 0.59 0.37 0.32 0.48

Euclidean 0.57 0.56 0.56 0.32 0.36 0.36

Cosine 0.61 0.51 0.60 0.24 0.18 0.19

Table 2. Performance (in Spearman’s rho) on predicting the US county health indices
for the across-year prediction scenario. LIWC features are extracted from tweets. Best
results are in bold.

2015 2016

Generic Mental Physical Generic Mental Physical

Baseline 0.53 0.42 0.45 0.29 0.22 0.22

Correlation 0.47 0.39 0.41 0.25 0.21 0.19

Cosine 0.49 0.37 0.39 0.27 0.18 0.18

Euclidean 0.56 0.46 0.49 0.45 0.31 0.38

Table 3. Performance (in Spearman’s rho) on predicting the US county health indices
for the across-county prediction scenario with topic features. Best results are in bold.

2015 2016

Generic Mental Physical Generic Mental Physical

Baseline 0.66 0.62 0.62 0.60 0.61 0.57

Cityblock 0.65 0.61 0.59 0.61 0.55 0.55

Correlation 0.67 0.63 0.62 0.62 0.60 0.58

Euclidean 0.62 0.58 0.59 0.57 0.50 0.50

Cosine 0.66 0.63 0.61 0.60 0.59 0.57

Across-County Prediction. Table 3 shows prediction results on the across-
county case study on various distances. In this case we only investigate the use of
latent topics. As shown in our experiments, among all the distances, correlation
performs best in most cases while Euclidean performs worst in estimating all
indices. On average, the proposed approach with correlation distance gains 2.7%
performance improvement compared to the baseline.

To conclude, the proposed approach outperforms the baseline in both predic-
tion scenarios and on both types of low-level features LIWC and topics. Further,
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from experimental results we observe that the correlation distance is superior to
other metrics on topics, while the Euclidean is dominant on LIWC features.

5 Conclusion

Population heath outcome measurement is critical for governments to develop
health promotion strategies and learn what initiatives and programs work best.
In this paper we propose Set Probabilistic Distance Features (SPDF) to encode
population health information. We evaluated our proposed features on the task
of predicting the health indices of the US counties in two case studies: across-year
and across-county prediction and measured its performance against the BRFSS
survey reports. Experimental results show that our approach not only obtains
significant correlation with the ground truth, but also out performs the baseline
method. As social media platforms have become the most popular means for
people to connect and share what is happening with them, our results suggest
that it is feasible to estimate general health outcomes at societal level through
the lens of social media in a real-time and low-cost manner. Applying SPDF to
different types of social media data will be our future work.
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Abstract. Population health analytics is fundamental to developing
responsive public health promotion programs. A traditional method to
interpret health statistics at population level is analyzing data aggre-
gated from individuals, typically through telephone surveys. Recent stud-
ies have found that social media can be utilized as an alternative popu-
lation health surveillance system, providing quality and timely data at
virtually no cost. In this paper, we further investigate the use of social
media to the task of population health estimation, based on a graph
neural network approach. Specifically, we first introduce a graph model-
ing method to construct the representation of each county as a graph of
interactions between health-related features in the community. We then
adopt a graph neural network model to learn the population health repre-
sentation, ended by a regression layer, to estimate the health indices. We
validate our proposed method by large-scale experiments on Twitter data
for the task of predicting health indices of the US counties. Empirical
results show a significant correlation with the reported health statistics,
up to a Spearman correlation coefficient (ρ) value of 0.69, and that our
graph-based approach outperforms the existing methods. These promis-
ing results also suggest potential application of graph-based models to a
range of societal-level analytics tasks through social media.

Keywords: Social networks · Social web and applications · Population
health · Graph neural networks

1 Introduction

Population health statistics is fundamental to public health policy formulation.
It helps understand societal-level health behaviors, identify underlying health
concerns and develop responsive public healthcare programs. For this purpose,
many governments have conducted studies to track public health trends, such
as epidemiology or overall health status in populations. Conventional sources of
health data include medical reports, physical examinations, personal interviews
and phone/mail surveys. In the US, for example, the Behavioral Risk Factor
Surveillance System (BRFSS) is a premier system of telephone surveys that
c© Springer Nature Singapore Pte Ltd. 2019
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collect state data about health risk behaviors, chronic health conditions, and
use of preventive services among US residents.1 The results from the BRFSS
have been used by the US Centers for Disease Control and Prevention (CDC)
to plan public health programs at both local and national levels.

Organizing a conventional health survey, such as telephone interviews, is
expensive and time-consuming, despite the high-quality data collected. It often
takes years to make results publicly available; for instance, the BRFSS 2017
results are typically based on data collected in or before 2015.2 Furthermore,
due to the limited number of participants, these traditional methods might not
reflect properly public health outcomes. For example, BRFSS, as the largest
health survey ever conducted in the world, completes about 450,000 interviews
each year. These limitations give rise to the need for an alternative solution to
collect comprehensive and timely population health statistics.

Social media has recently become an important “sensor” to track health
behaviors and trends in real-time. Billions of people are daily using social net-
work platforms such as Facebook, Twitter, or Flickr to share their status, photos
or opinions with public or their connected friends. Additionally, social media
provides innovative data such as geolocation, user responses or networks, which
previously unavailable. As such, to some extent, social media reflects individ-
ual’s health status, both mental and physical, via mood, thinking, activities and
communication [9]. In comparison with traditional surveys, social media pro-
vides larger, novel and diverse amounts of data [12]. Furthermore, data can be
collected from social media rapidly at low cost.

Various studies have shown the potential application of social media to the
task of tracking health behaviors at population scale. Significant results have
been found in tracking chronic illnesses [7], detecting depression or mental well-
being [1,3,8,9,15,26], or estimating generic and physical health outcomes [18]. A
common approach in these studies is to analyze user linguistic data, in particular
Twitter messages, based on the link between language and health [6,13,25]. To
this end, the linguistic features, such as LIWC lexicon [23], are extracted from
aggregated data, then a machine learning algorithm is adopted to learn the
prediction model. For instance, in [7,28], health-related representations for a
population were obtained by simply aggregating individual tweets. In [17,18],
high-level features capturing statistical relationships between low-level features
(i.e., LIWC and latent topics) were proposed.

In this paper, we investigate the application of graph neural networks to the
task of population health estimation through social media. Specifically, from the
aggregated data, we first extract low-level linguistic features, then construct a
representation of each population as a graph of interactions between the low-
level features. Consequently, each county is represented as a graph where the
nodes are the low-level features and the edges encode the relationships between
them. Finally, we adopt a state-of-the-art graph neural network model to learn
health index prediction models.

1 https://www.cdc.gov/chronicdisease/resources/publications/aag/brfss.htm.
2 https://www.cdc.gov/brfss/.

https://www.cdc.gov/chronicdisease/resources/publications/aag/brfss.htm
https://www.cdc.gov/brfss/
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The rest of the paper is organized as follows. In Sect. 2 we briefly review
related work on social media-based health study and representations for popula-
tion health analytics. In Sect. 3 we propose graph-based features for population
health from interactions between social media data and describe new model for
estimating population health outcomes. We then describe dataset and experi-
mental setup, results and discussion in Sect. 4. Finally we state some potential
future work and conclude the paper in Sect. 5.

2 Related Work

2.1 Social Media for Population Health Analytics

Apart from the feasibility of monitoring individual health-related concerns, social
media could also contributed to better understanding population health per-
spective, forming a new field known as digital epidemiology. Online generated
content, when harnessed appropriately, can provide information about disease
and health dynamics in populations around the world [27]. For example, a prob-
abilistic model was developed to train on a large corpus of Twitter posts, which
have been shared by individuals diagnosed with clinical depression, to determine
if the posts could indicate depression [8]. The model took advantage of social
activity, emotion and language manifested as signals reflecting individual mental
health status. Using this model, De Choudhury et al. [8] introduced a “social
media depression index” which can characterize levels of depression in popula-
tions. Paul and Dredze [20] applied the Ailment Topic Aspect Model (ATAM)
[21] to model behavior around a variety of diseases of importance in public health
on over 1.5 million health-related tweets and discovered mentions of dozens ail-
ments. The results showed qualitative correlations with public health data and
evaluations of model output. In addition, prior knowledge was incorporated into
this model to several tasks, including localizing illnesses by geographic region
and measuring behavioral risk factors [20].

Social media has also exhibited promising performance in public health esti-
mation. Nguyen et al. proposed kernel-based features for predicting the US
counties health indices from geocoded tweets and gained significantly higher
prediction performance than did the existing techniques by up to 16.3% [18].
The mid-level kernel-based features, generated by considering the distributions
of textual features at population level along with the relationships of textual
features between individuals, can also be applied to applications requiring data
analytics at population levels [18].

2.2 Features for Population Health Analytics

Primary Textual Features. Most social media-based population health anal-
ysis approaches, to date, extract semantic information from textual content such
as status, tags or comments. Textual features, such as linguistic style or latent
topics, are therefore often used as the discriminators.
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Linguistic Style. A meaningful connection between language and health out-
comes has been discovered in [22]. For example, when reading depressing stories,
judges tend to get depressed accordingly. Based on these findings, a software
package, named Linguistic Inquiry and Word Count (LIWC), was developed to
extract psycho-linguistic features for a given text [24]. The LIWC goes through
every word of document, makes comparison the word with a dictionary built
by [23], then calculates the percentage of each LIWC category, finally lists all
categories and the rates that each category was used in the given text.

Various studies have adopted LIWC features to problems of social media
based health analysis. Culotta performed a linguistic analysis of the Twitter
activity to estimate health-related statistics from the County Health Rankings
& Roadmaps projects, including health outcomes [7]. The experimental results
show significant correlation with 6 of the 27 health statistics, in which the LIWC
lexicon outperformed alternatives [7]. Tweets has been indicated providing better
representation of a community’s health than demographic variables alone [7]. In
addition, the linguistic features were found to be predictive of the subjective
well-being of the US counties [28].

Features for Health Study at Population Level. For social media based
data analysis at population levels, it is crucial to characterize a population from
its individual data points. Several techniques have been proposed for textual-
based population representation which can be categorized into two approaches:
aggregation and statistics.

Aggregation for Population-Scale Features. To characterize a population, a
straight-forward approach is aggregation, in which a population feature set is
formed from data concatenated from all of its collected data points. This simpli-
fied method alleviates computational cost of big data processing, however might
ignore significant characteristics of a population. Particularly, it lacks of the dis-
tribution of features over the population and the relationships between features
which might convey predictive information of population health outcomes and
consequently decrease the prediction accuracy.

Aggregation was applied in [7,28], where the collected tweets in a county
were concatenated and then input into a feature extraction procedure.

Statistical Textual Features. The kernel-based features [18] are constructed on
top of low-level features (e.g., LIWC or LDA) by computing their correlation via
a kernel function. In particular, a set of kernel-based features is computed from
a “kernel function” to generate statistical features for a population.

2.3 Graph Neural Networks

Recent success of deep convolutional neural networks (CNN) in computer vision,
speech recognition and natural language processing has led to the idea of extend-
ing the convolution operation to graph structures. Existing approaches can be
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categorized into two main streams: spectral and spatial. Methods in spectral
approach, e.g., [5,10], are based on spectral graph theory [4,30]. In this app-
roach, convolution operations are performed in spectral domain and thus graphs
are required to be homogeneous.

In contrast, the spatial approach performs convolution operations directly
on original graphs [2,14,19]. This technique enables learning on heterogeneous
graphs and can be applied to both node and graph classification task. Two major
challenges of non-spectral approaches are (1) defining the convolution operation
with differently sized neighborhoods and (2) designing a pooling technique to
enable hierarchical graph representation learning.

3 Method

Inspired by recent success in graph neural networks, in this work we propose a
novel, graph-based model for the task of population health prediction. Interac-
tions in social media data may reflect behaviors of communities and thus may
contribute to the discrimination of health status of populations. In this work, we
first describe how to model interactions in social media data using graph theory.
We then construct graph-based representation of a population from its collected
social media data. Finally, we employ a deep learning algorithm on the graphs to
train a population health prediction model. Our proposed method is graphically
illustrated in Fig. 1.
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Fig. 1. Illustration of graph-based model for estimating population health through
social media.

3.1 Graph Construction

We consider interactions between linguistic low-level features in social media
data. In particular, we focus on the most commonly used features in the task of
population health prediction, namely LIWC [23].

Formally, let TP =
{

tP1 , ..., tPN
}

denote the set of tweets collected from a pop-
ulation P . Suppose that each tweet tPi ∈ TP can be described by a d-dimensional
feature vector fP i =

[
fP
i,1, ..., fP

i,d

]
∈ R

d, e.g., d = 78 psycho-linguistic features
in LIWC. Having the low-level features

{
fP i

}
, we define the interaction IP

j,k

between two arbitrary features j and k using the radial basis function as,
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IP
j,k = exp

[
−

(
1
N

N∑

i=1
fP
i,j − 1

N

N∑

i=1
fP
i,k

)2/
2σ2

]
(1)

The interaction IP
j,k defined in (1) represents the consistency in the variation

of the average values of feature j and feature k in all tweets collected in the
population P . The more similar the tendency of features j and k is, the higher
the interaction IP

j,k is.
We represent the interactions between features in P via a graph GP

(
V P, EP

)

where V P =
{

vP
1 , ..., vP

d

}
is the set of vertices, each vertex corresponds to a

feature and EP is the set of undirected edges defined as,

EP =
{

(
vP
j , vP

k

) ∈ V P × V P

∣
∣
∣
∣I

P
j,k > θ

}
(2)

where θ is a user-defined threshold.

3.2 Graph-Based Population Health Prediction Model

Having population representations as graphs as described above, the task of
population health estimation now turns out to be a graph regression problem.
Our model takes the input as a graph which has been constructed as described
previously, then applies a graph neural network model to learn a representa-
tion vector. In order to evaluate the effectiveness of graph-based method, we
investigate a number of recently success graph neural network models, including
graph convolutional networks (GCN) [14], graph attention networks [29], graph
isomorphism network (GIN) [31], and a combined GAT-GCN architecture. The
detail of each graph neural network architecture are described as follows:

GCN-Based Graph Representation Learning. GCN model [14] was origi-
nally designed for the problem of semi-supervised node classification. The model
enables to learn hidden layer representations that capture both local graph struc-
tures and features of nodes. This fits well our constructed undirected, node
attributed graphs. To make the GCN applicable to the task of learning a rep-
resentation vector of the whole graph, we add a global max pooling layer right
after the last graph convolutional layer. Formally, denote a built drug graph as
G = (V, E), where V ∈ R

N×F is the set of N nodes each represented by a F -
dimensional vector (in this case, F = 78) and E is the set of edges represented
as an adjacency matrix A ∈ R

N×N . The GCN layer is defined by [14] as

Z = D̃− 1
2 ÃD̃− 1

2 XΘ (3)

where Z ∈ R
N×F is convolved feature matrix Ã is graph adjacency matrix with

added self loop and D̃ is the graph diagonal degree matrix, Θ ∈ R
N×C is the

trainable parameter matrix.



70 H. Nguyen et al.

In out GCN-based model, we make use of three consecutive GCN layers each
activated by a ReLU function. Then a global max pooling layer is added to
aggregate the whole graph representation.

GAT-Based Graph Representation Learning. We investigate graph atten-
tion network (GAT) [29] in our model. Unlike graph convolution techniques, this
method proposes an attention-based architecture to learn hidden representations
of nodes in a graph by applying a self-attention mechanism. The building block
of a GAT architecture is a graph attention layer. The GAT layers takes the set
of nodes of a graph as input, applies a linear transformation to every node by
a weigh matrix W ∈ R

F
′ ×F where F, F ′ are feature dimensions of input and

output nodes, respectively. At the input node i in the graph, the attention coef-
ficients between i and its first-order neighbors are computed as

eij = a(Whi,Whj) (4)

The value of eij indicates the importance of node j to node i. These attention
coefficients are then normalized by applying a softmax function, then used to
compute the layer output as

h
′
i = σ(

∑

j∈Ni

αijWhj) (5)

where α(.) is a non-linear activation function, and αij are the normalized atten-
tion coefficients.

In our model, the GAT-based graph learning architecture includes two GAT
layers, activated by a ReLU function, then followed a global max pooling layer to
obtain graph representation vector. In details, for the first GAT layer multi-head-
attentions is applied with number of heads set to 10, number of output features
are set identical with the number of input features, 78. The output features of
the second GAT is set to 128.

GAT-GCN Combined Graph Neural Network. We consider a combina-
tion of GAT and GCN for learning on graphs in proposed model. In detail, the
graph neural network starts by a GAT layer which takes graphs as input and
returns convolved feature matrix to a GCN layer. Each layer is activated by a
ReLu function. The graph representation vector is then computed by concate-
nating the global max pooling and global mean pooling layers from GCN layer
output.

Graph Isomorphism Network. We integrate a recently proposed graph learn-
ing method, namely Graph Isomorphism Network (GIN) [31]. This model is a
generalization of Weisfeiler-Lehman (WL) graph isomorphism test, and is the-
ory proven that it achieves maximum discriminative power among graph neural
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networks [31]. Specifically, GIN uses a multi-layer perceptrons (MLP) to update
the node features as

x
′
i = MLP ((1 + ε)xi +

∑

j∈N (i)

xj) (6)

where ε is either a learnable parameter or a fixed scalar.
In our model, the GIN-based graph neural net consists of five GIN layers,

each followed by a batch normalization layer. Finally, a global pooling layer is
added to aggregate graph representation vector.

4 Experiments

We conduct an across-county prediction task to estimate health indices of the
US counties, where the BRFSS reports are used as ground truth. Technically,
this is a regression task where, given a county, input is a feature vector extracted
from that county and output is a population health index. In our study, three
primary health indices evaluated include “poor or fair health”, “poor physical
health days”, and “poor mental health days”, referred to as “generic health”,
“physical health”, and “mental health”, respectively.

We employed a linear regression model for this case study. Note that the
same model was also used in previous works [7,18,28]. Specifically, the health
index yP of a population P can be estimated as follows

yP = w�xP + e (7)
where xP is the input feature vector extracted from population P and e ∼
N

(
0, σ2)

is a Gaussian error term.
In our case, the feature vector xP can be replaced by the graph-based repre-

sentation hP . The weight vector w can be learned directly from training data.
The dataset is randomly split into set of 2,255 counties (equivalent to 70%) in
every year for training and the remainder (966 counties) for testing. Estimation
accuracy is measured using the Spearman’s rank correlation coefficient (rho)
and the root mean squared error (RMSE) between the estimated indices and
the actual health indices (i.e., the ground truth).

4.1 Dataset

We crawled 1,129,928,183 tweets made in years 2014, 2015, and 2016, and geo-
tagged with US latitude/longitude coordinates, which were mapped to US geo-
codes. The collected geo-tagged tweets were associated with the US counties by
mapping their geo-codes to the Federal Information Processing System (FIPS)
codes using the cartographic boundary files provided by the US Census Bureau
in 2013. There were 3,221 different geo-codes corresponding to 3,221 counties in
the US. Note that we used only tweets with associated latitude/longitude coor-
dinates, those with self-reported location information but without coordinates
were not considered in our study.
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We use the BRFSS survey reports as the ground truth for our experiments.
The surveys were conducted by the CDC via telephone and collected data from
US residents regarding to heir health-related risk behaviors, chronic health con-
ditions, and health outcomes. BRFSS contains more than 450,000 interviews
completed each year3 and is currently the largest health survey system, not only
in the US but also in the world. The questionnaires in BRFSS surveys are cat-
egorized into core sections including current health status, number of healthy
days, inadequate sleep, chronic health conditions, and optional modules such as
healthcare access or social context.

We build prediction models estimating three primary health indices corre-
sponding to those in the BRFSS reports. The health indices include (i) poor
or fair health - percent of adults that report fair or poor health, referred to as
generic, (ii) poor physical health days - the average number of reported phys-
ically unhealthy days per month, referred to as physical, and (iii) poor men-
tal health days - the average number of reported mentally unhealthy days per
month, referred to as mental. The values of these indices vary in range of 8–40
for generic, 2.4–5.8 for physical, and 2.2–6.3 for mental index.

4.2 Computing Paradigm

To conduct large-scale data processing tasks, including data aggregation, county
mapping, linguistic feature extraction (from billions of tweets), and graph con-
struction, we employed Spark on top of Hadoop [32] for our experiments. Spark
is a cluster computing platform which enables distributed and parallel com-
putations on a cluster scaled up to 8,000 nodes. Furthermore, Spark is an in-
memory based system which keeps data in memory for convenient subsequent
iterations, thus allows much faster computations than disk-based systems like
Hadoop MapReduce [11]. Specifically, Spark Hadoop cluster comprises 8 CentOS

Table 1. Prediction performance of health indices of the US counties from Twitter data
(Pearson’s correlation coefficient, larger is better). LIWC is used as linguistic features.
Best performance is in bold.

Method 2014 2015 2016
Generic Mental Physical Generic Mental Physical Generic Mental Physical

Agg [7] 0.64 0.51 0.54 0.57 0.49 0.49 0.52 0.46 0.46
Poly [17] 0.18 0.16 0.16 0.16 0.13 0.12 0.15 0.10 0.10
RBF [17] 0.14 0.14 0.12 0.13 0.09 0.10 0.11 0.11 0.13
Avg [16] 0.63 0.53 0.56 0.39 0.43 0.30 0.52 0.45 0.44
Cov [16] 0.15 0.18 0.16 0.12 0.10 0.09 0.15 0.12 0.13
Tang [16] 0.19 0.16 0.17 0.16 0.13 0.12 0.14 0.12 0.13
GNN 0.69 0.57 0.62 0.61 0.52 0.51 0.54 0.51 0.47

3 https://www.cdc.gov/brfss/index.html.

https://www.cdc.gov/brfss/index.html
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7.2 physical machines, each equipped with Intel R© Xeon R© E5-26700 (8 cores, 16
threads) CPU, 128 GB RAM, Intel Xeon Phi Coprocessor (60 cores), and 24TB
HDD

4.3 Results and Discussion

Table 1 shows performance of our proposed model. We also re-implemented the
existing methods for comparison. The Aggregation method (referred to as Agg)
[7], considered as the baseline, simply extracts linguistic features from concate-
nated data. The kernel-based features (Poly and RBF) [17] using kernel method
for extracting population representation. The statistical features (Avg, Cov and
Tang) [16] capture the statistical relationship between low-level linguistic fea-
tures.

As shown in the Table 1, the results of our proposed method show a significant
correlation with the ground truth. Best performance was obtained in prediction
of indices of 2014 (ρ = 0.69 in predicting generic health index). The prediction
performance then drops steadily over year 2015, and 2016. The degradation in
prediction accuracy might probably due to the continual descent of number of
tweets collected over the years from 2014 to 2016.

Table 2. Prediction performance of health indices of the US counties from Twitter data
(in RMSE, smaller is better). LIWC is used as linguistic features. Best performance is
in bold.

Method 2014 2015 2016
Generic Mental Physical Generic Mental Physical Generic Mental Physical

Agg [7] 3.87 0.54 0.63 4.11 0.50 0.65 4.02 0.54 0.63
Poly [17] 16.46 1.88 2.54 20.27 2.71 3.44 20.11 2.87 3.28
RBF [17] 21.75 2.02 3.18 24.39 3.47 4.30 23.48 3.15 3.29
Avg [16] 3.89 0.53 0.62 5.25 0.53 0.85 4.04 0.55 0.64
Cov [16] 19.08 1.97 2.77 21.21 2.67 3.51 19.88 2.86 3.15
Tang [16] 16.38 1.90 2.51 20.88 2.84 3.56 20.67 2.99 3.25
GNN 3.67 0.51 0.59 4.01 0.49 0.64 4.00 0.53 0.63

In comparison against the existing methods, our proposed model obtains the
best performance in both Pearson’s correlation coefficient (Table 1) and RMSE
(Table 2). On average, the graph-based model obtains a correlation coefficient
of 0.56 on predicting three health indices over three years, compared to 0.52 of
the runner-up – the baseline method [7]. The average features [16] also appear
to be predictive (average ρ = 0.47) for health prediction, while the kernel-based
features and other statistical features show poor performance.

Among the graph neural network models that were investigated in our experi-
ments, the GAT model [29] shows best prediction performance. This might prob-
ably due to the characteristic of the GAT model that enable specifying different
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weighs to different nodes (i.e., linguistic features in our case). These results also
confirm our idea that the interactions between features are meaningful. The
results reported of our proposed method in Tables 1 and 2 are from the GAT
model. The combined GAT-GCN and GCN models also shows significant results,
for instance, it obtains ρ values of 0.64 and 0.62 in prediction of generic index of
2014, respectively, compared to 0.69 of the best model (GAT). On the contrary,
the GIN model does not learn the graph-based population features effectively.

5 Conclusion

In this paper, we introduce a novel method for population health analysis
through social media, based on a graph neural network approach. Specifically,
we propose to model the interactions in social media using graphs at feature-
level then applying a deep graph learning algorithm to train population health
prediction model. The proposed approach was evaluated and compared with
existing approaches on the task of estimating the primary health indices of the
US counties over three years 2014, 2015 and 2016 on Twitter dataset. Experi-
mental results favorably showed the superiority of the proposed approach over
existing ones. This also confirms the contribution of the interactions between lin-
guistic features to the task of population health computing. Additionally, these
significant results suggest the potential of the approach for analysis tasks at
population scale.
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Abstract. Accurate traffic density estimation is essential for numerous
purposes such as transit policy development or forecasting future traf-
fic conditions for navigation. Current developments in machine learning
and computer systems bring the transportation industry numerous pos-
sibilities to improve their operations using data analyses on traffic flow
sensor data. However, even state-of-art algorithms for time series fore-
casting perform well on some transportation problems, they still fail to
solve some critical tasks. In particular, existing traffic flow forecasting
methods that are not utilizing causality relations between different data
sources are still unsatisfying for many real-world applications. In this
paper, we have focused on a new approach named multi-stream learning
that uses underlying causality in time series. We evaluate our method in
a very detailed synthetic environment that we specially developed to imi-
tate real-world traffic flow dataset. In the end, we assess our multi-stream
learning on a historical traffic flow dataset for Thessaloniki, Greece which
is published by Hellenic Institute of Transport (HIT). We obtained better
results on the short-term forecasts compared the widely-used benchmarks
models that use a single time series to forecast the future.

Keywords: Sequential deep learning · Traffic flow prediction ·
Machine learning

1 Introduction

Accurate traffic flow information is required to improve decision-making pro-
cesses. By efficiently using traffic flow information, individuals may decrease
their daily transportation duration, public transports can improve their services
by designing their scheduler more intelligently, or government increase traffic
operation efficiency [18].

Accurate forecasting can also be very critical for an individual basis. Suppose
you are a tourist in Greece, and you want to travel from your Hotel to a famous
Archaeological Museum of Thessaloniki by a car. You want to know the duration
of this travel to plan the rest of your trip in the city. As you can see from Fig. 1,
c© Springer Nature Singapore Pte Ltd. 2019
T. D. Le et al. (Eds.): AusDM 2019, CCIS 1127, pp. 77–90, 2019.
https://doi.org/10.1007/978-981-15-1699-3_7
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some possible trip routes between you and your target are highly crowded and
request more time to cross then the usual duration. However this map shows
a snapshot in the time domain, therefore after some period, states may vary,
and the perfect path may be changed. So finding the best route possible not
only requires the current knowledge but also future forecasts. Big companies
like Google is also using traffic flow forecasts to not only calculate the shortest
possible road trips from point A to B but also to estimate the paths with the
shortest duration possible.

Fig. 1. Primetime traffic flow map snapshot of Thessaloniki, Greece from 3rd January
2018. Colors represent normalized travel times. Red colors represent travel times that
are closer to the monthly maximum values, greenish colors represent the travel times
that are close to the monthly minimum values. The travel times which are shown as
gray represent missing values on the collected data. (Color figure online)

As we explained before traffic flows are not constant with time; they are
generally more dense in prime hours of the day and more sparse in others. So
estimating the shortest travel duration from point A to B is requiring not only
to find a path in the graph but also forecasting future traffic flows of the road
network. Many forecasting algorithms which are currently in use are only using
a single time series to predict the future values of traffic flows [2]. In this work,
we focus on developing a multi-stream deep neural network to obtain forecasts
which can learn causality in the multiple time series.

We develop a very detailed synthetic environment to precisely control the
variance and causality between different time series. We are inspired by real
datasets while implementing the synthetic data generator by trying to include
many different scenarios in the simulated environment. For testing our algorithm
on real traffic flow data, we use the open data provided by The Hellenic Insti-
tute of Transport (H.I.T.) for the city of Thessaloniki, Greece. Using their API,
we obtained the travel times of all the routes in Thessaloniki for every 15 min
interval from January 2018 to February 2018 [21]. To develop a solution that
uses causality in the different time series, we used generative LSTM networks
with fusion-learning. Using this approach, we are able to predict future travel
times more accurately than other baselines.
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Following these contributions, we organise our paper as follow. Section 2 dis-
cusses the related work of the time-series forecasting setting. Section 3 formulates
the novel setting of multiple time-series prediction. Section 4 presents our app-
roach and model details. All experiments are shown in Sect. 5. Section 6 concludes
the paper.

2 Background and Related Work

2.1 Forecasting Using Neural Nets

Artificial neural networks can learn high dimensional patterns via a sequence of
non-linear transformations of input data; by allowing us to efficiently model of
nonlinear functions. Between different deep learning algorithms, recurrent neural
networks (RNN) have been regularly used for forecasting purposes. There are
multiple recurrent neural network structures for generative purposes. According
to usecases, input and output shapes, and dataset proprieties, the most suitable
structure is varying, but limited to three main structural skeletons [13]:

1. one-to-many: single input with an output sequence (e.g. image captioning
takes a photo and produce a sentence as an output).

2. many-to-one: input sequence with a single output (e.g. sentiment analysis in
which a given comment is classified as a positive or negative sentiment).

3. many-to-many: input sequence with an output sequence (e.g. in machine
translation, an RNN reads a sentence in English and then outputs a sentence
in French [13]).

2.2 State-of-the-Art Sequential Models

For long input sequences, RNN structure has some issues such as vanishing gra-
dient. Long short-term memory (LSTM) networks address such difficulties by
designing a neuron model that can learn to bridge minimal time lags in surplus
of 1000 discrete time steps by reinforcing constant error flow through constant
error carrousels [8]. An LSTM block consists of multiple functions that try to
remember the helpful and forget the unnecessary information from inputs. In
particular, LSTM “cells” are associated recurrently to each other, changing the
usual hidden units of ordinary recurrent networks. The state unit has a lin-
ear loop whose weight is regulated by the forget gate. The output of the cell
can be shut off by the output gate. All the gating units have a sigmoid non-
linearity [6]. LSTM networks have been found in various domains such as data
integration [12,19], recommendation systems [20,23], time-series data analyt-
ics [10,16,22], action recognition [15] and sensor data [9,11] as well as have been
a state-of-the-art forecasting model [4].

In this paper, we develop a new LSTM architecture for multi-stream learn-
ing by modeling causality patterns between multiple time series and leveraging
the depth nature of LSTM layers to capture these patterns. Our multi-stream
learning scheme is based on an advanced version of LSTM [5].
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3 Problem Formulation

Let Tk = [x0
k, x

1
k, x

2
k, . . . , x

t
k] is the time series for the k-th road in the trajectory

dataset.

Definition 1. (Forecasting, f) We denote the travel time of road segment k on
time step t as xt

k. Forecasting is the prediction of future values using past values,
finding E(xt

k) using xt−i
k , i < t.

E(xt
k) = f(xt−1

k , xt−2
k , xt−3

k . . . , x0
k) (1)

Now we consider the problem of forecasting multiple time series at the same
time.

Definition 2. (Multi-Stream Forecasting, g) Suppose that we have k roads. We
denote the travel times of all roads segment in the set on time period t as Xt.

Xt = [xt
1, x

t
2, x

t
3, . . . , x

t
k] (2)

Multi-stream forecasting is the prediction of future values using past values
of all timeseries, finding expected values of Xt, using Xt−i, i < t.

E(Xt) = g(Xt−1,Xt−2,Xt−3, . . . , X0) (3)

4 Approach

Time series forecasting becomes a harder problem when there are multiple corre-
lated time series to predict. We try to introduce a multi-stream learning method
to capture the relations between different time series. Whereas other methods
only focus on one-time series forecasting to the future of that time series, our
method is tried to capture all intra-time series patterns.

4.1 Overview

We have implemented many-to-one and many-to-many approaches in order to
compare the performance. In “many-to-one” scenario we have trained the model
by giving all previous data in a window w and requesting the next value after
the window. So our model try to predict the output Xt, given a sequence of w
inputs [Xt−w,Xt−w+1, . . . , Xt−1].

In many to many scenario, we used all previous outputs during training.
During the training of neural network, we have used first-order gradient-based
optimisation of stochastic objective functions, based on adaptive estimates of
lower-order moments (ADAM), and we have used backpropagation to find opti-
mal parameters for the model weights [14].

We supposed that traffic density on different streets in a particular city is
correlated. So knowing a traffic density of a street is important information about
another street. So we can assume that traffic densities on different roads are not
independent. In other words P (xt

i, x
t
j) �= P (xt

i) × P (xt
j), i �= j.
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Let us assume graph G is a graph as denoted as G = (V,E), where E denotes
a correlation between two time series and V indicate the travel time series for
a street. We construct this graph using 0.5 for correlation threshold. Then we
run the spin-glass community detection algorithm on graph G to find correlated
travel times.

4.2 Causality Modeling

Using multiple time series can their prediction accuracy. For example, we can
consider that time series that represent traffic density in a road may be heav-
ily correlated with the past of others. This means Xt may be correlated with
[Xt−w − Xt−1]. In this formulation, [Xt−w − Xt−1] represents w step previous
value of Xt. So in order to improve prediction accuracy, we may want to use these
dependencies that are named as Granger causality. That means if past values
of [Xt−w − Xt−1] helps in predicting future values of Xt we say [Xt−w − Xt−1]
granger causes Xt [3].

Our aim in this formulation is capturing Granger causality relationships (as
presented in Fig. 2) between different time series. Let us modify graph G, by
changing edges to represent not the correlation for that time, but the correlation
for one step lagged version (Xt ∼ Xt−1).

Fig. 2. Causality patterns: (a) direct causality, (b) direct feedback, (c) indirect
causality

Fig. 3. Granger causality between street
193 (Egnatia) and street 2 (Konstantinou
Karamanli) on 10/01/2018.

Fig. 4. Detected road communities in
Thessaloniki, Greece. Each different color
represents a group. Roads in the same
communities varying together; in other
words, travel times are more correlated.
(Color figure online)
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For example in Fig. 3, at prime times of 10 January 2018 we first see a peak
in street-2 then with a 15-min lag street-193 also becomes crowded. So street-2
can help to predict better street-193. There may be many possibilities that may
because that type of lagged causalities; for example, suppose there is a sporting
event that finishes at 20:00 at a sports arena close to the street-2. When the event
finalised, everybody is leaving the sports arena. So as a result of this we first
see a local peak in the street-193 then a step further this may cause other peaks
in other streets like street-2. Using this approach, we can detect communities of
correlated time series as in Fig. 4.

4.3 Multi-stream Learning

To learn the aforementioned types of causalities and take advantage of lagged
correlations, we propose a multi-stream neural network model by stacking LSTM
layers. For example, the model for forecasting the time t model is taking all inputs
from t−w to t− 1 and a generate a point estimation for t. If we have k different
roads in our model, the input for our algorithm is a k-dimensional vector at each
time step, and we forecast a k-dimensional vector for the next time step.

Existing studies [7] showed deep LSTM architectures can build up a progres-
sively higher level of abstraction of sequence data, and thus, work more effectively.
A deep LSTM architecture can be created by stacking multiple LSTMs layers
on top of each other. Particularly, the output of the previous layer provides an
input sequence for the next layer. With these benefits of stacked LSTMs, we
propose our approach with 2 stacked LSTM layers as presented in Fig. 5.

Fig. 5. Multi-stream neural network model; LSTM neuron type with many-to-one
structure, Xt = [xt

1, x
t
2, . . . , x

t
k]. Layers added on top of the other layers.

In general, the two LSTM layers are expected to capture the first-order and
second-order causality patterns (Fig. 3). Adding more layers will enable to cap-
ture higher-order patterns. However, as we tried with our datasets, two layers
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are sufficient. This could be explained by the fact that dependencies between
more than three time-series (e.g. traffic data) are rarely encountered in practice.

5 Experimental Results

5.1 Setup

Real Dataset. The traffic flow dataset has been collected from CERTH-HIT
OpenData Hub BETA web site using their JSON API [21]. The data contains
travel times of main streets of Thessaloniki, Greece for each 15 min periods from
January to 2018 to February 2018. The data formatted in CSV and contains
only the durations in the second format. To visualise roads on the map, we have
used another dataset from the same portal which contains shapefile for the paths.
The shapefile contains geometry of the streets by multiple points in latitude and
longitude format.

Synthetic Dataset. In order to test our forecasting method, we have designed
a synthetic data generator. We develop it in such a way that it can imitate the
real world scenarios. To do so, we have implemented a very detailed random walk
generator that can handle multiple correlated time series. We become able to
generate various datasets from a basic random walk to a mixture of many differ-
ent patterns. Before going deep into the synthetic dataset results, we introduce
you the patterns that you can use to generate random walks:

– Gaussian Random Walk (GRW): is the sum of a series of independent and
identically distributed random variables; xi taken from a normal distribution
with mean equal zero and variance σ2:

xi = N (0, σ2); Xt =
t∑

i=1

xi (4)

– Correlated Gaussian Random Walk (CGRW): We expect that our model
should be able to learn the causality between different time series. To test
it, we are using a correlated time series with a constant lag. To explain it
more precisely suppose we have two different Gaussian random walks and xi

1

and xi
2 are ith steps of first and second time series respectively. x1 and x2 are

the vectors from one multivariate normal distribution for x, so x = (x1, x2)T .

(
x1

x2

)
∼ N

[(
0
0

)
,

(
1 c
c 1

)]
(5)

Then we are using this multivariate normal distribution to create two time-
series with a lagged correlation to represent causality. So if we suppose lag
constant as l the new timeseries Xt

1 and Xt
2 will be:
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Fig. 6. The left figure shows an example of
a short random walk, while the right figure
demonstrates how we use this random walk
on a time series. To illustration, we use the
constant inter-gaps between short walks, but
in reality, the gaps can be normally dis-
tributed.

Fig. 7. The left figure shows an exam-
ple of two short random walks with
an intra-gap. The right figure demon-
strates how we use this pair on two
time series.

Xt
1 =

t∑

i=1

xi
1 (6)

Xt
2 =

{∑t−l
i=1 xi

2, if t > l.

0, otherwise.
(7)

As you can see from Eq. 7, there is a lag constant l which makes possible
predict better Xt

2 using Xt−l
1 .

– Patterns as Short Random Walks: There are repetitive patterns in time series
of Traffic Flow Data [17]. To imitate this structure, we have used a short
random walk (as described in Fig. 6) to represent repetitive patterns along
with the time series. The short random walks can be thought of as a similar
version of wavelet in a wave.

We have also come up with an idea of using patterns across different series to
imitate causality between time series (Fig. 7). For example, if a specific pattern
occurs on Xt

1, we may assume that another specific pattern will occur on Xt+l
2 .

We have used this approach on top of correlated random walks to generate
causality between series.

Metrics. We use the most common error measurements in time-series forecast-
ing setting:

– MAE (Mean Absolute Error): Metric which measures the average magnitude
of the errors in a set of predictions, without examining their direction [1].

MAE =
1
n

n∑

t=1

|et| (8)

– Normalized MSE (Mean Squared Error): Normalized (Root) Mean Squared
Error which facilitates the comparison between models with different scales [1].
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NMSE =

√
1
n

∑n
t=1 e2t

max(Y ) − min(Y )
(9)

The reason that we have selected NMSE over MSE is that our two datasets
have different scales and need to be compared within the same normalized
scale.

– The coefficient of determination (R2): is the fraction of the variance in the
dependent variable that is predictable from the independent variable. R2 is
also not scaling sensitive. However, R2 is not used for measuring forecast accu-
racy, but rather a secondary indicator, as it does not account for overfitting
and bias [1].

Baselines. Different traditional and state-of-the-art forecasting methods are
used.

– Moving Average (MA): is one of the most popular forecasting techniques,
taking the average of the last n values as the future prediction [1].

fMA(n)(xt−1
i , xt−2

i , . . . , x0
i ) =

1
n

×
n∑

k=1

xt−k
i (10)

– Exponential smoothing (ES): is another popular technique. Whereas in MA,
the past observations are weighted equally, ES uses exponential functions to
assign exponentially decreasing weights over time, with a smoothing constant
a [1].

fES(a) = a(xt−1
i + (1 − a)xt−2

i + (1 − a)2xt−3
i . . .) + (1 − a)t−1x0

i (11)

– Double exponential smoothing (DES): is a technique to forecast time series
with a trend. Whereas ES only processes the levels in time series, DES also
handles the slopes of time series by exponentially smoothing it [1].

f2ES(a,b) = st−1 + bt−1 (12)

– LSTM: is a state-of-the-art deep learning based forecasting model, whose
detailed structured can be found in [4,5].

We have compared different neural network models in varying structures. All
these implementations will be discussed with positive and negative outcomes in
the results section. We use 3-fold validation to avoid overfitting.

5.2 Experiments on Traffic Flow Data

As explained earlier, by implementing multi-stream learning approach we use
the information of multiple time series to forecast one, in order to improve the
forecasting performance as compared to the case when we only use one time
series. The results on traffic flow data are shown in Table 1.
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As you can see from Table 1, multi-stream learning model (J-LSTM) has
slightly better error measurements. Even the model J-LSTM uses exactly the
same neural network structure with the LSTM model (same gates, same layer
count, same neuron count, same activation function, etc) it has achieved better
results.

Table 1. Comparison of forecasting meth-
ods on real dataset

Methods R2 MAE Normalized
MSE

MA 0.6910 805.8124 0.0828

ES 0.7091 758.6089 0.0803

DES 0.6867 816.9235 0.0833

LSTM 0.7308 702.0266 0.0772

J-LSTM 0.7403 678.5740 0.0759

Table 2. Comparison of forecasting
methods on synthetic dataset

Methods R2 MAE Normalized
MSE

MA 0.9986 1.7575 0.0122

ES 0.9983 2.2013 0.0136

DES 0.9988 1.5312 0.0114

LSTM 0.9989 1.3339 0.0106

J-LSTM 0.9991 1.0884 0.0096

5.3 Experiments on Simulations

The above results on real data showed that multi-stream neural network model
is capable to learn causality relationship between different time series. In this
section, we want to explore if the same model is still robust to forecasting future
values of different time-series datasets. To this end, we evaluate our approach on
the simulated datasets created by the aforementioned random-walk mechanisms.

In our experiments, we have used l = 1 to generate correlated random walks.
The activation function of the neural network is set to 0.0001 and data is nor-
malized between 0 and 1. We have generated simulated datasets which contain
correlated time series to test our algorithm. The dataset only contains 2 different
time series with 0.5 correlation with one step offset on top of different trends and
seasonal patterns. To compare the performance of our algorithm we use three
different error measure MAE, R2, and Normalized MSE.

The results of synthetic datasets have been shared in Table 2. Among all
methods, our implemented method, J-LSTM perform best compared with others.
All parameters for forecasting methods have been determined using grid search
for best performance on normalised mean square error. Exponential smoothing
applied with a = 0.8, double exponential smoothing applied with a = 0.8, b = 0.5,
moving average method has been applied using w = 1.

As demonstrated, the simulated dataset has a sinusoidal and polynomial
signal. This sinusoidal and polynomial signal makes it perfect to be learned
by neural networks. As a result of this, neural network models such as LSTM
perform better than usual forecasting methods like ES or DES. However even
standard neural networks models can learn trend, and sinusoidal signal they are
not able to catch the correlation between different time series. Our multi-stream
learning is also catching correlation information, and error becomes diminutive
compared to other forecasting algorithms.
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5.4 Qualitative Showcases

Correlation. For the sake of simplicity, we have focused on two roads which are
highly correlated. To find this two-roads forecasting, we have shifted travel times
with a one-time step and calculate the pairwise correlations then we have selected
the pair with the highest correlation. The maximum pairwise correlation that we
have calculated is 0.65. The street pair which have a maximum correlation (193
and 2) are used in our experiments. Figure 8 shows that multi-stream learning
is capable of learning casual relationships which fall into more than two series.

Fig. 8. The travel times of road pairs sorted by their correlation. Visualized only ten
road pairs which have maximum pairwise correlation.

Fig. 9. Results of MA and DES. Green lines represent estimations, blue lines are real
vales. For visualization purposes, graphs are focused on the last 100 steps. We also
visualize the PDFs of residuals using kernel as Gaussian distribution. (Color figure
online)
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Fig. 10. Results of LSTM and J-LSTM methods. Green lines represent estimations,
blue lines are real vales. For visualization purposes, graphs are focused on the last 100
steps. We also visualize the PDFs of residuals using kernel as Gaussian distribution.
(Color figure online)

Predictions and Residuals. The estimations and probability density functions
of the residuals of different methods can be examined in Figs. 9 and 10.

6 Conclusions and Future Work

We introduce a multi-stream learning method using long-short-term memory
neural networks. More precisely, we are able to catch the Granger causality
information of correlated time series. Our contribution is improving the forecast-
ing capabilities of deep learning methods in time series. To do so instead than
using single time series historical data we fed the neural network with different
correlated time series.

Experiments show that multi-stream model improves the forecasting accu-
racy over baseline forecasting models and state-of-the-art neural network models.
In particular, we use a multi-stream learning method on traffic flow datasets to
forecast future travel times of different streets. We also implement a practical
and precise synthetic time series generator to test the forecasting abilities of
different methods. We are able to generate time series which contains consis-
tent patterns on correlated walks or sinusoidal seasonality or polynomial trends
or even a mixture of all of them. Using controlled experiments on the gener-
ated dataset, we become sure that multi-stream learning method can learn the
Granger causality between different time series. For future work, we will fulfill
the limitation of this work by exploring further evaluations such as the Granger
causality relationships among time series.
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Abstract. The analysis of time series is an important field of research
in data mining. This includes different sub areas like trend analysis,
outlier detection, forecasting or simply the comparison of multiple time
series. Clustering is also an equally important and vast field in time series
analysis. Different clustering algorithms provide different analysis aspects
like the detection of classes or outliers. There are various approaches how
to apply cluster algorithms to time series. Previous work either extracted
subsequences or feature sets as an input for cluster algorithms. A rarely
used but important approach in clustering of time series is the grouping
of data points per point in time. Based on this technique we present
a method which analyses the transitions of time series between clusters
over time. We evaluate our approach on multiple multivariate time series
of different data sets. We discover conspicuous behaviors in relation to
groups of sequences and provide a robust outlier detection algorithm.

Keywords: Outlier detection · Time series analysis · Clustering

1 Introduction

Time series data is collected in various domains. Not only the behavior of users on
different platforms, but also the tracking of vehicles and objects or the recording
of financial or weather data can be displayed as time series. For further analysis,
the various data types can be converted into numerical (mostly discrete) values
so that sequences of numerical vectors are derived. These can then be processed
in a variety of ways. Information can be obtained through analyses such as
clustering, prediction or comparison of time series and different outlier detection
methods.

Depending on the context, different aspects can be relevant for the user. For
example, not all clustering algorithms consider the same types of clusters, and
outlier detection techniques do not always address the same types of outliers. In
some cases, very special solutions have to be found for specific problems, whereby
there are many algorithms that can be applied to a wide range of application
areas.
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Fig. 1. Example for a time series over-time clustering. The blue color indicates stable
clusters while red stands for instability. (Color figure online)

In this paper we focus on databases of multivariate time series with dis-
crete values, same length and equivalent time steps. We detect anomalous sub-
sequences with regard to groups of time series of the given database. Therefore
we cluster the multivariate data of all time series per timestamp and analyze the
stability of all subsequences over time. Thereby we call the resulting clustering
over-time clustering. In Fig. 1 an example for such a clustering is displayed. For
the sake of simplicity, only univariate time series are plotted. Since the data is
clustered independently at each point in time, there is at first no time-related
connection between the clusterings.

There are several proposals for clustering time series depending on the appli-
cation. Some methods cluster the time series of a database as a whole [10,12,19],
extract feature sets first [22], or consider subsequences of a single time series only
[3]. However, these are not suitable when it comes to detecting irregularities or
gathering information per time point.

Outlier detection in time series is in most cases not based on clustering.
Because of various underlying data such as single or multiple time series with
uni- or multivariate data points and different definitions of what an outlier is,
there are several approaches to their identification. Some papers consider data
points [1] or subsequences [15] that are anomalous with regard to a single time
series [5,17], such as peaks. Others look for so called change points [6,16], that
imply that the course of the considered time series significantly changes from
that point on. Yet others analyse data from several time series that are very
similar, such as sensor data, and detect irregularities in relation to the entire
data set [1,11,13]. Finding these abnormalities usually presupposes that either
the course of a single time series follows consistent patterns or that the courses
of several time series are highly correlated.

In this paper we assume that the exact course of the individual time series
is not important, but the trend which groups of sequences follow. By anomalies
we denote subsequences that deviate from one trend and therefore cannot be
assigned steadily to a group of sequences. In that case, we say that the sequence
possesses a weak stability. We present an algorithm that identifies such unstable
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sequences in a database of multivariate time series and is robust against missing
data points.

2 Related Work

Anomaly detection in time series is a wide field of research. It can be distin-
guished in the detection of outliers within a single time series and the detection
of outliers in multiple time series. Outliers in single time series are usually cat-
egorized in two classes:

Additive outliers, which represent surprisingly large or small values in a short
period. In case additive outliers occur consecutively they are often summarized
as additive outlier patches.

Innovational outliers are characterized by their impact on subsequent obser-
vations. Additionally the influence of innovational outliers can grow with time.

There are also several different categories of outliers, which can be described
as a mix of both main classes. For example, additive outliers which cause a move
of following observations to a new level are called level shift outliers and have
a permanent impact on the ongoing time series. In case the influence of the
level shift outlier is decreasing over time, it is called a transient change outlier.
Additive outliers, which occur periodically are named seasonal additive outliers.

Additive and innovational outliers are often identified with extensions of
autoregressive-moving-average (ARMA) models [2,18]. Other techniques include
the use of decomposition methods such as STL, a seasonal-trend decomposition
procedure based on LOESS [7]. Yet other methods evaluate derivatives of the
dynamic time warping (DTW) [20] similarity in order to detect anomalies.

The detection of outliers in multiple time series is handled differently. Meth-
ods of this kind are often using the peers of a time series to determine whether it
is anomalous or not. Beside other techniques, recent approaches use Probabilis-
tic Suffix Trees (PST) [21] and Random Block Coordinate Descents (RBCD)
[23] in order to detect outliers. However, while these approaches focus on the
deviation of one time series to the others, we focus on the behaviour of a time
series compared to its peers. More concretely, we assume that a time series which
has a similar development to a group of other time series over a subsequence is
expected to move on with the same group. Therefore we first cluster per point in
time and then analyse the transition of time series regarding these clusters. This
is realized by the analysis of cluster transitions of time series over time. Tran-
sitions of this kind are also analysed in cluster evolution methods. Landauer et
al. [14] makes use of such a method in order to calculate an anomaly score for a
single time series in a sliding window. In contrary to Landauer et al. we relate
to multiple time series. The analysis of the time series behavior not only reveals
new kinds of outliers but also detects different types of additive and innovational
outliers.

This approach is very different from clustering whole time series or their
subsequences, since the outlier detection would rely on the single fact whether
a sequence is assigned to a cluster or not. Such an approach would not take



94 M. Tatusch et al.

the cluster transitions of the time series into account, which can be an expres-
sive feature on its own. Hence, our approach detects anomalous subsequences,
although they would be assigned to a cluster in a subsequence clustering.

3 Fundamentals

In order to create a good basis of knowledge to avoid later misunderstandings,
we will provide some definitions which our work is based on. As these terms are
used in many different areas, it is useful to explain which interpretations are
considered in this paper.

Definition 1 (Time Series). A multivariate time series T = ot1 , . . . , otn is an
ordered set of n real valued data points of arbitrary dimension. The data points
are chronologically ordered by their time of recording, with t1 and tn indicating
the first and the last timestamp, respectively.

Definition 2 (Data Set). A data set D = T1, . . . , Tm is a set of m time series
of same length and equal points in time. The set of data points of all time series
at a timestamp ti is denoted as Oti .

Definition 3 (Subsequence). A subsequence Tti,tj ,l = oti,l, . . . , otj ,l with j >
i is an ordered set of successive real valued data points beginning at time ti and
ending at tj from time series Tl.

Definition 4 (Cluster). A cluster Cti,j ⊆ Oti at time ti, with j ∈ {1, . . . , q}
being a unique identifier (e.g. counter), is a set of similar data points, identified
by a cluster algorithm or human. This means that all clusters have distinct labels
regardless of time.

Definition 5 (Cluster Member). A data point oti,l at time ti, that is
assigned to a cluster Cti,j is called a member of cluster Cti,j.

Definition 6 (Noise). A data point oti,l at time ti is considered as noise, if
it is not assigned to any cluster.

Definition 7 (Clustering). A clustering is the overall result of a clustering
algorithm or the set of all clusters annotated by a human for all timestamps. In
concrete it is the set ζ = {Ct1,1, . . . , Ctn,q} of all q clusters.

In Fig. 2 an example for the above definitions can be seen. The data points of
a data set containing five time series (Ta, Tb, Tc, Td, Te) are clustered for the
timestamps ti, tj and tk. For simplicity, all data points of a time series Tl are
denoted by the identifier l.

In ti the data points oti,a, oti,b of time series Ta and Tb are cluster members
of cluster Cti,l. The data point oti,e is marked as noise, as it is not assigned to
any cluster in ti. In total, the shown clustering consists of five clusters. It can
be described by the set ζ = {Cti,l, Cti,u, Ctj ,v, Ctj ,f , Ctk,g}.
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Fig. 2. Example for the transitions of time series Ta, . . . , Te between clusters over time.

4 Method

After the clarification of important foundations, the basic idea of the algorithm
is described. Therefore further terms have to be explained before.

Let Cti,a and Ctj ,b be two clusters, with ti, tj ∈ {t1, . . . tn}. First, we intro-
duce the term temporal cluster intersection for the purpose of measuring the
stability of a time series:

∩t{Cti,a, Ctj ,b} = {Tl | oti,l ∈ Cti,a ∧ otj ,l ∈ Ctj ,b}
with l ∈ {1, . . . , m}. The result is the set of time series that are assigned to both
of the clusters under consideration. This means all sequences that were grouped
together at time ti and tj . The transition of a time series from ti to tj can now be
described by the proportion of cluster members from the corresponding cluster
in ti who migrated together into the cluster in tj :

p(Cti,a, Ctj ,b) =

{∅ if Cti,a = ∅
|Cti,a

∩tCtj ,b
|

|Cti,a
| else

with ti < tj . In Fig. 2 an example for transitions of time series between clusters
is sketched. There, the proportion for Cti,l and Ctj ,v would be

p(Cti,l, Ctj ,v) =
|{Ta, Tb}|

|{oti,a, oti,b}| =
2
2

= 1.0.

This proportion can be used to measure the stability of a sequence with a sub-
sequence score. It is defined as

subsequence score(Tti,tj ,l) =
1
k

·
j−1∑
v=i

p(cid(otv,l), cid(otj ,l))

with l ∈ {1, . . . , m}, k ∈ [1, j − i] being the number of timestamps between ti
and tj where the data point exists and cid, the cluster-identity function



96 M. Tatusch et al.

cid(oti,l) =

{
∅ if the data point is not assigned to any cluster
Cti,a else

returning the cluster which the data point has been assigned to in ti. The function
returns an empty set, either if the object is classified as noise or if it does not
exist at the considered time. Note, that the subsequence score is normalized to
[0, 1] by k, as the proportion p is a percentage between 0 and 1, as well.

In the example of Fig. 2, the score of time series Ta between time points ti
and tk would be:

subsequence score(Tti,tk,a) =
1
2

· (1.0 + 1.0) = 1.0.

A notable characteristic is, that the score is always 0, if the last data point of the
considered subsequence is marked as noise. However, this circumstance does not
lead to any handicaps in most cases as all partial sequences of these subsequences
are treated normally. Nevertheless, the handling of sequences with an endpoint
that is labeled as noise will be analyzed in more detail later on.

For now describing the concrete procedure of detecting conspicuous
sequences, we first provide a vague definition of them:

Definition 8 (Anomalous Subsequence). A subsequence Tti,tj ,l is called
anomalous, if it is significantly more unstable than its cluster members at time tj.

With the help of the subsequence score which measures the stability of a subse-
quence, anomalous ones can now be distinguished by comparing the stability of
grouped subsequences at a given time point. Every possible subsequence gets an
outlier score indicating the probability of being anomalous, by calculating the
deviation of its stability from the best subsequence score of its cluster. A formal
description of the best subsequence score can be given by:

best score(ti, Ctj ,a) = max({subsequence score(Tti,tj ,l) | cid(otj ,l) = Ctj ,a})

The outlier score of a subsequence is then calculated as follows:

outlier score(Tti,tj ,l) = best score(ti, cid(otj ,l)) − subsequence score(Tti,tj ,l)

As the best score lies between 0 and 1, an outlier score of 100% can only be
achieved in completely stable clusters. The smaller the best score of the consid-
ered cluster is, the smaller is the greatest possible outlier score.

Regarding the example in Fig. 2, the time series Td would get the following
outlier score between time points ti and tk:

outlier score(Tti,tk,d) = 1.0 − (0.5 · (0.5 + 1.0)) = 0.25

With the outlier score, now a more precise definition of an outlier can be given.
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Definition 9 (Outlier). Given a threshold τ ∈ [0, 1], a subsequence Tti,tj ,l is
called an outlier, if its probability of being an outlier is greater than or equal τ .
That means, if

outlier score(Tti,tj ,l) ≥ τ.

Although τ is a constant, it can be interpreted as a dynamic threshold. That is,
because the greatest possible deviation from the best subsequence score – and
thus the greatest outlier score – depends on the best score of the considered
cluster. Clusters with low stability have a lower probability of containing an
outlier than stable ones, since all their cluster members show irregularities and
that represents a pattern of instability. In this context, the small subsequence
score is thus not conspicuous.

Intuitive outliers from the over-time clustering that were marked as noise get
a special treatment. Subsequences that consist entirely of noise data points are
automatically identified as outliers. Since subsequences whose last data point is
labeled as noise are not assigned to a cluster from which the best score can be
calculated, no outlier score can be determined for them. Therefore, they are not
included in the regular outlier calculation. In the following we will differentiate
between anomalous subsequences, intuitive outliers and noise.

Take another look at the case where the last element of an examined sub-
sequence Tti,tj ,l is marked as noise. Suppose the subsequence Tti,tj−1,l gets a
high outlier score and is detected as outlier. Then one would expect that the
subsequence under consideration Tti,tj ,l would be identified as an outlier as well.
This will only be the case, if the previous data point was categorized as noise as
well and the sequence was therefore recognized as an intuitive outlier. However,
for the sequence Tti,tk,l with k > j, which at the last time point tk is assigned
to a cluster again for the first time this would also be the case. Thus in the end
Tti,tj ,l would be covered.

Yet a marginal case is when a data point is labeled as noise at the last time
of the entire time series. In this scenario, a sequence with end time tm would
never be detected as an outlier if it is not marked as noise in tm−1.

Remark 1 (Stability). The stability is not only influenced significantly by a small
sample size when considering constant data points [4]. When examining the over-
time stability, a small sample size leads to high sensitivity to cluster transitions,
as well. As more data points are considered, the simpler it is to draw meaningful
conclusions about the stability.

5 Experiments

In order to evaluate the presented method, we performed several experiments
on different real world data. We also present two artificially generated data
sets which are used to illustrate the handling of some marginal cases. In order
to cluster the data per point in time, we used DBSCAN [9] with adapted
parameters.
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Fig. 3. Two dimensional experiment on the EIKON Financial Data Set with τ = 0.6,
minPts = 2 and ε = 0.15. The colors indicate cluster belongings, whereby grey objects
represent outliers. Circles are outliers by distance and boxes are intuitive outliers, as
well. Red color or font indicates noise. (Color figure online)

5.1 EIKON Financial Data Set

Eikon is a set of software products released by Refinitiv (formerly Thomson
Reuters Financial & Risk). It contains a database with financial data of thou-
sands of companies for the past decades. For illustration reasons we randomly
selected thirty companies and two features. The selected features are a figures
which were taken from the balance sheet of the company. In economics it is com-
mon to normalize these figures by the companies’ total assets in order to make
it comparable to other companies. Beside this, we normalized the features with
a min-max normalization. The clustering was done with DBSCAN and ε = 0.15,
minPts = 2 as parameters. The outlier detection parameter was chosen to be
τ = 0.6. In Fig. 3 one can see the illustrated results. The presented technique
found two outlier subsequences. The first, which is labeled as GM is detected
from the year 2008 until 2009. This is because GM is noise in the year 2008,
which leads to a subsequence score of 0. In 2009 GM merges with a cluster,
which has a high reference score. The second outlier detected is the subsequence
Tt2009,t2013,KR. It is detected as an intuitive outlier.

5.2 Airline On-Time Performance Data Set

The Airline on-time performance data set [8] was originally collected by the
U.S. Department of Transportation’s Bureau of Transportation Statistics. It
contains records of 3.5 million flights. Every flight has a set of 29 features, such
as the departure delay, the delay reason, the arrival delay and the airline which
processed the flight. In order to detect anomalies in this data set, we constructed
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Fig. 4. One dimensional experiment on the Airline On-Time Performance Data Set
with τ = 0.4, minPts = 3 and ε = 0.03. Black sequences represent anomalies, while
white dashed ones stand for intuitive outliers. The color of the dots emphasize which
cluster the data points are assigned to. Red dots represent noise. (Color figure online)

a time series for every airline by calculating the average of their features for every
day. Before applying our technique, we normalized the data with the min-max
normalization and clustered it with DBSCAN. Every observation represents a
flight of an airline. In order to illustrate the results we executed our algorithm
to one feature, namely the flight distance. We applied DBSCAN for eight time
points with the following parameters: minPts = 3 and ε = 0.03. Additionally
we chose τ = 0.4. The result can be seen in Fig. 4.

The figure shows two kinds of outliers: Intuitive outliers and outliers which
were identified by their distance to a reference time series. Since the time series
which is labeled with the points a, b and c has a large distance to other time
series it is detected as an intuitive outlier from a to b. Due to this, the time
series’ accumulated subsequence score is zero and thus it is also detected as an
outlier at the last time stamp c. From point a to b it is not detected as an outlier
by it’s distance to the reference subsequence score, since the neighborhood of the
sequence at time point 8 have also a low stability score. Regarding the time points
1 to 8 and the objects in the neighborhood, there are at most two peers which
remained together. The subsequence labeled with d and e is a good example for
the presented method. It illustrates the detection of outliers by the change of
cluster neighbors of the subsequence.

5.3 Simulated Data

In order to test our method in a targeted manner, two experiments were per-
formed on simulated data. Both a univariate and a multivariate data set with two
features are considered. In both cases, a time span of 8 time points is examined.
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Fig. 5. Illustration of the detected outliers on the simulated one-dimensional data
set with τ = 0.55, minPts = 3 and ε = 0.05. Black sequences represent anomalous
subsequences, while white dashed ones stand for intuitive outliers. The color of the
dots emphasize which cluster the data points are assigned to. Red dots represent noise.
(Color figure online)

The one-dimensional data set was generated so that initially four starting
points (for four groups) were selected. In addition, the maximum deviation from
the centroid and the number of members were chosen for each group. The cen-
troids were then calculated randomly for each time point, whereby the distance
of the centroids of a cluster of two successive time points could not exceed 0.06.
After generating the normal data points, 5 outlier sequences were randomly
inserted. The starting points were chosen randomly and the distance between
two consecutive points could not be greater than 0.3. For all points, care was
taken to ensure that they were between 0 and 1.

As shown in Fig. 5, anomalous sequences from five time series have been
found. Regarding the first time stamp the first and second black line show time
series that are entirely recognized as conspicuous ones. Since their data points
often switch between being noise (red dots) and different cluster members, this
result is meaningful. Between time point 6 and 7 one additional black line in
added. This can be explained by the stability of the sequence’s cluster at time
7. All its cluster members migrate together from time point 6 to 7, so that an
outlier is very conspicuous.

Looking at the completely randomly generated time series with the upper-
most noise point at time 2, it is noticeable that it was not recognized by our
algorithm. This is due to the fact that the purple cluster at time 3 and the
turquoise cluster at time 5 do not have a high stability and the deviation of the
sequence from the best possible score is therefore not very large. In the last time
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Fig. 6. Illustration of the detected outliers with τ = 0.5, minPts = 4 and ε = 0.11 on
the artificially generated data two-dimensional set. The colors indicate cluster belong-
ings, whereby grey objects represent outliers. Circles are outliers by distance and boxes
are intuitive outliers, as well. Red color or font indicates noise. (Color figure online)

points, the time series migrates stably with the yellow cluster, so that it does
not behave uncommonly.

If the data points of a time series change from one point in time to another
from a cluster to noise, they are not initially interpreted as conspicuous. This
is a problem if the time series remains as noise as the time at which it split
from the cluster is not recognized as an intuitive outlier. This behavior can for
example be seen in the striped line regarding the first time stamp. Between the
times 6 and 7, the sequence was not detected as an outlier.

The second data set was created as follows: First, three starting points as
centroids and the number of members of the three clusters were chosen. The
maximum deviation of two consecutive centroids was set to 0.05 and that of the
member data points to the centroid was set to 0.1. One time series was assigned
to each group, which was allowed to deviate from the centroid by up to 0.25.
Finally, two time series with completely random data points were added, so that
a total of 5 outlier sequences should be noticeable. Here, too, we made sure that
all data points are between 0 and 1 for each feature.

In Fig. 6 the results for an over-time clustering made by DBSCAN with
minPts = 4 and ε = 0.11 and an outlier threshold of τ = 0.5 are shown.
The time series 16, 37, 48 are generated with higher deviation and 49 and 50
completely random. It can be seen that all these time series were found by our
algorithm as outliers (grey). Since the data points of these time series often are
outliers as well as change their cluster members, this is a correct result. However,
the first two time points are assumed to be normal for time series 16. This is
desired too, as it moves stable with its cluster members at this time.
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Although the data points of 42, 45, 46 and 47 split from their cluster members
in time point 4, they are not identified as outliers. Since they migrate together
and even merge back to their former cluster members in time point 5, their
behavior is not conspicuous. The sequence 42 is identified as anomalous between
time points 1 and 2 (turquoise cluster), since all its cluster members migrated
completely stable from time point 1 to 2.

In total, the following outlier sequences can be read from Fig. 6: T3,8,16,
T1,2,42, T1,7,37, T1,8,48, T1,8,49, T1,8,50. All are justified and correspond to the
desired result. There is one striking observation, though: Although 37 is con-
spicuous over the entire period, it is only found as outlier between time 1 and 7.
The reason for this is that the marginal case mentioned in Sect. 4 has occurred.
Since the data point of the time series was classified as noise at the very last
point in time, but not at the time before, the sequence is not found by our
algorithm.

6 Conclusion and Future Work

In this work we presented a robust outlier detection algorithm for multiple mul-
tivariate time series. By analyzing the cluster transitions of time series over time,
we are able to identify anomalous sequences. Instead of using sliding windows,
our method performs an analysis of all possible subsequences. The shown results
are sound and enable a new field of research. However, there are still some inter-
esting aspects which may be examined in future work. The most important issue
is the determination of the outlier detection parameter τ . We assume an interde-
pendence of τ and hyperparameters that are used for the clustering algorithm.
Further not all intuitive outlier sequences have to be conspicuous in regard to
the time series database. Considering the deviation of time series can lead to an
enhanced analysis of those. Finally, it could be useful to identify whole outlier
clusters. Therefore a cluster score could be computed and evaluated.
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Abstract. Many artificial neural network classifiers assume a closed-
world, where the composition of classes is fixed and known, however prob-
lems where this assumption does not hold are found in nearly every case
where multi-class classification is applied. For example, in network traffic
classification the actual number of classes often dramatically exceeds the
number of classes known or labelled at training time. Various treatments
have been proposed to adapt closed-set classifiers for application in open-
set scenarios, both formal and informal. To demonstrate the effectiveness
of these treatments, we conducted an empirical study using a simple
example based on the MNIST digit classification problem. Our results
show the various treatments make trade-offs between classification recall
and precision. We demonstrate that softmax output equalisation during
training can significantly improve performance in open set classification.

Keywords: Open-set recognition · Deep learning · Neural network

1 Introduction

Artificial neural networks have demonstrated excellent results in multi-class clas-
sification problems from many domains. The recognition of handwritten dig-
its is widely explored and used to compare the performance of neural net-
work approaches and architectures. The classifier learns general concepts from a
database of labelled handwritten digits, and its performance is measured accord-
ing to its recognition of digits in previously unseen images [6].

Many artificial neural network classifiers use a softmax final layer which
yields a probability distribution across a fixed set of classes known at training
time. This assumes a closed-world where the exact number and composition of
classes is known. However, problems for which the closed-world assumption does
not hold are found in nearly every case where multi-class classification is applied
[10]. In the open-world the actual number of classes may dramatically exceed the
number of classes known at training time. When the closed-world assumption is
broken, instances from previously unknown classes must be fit to known classes,
with good recall of known classes but inevitable misclassification of samples
from unknown classes. This means that closed-world results look better than
they really are [10].
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Our interest in this problem is motivated by our experiences applying classi-
fiers to network traffic from real networks [7]. It is possible to devise closed-set
traffic classification schemes (e.g. TCP, UDP, or mail, P2P, web), but in mod-
ern networks these classification schemes are behaviourally orthogonal and their
frequencies heavily skewed making for trivial recognition tasks. Further, in most
real networks these classification schemes are still open-set. The interests of
network engineers and security practitioners requires more sophisticated classifi-
cation schemes where there are likely many more classes than known at training,
and samples from known and unknown classes are likely to share features. There
are unfortunately very few examples [1,12] where this problem is recognised and
to some extent addressed. This has motivated us to experiment with different
approaches to the problem.

Various treatments, formal and informal, are proposed to address the limi-
tations of softmax to the open-set problem. Formal techniques, including Open-
Max [3]), Open Classifier Networks (OCN) [9] and Evidential Deep Learning
(EDL) [13], address the open-set problem by quantifying misclassification risk (or
prediction uncertainty). Informal techniques, such as confidence thresholds [1,12]
or inclusion of an “unknown” class, do not quantify misclassification risk, rather
apply heuristic bases for rejection (such as applying a threshold to softmax out-
puts). Consequently they may address some aspects of the open-set problem but
are still vulnerable to uncertain (e.g. adversarial) inputs.

Motivated by the need to apply our network classifiers in open-set scenarios,
and understand the performance implications of doing so, we report the results of
our investigation of approaches to open-set recognition. In summary, this paper
makes the following contributions:

– Survey and comparison of informal and formal approaches applied to an open-
set scenario; and

– A new approach combining counter-example training (similar to [4]) with
OpenMax to produce near-optimal classification performance in our open-set
scenario.

The paper is structured as follows. Section 2 frames the open-set classifica-
tion problem, describing the openly available data set and code used in our
experiments. Section 3 compares oft used informal treatments with the formal
OpenMax treatment. Section 4 demonstrates our contribution to improving the
precision of these treatments using counter-example training. We summarise our
findings in Sect. 5.

2 Breaking the Closed-World Assumption

Handwritten digit recognition is a common problem used to compare the per-
formance of neural network approaches and architectures. A common data set
for comparing the accuracy of approaches is the MNIST handwritten digit data
set [6]. The data set consists of 60000 training images and 10000 test images of
ten handwritten digits, zero to nine, with an image size of 28 × 28 pixels. This
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data set is a closed-set, containing exactly 10 known classes. However, an open-
set problem can be posed by training with a subset of these classes and testing
with all classes. Like our network traffic classification problems, the digits will
likely share significant features across known and unknown classes.

The experiments described in this paper are based on an existing MNIST
digit classifier [14], an artificial neural network consisting 3 convolutional and
max-pooling layers, a fully-connected layer and softmax output layer. The net-
work is trained with 1000 batches of 100 samples.

Figure 1 shows its prediction performance when trained to samples of all 10
classes, achieving overall test accuracy of 99.03%. t-SNE [8] is used to visualise
the penultimate-layer responses, reducing the dimension of the responses while
revealing its structure. In this case the t-SNE plot shows the penultimate-layer
responses to samples of the 10 classes cluster with good separation.

Fig. 1. Results for the initial classifier showing t-SNE plot of the penultimate layer
responses and overall per-class accuracy.
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To measure the effect of breaking the closed-world assumption, we train the
classifier using only instances of a subset of “known” classes, and test against
instances of all classes. We arbitrarily choose to train only three classes (0, 1, 2),
with the remaining classes (3–9) regarded as unknown. As there are only three
classes to model, the new classifier is reduced in size to minimise potential for
over-fitting, with only two convolutional and max-pooling layers and a smaller
fully-connected layer.

Figure 2 shows a training accuracy of 100%, however there is no mechanism
to separate or reject samples of unknown classes so predictably the test accuracy
against all 10 classes is only 31.40%. The t-SNE plot shows that while the known
classes cluster and are evidently separable, the penultimate-layer responses to
samples of the unknown classes are not. This is typical whenever a closed-world
classifier is naively applied to the open-world, and consequently the problem has
motivated the development of open-set treatments.

Fig. 2. Results of testing the original classifier in an open-set scenario showing the
t-SNE plot of penultimate layer response, and confusion matrix with dark grey region
showing the “unknown” classes not exposed during training.

3 Treatments for Open-World Classification

Various treatments are proposed to enable softmax classifiers to operate within
open-set scenarios. The most common informal approaches are using confidence
thresholds and introducing an unknown class, while OpenMax is the widely used
formal approach. We now compare these treatments.
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3.1 Confidence Thresholds

The simplest and most common treatment to the open-set problem is to treat
the components of the softmax output as a confidence or uncertainty measure
to which a threshold can be applied (e.g. [1,12]). If the largest component of the
softmax probability distribution is greater than the threshold it is predicted to
be of that class, else the prediction has low confidence and inferred to be of an
unknown class. This reduces the boundaries around the known classes, effectively
leaving an unknown space for distant examples to be regarded unknown. This is
a popular technique despite [5] showing that softmax classifier probabilities are
not directly useful as confidence estimates.

To demonstrate we apply a threshold to the maximum softmax component
of the naive classifier in Sect. 2. The confidence threshold is informed from the
distribution of confidence values after training, in this case 0.5 is chosen. A
sample with a maximum softmax value below this threshold is considered to be
from an unknown class, providing a mechanism to reject unknown samples.

Fig. 3. Results of applying a threshold to softmax outputs.

Figure 3 shows the classifier achieves an overall accuracy of 91.55%. As the
threshold is applied only during testing the t-SNE plot looks essentially the
same as for the naive approach, however the threshold provides the means to
reject samples effectively establishing decision boundaries around the samples of
known classes. As there is no clear separation between the classes these decision
boundaries will be imprecise. This appears particularly the case where classes
share common features (e.g. in this scenario “0” and “6”).
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3.2 Including an “Unknown” Class

Should unlabelled training instances be available for some subset of unknown
classes, there is potential to improve classifier precision. [15] includes an addi-
tional “unknown” class to capture all instances that do not match the set of
known classes. Intuitively, this forces the model to more precisely define the deci-
sion boundary around known classes through the need to identify the boundary
for an additional class.

To implement this approach we include an additional class in the softmax
final layer, and train the model with the inclusion of these unlabelled instances
to yield the unknown class. To reflect a likely application scenario, with classes
that share features, we split the training instances into three: instances for known
classes (0–2), instances for available unknown (unlabelled) classes (7–9), and
instances for unavailable unknown classes (3–6). We train the classifier using only
the instances for known and available unknown classes, and test using instances
from all classes. The expectation is that the classifier will learn robust general
concepts for the known classes, and enough about how they differ from available
unknown class instances to correctly classify all unknown class instances.

Fig. 4. Results of testing the classifier with an additional “unknown” class. The con-
fusion matrix shows the “unknown” samples used to training the “unknown” class in
light grey.

Figure 4 shows the classifier in this case achieves an accuracy of 92.96%
while classification of the unknown class is 89%. The t-SNE of penultimate
layer responses shows the known samples cluster and are separated from the
available unknown samples, but misclassification occurs mainly in the region
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between. These responses are established during training and hence the unavail-
able unknown samples could produce similar responses to any of the available
classes.

The central problem is best summed up by [16], that all positive examples are
alike but each negative example is negative in its own way. The model learns to
respond strongly to features of the available unknown samples but these do not
generalise to all unknowns, and so the unavailable unknowns may draw strong
responses from features of any class.

We have shown these informal approaches can achieve some degree of recogni-
tion in the open set. However, the techniques described do not satisfy the formal
definition of open set recognition offered in [11], as they focus on model per-
formance and ignore misclassification risk. We next consider a formal approach
that enables rejection based on prediction uncertainty.

3.3 OpenMax Classification

OpenMax [3] is an approach to open recognition that models both model perfor-
mance and misclassification risk. It employs a decaying probability model based
on the distance of the model response from the learned model. This yields a
revised penultimate activation layer incorporating the degree of uncertainty of
classification with respect to each known class. The classifier is trained normally
using the known classes, then per-class distributions are calculated on the log-
its of the penultimate layer. During testing, the logits are compared to these
per-class distributions to determine the probability they belong to each class -
the difference becomes the measure of uncertainty. The model supports explicit
rejection when this uncertainty measure has the highest probability. The model
is hence able to reject unknown as well as uncertain (e.g. adversarial) inputs.

We attempted various implementations and hyper-parameter settings based
on [3] and its code [2], but ultimately found OpenMax extremely sensitive to
our small number of classes. [3] uses 450 ImageNet classes compared to the
three in our scenario, which leads to two issues. First, the method for revising the
penultimate layer is more likely to encounter negative logits, which when rescaled
actually increase the certainty of uncertain responses. Our implementation of
OpenMax revises the penultimate layer by applying sigmoid activation to each
logit thereby transforming each component to a probability in the range [0, 1],
then applying the uncertainty measure, and finally inverting the sigmoid to
a logit value. Second, as the method accumulates the differences of uncertain
responses to determine an overall uncertainty value, the sum of small logits may
never yield an uncertainty above the other logits. In the case the logits of the
penultimate layer are all below zero, we deem the outcome uncertain and returns
a default uncertainty logit above zero.

The results in Fig. 5 show the OpenMax-based classifier achieves an overall
accuracy of only 72.21%, well below the other approaches tested. The t-SNE
plot shows the revised logits do not appear to separate known and unavail-
able unknown classes. We believe this is likely due to significant overlap in
features between these classes. The model has not learned what differentiates



Applying Softmax Classifiers to Open Set 111

Fig. 5. Results of testing OpenMax on a model trained with samples of the three
known classes.

these classes, only the features that differentiate the known classes, hence the
penultimate layer has similar responses to samples from known and unknown
classes.

4 A Better Open-World Classifier

The open-set recognition techniques described provide high recall but poor pre-
cision. To improve separation between samples of known and unknown samples,
and hence assist precision, we developed an approach similar to [4] using the
available unknowns as counterexamples (also referred to as background exam-
ples [4] or negative examples [11]). Intuitively, we train the classifier to yield
a strong response to samples from known classes, and weak responses to coun-
terexamples. These weaker responses are easier to reject, hence the model is
more robust to misclassification of unknown instances.

Counterexample training is achieved by manipulating the probability dis-
tribution during training. During training, the optimiser seeks a solution that
yields a softmax distribution close to the desired probability distribution. Typ-
ically this probability distribution has the maximum probability of one for the
correct class and minimum probability of zero for the incorrect class. In our
approach, we evenly distribute the probability across the known classes (i.e. the
probability must sum to one so the three known classes each have probability
0.33). During testing, the trained model yields a peaked probability distribution
for samples of known classes, and a flat distribution for samples of unknown
classes.
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In contrast, [4] uses a specialised loss function that minimises response to
unknown samples, penalises known samples outside the decision boundary, and
penalises unknown samples outside the decision boundary. This requires estab-
lishing a hyper-parameter that sets the separation margin, and a threshold to
apply to the softmax score. We believe our technique can achieve similar results
without the additional hyper-parameter.

To demonstrate the approach, we show how our counterexample-trained
model can improve the performance of informal and formal open set approaches.

4.1 Counterexamples with a Confidence Threshold

As in [4], we can reject unknown samples by applying a threshold to the softmax
distribution of the new classifier. Separation between known and unknown should
be achieved by setting the threshold reasonably above the evenly distributed
softmax value used in training, in this case we set the value at 0.5.

Fig. 6. Results of testing the confidence-threshold on counterexample-trained model.
The confusion matrix shows the classes used for counter-example training in light grey.

The results in Fig. 6 show the classifier achieves accuracy of 93.48%, a 2%
improvement over applying a threshold without counterexamples. Compared to
the previously studied treatments, this approach performs better for instances of
previously-unseen classes with clear separation between the responses of known
and unknown classes. However, the chosen threshold preferences classification of
unknown samples at the cost of rejecting samples from known classes.
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4.2 Counterexamples with OpenMax

The fundamental expectation of OpenMax is different inputs produce differ-
ent responses. In our scenario with a small number of trained known classes
and overlapping unknown classes, the penultimate layer responses are relatively
close. The results in Sect. 3.3 demonstrate that OpenMax cannot discriminate
known from unknown under these conditions, however the more precise responses
achieved by training with counterexamples can assist. Figure 7 shows OpenMax
classification with a counterexample-trained model achieved 97.68% accuracy
with lowest per-class accuracy of 90.89%. This is a substantial improvement
over applying a confidence threshold, with the added benefit of not needing to
establish additional hyper-parameters.

Fig. 7. Results of testing OpenMax with counterexample-trained model.

The t-SNE plot for the revised penultimate layer logits shows the known
classes are clustered and clearly separated from unknown samples. In contrast to
the earlier OpenMax model, the counterexample-trained model achieves better
separation between the responses of known and unknown classes that OpenMax
is better able to exploit.

5 Conclusions

Many real-world classification problems are open-set in nature, however soft-
max classifiers are designed and trained under a closed-world assumption. The
resulting models have no mechanism to reject samples from unknown classes.
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Network traffic classification is inherently open-set, motivating our interest in
this problem.

We investigated empirically a number of treatments that enable the appli-
cation of softmax classifiers to open-set scenarios. Common treatments such as
thresholds and the addition of an “unknown” class can yield acceptable recall
but typically with poor precision as the learned model has not learned separable
features. We tested each treatment using an openly available data set [6] and
code [14], and used t-SNE on the penultimate-layer responses to visualise and
explain the effect of each treatment. We have applied the techniques to network
traffic classifiers with comparable results.

Formal approaches to open-set quantify misclassification risk, while informal
approaches do not. While a formal approach is highly desirable, our implementa-
tion of OpenMax did not achieve the results of the informal treatments. Open-
Max incorporates an uncertainty value into the prediction which can be used
to reject samples with responses not from the same distribution as the known
samples, however we found the model responses to samples from the known and
unknown classes were not so clearly separable. This is principally a result of our
constrained application scenario, with only a small number of classes to learn
defining characteristics, but characteristic of the traffic classification scenarios
in real-world networks.

Training models with counterexamples substantially improved model perfor-
mance for both informal and formal approaches. Training with counterexam-
ples yields a classifier that produces stronger responses to samples from known
classes. The known and unknown classes were highly separable, enabling samples
from unknown classes to be more easily rejected. For our constrained scenario,
our novel combination of OpenMax on the counterexample-trained model pro-
duced the best overall model performance of 97.68% against the closed-set result
of 99.03%.
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fication using deep learning. In: 2018 Network Traffic Measurement and Analysis
Conference (TMA), pp. 1–8 (2018)

2. Bendale, A.: abhijitbendale/OSDN (2016). https://github.com/abhijitbendale/
OSDN. Accessed 17 June 2019

3. Bendale, A., Boult, T.E.: Towards open set deep networks. In: 2016 IEEE Confer-
ence on Computer Vision and Pattern Recognition (CVPR), pp. 1563–1572 (2016)

4. Dhamija, A.R., Günther, M., Boult, T.E.: Reducing network agnostophobia. CoRR
abs/1811.04110 (2018). http://arxiv.org/abs/1811.04110

5. Hendrycks, D., Gimpel, K.: A baseline for detecting misclassified and out-of-
distribution examples in neural networks (2016)

6. LeCun, Y., Cortes, C.: MNIST handwritten digit database (2010). http://yann.
lecun.com/exdb/mnist/

7. Li, Y., et al.: Deep content: unveiling video streaming content from encrypted wifi
traffic. In: 2018 IEEE 17th International Symposium on Network Computing and
Applications (NCA), pp. 1–8 (2018)

https://github.com/abhijitbendale/OSDN
https://github.com/abhijitbendale/OSDN
http://arxiv.org/abs/1811.04110
http://yann.lecun.com/exdb/mnist/
http://yann.lecun.com/exdb/mnist/


Applying Softmax Classifiers to Open Set 115

8. van der Maaten, L., Hinton, G.: Visualizing data using t-SNE. J. Mach. Learn. Res.
9, 2579–2605 (2008). http://www.jmlr.org/papers/v9/vandermaaten08a.html

9. Prakhya, S., Venkataram, V., Kalita, J.: Open set text classification using convo-
lutional neural networks. In: International Conference on Natural Language Pro-
cessing, December 2017. http://par.nsf.gov/biblio/10059464

10. Rocha, A., Goldenstein, S.: Multi-class from binary - divide to conquer. In: VISAPP
(2009)

11. Scheirer, W., Rocha, A., Sapkota, A., Boult, T.: Toward open set recognition.
IEEE Trans. Pattern Anal. Mach. Intell. 35(7), 1757–1772 (2013). https://doi.
org/10.1109/TPAMI.2012.256

12. Schuster, R., Shmatikov, V., Tromer, E.: Beauty and the burst: remote identifica-
tion of encrypted video streams. In: USENIX Security Symposium (2017)

13. Sensoy, M., Kaplan, L., Kandemir, M.: Evidential deep learning to quantify clas-
sification uncertainty. In: Proceedings of the 32Nd International Conference on
Neural Information Processing Systems, NIPS 2018, pp. 3183–3193. Curran Asso-
ciates Inc., USA (2018). http://dl.acm.org/citation.cfm?id=3327144.3327239

14. Sopy�la, K.: ksopyla/tensorflow-mnist-convnets (2017). Accessed 1 May 2019
15. Zhang, J., Chen, X., Xiang, Y., Zhou, W., Wu, J.: Robust network traffic classi-

fication. IEEE/ACM Trans. Netw. 23, 1 (2014). https://doi.org/10.1109/TNET.
2014.2320577. http://nsclab.org/nsclab/esi/tonzhang2015.pdf

16. Zhou, X.S., Huang, T.S.: Small sample learning during multimedia retrieval using
biasmap. In: CVPR (2001)

http://www.jmlr.org/papers/v9/vandermaaten08a.html
http://par.nsf.gov/biblio/10059464
https://doi.org/10.1109/TPAMI.2012.256
https://doi.org/10.1109/TPAMI.2012.256
http://dl.acm.org/citation.cfm?id=3327144.3327239
https://doi.org/10.1109/TNET.2014.2320577
https://doi.org/10.1109/TNET.2014.2320577
http://nsclab.org/nsclab/esi/tonzhang2015.pdf


An Efficient Risk Data Learning
with LSTM RNN

Ka Yee Wong and Raymond K. Wong(&)

School of Computer Science and Engineering,
University of New South Wales, Sydney, Australia

kayee.wong@unsw.edu.au, wong@cse.unsw.edu.au

Abstract. The use of big risk data for risk management has evolved into a
concern within financial services industry in recent years. Whether the quality of
big risk data can be relied upon is to be ascertained till 2019. To facilitate the
measurement and prediction of data quality, we propose an efficient approach to
slide a piece of data from the big risk data and a model to train divergent Long
Short-Term Memory (“LSTM”) Recurrent Neural Networks (“RNNs”) with
various algorithms. The network is evaluated by the improvement in network
run time, prediction accuracy and relevant error. This enables financial institu-
tions to identify potential data risks instantly for earlier mitigation soon.

Keywords: Long Short-Term Memory � Recurrent Neural Network � Big data

1 Introduction

In Feb 2019, the government in Australia demanded for the restoration of trust in
financial system after several mis-conduct of the banks [1]. This is in view of recent
scandals: In April 2018, the Prudential Regulator refused a bank’s corporate risk data
due to data inaccuracy & incompleteness [2]. In Feb the same year, the Royal Com-
mission challenged banks for mis-conduct arising from the poor quality of risk data [3].

In recent years, banks in Australia put much effort on the application of AI tech-
nology to reduce bank compliance costs, called RegTech (“Regulatory Technology”),
by utilizing the power of big data [4]. This is also a trend for them to apply machine
learning to big data for future management [5]. Both AI or machine learning are trusted
to be used to swiftly filter the bad quality from the big data and slide the good quality
for use. For example, used to predict the data quality with machine learning algorithms.

How to justify a data as good or bad is referenced to the data quality dimensions set
out by the regulator, ARPA – CPG 235 [6]. The most onerous task is that the big data is
stored in multiple repositories. To analyse and predict them takes tremendous amount
of time [7]. They have deviating formats and the size are immense such as market risk
(“MR”), credit risk (“CR”), operational risk (“OR”) and liquidity risk (“LR”).

In order to use the big risk data for risk management, we propose a machine
learning model to learn with every bit of the information to improve the predictive
power. The model is implemented by a deep neural network, LSTM RNN, identifying
complex patterns in large data sets to make accurate prediction. It is tested by scenarios
to ascertain the effectiveness in terms of the saved run time, enhanced accuracy and
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improved prediction error – through the deployment of another algorithm and network.
The saved run time is the time saved in training the neural network for the prediction.

The prediction of risk data quality requires the processing of previous and future
cases for the reduction of likelihood of a future occurrence. Big risk data accumulated
over years in banks. A massive network is required. To fit this, we select LSTM RNNs
to explore information from the past & future [8] to build an enormous network and
model long-term temporal dependencies [9]. To apply memory between batches let it
remember memory across long sequences to obtain control over the network state.
Thus, this is used to forecast the quality to identify data risk earlier for mitigation [10].

2 LSTM-RNN Learning Approach

Pursuant to the CPG 235, the data quality (“DQ”) is to be measured by several dimen-
sions: (a) accuracy; (b) completeness; (c) consistency; (d) timeliness; (e) availability; and
(f) fitness for use [6]. These dimensions are mapped to the real-world data quality issues
as defined in Table 1. The issues are implanted into the dataset of this paper.

2.1 The Dataset

Real-world data quality issues were regularly announced by risk experts (e.g. market
risk [11, 12], credit risk [13], liquidity risk [14] and operational risk [15, 16]. In this

Table 1. Data quality issues mapped to the CPG 235 data quality dimensions

Dimensions Real world 10 common DQ issues

Accuracy Translation issue may be an omission of the translation for an amount (from
US$ to AU$)
Transformation issue may be an omission of the transformation of date format
(from dd/mm/yy to mm-dd-yyyy)

Completeness Incomplete values include abnormal postal codes inconsistent with the
standard digits for a country

Consistency Data-mismatch should be investigated attributable to inaccurate record in one
or more databases
Duplicated fields are to be de-duplicated to avoid extra inconsistent record
including duplicated identifier for the same customer in the database

Timelines Stale records need to be updated to keep up-to-date and any obsolete records
over a period be removed

Availability Missing value is either due to an omission or a value to be imputed later. Both
need correction

Fitness-for-
use

Redundant data is unnecessary and be removed. An example is a potential
client previously rejected by the bank, but his/her data is still kept in the
database
Unreasonable data occurs if a customer hit with the anti-money laundering is
still held in the database
Invalid data include some transactions made with the client before an account
is opened for him/her
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paper, we: (a) analyze the structure of these and summarize the key characteristics;
(b) make-reference to other methodologies related to the organization of data defects
[17]; and (c) magnify the common data quality issues in the dataset.

We synthesize a dataset for use in the model: http://ndb.cse.unsw.edu.au/regtech/
datasets/201904. It contains 1 million banking customer instances that capture all
possible non-compliance scenarios according to the CPG 235. It has 132 data features
(called “data elements”) belonging to 4 risk databases including MR, CR, OR and LR.
Each database contains 33 features in which 8 are static data and 25 are dynamic data.
They include corporate and individual data and the values are discrete. Some data
features with quality issues are extracted to the following (with examples).

• Market risk – Asset Amount (251527, na, ‘ ’, 838); Nationality (‘ ’, tbc, JPY, GBP,
AUD); MR Segments (Retail Bank, Private Bank, Wholesale Bank); Customer Risk
Rating (H, M, L, OnBoarding, P, Q);

• Credit risk – Collateral Amount (29397, 6727, tbc, ‘ ’); TimeStamp (3/10/2015
6:09, 6/02/2008 3:15, 16/06/2018 4:34); Guarantor ID Number (123272, 32416,
tbc); Product Price (725, 85, 3089, na);

• Operational risk – Event Date (06.25.2009, 10.05.2012, 1.29.2018); Residual Legal
Liability (1385, 12, 3307, 715); Control Factors (system control, na, others, regular
review); Loss Multiplier (1, ‘ ’, 1.4, 2); and

• Liquidity risk – Settlement Date (4/11/2014, 13/12/2009, 19/08/2018); NAV (tbc,
871942, 17914, ‘ ’); Liquidity Rate (0.1039, 0.5103, 0.9975); Number of Trades
(1685, 13, na, ‘ ’).

Data features with data quality issues are assigned with a quality score before
classifying into a quality rank, as an input into the network for the data quality
prediction.

2.2 Data Labeling

Prior to inputting data into the networks, we labeled them as depicted in Fig. 1.

Fig. 1. Data labeling
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Firstly we: (a) label data as 1 or 0 to indicate if it is critical; (b) assign a risk data
rating (0.1 to 0.4) & a data quality rating (1.1 to 2) based on the types of risk data &
quality issues respectively; (c) classify data quality scores (<1, =>1 & <2, =>2 & <4
and =>4) into 4 ranks (no/ low/ medium/ high data quality issue) and compare the ranks
with the prediction made in the experiment. Data criticality, all ratings & rankings are
generally assigned by risk experts in the industry.

2.3 Data Scoring Approach and Data Pre-processing

The score is a multiplication of the rating for data quality issues: Data Criticality
Factors * (1 + Risk Data Rating) * Data Quality Rating. Input data is pre-processed.
The abnormal data deviating from the standard (such as missing values) is identified
and its quality score is normalized to a value from 0 to 1 by a min-max scaler. The
predicted quality level exceeding the threshold computed by the machine learning
algorithm is classified into a bad quality whereas that within the threshold is catego-
rized into a good quality. The threshold is a portion of the length of input sequence.
The output value of 1 represents a quality issue exceeding threshold, and value 0 infers
that there is no issue.

3 LSTM-RNN Learning Model

In the model, we train the LSTM RNN with our dataset. The data is split into two –

70% for training the network and 30% for network evaluation. In network setup, we
define the number of previous time steps (look_back) as inputs to predict the data
quality for next time while time steps are ticks of time. Default time is set at 1 and next
time is set at (t + 1). The input array: [samples, time steps, features] is imported into the
network. Also, we frame the quality issue as a one-time step for each sample. In total,
there is a layer with 1 input, a hidden layer with 4 LSTM blocks and an output layer of
1. The activation function of the network is sigmoid, and the batch size is 1.

For another network, the LSTM RNN with memory between batches, which is used
to compare the initial network, we reset the state in the network after each batch.

3.1 Data Profiling

The big risk data is stored in large-scale repositories [5]. Retrieving takes time. In view
of this, we conduct a data profiling to select data clusters for testing in model:

In market risk database, the data element of “Asset Amount” is selected.

• Asset Amount (in number) is classified into 4 categories (1, 2, 3 & 4 corresponding
to the amount of <85,000, between 85,000 & 385,000, over 385,000 & all
amounts). Out of these categories, the number of records is around 10%, 30%, 60%
and 100% of the database.

Besides, the data element of “Nationality” is selected.
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• Nationality (in several options) is classified into 4 categories: 1, 2, 3 & 4 corre-
sponding to a group of countries (CAD, SGD & EUR), another group of countries
(AUD, CAD, CNY, CZK, EUR, GBP, HKD, JPY, MYR, NZD & SGD), a group of
countries (excluding category 1 & 2) & all countries. Out of these, the number of
records is 9%, 34%, 65% and 100% of the database.

In credit risk database, “CollateralAmt” is selected.

• CollateralAmt (in amount) is classified into 4 categories (1, 2, 3 & 4 corresponding
to the amount of <85,000, between 85,000 & 385,000, over 385,000 & all
amounts). Out of these categories, the number of records is 10%, 30%, 60% and
100% of the database.

In operational risk database, “EventDate” is chosen.

• EventDate (in date format of mm.dd.yyyy) is classified into 4 categories (1, 2, 3 & 4
corresponding to the dates later than 19 Feb 2017, the dates later than 19 Feb 2015,
the dates later than 19 Feb 2012 & all dates). Out of these categories, the number of
records is 16%, 36%, 66% and 100% of the database.

In liquidity risk database, “SettlementDate” is chosen.

• SettlementDate (in date format of DD/MM/YYYY) is classified into 4 categories (1,
2, 3 & 4 corresponding to aging period: between 1 & 2 years, 1 & 4 years, 1 & 7
years & all years). Out of these categories, the number of records is 10%, 30%, 60%
and 100% of the database.

Above 4 risk databases are consolidated into the integrated dataset. Following the
profiling, the least percentage of the data from the entire database (either 9%, 10% or
16%) can be used as a base for the comparison of the network run time in experiments.

3.2 Network and Relevant Algorithm

There are memory blocks connected via layers in LSTM RNN. The LSTM block has
components to make a memory for recent sequences and contains gates to manage
block’s state and output, and operates on input sequence, as shown in Fig. 2 [18, 19].

Fig. 2. Network architecture
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In LSTM, each gate uses sigmoid activation units to control if they are triggered or
not, for changing the state and adding information flow. The LSTM is combined with
the RNN by predicting the quality based on previous predictions and the information
learned, unlike conventional feed-forwarding network where inputs are independent.
This is the sequence handling of inputs in the RNN.

RNNs use information from past time steps and from future ones to extend net-
works to the sequential data, as computed in [18, 20]: ht ¼ / Whht�1 þWxxtð Þ where a
sequence of hidden states h1; . . .; hTð Þ is output at time step tð Þ from the input sequence
of vectors x1; . . .; xTð Þ where Wh is recurrent weight matrix, Wx is input-to-hidden
weight matrix and / is an activation function.

LSTM is a structure of RNNs incorporating gates (input, forget & output) to
manage block’s state & output and operating on an input sequence as computed in
equation below when it, ft and ot are input, forget & output gates:

it ¼ sigmoid Wxixt þWhiht�1ð Þ ð1Þ

ft ¼ sigmoid Whf xt þWhf ht�1
� � ð2Þ

ct ¼ ft � ct�1 þ it � tanh Wxcxt þWhcht�1ð Þ ð3Þ

ot ¼ sigmoid Whxxt þWhoht�1 þWcoctð Þ ð4Þ

ht ¼ ot � tanh ctð Þ ð5Þ

where ct is the cell, (�) is logistic sigmoid function and tanh is the hyperbolic tangent
function. By integrating memory between batches (BN), the network’s hidden
becomes:

ht ¼ / BN Whht�1 þWxxtð Þð Þ ð6Þ

The optimization algorithm is ADAGRAD [21], a variant of stochastic gradient
descent:

htþ 1;i ¼ ht;i � g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gtþ 1;i þ �

p � gt;i� ð7Þ

where g is learning rate at each time step t for every parameter hi based on the past
gradients computed for hi and gt;i is the partial derivative of the objective function.
Gt �R

d�d is a diagonal matrix where each element i is a sum of squares of gradients up
to the timestep whereas � is a smoothing term avoiding division by 0 (on order of
1e − 8). Hence, ADAGRAD uses a different learning rate for every parameter hi at
each time step. It sets the value as 0.01 and adapts the rate to parameters, performing
low rates for parameters with frequently occurring features and high rates for those with
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infrequent features. Then, we vectorize the implementation by performing a matrix
vector product � between Gt and gt (denoting gradient at t):

htþ 1 ¼ ht � g
ffiffiffiffiffiffiffiffiffiffiffiffi
Gt þ e

p � gt� ð8Þ

The ADAGRAD converges in batch setting like this [22]:

Input: Tolerance > 0. Initiate , >0, ← 0

repeat

← +1

← + ║ F( ║

← F(

until ║ F( )║

Algorithm

4 Experiment

Python v3.5 is used with Keras library & tensorflow as backend to train the networks
on a system with the processor of i.7-7500U CPU@2.9 GHz, OS of 64-bit and Win 10.

4.1 Results

Utilizing the algorithm of ADAGRAD, we select data elements from MR to train the
network with the dataset of 10%, 30%, 60% & 100% of the entire database. Elements
are asset amount and nationality. Testing results are shown in Figs. 3 and 4.

(a) Cumulative Runtime for Diff. % of Database with ADAGRAD
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(b) Runtime Range with ADAGRAD

(c) Runtime Trend with ADAGRAD

• Referring to the MR asset amount in Fig. 3, much run time is saved in the network
with a dataset which is 10%, 30%, 60% of the entire database. Using 10% of the
network running time as a base, we find that the percentage of time saving is 178%,
589% & 849% for the dataset having 30%, 60% & 100% of the data from entire
database. It is attributable to the total runtime of 1811, 4215 & 6181 s (“sec”)
respectively. By selecting a small portion of data for prediction (by 10%), we
reduce a massive amount of network run time. It simply requires 651 s.

• Inside the network, the run time on average is stable over 10 epochs for the dataset
with 10% & 30% of the entire database (over 65 s and 181 s) except that with 60%
& 100%. The run time for the dataset with 60% of data from entire database rises to
a high level (598 s) at 2nd epochs but returns to a normal level till the end of epoch
(393 s) whereas that for the dataset having 100% of the entire database is unstable –
dropping at 2nd epochs (611 s) and bouncing back to a high level at 3rd epochs
(711 s) before decreasing at an average level (600 s) at 4th epochs.

• The average runtime is visualized in Fig. 3. They are for the dataset sourcing 10%,
30%, 60% & 100% of the data from entire database. The widest range of run time
lie in 100% dataset sourcing all data from entire database.

• Shifting to the nationality in Fig. 4, we achieve a similar result. Significant amount
of runtime is saved with the dataset of 9% data sourcing from entire database. The

Fig. 3. Runtime for MR asset amount Fig. 4. Runtime for MR nationality
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runtime is limited to 674 s. It is also saved for the dataset having 34% & 65% of the
database – only 1945 & 3800 s in comparison with the lengthy time (by 6344 s)
required for the entire database. Using 9% of the network running time as a base, it
can be seen that the saving is 189%, 464% & 841% for the dataset containing 34%,
65% & 100% of the database.

• In this network, the run time is stable for the datasets with 9%, 34% & 65% of the
entire database (by 67, 195 & 380 s respectively) except that with the dataset
having 100% of the data.

4.2 Test Scenarios

To check if the network performance can be improved, we conduct additional tests.

Scenario 1 - We train the network with another algorithm, SGD. The run time for MR
asset amount is depicted in Fig. 5 while that for MR nationality is made in Fig. 6.

Cumulative Runtime for Diff. % of Database with SGD

Again, we notice that much time is saved by applying the SGD. The run time for
the dataset with 10%, 30%, 60% of the entire database is 743, 2020 & 4304 s when
compared with the total time of 7012 s. Given this, the percentage of extra run time is
178%, 589% & 849% for the dataset of 30%, 60% & 100% of the data from entire
database respectively assuming the runtime of dataset with 10% of the entire database
is used as a base. Additionally, this situation is the same as that of the nationality. The
variance is the percentage of extra time – 189%, 464% & 841% for the dataset sourcing
34%, 65% & 100% of the data from entire database.

Scenario 2 – We compare the LSTM RNN with another network, LSTM RNN with
memory between batches. To test it, we select asset amount from MR to apply both
algorithms (ADAGRAD & SGD) to the new network, as given in Figs. 7 and 8.

Fig. 5. Runtime for MR asset amount Fig. 6. Runtime for MR nationality
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Cumulative Runtime for Diff. % of Database with Another Network

To train the LSTM RNN with memory batches with ADAGRAD, the saved time is
169%, 490% & 756% for the dataset having 30%, 60% & 100% of the entire database.
When compared with the initial network, the saving is similar. By applying SGD, the
saving is explicit - 137%, 392% & 697%. Then, we understand the prediction, accuracy
and loss of the new network. Selecting a dataset with 10% of data for testing, the
accuracy is found high (69.40%) and loss is found low (0.616) with respect to the
network with ADAGRAD in Fig. 9. For the new network with SGD, the accuracy is
highly low (0.89%) while the loss is high (11.187) in Fig. 10. As a result, we prefer the
ADAGRAD.

(a) Prediction of LSTM RNN with Memory

(b) Accuracy & Validated Accuracy

Fig. 7. Runtime for MR asset amount Fig. 8. Runtime for MR asset amount
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(c) Loss & Validated Loss

5 Related Work

In the prediction of big risk data quality, [23] studied how machine learning enhanced
the network performance in terms of the predictive/classification accuracy. Our
experiments demonstrate how to drive the performance with a deep learning network.

Network Architecture [24] applied a deep architecture model using auto-encoders
to represent traffic flow features for prediction. Our model is a LSTM RNN modelling
long-term temporal dependencies and remembering memory across long sequences. It
successfully discovered latent traffic flow feature representation but ours find out a
superior architecture (with ADAGRAD algorithm) for the quality prediction.

Network Algorithm [25] innovated a shallow neural network model to detect
colon cancer but our model compares heterogeneous algorithms (ADAGRAD and
SGD) in LSTM RNNs to rapidly predict the data quality. Both achieved excellent
results.

Performance Measurement [26] utilized metrics for its networks aiming at the
consumption prediction – training speed & accuracy of networks including Support
Vector Regression (SVR), local SVR & H2O deep learning. The measurement is
equivalent to us, but ours are LSTM RNN and LSTM RNN with memory between
batches.

Data Quality Dimensions [27] measured the quality on a large dataset in terms of
the accuracy, completeness and consistency. Ours include these as well as other
dimensions such as translation, transformation, redundancy, duplication, obsolescence,
reasonableness and validity. Both compared the network with various algorithms.

Data Quality Score Calculation [28] calculated the accuracy by dividing the
number of correct values from the number of observations based on the ISO 25012
standard while our calculation computes the data score under a scientific method –

taking the risk of quality issues into account after alignment with the CPG 235
standard.

Network Performance Evaluation [29] back-tested a strategy to assess simulated
trades. This does not deviate from us – utilizing cross-validations to check back the

Fig. 9. Network performance (ADAGRAD) Fig. 10. Network performance (SGD)
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accuracy and loss of network prediction. Both demonstrated the success of processing a
cluster of the big data for a prediction within a reasonable time of few hours.

6 Conclusion

We demonstrate an improvement in the performance of machine learning networks for
the big risk data prediction – run time, accuracy and loss. This enables financial
institutions to find the good and bad quality of data swiftly from the big data. Besides,
they can rely on the model to analyse the quality issues with a fraction of data. Given
this, they can remediate data earlier for risk management. Additionally, the initial
problem stated in this paper can be remedied. To accomplish this, we propose a
systematic approach to slide the big risk data for quality prediction and a model to
forecast the quality in LSTM RNNs automatically. In future, we will test other big data
in machine learning to help resolve other real-world issues.
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Abstract. An increasing number of people are using social media ser-
vices and with it comes a more attractive outlet for phishing attacks.
Phishers curate tweets that lead users to websites that download mal-
ware. This is a major issue as phishers can gain access to the user’s
digital identity and perform malicious acts. Phishing attacks also have a
potential to be similar in different regions, perhaps at different time peri-
ods. We investigate the use of transfer learning to detect phishing models
learned in one region to detect phishing in other regions. We use a semi-
supervised algorithm to train a model on a US based dataset that we then
apply to New Zealand. First, we evaluate how effectively transfer learning
can be used in different regions to detect potential phishing attacks on
online social networks in real time. Secondly, we investigate the different
phishing attacks and discuss the differences in phishing attack features
detected for different countries. We have collected a real world Twitter
dataset over 6 months and show that we are able to detect phishing suc-
cessfully using US phishing models despite only a low level of phishing
occurring in smaller populations such as New Zealand.

Keywords: Phishing detection · Transfer learning · Model transfer

1 Introduction

Due to the rise of social media as a mainstream platform for communication,
attackers have shifted their focus to these social media. A key example in Septem-
ber 2014, the Internet in New Zealand had a disastrous meltdown due to the
spread of malware downloading spam, which lured users to click on links which
claimed to contain Hollywood star photos, but in actual fact directed users to
download malware to perform DDoS attacks. Social media statistics report about
500 million tweets are created daily on Twitter alone and 326 million monthly
active users [13]. Subsequently, online social media and security companies are
combating spammers to make online social network platforms phishing-free. For
example, Google uses a blacklisting service called Google Safe Browsing service.
Twitter introduced BotMaker, which uses blacklist filtering as a component in
their detection system. However, blacklists fail to protect victims from new spam
c© Springer Nature Singapore Pte Ltd. 2019
T. D. Le et al. (Eds.): AusDM 2019, CCIS 1127, pp. 129–140, 2019.
https://doi.org/10.1007/978-981-15-1699-3_11
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due to the time delay between when new phishing spam and when it is registered
on the blacklist. Research shows that more than 90% of victims may visit a new
spam link before it is blocked by blacklists. Nowadays phishers are sophisticated
and adapt to game the system with fast evolving content and network patterns
to avoid being detected. It is challenging for existing anti-phishing systems to
quickly respond to newly emerging patterns for effective phishing detection.

To build a phishing detection model, a sufficient amount of data is needed to
build an accurate and non-biased model. Building a general phishing detection
model gives us a general perspective of the type of phishing links produced at
a particular time. Insights to understand the problem of spam phishing attacks
on social networks from a geographic regional point of view, would be beneficial
for the understanding of how the phishing attacks are designed specifically for
different regions. In order to look at this problem, we first need to analyse and
collect information from countries in different geographic regions.

In small countries it is difficult to collect enough phishing data to build mod-
els when phishing models are adapting so quickly. Thus we need to use models
found in larger countries to capture any new phishing models and transfer the
learning from another domain to allow detection of phishing in smaller popu-
lations. We proposed a complete model transfer and an instance based transfer
techniques. We plan to use “appropriate” knowledge from a different source
domain, for a target domain. In our specific case we are looking at leveraging
the phishing detection model from a large population, such as the United State’s
model (US model), to create a prediction model for a smaller populated country,
such as New Zealand (NZ model). Our system is a two stage system. The first
stage involves identifying what instances of the training data are transferred
to aid in training the smaller population’s model. We used our technique called
adaptive phishing detection technique (ADPT) to build a model to detect phish-
ing. We show that the performance of ADPT is reliable on large populations in
real time. This approach has a higher F1, recall, and precision value than most
existing research. Some current research uses features that do not exist in real
time such as number of retweets. We showed that ADPT is a suitable base clas-
sifier for our problem. We do not concentrate on this portion of the research as
the focus of this paper is geared towards the effectiveness of transfer learning to
model phishing in a smaller population. The second stage involves training our
adaptive phishing detection technique (ADPT) on the newly adjusted smaller
population’s data to more accurately identify phishing attacks. We investigated
two simple transfer learning mechanisms, using (i) a pre-trained model from a
larger dataset (US data) on the smaller dataset (NZ model) and (ii) an instance
transfer learning technique which transfers related instances.

The main contributions of this paper are as follows. We propose two transfer
learning techniques to use phishing models from a larger population countries to
detect phishing in smaller population countries. The first technique is to use a
pre-trained model from the United States (US) data on the New Zealand (NZ)
data. The second technique uses instance transfer learning from the US data to
help build the NZ model.



Using Transfer Learning to Detect Phishing 131

The paper is organized in the following manner. In Sect. 2, we set up our
related work. In Sect. 3, we present our data collection and feature extraction
mechanism. In Sect. 4 we discuss our phishing detection technique and Sect. 5
discuss the proposed transfer learning. Section 6 discusses the experiments and
results. Section 7 contains the concluding remarks.

2 Related Work

This section explores both the phishing detection research and transfer learning
research areas.

Phishing Detection. Recently there have been various research in the area of
phishing detection. The broad area of research includes concentrating on fea-
ture selection and engineering used in the models, advancement of the modeling
techniques, and sentiment analysis. In feature selection and engineering, they
concentrate on how different features can improve the classification of spammers
[4]. In the advancement of the modeling techniques, researchers attempt to use
different classifiers such as Support Vector Machines, Decision Trees and Naive
Bayes to detect spammers [1,10].

Transfer Learning. Transfer learning is normally used when it was too expen-
sive to rebuild new models based on the new target domain, or when it is impos-
sible to collect the training data needed and rebuild the models. In such cases,
knowledge transfer or transfer learning between task domains would be desir-
able. There has been various research that has focused on transfer learning [12].
Overall transfer learning can be divided into inductive transfer [2,5], transduc-
tive transfer [3] and unsupervised transfer [6].

There are different applications of transfer learning such as sign language
recognition [8] and text classification [14]. Instance-transfer is an approach that
directly applies training data from another dataset to training the target model.
An example of this is TrAdaBoost [5], this technique aims to transfer one source
of data to help in training the target model.

3 Data Collection and Feature Extraction

Tweet Collection. Twitter has several ways of retrieving tweets as they are
posted, one is through the streaming API. We use the Streaming API as it allows
tweets to be collected in real-time. This also allows us to filter out tweets that
are not of interest. In this research, we are only interested in tweets that are
in English, contain a redirect link outside of Twitter and have occurred in New
Zealand, Australia, Singapore or The United States for our experiments. During
a six month period we have crawled over 1,478,639 tweets, and of those 1,002,799
are retweets and 475,840 non re-tweets.

Tweet Labelling Policy. To determine if a tweet was phishing or non-phishing,
a policy is applied to generate the true labels. This is needed as we need to have
a suitable ground truth to validate our classification results. After 14 days if the
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tweet is deleted, we label the tweet as phishing. The 14 days time period pro-
vides reasonable time for Twitter to remove malicious tweets. We have manually
reviewed a sample of the removed tweets and the majority lead to sites that
contain malicious ads and malicious download links.

Feature Extraction. Previous studies on phishing detection on Twitter show
that features based on the URLs, the tweeter and the tweet itself can be used
to determine if a tweet is malicious or not. These features have been studied
in previous literature [4,10] however we wish to detect tweets in real-time and
some of the features do not exist in a real-time context. These include favourites
count and re-tweets, the risk of excluding these features is a loss of information
however we choose to use an algorithm to make up for this loss.

Twitter User Features. We can create features from the tweet creator
(tweeter) that can be used to detect phishing tweets along with other features.
We use 7 identified Twitter user’s features including Follower count, Follow-
ing count, Account age, Lists count, Favourites count, User description exists,
and User is verified. For example, phishers may create multiple new Twitter
accounts that are used to tweet out the malicious links. Thus we may see that
a low Account age and low Follower count would be an indicator tweets posted
by this tweeter are phishing.

Twitter Tweet Features. Phishing Tweet features change over time as the
phishers get more creative in evading the existing phishing detection systems. In
Twitter, hashtags and mentions are important as they determine the visibility
and search ranking of tweet. By mentioning genuine users, phisher can improve
their tweets’ visible to users who follow those genuine users which is exactly what
phishers wants. Additionally, there is extra metadata for a tweet that can only be
retrieved via the Twitter API, which can not be seen from the surface of Twitter
such as if the Geolocation exists which also be useful. We identified eight tweet
features including Tweet length, Favourite count, URL count, Hashtag count,
Mention count, and Geolocation exists.

Twitter URL Features. There have been case studies that have revealed that
URL features contribute to the identification of phishing sites. Many phishing
sites abuse browser redirection to bypass blacklists by chaining together multiple
redirections, therefore the number of redirections between the specified URL
and the final URL is another feature we collected. The identified URL features
including URL length, URL dot count, Domain length, and Redirection count.

4 Adaptive Phishing Detection Technique

We have proposed a technique, Adaptive Phishing Detection Technique (ADPT),
to classify tweets in real-time by using different classifiers. By combining clas-
sifiers together, ADPT leverages various individual techniques to diversify the
types of phishing detected by the individual classifiers. ADPT uses Stacked Gen-
eralization to combine several classifiers of different types into an ensemble by
passing their results into an overarching classifier. ADPT’s architecture is seen
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Fig. 1. APDT architecture

in Fig. 1. Our technique is a modified version of a stacked generalization instead
of using the same type of training data. ADPT splits the training data set based
on feature type. A tweet consists of different features, for example the tweets are
free text unstructured data type, and contain characteristics of the tweets and
URL features which are mostly numeric and structured data. ADPT uses the
classifier that allows us to best model the data.

The Initialization step collects the data from Twitter’s Streaming API,
extracts features and performs the model training; the Tweet Classification uses
an ensemble to classify the tweet with a phishing or non-phishing label. ADPT
leverages both Isolation Forest (IF) [11] for tweet analysis and Support Vector
Machines (SVM) for the free text analysis [4] in the ensemble. Our phishing
technique is preferred over other methods as it is designed to work in real-time,
as an online technique. As a result, we are only focusing on tweet features that
can be collected and analysed in real time.

Isolation Forest Outlier Detection: IF is an outlier detection technique that
uses random forest to detect outliers. It attempts to isolate observations by
randomly selecting a feature and then selecting a random split value between
the minimum and maximum value of the feature selected. This is done recursively
until an outlier threshold is reached. The outliers are decided by the number of
splits, where trees that produce shorter path lengths than other samples are
more likely to be outliers [11]. For example, if we looked at a single tweet’s
feature set then it could start on the tweet’s text length and split a tree based
on a random value. The majority of the tweets would be in one partition while
the minority or potential phishing would be in the other partition.

LSVM Classifier: SVM is a classifier where the goal is to find a hyper-plane
that optimally separates the training data into two portions [4]. We use the linear
kernel as the transformed tweet text, which is linearly separable. Linear SVM
(LSVM) have been used before for sentiment analysis and spam detection [16].
LSVM requires the tweet’s text to be transformed into text features. We use the
bag of words (BOW) [9] model, where the tweet is considered a ‘Bag’ containing
words. We apply a uni-gram model and a bi-gram model, which allows us to
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keep more semantic relations when identifying phishing. Näıve Bayes could have
also been used as the text classifier however our initial experiments have shown
that LSVM performed better.

Ensemble Voting: We aggregate the classification result of IF and LSVM for
a data point i and denote it as DIF (i) and DLSVM (i) respectively. Based on
the assignment of a tweet i to a phishing class, the aggregation is expressed as
follows:

D(i) = DIF (i) or DLSVM (i)

LSVM will detect phishing patterns that IF does not and vice versa. For exam-
ple, recently there have been reports of cryptocurrency hacks where popular
compromised accounts are positing phishing tweets asking for cryptocurrency.
IF would classify these as phishing due to the behaviour being normal. How-
ever the text is similar to other phishing text that have been posted before,
allowing SVM to classify this tweet as phishing. It is comparable to benchmark
techniques such as SVM [1,4] despite the loss in real-time features such as tweet
favourites and retweets count. There is a reduced amount of phishing compared
to the number of phishing attacks captured by previous research. In May 2018,
Twitter’s systems identified and challenged more than 9.9 million potential spam
or automated accounts per week. This is up from 6.4 million in December 2017,
and 3.2 million in September 2017 [15].

The main motivation behind using ADPT comes from this technique perform-
ing better than the other benchmark techniques such as SVM [4] and PDT [10].
We used prequential evaluation to evaluate our model, where instances are first
used to test, and then to train. Both SVM and PDT do not perform well in a
real time stream setting as they were designed with features that were not real
time, such as the number of times a tweet has been retweeted. The problem of
small and scarce data is not easily resolved with any traditional phishing detec-
tion technique or outlier detection technique. Thus we further investigated the
possibility of using simple transfer learning mechanism to boost the effectiveness
of learning models for a smaller population, such as NZ.

5 Transfer Learning for Phishing Detection

In this section we formally define the problem of transfer learning. We proposed
two approaches of transfer learning to address the phishing detection problem.

Problem Statement. In this section we introduce the problem of transfer
learning following the definition by [5]. Given a domain D is made of feature
space X and a marginal distribution P (X), where X = x1, . . . , xn, and xi ∈ X .
A task T made up of a label space Y, and a function f : X → Y. The learning
task T for the domain D, amounts to estimating a classifier function f : X → Y,
from a given training data D = (x1, y1), . . . , (xn, yn)|xi ∈ X , yi ∈ Y that best
approximates f , based on a certain criteria. We denote DT = (X , PT (X)) as
target domain for which we can learn target class TT = (Y, fT ), from the target
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training data DT = (xT
1 , yT

1 ), . . . , (xT
n , yT

n ). We denote DS = (X , PS(X)) as
source domain for which we can learn source class TS = (Y, fS), from the source
training data DS = (xS

1 , yS
1 ), . . . , (xS

n , yS
n ). We aim to improve the learning of the

target classifier by using the knowledge from the source task TS in the source
domain DS . This is also known as inductive transfer learning. The source domain
is the US dataset, and the target domain is the New Zealand dataset.

Performing transfer learning may be advantageous over traditional machine
learning in the situation when the size of the training data DT is very small, and
also relative to the size of the training data DS . In traditional machine learning
this would normally suffer from overfitting problems as the small dataset would
not be able to capture the true distribution. We leverage the idea of inductive
instance transfer learning, which attempts to standardise the learning problem by
transferring the knowledge from a source domain that has a large training dataset
for learning the source task [5]. We use this concept to reduce the overfitting of
the NZ DT set, as it is very small in terms of phishing by transferring select
data from the US dataset DS .

Pre-trained Model Using US Dataset. In this technique, we pre-trained
a model using the source data and transfer the model, fS that is trained on
the source dataset DS and apply it to the test set of the target domain DT ,
essentially TT = (Y, fS). We trained the model using the ADPT approach.
Despite this technique being a naive solution, it can solve the insufficient data
problem. An assumption is that the source domain distribution is similar to the
target domain which is sometimes the case. For example, in the case of phishing,
similar phishing scams do originate from US and eventually appear in NZ. We
believe that using a model that is trained on the US dataset will be able to
detect similar types of phishing in the NZ dataset.

Fig. 2. Pre-trained US model transfer

The proposed architecture can be seen in Fig. 2. We will first train the ADPT
technique on the US Twitter data and save the model. We then apply this pre-
trained model on the NZ Twitter data to then classify each of the tweets as
either phishing or non-phishing. Our method does not require fine-tuning the
components. It is a conceptually simple and effective transfer model.
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Instance Transfer Learning. In the previous section we used the complete
pre-trained model on the source domain, US phishing dataset, and assume that
the distribution of the target domain, NZ phishing dataset is the same. We can
optimize this approach by only training on data that is relevant in the target
domain which will improve performance of the target domain model.

Our second approach is based on instance transfer learning. We transfer data
from the source domain DS to train the model of the task target fT . The selection
of the data of the source domain is based of an intuitive selective bootstrapping
approach, whereby we are only considering data points that are similar to the
target data. Ideally this would reduce negative transfer from the source domain.
In our case we select the source domain data to transfer by finding the most
similar phishing tweets that are closest to the task domain phishing tweets. We
use k-Nearest Neighbour (k-NN) [7] as shown in Fig. 3, with Euclidean distance
as the distance measure to achieve this. The initial settings are k = 10. For
each instance in the target domain (xT ) we select k nearest points from source
domain DS for modeling. To prevent outliers in the source dataset from being
selected due to the fact that the nearest neighbours of an instance in the target
data do not have common neighbours to the source dataset, we introduce an ε
boundary threshold. We will only consider an instance, xT that is a k nearest
neighbour if d(xT , xS) < ε, whereby xS is the instance in the target data, and
d(.) is the distance function. If we have an instance in the NZ dataset that had
no close neighbours in the US dataset then this would prevent us transferring
unrelated instances that may reduce the accuracy of the target model.

Fig. 3. Instance transfer based on k-NN

6 Experiments

We discuss the characteristics of the datasets we collected. We then discuss the
performance of the transferred models. Code and further information can be
found here1.

1 https://github.com/wernse/ADPT-Instance-Transfer.

https://github.com/wernse/ADPT-Instance-Transfer


Using Transfer Learning to Detect Phishing 137

Datasets. In order to evaluate the application of the transfer learning methods
we have collected a US and NZ based dataset over 6 months from 2018-09-01 to
2019-01-29. A total of 498 tweets were collected for NZ and 190,084 for the US.
The breakdown is shown in Table 1.

The NZ dataset is small compared to the US dataset, as it is only 0.26% of
the US dataset. In terms of the amount of phishing as a percentage of the total
tweets that occurred in the region, NZ has 18.07% while the US has 34.04%. US
has a higher rate of phishing that occurs compared to NZ, which may be due to
a smaller population so they are less attractive to attackers.

Table 1. Summary of the phishing datasets

Datasets Start date End date New Zealand
non-phishing

New Zealand
phishing

United States
non-phishing

United States
phishing

VS 1 2018-09-01 2018-11-01 162 49 64516 34224

VS 2 2018-11-01 2018-12-05 97 26 36812 18279

VS 3 2018-12-05 2019-01-29 149 15 24050 12203

Total 408 90 125378 64706

Performance Evaluation. We compare three methods to evaluate the perfor-
mance of proposed transfer learning model: a baseline method, a complete pre-
trained model transfer method and the inductive transfer method. The baseline
method involves training on local NZ data without transfer learning, as discussed
before this may lead to overfitting and we hypothesize that this will detect the
least amount of phishing. The pure model transfer method will train on the US
dataset and be applied to the NZ dataset, and we hypothesize that will be more
accurate than the baseline method. The final method will use selected parts of
the US dataset in combination with the NZ dataset to train a model that we
will use to detect phishing attacks in NZ, and we hypothesize this technique will
be the most effective at detecting phishing.

The results are shown in Table 2. The Train and Test columns reference the
validation set (VS) defined in Table 1, and the remaining columns are defined
as follows: fNZ+US model is based on the instance transfer learning from the
instances from the US dataset to train the NZ dataset, fNZ,NZ model trained on
NZ and tested on NZ, fUS,NZ model is the pre-trained model of the US tested
on NZ dataset. We notice that the results are consistent with our hypotheses,
where inductive transfer learning detects the most phishing in every experiment
run. In the first experiment the inductive transfer learning method fNZ+US had
an average recall of 0.7147 while the baseline and pure model transfer had 0.5173
and 0.5642 respectively. There is a trade-off in terms of recall and precision, in
the first experiment even though fNZ+US has a higher recall, the precision is
lower than the other two methods. When the US tweets were transferred they
varied in distribution depending on the selection boundary. This can also be seen
in the k-NN selection in the following sub section where the recall increases as
the selection boundary gets larger but reduces the precision.
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Table 2. Performance results for phishing detection

Train Test F1 Precision Recall

fNZ+US fNZ,NZ fUS,NZ fNZ+US fNZ,NZ fUS,NZ fNZ+US fNZ,NZ fUS,NZ

VS1 VS2 0.6091 0.6429 0.5588 0.4762 0.6091 0.4524 0.8933 0.6923 0.7308

VS1 VS3 0.1714 0.2000 0.1739 0.1500 0.1714 0.129 0.4000 0.2667 0.2667

VS2 VS1 0.6034 0.6977 0.6250 0.5833 0.6034 0.5556 0.7143 0.6122 0.7143

VS2 VS3 0.4493 0.2581 0.1667 0.1622 0.4493 0.1212 0.7561 0.2667 0.2667

VS3 VS1 0.6379 0.7143 0.7216 0.5714 0.6379 0.7292 0.7551 0.6122 0.7143

VS3 VS2 0.4545 0.6939 0.6207 0.4762 0.4545 0.5625 0.7692 0.6538 0.6923

Mean 0.4876 0.5345 0.4778 0.4032 0.4876 0.5173 0.7147 0.5173 0.5642

Std 0.1751 0.2385 0.2438 0.1968 0.1751 0.1964 0.1657 0.1964 0.2308

Investigation of k-NN for Instance Transfer Learning. To choose the
correct threshold for the instance transfer k-NN boundary we ran a sensitivity
analysis, as shown in Table 3. The results match the recall and precision trade-
off. When the threshold is set to 0.1 we get very similar neighbours so the
precision is 0.6971 but with a recall of 0.5997 it does not capture as much phishing
compared to 0.005, which has a wider selection boundary. In this case we selected
0.01 as we wish to prioritize recall as we would like to implement a phishing
detection system that assists moderators by warning them of phishing rather
than automatically mis-classifying tweets as phishing.

Table 3. Sensitivity analysis of k-NN threshold

ε Threshold F1 Precision Recall

0.1 0.6384 0.6971 0.5997

0.05 0.6236 0.6406 0.6173

0.01 0.5742 0.4876 0.7147

0.005 0.5964 0.5450 0.6716

Pairwise Attribute Relationship Analysis. To investigate the difference in
phishing attributes we have display graphs that are based on pairwise attributes
in Fig. 4.

It shows the linear regression curves of phishing and non phishing in the
US dataset as well as the NZ phishing data points. The red dots and line are
the US phishing, blue dots and line are US non-phishing and the green dots
are the NZ phishing seen in Fig. 4. As you can see the betas of the pairwise
attribute relationships are visually different for phishing and non-phishing. For
example, phishing tends to have a linear relationship when the domain url dot
count increases then so does the tweet length compared to non-phishing that
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Fig. 4. Tweet pairwise attributes Note: US Phishing is red, US non-phishing is in
blue and NZ Phishing is in green. (Color figure online)

decreases in tweet length as the domain url dot count increases. A reason this
may happen is when phishers have a templated message when phishing, we
found templated spam tweets such as “We’re #hiring! Read about our latest
#job opening here General Labor”. In comparison, genuine users often do not
template their messages when sending out tweets.

7 Conclusion and Future Work

We have applied our phishing detection technique to a real-world scenario and
applied transfer learning techniques to enable us to detect phishing in small
population countries such as NZ. We have also shown that inductive transfer
learning performs better than the benchmark technique and the direct model
transfer as we are able to capture a wider range of phishing tweets from the
domain source that reduced the bias of the model. We have also shown interesting
insights behind the difference in attributes between US phishing and US non
phishing as well as the difference between US phishing and NZ phishing. In
the future, we will investigate using a combination of ADPT’s drift detection
algorithm and inductive instance transfer learning.

Acknowledgements. This research is supported by InternetNZ (Grant
No:IR170017).
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Abstract. In New Zealand, road accident casualties have been increas-
ing. Factor analyses and time series analyses show what types of acci-
dents result in casualties, but the results from the analysis can become
outdated. We propose a stream classification framework with drift detec-
tion to signal and adapt when the factors associated with crash casual-
ties change over time. We propose a drift detection framework, G-mean
Adaptive drift Detection (GAD), which adapts a classifier threshold to
maximise G-mean. This metric rewards maximising accuracy on each
class while keeping these accuracies balanced. As a result, GAD can
make concept drift in the minority class easier to detect. We also propose
a recurring concept classification framework, G-mean Concept Profiling
Framework (GCPF), which reuses previously trained classifiers and uses
GAD’s approach to drift detection. Through experimentation, we show
GAD improves G-mean without increasing false positive drift detection
on imbalanced synthetic and real world datasets. We also show GCPF
achieves better G-mean than other state-of-the-art stream classification
approaches on the NZ crash data set.

1 Introduction

The International Traffic Safety Data and Analysis Group (IRTAD), a perma-
nent working group at the OECD, state in their 2018 annual report that road
deaths are reducing across member countries [12]. From 2010 to 2016, 27 of 32
countries reduced or kept road deaths stable, and 24 of 29 reporting countries
had stable or reduced deaths in 2017 compared to 2016. However, they report
that New Zealand has had four consecutive years of increases in road deaths
from 2013, with a 15.6% increase in 2017 compared to 2016. This increase
in road accidents has come to the attention of the New Zealand Government
which has announced a $1.4bn programme to make New Zealand’s roads safer
through nationwide awareness campaigns, improvements of road infrastructure
and adjusting speed limits [15]. However, the factors that result in casualties
may change over time. With continual changes in road use behaviour (e.g., rapid
uptake of taxi applications and e-scooters) we cannot assume that factors that
were important in previous years are important now unless the data shows that
to be the case. An ideal solution would be to learn from crash data (such as loca-
tion, speed limit, number of vehicles involved) as it arrives and predict whether
c© Springer Nature Singapore Pte Ltd. 2019
T. D. Le et al. (Eds.): AusDM 2019, CCIS 1127, pp. 143–155, 2019.
https://doi.org/10.1007/978-981-15-1699-3_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1699-3_12&domain=pdf
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a given example of a crash would be likely to result in casualties. This solution
should recognise when factors that lead to casualties have changed, signal this,
and adapt to the change. Stream classification frameworks with drift detection
can do this. Classifiers determine the strength of association between crash fac-
tors and casualties while drift detectors can provide information about when this
relationship changes. Understanding when change occurs allows policymakers to
validate that road safety campaigns are still based on current data.

Road accident data in New Zealand is imbalanced, since only a minority of
crashes result in casualties: between 25%–34% annually since 2000. To use data
stream classification, we must first address the wider problem of drift detection
on imbalanced data streams. Explicit drift detection has been recognised as
a challenging task on class imbalanced data as it generally relies on drops in
classification accuracy to identify drift [5,16]. However, classifiers may have low
accuracy on a minority class, so a drop in accuracy can be difficult to detect.
Improving minority class accuracy can address this.

Our first contribution addresses the challenge of drift detection on imbal-
anced data, which is required if we are to usefully signal drift on crash data. The
G-mean Adaptive drift Detection (GAD) is a drift detection framework that
improves G-mean of classifiers in imbalanced binary-class datasets. G-mean is
the harmonic mean of precision and recall [13], and is increased by maximising
accuracy on each class while keeping these accuracies balanced. GAD improves
classifier G-mean by adapting the classification threshold (i.e., evidence required
for our classifier to identify an instance as the minority class) when drift occurs.
The threshold is set at a level that would have achieved the best G-mean on
recent data prior to the drift. Due to imbalance in our dataset, using accu-
racy as a metric would reward classifying all but the most obviously dangerous
crashes as resulting in no casualty. A metric like G-mean will reward frameworks
that can successfully identify borderline cases that are more likely to result in
casualties. Many recent drift detectors, e.g. [7], provide performance guarantees
based on sample size, which may not hold with oversampling techniques used to
address class imbalance, such as those in [16]. GAD performs no post-processing
so performance guarantees will still hold.

New Zealand road accident data appears to have cyclical elements and it
is possible that factors associated with casualties in crashes will recur over
time. Recurring concepts frameworks store classifiers which they reuse after drift
detection to improve accuracy [6,10]. For our second contribution we adapt an
existing stream classification framework, Enhanced Concept Profiling Frame-
work (ECPF) [2], to create the G-mean Concept Profiling Framework (GCPF).
We implement GAD within ECPF to create GCPF, a recurring concepts frame-
work that maximises G-mean over imbalanced data streams. This classification
framework can detect drift and signal when it occurs. Through reusing classi-
fiers, our framework can achieve better minority class accuracy faster, allowing
drifts to be more easily detected within the minority class. Over the NZ road
crash dataset, we show that GCPF achieves better G-mean than state-of-the-
art recurring concepts and ensemble stream classification frameworks. We show
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GCPF generalises well to a related problem, by achieving better G-mean than
other approaches when classifying whether a severe/fatal casualty occurred for
crashes over 7 years in road accident data from the UK.

2 Related Work

Road safety is a widespread concern, and there is a rich body of research on the
subject. However, Lavrenz et al. [14] identify that due to challenges in finding
appropriate datasets and a lack of understanding in the field, time-series mod-
elling has traditionally been underused in favour of factor analysis. The authors
identify that road usage problems tend to change over time. Time-series models
can represent change over time, but as they generally learn from a static batch
of data, the user must monitor to find when learnt models are outdated.

A data stream classifier learns from new examples as they arrive and then
discards them. This allows scaling to datasets of any size. Using explicit drift
detection, these approaches can detect when concept drift occurs and take reme-
dial action such as training a new classifier. A concept is the distribution of the
dataset attributes X (or crash factors), the class y (whether the crash resulted
in a casualty), and how they relate to each other Pr(y|X) at a given point in the
stream. A concept drift occurs when the factors related to crash casualties change
or the proportion of crashes result in a casualty Pr(y) changes. For example, in
winter, casualties may occur more often in lower speed limit areas, as inclement
weather may be associated with worse accidents. Drift is detected through identi-
fying significant changes in classifier performance: usually the classifier’s 0–1 loss
function when classifying instances. There are multiple approaches to detect such
drift [8] such as: sequential analysis, e.g., the Page-Hinkley Test (PHT); statis-
tical process control, e.g., DDM; or monitoring difference between two windows
e.g., SEED [11]. A comparison of drift detectors in [3] shows HDDM-W [7] as
providing excellent recall with low false-positive drift detection rate. Ensemble
frameworks use multiple classifiers which can allow effective classification across
different concepts. They usually implicitly handle drift detection by changing
which classifiers they use to determine classifications, so do not signal when
drift occur. State-of-the-art classification ensembles Leveraging Bagging [4] and
Adaptive Random Forest (ARF) [9] have been shown to achieve excellent classi-
fication accuracy on commonly-used real world benchmark datasets. Recurring
concepts classification frameworks combine a drift detector with a collection of
stored classifiers, and generally reintroduce a previous classifier after a drift if
it believes a concept has recurred. Diversity Pool (DP) [6] is a state-of-the-art
approach that uses entropy measurements to maximise the difference between its
pool of classifiers, to improve the chances of having a suitable classifier on drift
detection. The Enhanced Concept Profiling Framework (ECPF) [2] trains both
a new classifier and a reused classifier from its collection that most accurately
classifies recent instances after each drift. When drift next occurs, it retains a
copy of the classifier that has classified most accurately since the last drift.
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Wang et al. [16] identify major challenges when using explicit drift detection
in data streams with class-imbalance: accuracy is disproportionately weighted
by the majority class, so a stable majority class may mask change in the minor-
ity class; drifts in the minority class may have little impact on accuracy due
to classifiers being biased towards correctly classifying the majority class; and
classifiers generally take longer to learn the minority class so drops in accuracy
can be harder to identify. Some proposed approaches have used different met-
rics than classification error, e.g., minority class recall, to detect drift but these
lead to increased false-positive drift rate [16]. Oversampling, another common
solution, affects drift detector guarantees of performance such as that found in
HDDM-W [7].

3 Proposed Frameworks

In this section, we first detail our proposed GAD framework and then describe
the recurring concepts classification framework, GCPF. We contrast the drift
detector framework, GAD, with traditional drift detection to show how it takes
steps to address the challenges of explicit drift detection on imbalanced data.
GCPF is an adaptation of ECPF that integrates GAD within the framework,
improving classification on imbalanced datasets. We provide more detail plus
implementations of our frameworks in our code repository at https://github.
com/rand079/CrashData.

3.1 GAD: G-Mean Adaptive Drift Detection

GAD tunes the classification threshold of a classifier in a drift detection frame-
work to have a roughly equal chance to detect a positive and negative class cor-
rectly. This will allow drifts in the minority class to be detected faster and should
improve G-mean. A ROC-curve (e.g., Fig. 1) visualises the trade-off between true
positive rate (TPR) and false positive rate (FPR) of a classifier based on its
threshold, with the straight dashed line representing expected performance of
randomly guessing class labels.

Fig. 1. Classifier ROC
curve

The curve indicates accuracy on each class that a
classifier provides when changing the degree of evidence
required to classify an example as positive or negative.
On imbalanced data, a classifier is trained on more exam-
ples of the negative majority class so is more likely to
accurately classify this class than the positive minor-
ity class. If a classifier misclassifies most minority class
instances (e.g. point A) then a concept drift affecting that
class may not significantly affect overall accuracy and real
concept drift may not be detected. Based on recent data,
we tune our classification threshold to achieve roughly
equal TPR and FPR (e.g. point B) by choosing a threshold that achieves the
best G-mean on recent data. This should lead to a more obvious drop in accuracy

https://github.com/rand079/CrashData
https://github.com/rand079/CrashData
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Fig. 2. Traditional drift detection versus GAD

Fig. 3. G-means Concept Profiling Framework

if the classifier becomes less able to correctly classify instances of either class. By
changing this threshold, we do not interfere with the classifier training process
nor the drift detector’s performance guarantees. This should improve G-mean of
the framework and ability to detect drift in the minority class.

In traditional drift detection frameworks (DD), as shown in Fig. 2, an instance
is classified as it arrives. Once its true class is known, a drift detector determines
whether classifier error has significantly increased. If so, drift is signalled, and a
new classifier replaces the existing classifier. Classifier thresholds do not vary. In
GAD:

1. The classifier classifies each instance as it arrives as determined by its classi-
fication threshold.

2. The classifier error passed to the drift detector is based on that threshold and
the classifier probabilities that the instance is a positive class is stored in the
red-black tree along with the actual class.

3. When drift is detected, GAD uses the classifier probabilities for each instance
to calculate the threshold that would have provided the optimum G-mean.

4. A new classifier is created which will use this threshold until it is replaced.
The tree is then cleared.
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The worst case scenario for GAD would be in datasets where the minor-
ity and majority class suddenly swap places, as it relies on the threshold over
instances prior to a drift to reflect a reasonable threshold to use after the drift.
However, if it is a gradual change over multiple drifts rather than a sudden
change, GAD should still perform well as recent data is still relevant. The Elec-
tricity benchmark dataset switches majority classes over time and we do not find
a substantial decrease in G-mean using GAD.

3.2 GCPF: G-Mean Concept Profiling Framework

We now describe the components within GCPF, and the design of GCPF. GCPF
is a classification framework that can learn from each instance as it arrives,
adapted from ECPF [2]. It uses a drift detector that can signal when drift occurs.
GCPF adapts classifier thresholds to allow it to be more sensitive to drifts in
minority classes. It uses and retains classifiers based on their G-mean. GCPF
has four major components used during stream classification as shown in Fig. 3:

Classifiers: Two current classifiers, one new and one reused, attempt to
learn the relationship between the attributes of a crash and whether a casu-
alty resulted. The new classifier is created after drift occurs and is only trained
on a drift detector’s warning buffer while the reused classifier is a copy of a prior
classifier trained on an earlier concept. Classifications from the classifier with the
highest G-mean are output. Classifier collection: This holds a copy of previously
trained classifiers. GCPF saves whichever current classifier has highest G-mean
when a drift is detected. A classifier is removed if it is found to classify similarly
to another by the meta-learner, as GCPF treats the two as representing the same
concept: the classifier with the highest G-mean of the two is retained. Classifier
similarity is measured on recent data whenever drift is detected. Any of these
classifiers may be selected to be reused when drift is detected. Drift detector:
This monitors the accuracy of the current classifier with the best G-mean. A
significant drop in accuracy suggests that concept drift has occurred. Like in
GAD, classifier probabilities for each instance are passed to the meta-learner.
Meta-learner: This calculates the threshold that would have provided the best
G-mean over recent data when drift occurs and the next current classifiers use
that threshold. The meta-learner also compares behaviour of all classifiers in the
classifier collection on data leading up to the drift, and the classifier with the
best G-mean on recent data will be reused alongside a new classifier on upcoming
data.

4 Experimental Results

In this section, we empirically test that our proposed drift detection framework,
GAD, can improve G-mean on synthetic and real-world benchmark imbalanced
data streams. We then tune our proposed classification framework, GCPF, on the
New Zealand crash dataset, and demonstrate that it can outperform other stream
classification frameworks in terms of G-mean on this dataset. We show that it
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remains fast and memory-efficient in respect to instances seen over large amounts
of data, and demonstrate that it generalises, performing well on a classification
task with UK crash data.

Experiments ran on a Intel Core i4470 system with 8GB RAM using MOA
v.201706. All tested frameworks use Näıve Bayes classifiers except where spec-
ified otherwise. Synthetic dataset generators are available in MOA apart from
CIRCLES, which has two numeric attributes in x, y ∈ [0, 1], with all instances
within a circle with centre (0.5, 0.5) and radius r as class 0. CIRCLES, crash
datasets, references to other real-world datasets, GAD and GCPF are available in
our code repository at https://github.com/rand079/CrashData. All techniques
use parameters recommended by authors unless otherwise specified.

NZ Crash Dataset. The New Zealand Transport Authority (NZTA) make
past crash data available online. It is updated quarterly and has a detailed data
dictionary1. The NZTA have provided us a version that orders crashes by date
and time, from 2000 up until the end of June 2018. We have added a calculated
binary target column which is zero where no casualty occurs and one where
casualties have occurred for a crash. All other columns related to casualties have
been removed from the dataset. As shown in Fig. 4, the number of crashes in
New Zealand increased up to its highest point in 2007 before decreasing, but
has increased since 2014. On average, almost 29% of crashes result in a casualty.
By year, this proportion ranges from a low of 25% in 2000 to a high of 32% in
2012. There is information on 665,149 crashes reported since Jan 1, 2000. Seventy
factors are recorded relating to location, road information, road condition, speed
limit and features (such as ditches or fences) involved in the crash. The majority
of variables are categorical or binary. As this data is heavily anonymised, date
and time of each crash is not provided; nor are any variables relating to the
people or vehicles involved.
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Fig. 4. Number of crashes each year from 2000–2017 in New Zealand

1 https://www.nzta.govt.nz/safety/safety-resources/road-safety-information-and-too
ls/disaggregated-crash-data/.

https://github.com/rand079/CrashData
https://www.nzta.govt.nz/safety/safety-resources/road-safety-information-and-tools/disaggregated-crash-data/
https://www.nzta.govt.nz/safety/safety-resources/road-safety-information-and-tools/disaggregated-crash-data/
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4.1 Experiments Comparing GAD with Traditional Drift Detection

Impact of Drift Detector Choice on G-Mean/FP Drift Rate. Here we
examine the impact of using GAD over DD across drift detectors. We test a vari-
ety of drift detectors, including two modern, high-performing detectors HDDM-
W and RDDM [3]. For these experiments, we used a Hoeffding Tree classifier
(using Näıve Bayes at the nodes as per MOA’s implementation). As shown in
Fig. 5, GAD generally achieves better G-mean than DD, with the only clear
exceptions found when using DDM or PHT on Hyperplane. The improvement
GAD provides is fairly consistent across drift detectors, with RDDM and SEED
notably benefiting more, and PHT benefiting less than other drift detectors.
GAD generally appears to achieve better G-mean for more imbalanced datasets.
GAD’s approach appears to deliver best improvements when there are fewer
minority examples for a classifier to learn from.

Table 1. Mean difference in FP drift rate and G-mean when using GAD compared to
DD on synthetic datasets with varied imbalance across drift detectors

Metric/Imbal Diff in FP drift rate Diff in G-mean

Detector Data 0.05 0.1 0.25 0.3 0.05 0.1 0.25 0.33

DDM Ag 6.4% 0.0% −0.3% −3.1% 30.0% 22.5% 30.7% 19.6%

DDM CIRC 1.5% 9.4% 6.2% −4.1% 8.0% 6.7% 0.7% −0.9%

DDM Hyp −2.7% −9.2% −10.8% −9.2% 8.3% 9.0% −7.4% −26.8%

DDM RBF −3.7% −1.9% −1.4% −1.3% 2.0% 5.7% 1.2% 0.7%

DDM SEA 15.4% 4.6% −0.9% 5.3% 6.6% 8.1% 0.5% −1.5%

HDDM-W Ag 0.0% 0.0% −0.1% 1.0% 4.7% 9.4% 24.8% 11.8%

HDDM-W CIRC 0.0% 0.0% 0.0% 0.4% 0.0% 0.0% −2.9% −5.8%

HDDM-W Hyp 0.0% 0.0% 2.3% 10.2% 0.0% 2.1% 0.4% −0.8%

HDDM-W RBF 0.0% 0.0% −0.3% 1.2% 1.2% 3.3% 14.7% 5.0%

HDDM-W SEA 0.0% 0.4% 1.0% 1.1% 6.8% 8.7% 1.4% −1.0%

PHT Ag 0.0% 0.0% 0.0% 0.0% 18.4% 14.5% 38.2% 25.8%

PHT CIRC 0.0% 0.0% 0.0% 0.0% 1.5% 3.7% −2.0% −4.0%

PHT Hyp 0.0% 0.0% 0.0% 0.6% 0.0% −0.1% −10.4% −8.6%

PHT RBF 0.0% 0.0% 0.0% 0.0% 0.0% 3.4% −0.6% −6.8%

PHT SEA 0.0% 0.0% 0.0% 0.0% 5.6% 7.6% 0.2% −2.2%

RDDM Ag 0.5% 1.0% 0.6% 4.8% 41.5% 40.3% 32.3% 18.2%

RDDM CIRC −1.1% −3.4% 1.1% 8.6% 13.8% 8.1% 2.3% −0.2%

RDDM Hyp 2.9% 2.8% 7.9% 11.3% 26.4% 1.2% −0.2% −0.7%

RDDM RBF 0.5% 3.0% 1.9% 2.9% 36.0% 29.4% 14.3% 5.2%

RDDM SEA 0.4% 0.2% 4.3% 5.3% 17.1% 8.9% 0.6% −1.8%

SEED Ag −0.6% −1.2% −0.2% −0.6% 40.1% 39.9% 34.2% 18.3%

SEED CIRC 2.1% 3.0% 3.0% 1.2% 10.6% 12.8% 8.0% 2.7%

SEED Hyp −11.3% −6.0% −1.5% −0.6% 30.7% 12.8% −1.8% −2.4%

SEED RBF −0.5% −2.1% −3.7% −5.8% 34.7% 30.3% 14.9% 5.0%

SEED SEA 0.7% −1.9% −8.8% −8.0% 13.3% 9.9% 2.1% −0.4%

Bold represents a significantly higher result while underline represents a significantly
lower result based on Wilcoxon signed rank tests
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Fig. 5. G-mean for DD (red) and GAD (blue) when run on synthetic datasets with
varied imbalance across drift detectors (Color figure online)

Fig. 6. G-mean with classifier reuse frameworks on NZ Crash data when varying δ and
m for HDDM-W

Table 1 quantifies the difference in FP drift rate and G-mean for each drift
detector and dataset when using GAD instead of DD. We ran Wilcoxon signed
rank tests across experiments to discover significant differences in results, which
are represented by bold/underline when GAD got significantly higher/lower
results respectively. All drift detectors could provide significantly higher G-mean
when using GAD instead of DD. These results support GAD providing larger
improvements in G-mean on more imbalanced data.

We tested GAD and DD on real-world benchmark datasets to see if results
from synthetic experiments extended to real-world data, with results shown in
Table 2. GAD consistently reduced classification accuracy compared to DD, with
reductions much more notable when the dataset was more imbalanced. However,
DD achieved lower G-mean than GAD on the three datasets with fewer than
20% of instances in the minority class. GAD achieved roughly 0.30–0.55 higher
G-mean on these datasets. The reduction in accuracy for GAD on more balanced
datasets was much smaller than this. In Electricity, the majority class changes
gradually but regularly through the stream. GAD does not classify substantially
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less accurately, despite relying on past data when setting classification thresh-
olds. PHT appears to benefit most from GAD on real-world data, when it did
not benefit as much on synthetic data. This is likely due to PHT being generally
conservative in drift detection. On real-world datasets, drifts may be more evi-
dent and so PHT drifts more often and receives more benefit from the changed
classification thresholds.

Table 2. G-mean and accuracy when using GAD vs. not using GAD on real-world
benchmark datasets

Dataset

Minority%

UKCrash

15.4%

ClickP

16.8%

PAKDD09

19.7%

Weather

31.3%

Elec

42.5%

GAD DD GAD DD GAD DD GAD DD GAD DD

G-mean HDDM-W 0.492 0.162 0.467 0.177 0.497 0.059 0.664 0.648 0.772 0.846

SEED 0.507 0.211 0.468 0.166 0.506 0.067 0.635 0.655 0.758 0.826

PHT 0.500 0.083 0.568 0.170 0.572 0.068 0.617 0.632 0.795 0.806

Accuracy HDDM-W 0.600 0.833 0.382 0.831 0.556 0.801 0.674 0.725 0.765 0.851

SEED 0.511 0.822 0.381 0.832 0.477 0.801 0.643 0.716 0.753 0.835

PHT 0.616 0.843 0.629 0.832 0.564 0.801 0.585 0.734 0.794 0.819

4.2 Framework Performance on NZ Crash Data

Our first step in examining GCPF’s performance on this dataset was selecting
a good tuning for the drift detector, HDDM-W. Its δ parameter decides drift
sensitivity, with lower values requiring more evidence to detect drift. Lower m
settings give less weight to recent data while higher m weights recent data more.
We tested the degree to which these parameters impacted GCPF’s G-mean,
along with ECPF, Diversity Pool (DP) and Recurring Drifts Framework (RCD)
to see whether GCPF outperformed them. Results are shown in Fig. 6. We used
GCPF’s optimum parameter settings from our tuning experiment (δ = 0.00001,
m = 0.05) for the following experiments. We used author-recommended settings
for HDDM-W with other drift detection frameworks (δ = 0.001, m = 0.05).

We tested multiple approaches to stream classification on the NZ Crash
dataset, with results shown in Table 3. GCPF achieves the best G-mean, with
reasonably good memory requirements and runtime compared to classifier reuse
and ensemble frameworks. GAD achieves the best G-mean apart from GCPF,
but gets worse accuracy. Other classifier reuse frameworks do not classify signif-
icantly more accurately nor with higher G-mean than one another. The Näıve
Bayes classifier, NB, provides a useful baseline for G-mean, and does better
than most other frameworks tested. This may be because without drift detec-
tion, the classifier learns from more examples of the minority class over time
so may be accurate provided large drifts do not occur. We also tested how well
GCPF extends to another dataset in a similar area. The UK Crash dataset, as
introduced in [1], captures 7 years of road crash data that resulted in casual-
ties in the UK, with 17 categorical variables and one numeric variable. We have
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Table 3. G-mean, accuracy, memory use (000s of bytes) and runtime (s) of stream
classification frameworks on the NZ Crash data

Type Framework G-mean Accuracy Memory Runtime

Classifier NB 0.598 0.753 41 14.1

Drift detection DD 0.585 0.745 49 14.8

GAD 0.612 0.675 117 17.9

Classifier reuse ECPF 0.590 0.748 258 20.1

GCPF 0.637 0.713 734 22.3

RCD 0.595 0.755 1776 15.5

DP 0.598 0.749 273 34.4

Ensemble LevBag 0.609 0.752 255 92.7

ARF 0.544 0.768 251508 275.3

Table 4. G-mean, accuracy, memory use (000s of bytes) and runtime (s) of stream
classification frameworks on the UK Crash data

Type Framework G-mean Accuracy Memory Runtime

Classifier NB 0.335 0.817 34 4.4

Drift detection DD 0.338 0.807 45 5.5

GAD 0.433 0.321 66 6.7

Classifier reuse ECPF 0.235 0.833 89 6.9

GCPF 0.497 0.735 1485 8.2

RCD 0.334 0.816 8645 142.2

DP 0.305 0.819 649 10.6

Ensemble LevBag 0.339 0.815 144 32.7

ARF 0.104 0.843 70423 178.8

altered the class column to be binary, with negative classes representing minor
injuries occurring and positive classes featuring severe injuries or fatalities. The
dataset has 1 m instances and has 15% of instances being part of the minor-
ity class. Table 4 shows results across frameworks on this dataset. We see that
GCPF achieves a much higher G-mean than other frameworks. Once again, it
underperforms other frameworks in terms of accuracy. Based on these results,
our methodology appears to generalise well to a similar problem area.

To test that GCPF would be able to scale well to crash data collected over
many years, we needed to check how its memory and runtime requirements grow
with larger datasets. To emulate a larger set of data, we ran GCPF over the
NZ Crash dataset 10 times in a row (6.7 m instances), so as to plot its time per
instance. Figure 7 shows that GCPF maintains a sub-linear time per instance
requirement that is much faster than RCD and DP. GCPF has close to linear
memory usage per instance. Unlike ECPF, it retains models that are not reused,
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Fig. 7. Runtime and memory-usage per instance for recurring concept frameworks
training on NZ Crash data ten times.

so likely grows in size over time. However, after over 6 m instances seen, it still
requires substantially less memory than RCD and a similar amount to DP.

5 Conclusion and Future Work

In New Zealand, developments in technology and changes in lifestyle have lead
to changes in how roads are used. Traditional analyses of road accidents tend
to be retrospective and may not apply to current data. To enable effective drift
detection on imbalanced datasets like New Zealand crash data, we have pro-
posed GAD, a new approach to detecting drift in streams with imbalanced
classes. We experimentally show using synthetic imbalanced data that GAD pro-
vides improved G-mean without severely impacting false-negative drift detection
rates. We show that GAD can provide this improvement across drift detectors
and classifiers, and that this performance improvement extends to real-world
benchmark datasets. Implementing GAD into a recurring concepts framework
to create GCPF allows us to outperform even state-of-the-art ensemble classi-
fication frameworks in terms of G-mean, while keeping the benefits of explicit
drift detection. We show that our technique runs efficiently in terms of time
and memory, relative to other recurring concepts frameworks. We show that our
proposed approach is generalisable and can extend to a similar problem on UK
crash data. Interesting future work could involve extending this technique to
data stream classification ensembles. By having a variety of classifier thresholds
represented, it could provide a faster way of finding an optimum threshold to
maximise G-mean without needing to wait for drift detections to change the
threshold. This could allow using the intuition behind GAD on a multi-class
classifier.
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Abstract. The broad application of machine learning (ML) methods
and algorithms in diverse range of organisational settings led to the adop-
tion of legislation, like European Union’s General Data Protection Reg-
ulation, which require firm capabilities to explain algorithmic decisions.
Currently in the ML literature there does not seem to be a consensus on
the definition of interpretability of a ML solution. Moreover, there is no
agreement about the necessary level of interpretability of such solution
and on how this level can be determined, measured and achieved. In this
article, we provide such definitions based on research as well as our exten-
sive experience of building ML solutions for various organisations across
industries. We present CRISP-ML, a detailed step-by-step methodology,
that provides guidance on creating the necessary level of interpretability
at each stage of the solution building process and is consistent with the
best practices of project management in the ML settings. We illustrate
the versatility and effortless applicability of CRISP-ML with examples
across a variety of industries and types of ML projects.

Keywords: Interpretability in machine learning · Machine learning
methodology · Data science methodology · Level of interpretability ·
Model interpretability · Project management

1 Introduction and Background to the Problem

The rapid increase in the range and diversity of data-driven algorithmic deci-
sion engineering has led to the sharp increase of the need for a consistent and
comprehensive methodology and process that govern the development, deploy-
ment, utilisation and evaluation of the engineering outcomes. Decision engi-
neering, whether in data science (DS) and data analytics (DA) projects or in
autonomous systems, like computer-based recommenders and advisers, rely on
machine learning (ML) and artificial intelligence (AI) systems, hence, requires
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interpretability/explainability of system behavior and decision making outcomes.
Interpretability in AI/ML depends on two connected aspects: (i) development of
interpretability solutions for AI/ML algorithms and (ii) development of consis-
tent and comprehensive methodology/framework for data science projects, which
minimises the risk of project failures and guarantees achieving the necessary (for
the project) level of ML/AI system interpretability. Guidotti et al. [13] provide a
systematic overview of the current state-of-the-art in (i). Our paper is focused on
the development of methodology, which addresses (ii). The rationale supporting
such focus is built on the following major arguments: (a) high proportion of data
science project failures - an indicator of the need for a consistent and comprehen-
sive methodology and process for ML/AI projects; (b) emerging requirements
for sufficient explainability of ML systems - this puts pressure on creation of
frameworks/ methodologies which can ensure the sufficient explainability of ML
systems; and (c) lack of standard methodology - contemporary methodologies
do not include standard consistent components which ensure interpretability
through the project. Further we elaborate each of these arguments.

1.1 High Proportion of Data Science Project Failures

Recent reports estimate that between 70% and 85% of data science/ML/AI
projects fail. NewVantage survey [1] noted that 77% of businesses see big data
and AI initiatives as a big challenge for business. Gartner research [24] argues
that 80% of analytics insights will not deliver business outcomes through 2022.
McKinsey research [8] reports that 92% of big companies are not successful in
using analytics in the organisation. In the past three years the percentage of
firms identifying themselves as being data-driven has declined from 37.1% in
2017 to 31.0% in 2019 [1], which is counterintuitive to the expected impact of AI
technologies on decision making. Key reasons for these failures are linked to the
lack of proper process and methodology in requirements gathering, establish-
ing realistic project timelines, task coordination, communication, and suitable
project management framework [1,29]). Improved methodologies are needed as
the existing ones do not cover many important aspects and tasks [17]. Further,
studies have shown that the recent biased focus on the tools and systems has
limited the ability to gain value from organisational analytic effort [22] and that
data science projects need to increase their focus on methodology, including
process and task coordination ([12]). Practitioners agree with this view [11].

1.2 Requirements for Sufficient Explainability of ML Systems

In parallel with the above discussed tendencies, there is pressure on creation
of frameworks/methodologies, which can ensure the sufficient explainability of
the output of the ML systems. Whilst some ML systems (for instance, decision
tree and rule induction algorithms) offer methodologically transparent means
supporting interpretability/explainability of their output, there is a class of the
so-called ‘black box’ ML models, such as deep neural nets, tree and network
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ensembles and support vector machines, which do not provide embedded inter-
pretability. There have been a number of cases where this class of models demon-
strated the lack of fairness and poor accuracy [20,25]. In high-stake situations,
systems in which the inner workings are not transparent can be unfair, unreli-
able, inaccurate and even harmful [6,25]. This view is reflected in legislations like
the European Union’s General Data Protection Regulation (GDPR) [2], though
there are also warnings to policymakers to be aware of potential impact of leg-
islations like GDPR on AI and emerging algorithmic economy. These develop-
ments increase the pressure on creation of frameworks and methodologies, which
can ensure the sufficient explainability of AI and ML solutions. A report by AI
Now Institute [23] recommended standardising the AI and ML system-building
process and incorporating relevant algorithmic impact assessments into the pro-
cesses the organisations already use. Many organisations and major technology
developers are following this recommendation [4].

1.3 The Lack of Standard Methodology

Though having a good methodology is important for the project success, so far
there is no formal standard for methodology in the data science projects [26].
CRISP-DM methodology [28], created in the late 1990s, is considered the de-
facto standard [5,14]. It is industry-, tool- and application agnostic [17]. It is not
fully meeting the needs of data science community, and its usage appears to be
decreasing [26]. While various extensions of the methodology, including IBM’s
ASUM-DM and Microsoft’s TDSP were proposed, at this stage none of them has
become the standard. Many CRISP-DM extensions are fragmented and either
propose additional elements into the data analysis process, or focus on organisa-
tional aspects without the necessary integration of domain-related factors [21].
Finally, while methodologies from related fields, like the agile approach used in
software engineering, are being considered for use in data science projects, there
is no full clarity on whether they are fully suitable for the purpose [15], therefore
we did not include them in the scope of this paper.

1.4 Opportunities in Creating Interpretability-Related
Methodologies

Recent state-of- the-art reviews related to interpretability [7,9,19] as well as more
algorithm-focussed reviews [13,16,18] report that: (i) interpretability of AI and
ML solutions and the underlying models is not well defined; (ii) the work related
to interpretability is scattered throughout a number disciplines, including AI,
ML, human-computer interaction (HCI), visualisation, cognition; and (iii) cur-
rent research seems to address a particular category or technique instead of the
overall concept of interpretability. Similarly, while there is a number of suggested
approaches to measuring interpretability [18], there is no consensus neither on
measuring or evaluating the level of interpretability nor on the best type of expla-
nation metric [9]. Currently there is confusion about the interpretability notion
[19], including a lack of clarity about how the many proposed interpretation
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approaches can be evaluated and compared against each other, how to choose
a suitable interpretation method for a given business issue and audience as well
as limited guidance on how interpretability can actually be used in data-science
life cycles. The lack of consensus gives an opportunity to create a comprehen-
sive methodology, which takes into account different perspectives and aspects
of interpretability (comprehensibility), such as predictive accuracy, bias, noise,
sensitivity, faithfulness, specificity, local interpretability, global interpretability
and domain specifics.

2 Methodology of Establishing and Building
the Necessary Level of Interpretability of ML
Business Solution

2.1 The Necessary Level of Interpretability of an ML Solution

In line with interpretability in Google’s responsible AI practices [4] and expand-
ing on [10] approach, we introduce the concept of necessary level of interpretabil-
ity (NLI) of a business ML solution as the combination of the degree of accuracy
of the underlying algorithm and the extent of understanding of the inputs, inner
workings, the outputs, the user interface and the deployment aspects of the ML
solution that is required to achieve the project goals. If this level is not achieved,
the solution will be inadequate for the purpose. This level needs to be established
and documented at the initiation stage of the project as part of requirements
collection. We then describe a ML system as sufficiently interpretable or not
based on whether or not it achieved the required level of interpretability.

Obviously, this level will differ from one project to another depending on
the business goals and agreed measures of interpretability. If individuals are
directly and strongly affected by the solution-driven decision - for example, in
medical diagnostic or legal settings - then both the ability to understand and
trust the internal logic of the model as well as the ability of the solution to
explain individual predictions are extremely important. In other cases, when a
ML solution is used in order to inform business decisions about policy, strategy
or interventions aimed to improve the business outcome of interest, then it is the
need to understand and trust the internal logic of the model that is of most value
and individual predictions are not the focus of the stakeholders. For example,
in one of our projects an Australian state organisation wished to establish what
factors influenced the proportion of children with developmental issues and what
interventions can be undertaken in specific areas of the state in order to reduce
that proportion. The historical, socioeconomic and geographic data provided for
the project was aggregated at a geographic level of high granularity.

In other cases, for example, in the case of an online purchase recommender
solution, the overall outcome, such as increase in sales volume, may be of higher
importance, than the interpretability of the model. Similar requirements of solu-
tion interpretability were in a project where an organisation owned assets that
were located in remote areas and were often damaged by birds or animals nests.
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The organisation wished to lower their maintenance cost and planning by iden-
tifying as soon as possible the assets where such nests were present instead of
doing expensive examination of each asset. This was achieved by building a ML
solution that classified Google Earth images of the assets into those with and
without nests. In this project it was important to identify as accurately as possi-
ble a proportion of assets with nests on them, while misclassifying an individual
asset image was not of great concern.

2.2 CRISP-ML Methodology

The proposed methodology of building interpretability of a ML system is based
on our methodology CRISP-ML. It is an updated version of CRISP-DM and is
industry-, tool- and application-agnostic. It seamlessly accommodates modern
ML techniques and creates the NLI through the whole ML solution creation
process. In order to explain how to ensure that the NLI of ML system is achieved
in the project, we elaborate its seven stages, summarised in Fig. 1. We illustrate
key concepts with real-world examples/mini case studies.

The Project Initiation and Planning Stage. Interpretability Matrix

Objectives and Importance. This stage is crucial for the overall project success
[3] and for the system interpretability building. It covers the activities needed to
start up the project, including (i) the identification of project sponsor/key stake-
holders and preparation of project charter – a document that outlines project
objectives, scope, high-level deliverables, assumptions, constraints, and risks –
after being signed off it serves as a reference of authority for the future; and
(ii) the planning activities such as collecting requirements; agreeing upon initial
data to use; preparing a detailed scope statement; estimating effort, duration and
costs; assessing and responding to risks; developing communications documents,
project schedule and plan and finally, obtaining project sponsor’s approval to
proceed with the project.

Establishing the Necessary Level of Interpretability. NLI is established as part of
requirements collection. It is driven by the project objectives, and also influenced
by domain specifics, stakeholder requirements, project constraints, industry reg-
ulator requirements to name the key factors. Proper requirements collection (i.e.
determining and documenting conditions or tasks that must be completed to
meet the project objectives) is crucial to the project success [3]. As part of
requirement gathering we work with key stakeholders to determine NLI of the
solution. Typically, this may require that the relevant stakeholders have a clear
understanding of the (i) data inputs used - are they reliable, of suitable quality
and representative of the real-world data; (ii) solution outputs - are they consis-
tent with the project goals in terms of accuracy, format, ease of understanding
for the end users, level of potential business insight, and are they valid from
the ML and business perspectives; (iii) format they should be provided to the
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Fig. 1. Conceptual framework of CRISP-ML methodology

end user, e.g. tables, visualisations, graphs, infographics and other representa-
tions; (iv) high-level modelling approach, its validity and whether it is proven and
likely to work in this industry; (v) implementation process of the solution in the
organisational systems, and how it should be audited, monitored and updated.

For example, in a project in workers compensation insurance that aimed to
identify cases likely to become expensive, the objectives included building a ML
system that would: (i) explain what factors and to what extent were influencing
the outcome of interest i.e. claims cost; (ii) allow the organisation to derive busi-
ness insights that will help make data-driven accurate decisions regarding what
changes can be done to improve the outcome i.e. reduce the likelihood of an
expensive claim by a specified percentage; (iii) be accurate, robust and able to
work with real-world organisational data; and (iv) have easy-to-understand out-
puts that would make sense to the executive team and end users (case managers)
and that the end users could trust. The established interpretability requirements
in this project included: (i) having trustworthy, quality data inputs, representa-
tive of the organisational data that the solution would be deployed on; (ii) the
outputs should be provided as business rules that were were easy to understand
for end users and to deploy on organisational data; (iii) the high-level algorith-
mic approach had to be easily understood by the executive team and the BI
team who would monitor its performance; (iv) explain at least 80% of variation
in the data, be valid from the ML point of view; and (v) its outputs needed to
make sense to the domain experts.

Creating Project Interpretability Matrix as Part of Requirements Collection. The
next step is to establish what needs to be done by each stakeholder at each
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project stage in order to ensure that NLI is achieved. For this, we create the
interpretability matrix (IM), whose rows show CRISP-ML stages, and columns
represent key stakeholders. In each IM cell we need to document what needs
to be done by each stakeholder at each project stage to ensure that NLI of the
solution is achieved. Completed IM becomes part of the business requirements
document; the activities it outlines are integrated into the project plan and are
performed, updated and monitored along with the project plan as needed. For
example, Fig. 2 shows a very high-level IM for the above mentioned insurance
project. The green, yellow and white colour background indicate, respectively,
high, medium and low level of involvement of a stakeholder group.

Fig. 2. Example of a very high-level interpretability matrix for the insurance project.
(Color figure online)

Entries to the Interpretability Matrix at Each Stage of CRISP-ML

Further we discuss typical entries to the interpretability matrix (IM) at each
stage of CRISP-ML, and illustrate them with real-world examples. Usually, in
our experience key stakeholders for ML system projects are the executive team
(ET); the data provider (DP) team which is often a part of the organisational
IT team; the domain experts (DE) and the modelling team (M). These abbre-
viations will be used in the below descriptions along the stages IM.

Stage 1. Figure 3 provides details of IM content related to this stage.

Stages 2–4. Stages 2, 3 and 4 in Fig. 1 are mainly data-related and form the data
comprehension, cleansing and enhancement mega-stage. Further we consider the
content of interpretability matrix for each individual stage.
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Fig. 3. CRISP-ML: Stage 1 - typical IM content related to this stage.

Stage 2. Data audit, exploration and cleansing play a key role in the development
of stakeholder trust in the approach and ultimately in the solution, if achieving
user trust in the solution is part of the established NLI for the project. Figure 4
demonstrates the typical content of IM at this stage. This stage is important in
any project where interpretability is of high priority, because wrong data values
may slide in unnoticed and skew the outputs. For example, in a project aiming
to establish what drives morbidity of pregnant women with diabetes and their
children, the data on the age of the mother had records of 99 yo. Domain experts
clarified that ‘99’ was a code for ‘Age Unknown’.

Stage 3. Figure 5 demonstrates the typical content of the interpretability matrix
related to the evaluation of the predictive potential of the data. This stage is
often either omitted or not stated explicitly in other processes/frameworks (for
example, in CRISP-DM), however it is crucial in terms of achieving NLI because
it establishes whether the information in the data is sufficient for achieving
the project goals (for example, for explaining the outcome of interest). At this
stage, in-depth data exploration and preliminary modelling is performed, where
several advanced and powerful non-supervised and supervised ML techniques
are used to explore the data, establish the most promising strategies for feature
engineering/data transformations and modelling and assess whether the initially
identified data and other resources are sufficient for achieving the business goals.
The choice of the ML techniques is tailored for each project; detailed description
of them and the process of assessment of the predictive potential is beyond the
scope of this paper. Techniques used for estimating predictive potential include
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Fig. 4. CRISP-ML: Stage 2 - typical IM content related to this stage.

components of various dimensionality reduction approaches, advanced clustering
methods and proven highly-predictive methods such as random forest, boosting
methods and deep neural networks).

In our experience, initially identified data often needs to be enriched by
external data. For example, in the insurance example the predictive potential of
the data containing claim and worker data history was shown to be insufficient
for the project objectives. The domain experts suggested to enrich the initial data
with the history of what doctors and other health service providers a worker saw,
the medicines worker was prescribed (for example, opioids) and some other data.
Adding these data significantly improved the model accuracy. Enrichment by
additional data is not always needed. Specifically, from our experience, image and
free text data often do not require additional information to build an accurate
model. For example, in a project where social media data were used to compare
customer perception of the four Australian major banks, at stage 3 we established
that collected data were enough for project purposes, but additional in-depth
feature engineering was required.

Fig. 5. CRISP-ML: Stage 3 - typical IM content related to this stage.
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Stage 4. Figure 6 shows a typical content of IM if it was determined at stage
3 that the initially identified data or other resources are not sufficient for the
project purposes and the data have to be enriched. In practice this involves
additional analysis, usually, data enrichment by adding new data, less often
by in-depth feature engineering of the existing data. Additional internal and
external data sources are identified, the new data is extracted, audited, cleansed
and added to the previously used data. Then predictive potential of the enriched
data is again assessed by applying the same ML methods as in stage 3.

Fig. 6. CRISP-ML: Stage 4 - typical IM content when data enrichment is required.

This step is repeated until the necessary level of predictive potential is
achieved or, if it has been established that achieving it is impossible, this find-
ing is further discussed with the key stakeholders and the relevant decisions are
made. Thorough planning at Stage 1 minimises the risk of that occurring. In the
insurance example described above, data enrichment was a key step. The fact
that the model showed that the cost of a claim can be significantly dependent
on the providers a worker visited, built further trust in the solution because it
confirmed the domain experts hunch that they previously had not had enough
evidence to prove.

Stage 5. Figure 7 shows a typical content of IM for the model building and
evaluation stage. To achieve NLI, modellers have to choose the appropriate tech-
nique(s) that will balance the required outcome interpretability with the required
accuracy and with other requirements/constraints (e.g. the needed functional
form of the model and/or algorithm). The ML techniques to be used for mod-
elling are selected taking into account the predictive power of the model, its
suitability for the domain and the task, and NLI. The data is pre-processed,
and modelled and model performance is evaluated. Detailed description of the
process of algorithm choice and model assessment is beyond the scope of this
paper and will be covered in a separate publication.
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Fig. 7. CRISP-ML: Stage 5 - typical IM content indicating how NLI influences the
strategy of choosing modelling techniques by the modelling team.

In the insurance example, the solution output had to be produced in the
form of business rules. Therefore the feature engineering methods and modelling
algorithms used included rule-based techniques such as decision trees and associ-
ation rule-based methods. In another example, a large Australian asset-owning
organisation needed a ML solution that would help them to proactively opti-
mise asset maintenance planning and cost and asset failure risk reduction as
well as to justify funding requests to industry regulator. The regulator specifi-
cally requested that the solution be delivered in the linear model form. Such a
requirement towards the model type is common in some areas. For example, in
credit risk assessment certain models have to be in the logistic regression format.
Often there is no constraint on the model functional form. For example, in the
above mentioned image classification project, we simply used the most accurate
model we could build, which turned out to be a convolutional neural network.
Some other techniques used in stage 5 include boosted regression trees, random
forest, LASSO methods and deep neural networks.

Stage 6. Figure 8 shows how the IM reflects the role of interpretability in the
formulation of business insights necessary to achieve the project goals and in
helping the ET and end users to understand the derived business insights and
to develop trust in them. DE team might also have a medium to low level of
involvement for clarification of any domain-related aspects.

For example, in the insurance project modellers and DEs prepared a detailed
presentation for the ET explaining not only the learnings from the solution but
also the high-level model structure and its accuracy. In the image processing
project, on the other hand, the presentation was focussed on the results and
their accuracy rather than on model inner workings.
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Fig. 8. CRISP-ML: Stage 6 - typical content of IM related to this stage.

Stage 7. Figure 9 shows the shift of responsibilities for ensuring the achieved
interpretability level is maintained during the future use of the solution. At this
stage, a deployment is conducted if required and monitoring/updating process
and schedule is prepared, based on the developed technical report.

This stage and the related interpretability aspects differ significantly depend-
ing on the project goals. We illustrate this diversity with some of our projects.
In the childhood development project no deployment was required, but a report
and a visualisation of the solution was needed. In the nest identifying project
no deployment was required, but the list of assets likely to have nests on them
was needed as well as a brief report and the model code. In the insurance and

Fig. 9. CRISP-ML: Stage 7 - activities ensuring the achieved interpretability level is
maintained during the future utilisation of the solution.
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asset management examples deployment was needed, as well as a full technical
report, a solution manual and an updating and monitoring recommendations.

2.3 Conclusions

This article addresses the problem of providing companies with capabilities to
explain algorithmic decision engineering. We introduced a definition of inter-
pretability of an end-to-end business ML solution, the necessary level of inter-
pretability of such solution and a methodology (CRISP-ML) of achieving it.
CRISP-ML integrates interpretability aspect into the overall framework instead
of just at the modelling stage. It requires to take more than the algorithm
accuracy into consideration when deciding what the ‘best’ model is by push-
ing questions about use and interpretability up front. Further, it defines the
responsibilities of different stakeholders to ensure that this is done.

CRISP-ML is an extension of CRISP-DM, which enables organisations to
(i) establish shared understanding across all key stakeholders about the solu-
tion and its use; (ii) build stakeholder trust in the solution outputs; and (iii)
get buy-in from all relevant parts of the organisation. It allows the end users
to confidently interpret the solution results and make successful evidence-based
business decisions. If needed, they can explain these decisions to any external
party. We successfully applied this methodology in commercial projects across a
variety of industries including banking, insurance, utilities, retail, FMCG, public
health and transport to name some areas. It effortlessly accommodates the diver-
sity of industry specifics as well as variety of organisational goals, ML techniques
and data types. While comparing the effectiveness of this methodology to other
approaches is beyond the scope of this paper, future work includes experimental
assessment similar to the one performed in [27].
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Abstract. The value of customers for any business cannot be over-
emphasised, and it is crucial for companies to develop a good under-
standing of their customer base. One of the most important pieces of
information is to estimate the share of wallet for each individual cus-
tomer. In the literature a related concept is often referred to as customer
equity that provides aggregated measures such as the business market
share. The current trend in personalising marketing campaigns have led
to more granular estimation of wallet share, than the entire customer base
or aggregated segments of customers. The current trend in personalising
marketing and business strategies have lead to more granular estimation
of wallet shares than the entire customer base or aggregated segments
of customers. Existing research in this area requires access to additional
information about customers, often collected via various surveys. How-
ever, in many real-world scenarios, there are circumstances where survey
data are unavailable or unreliable. In this paper, we present a new cus-
tomer wallet share estimation approach. In the proposed approach, a
predictive model based on decision trees facilitates an accurate estima-
tion of wallet shares for customers relying only on transaction data. We
have evaluated our approach using real-world datasets from two busi-
nesses from different industries.
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1 Introduction

Wallet share can be defined as the ratio of money that a customer spends with
a brand compared to all of his/her expenditure on similar brands that can be
considered as competitors. It can help businesses to understand and evaluate
their relationship with their customers [7]. Thus it is crucial for businesses to
have the ability to measure the share of wallet of their customers. Different
businesses, including manufacturers and distributors, usually record a significant
amount of data on their customers.

One of the main approaches to estimating share of wallet is to use Voice of
Customer (VoC) data [13]. VoC data can be collected by sales representatives or
call centres either by surveying customers (pull) or by monitoring the messages
sent from customers when they initiate. Many industries such as retailers [3] or
banks [2] have access to an extensive amount of VoC data. However, this is not
the case manufacturers, which usually do not possess a well-sized sample of VoC
data compared to other industries, even when they also operate as distributors.

Research in this area has identified different requirements in real-world sce-
narios of wallet share estimation. Thus different trends can be observed in the
literature including “the analysis of customer wallet share and its impacts in
different environments” and “the development of new approaches to estimate
the share of wallet for customers based on the availability of the data”. In this
paper, our focus is more on the latter while working on a novel application area
(manufacturers) from the former trend’s perspective.

Given that a manufacturer has access to transaction data only through retail-
ers and has a limited amount of VoC data through the sale process, we investigate
a novel approach for measuring the share of wallet for manufacturers. The main
research questions, which we aim to answer in this paper, are as follows:

1. How is it possible to accurately measure the share of wallet for individual
customers for a given manufacturer based only on transaction data?

2. What are the most important features of transaction data to build an effective
predictive model of wallet share?

3. Can decision tree-based modelling be deployed to facilitate a real-life predic-
tive model for wallet share estimation?

Figure 1 illustrates our scenario. In this paper, we focus on manufacturers
that distribute products to their customers via a chain of retail shops. Dashed
lines denote the flow of material, and solid lines denote the flow of information.

Occasionally, a manufacturer may contact its customers for a survey, however,
the information collected usually does not represent the general population due
to its limited sample size. In order for the manufacturer to optimise its offers
and promotions in different areas, it needs to estimate its wallet share with each
customer. In our scenario, a decision tree-based model is developed to estimate
the wallet share solely through transaction data that have been collected through
retail shops.

The rest of this paper is organised as follows. First, an overview of the related
research is presented in Sect. 2. Section 3 describes the proposed approach to
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Fig. 1. Conceptual illustration of wallet share scenario

estimate wallet share estimations based on transaction data for manufactures.
Details of the evaluation results and experiments on two real-world datasets are
presented in Sect. 4. Section 5 concludes the paper and provides some direction
for future research.

2 Related Work

In this section, we review the research related to our work. Wallet share estima-
tion is a fundamental problem that has been investigated by many researchers
for more than a decade [6]. Different methods have been proposed by different
researchers to tackle the challenges present in this area.

In the literature, two main research trends are identified. The first trend
focuses on the analysis of customer wallet share and its impacts in different
environments. At the highest level, the impact of wallet share has been assessed
as crucial in both Business to Business (B2B) as well as Business to Customer
(B2C) [6] environments. At the lower level, research narrows it down to particular
business domains (e.g., retail, wholesale, manufacture).

In the domain of retailing, research has demonstrated a relationship between
customer satisfaction and the share of wallet [10]. While this relationship has
been described as positive, yet it is being considered relatively weak. However,
research in some particular areas of retailing (e.g., retail banking, mass-merchant
retail, and Internet service providers) shows a more sophisticated correlation
between the share of wallet, customer satisfaction and other business goals [1,5].

The second trend (which is more relevant to the research presented in this
paper) focuses on new approaches for estimating the share of wallet for customers
when provided with a different level of available data. Distinguishing criteria in
this area are the prediction (estimation) approach, as well as the input data.

The research prior to 2005 considered two main approaches for wallet share
estimation: top-down and bottom-up. In the former one, the market share is
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dis-aggregated, whereas in the latter the share for individuals are directly esti-
mated and then aggregated [12]. In the following years, a white-box modelling
based on regressive analysis has been adopted to develop predictive models [11].
The advantage of this approach is its simplicity, although its usefulness would
be limited, particularly in more complex, real-world environments. Another app-
roach uses estimates of customer potential by assuming optimistic conditions,
which is referred to as customer opportunity [14]. Based on such an approach,
a number of criteria are picked and used to compare the similarity of each cus-
tomer to the set of customers whose predicted opportunities and actual sales
are a close match. However, one limitation for such an approach is that in many
cases, the customer potential can not be verified exactly and thus, the validity
of all estimates are subject to assumptions.

Finally, addressing requirements based on input data specifications is a trend-
ing field of research in oCthis area—and this is directly related to this paper.
Many papers have addressed a number of different requirements. In particu-
lar, the use of V data is one of the main approaches to estimate the share of
wallet [13]. VoC data can be collected using survey data or unstructured data
gathered. However, in many circumstances, VoC data are not available. In this
case, existing approaches have tackled data availability issues by utilising trans-
action data for credit cards and focusing on inter-purchase times [2]. However,
unlike manufacturers, credit card companies usually hold many records on their
customers’ transactions. Other research, which addresses the same issue, do not
rely on real-world data and need to be further extended to include only the
transaction data [4].

3 Methodology

This section starts with a brief introduction of the available raw data (Sect. 3.1).
Then Sect. 3.2 presents the set of features extracted from the raw data. Estima-
tion algorithm details are reported in Sect. 3.3.

3.1 Datasets

In this research, two datasets from different Australian manufacturers are used.
The first one came from the paint industry and the second one—from a major
producer of air conditioning products. In both cases, the companies behave both
as a manufacturer and a distributor. As distributors, they have performed sur-
veys on selected customers. But the coverage of these surveys was limited and
skewed towards positive feedback. In our research, we have used the existing
survey results as the training input to build the estimation models.

For each dataset, transaction data up to 3 years and around 250 customers
are available. Customers are usually small or medium-sized enterprises, e.g.,
builders, handymen, electricians or painters. The data are extracted directly from
the manufacturer’s sales database. The transaction data contained: Order Date,
Customer ID, Product ID, Product Quantity, and Product Price. The response



Customer Wallet Share Estimation 175

variable is an integer walletshare ranging from 0 to 100. 0 means the customer
doesn’t buy anything, and 100 means the customer buys everything needed from
this manufacturer. The value was provided by sales representatives who had high
confidence in the reported score. This confidence arises from a number of reasons,
e.g., long-lasting cooperation, built trust. No data from the survey is used except
the response variable walletshare.

3.2 Factorisation

The raw data is factorised into a row-based matrix, where each row represents
one customer. The columns of the matrix are the features extracted from the raw
data. The list has been created after extended discussions with domain experts.
The main intuition behind those features is that high wallet share customers
should buy products in a more consistent way than low wallet share customers.
Also, historical peak sales could be helpful to identify the customer’s business
size.

The extracted features are:

1. average 12 months: customer average monthly spent in the last 12 months
2. average 36 months: customer average monthly spent in the last 36 months
3. average 12 36 Ratio: feature 1/feature 2
4. top 1 month spent : the highest monthly spent in the last 36 months
5. top 3 months avg spent : the average of top 3 highest monthly spent in the

last 36 months
6. top 6 months avg spent : the average of top 6 highest monthly spent in the

last 36 months
7. avg12 top 1 month ratio: feature 1/feature 4
8. avg12 top 3 months ratio: feature 1/feature 5
9. avg12 top 6 month ratio: feature 1/feature 6

10. std 12 months: the standard deviation of monthly spent
11. spring average: the average monthly spent in Mar, Apr, May
12. summer average: the average monthly spent in Jun, Jul, Aug
13. autumn average: the average monthly spent in Sep, Oct, Nov
14. winter average: the average monthly spent in Dec, Jan, Feb
15. month with purchase in 12 months: no. of months with at least one purchase

in the last 12 months
16. month with purchase in 36 months: no. of months with at least one purchase

in the last 36 months

The final column of the matrix was wallet share representing the response value.

The first fourteen features (numbered from 1 to 14) come in two flavours:
one that provides dollar values (and we use dollar to precede the name of
the feature), and the second one that provides the number of different prod-
uct purchased (and we use products to precede the name of the feature). For
example, the original feature average 12 months is replaced by two features: dol-
lar average 12 months and products average 12 months. So in total, we have 30
features columns (28 features generated from the first fourteen plus features 15
and 16) and wallet share is the response column.
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3.3 Estimation Model and Synthetic Data

The model is build using the Random Forest (RF) algorithm [9], with the number
of trees set to 50. Training is done by 75%–25% random split and 10-fold cross
validation. RMSE is used as the evaluation metric.

In addition, as the raw data is skewed, there are only a few cases for training
sample of very low wallet share. This is very common in all real-world cases,
since customers may not want to put low numbers on the survey. Thus, we have
created synthetic data by introducing new empty entries and then set every
column to a very low value. In addition to that, we also duplicated low wallet
share samples and applied a small random variance to the feature values to
create slightly different ones. Furthermore, there are many unlabeled customers
in the transaction data that we could confidently assign a very low wallet share
score without much analysis. For example, it is possible to assign a wallet share
score of 0% to all customers that spent less than $100 during the last 12 months.

4 Results

In this section, the results of experiments are presented. First, Sect. 4.1 shows
the importance of features for predicting the share of wallet. In Sect. 4.2, the
accuracy of the developed method is compared with other existing methods.
The impact of different training datasets and the additional synthetic data are
investigated in Sects. 4.3 and 4.4, respectively.

4.1 Feature Selection

We have deployed the Boruta algorithm to select the most important features [8].
By default, Boruta runs Random Forest internally, testing each original feature
against randomly generated features to check whether the original features can
improve the prediction accuracy. Among the randomly generated features, the
best performing one has been named ShadowMax and the mean performing ran-
dom feature is called ShadowMean. Then, each original feature is compared with
the randomly generated features. A feature that contributes positively should
perform better than the best random feature (ShadowMax).

Results are shown in Fig. 2 for the paint dataset. Similarly, Fig. 3 shows the
result for the air conditioner dataset. The randomly generated Shadow features
are coloured as blue. We have validated the results with domain experts to assure
the soundness of our approach.

Based on the comparison with the Shadow features, the features shown in
green are confirmed, the features in yellow are questionable, whereas the algo-
rithm suggests rejecting the features in red.

For the paint dataset, the month with purchase in12 months is the best-
performing feature, as expected by domain experts. The feature dol-
lar std 12 months is not performing as expected: it outperforms ShadowMax
only by a small margin. After some discussions with domain experts, we con-
cluded that this might indicate that the customer purchases do have a natural
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Fig. 2. Feature importance for the paint dataset. Shadow features have corresponding
blue bars (Colors figure online)
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Fig. 3. Feature importance for air conditioner dataset. Shadow features have corre-
sponding blue bars (Colors figure online)
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variance between months, due to public holidays, seasonality, and most impor-
tantly account budget. Each customer has an account budget and could buy (to
the budget limit) and pay later. When the customers are running out of budget,
they simply go to another vendor (this is not captured in our model).

Around one-third of the features have questionable or near-random perfor-
mance but all performing better than the ShadowMean feature. We believe they
may still contribute to the predictive model, especially if applied to a different
industry. Thus we did not reject any of them.

The results for the air conditioner dataset are very similar to those of the
paint dataset. Here, seasonality related features show slight more importance
than the cases in the paint dataset.

4.2 Accuracy Comparison

Our approach (Random Forest (RF)) is compared with two other algorithms:
SVM and Linear Regression (LR). These algorithms are quite popular and have
been tested in a variety of applications. Tables 1 and 2 present the accuracy of
the results in the paint and air conditioning datasets, respectively.

Table 1. Accuracy (RMSE) on paint
dataset

Paint RF SVM LR

0< 15% 5.1 6.2 2.5

15< 50% 16.3 16.8 18.4

50< 80% 17.2 17.4 18.1

80< 100% 21.6 22.8 22.3

Overall 16.4 17.2 18.5

Table 2. Accuracy (RMSE) on Air con-
ditioner dataset

Air cond. RF SVM LR

0< 15% 3.2 5.1 4.4

15< 50% 17.9 19.3 18.9

50< 80% 17.8 20.1 21.1

80< 100% 20.3 19.9 20.5

Overall 18.7 19.2 20.5

As shown in both tables, the results have been grouped into 5 segments,
each row representing a different customer segment. The segments are based on
customers’ wallet share value, and marketing activities usually target those seg-
ments separately. For example, the 0 to 15% wallet share group consists mainly of
occasional customers, and the 80 to 100% group should be all loyal customers.
Due to data gathering imperfections, the lower bound of RMSE is estimated
to be 10%. It stems from the fact that some customers were sampled multiple
times during the data gathering process and some sales representatives assigned
different wallet share values when surveyed at different times. This has been con-
firmed by the data provider, as there is no perfect data, and the system should
not over-fit the training set.

Random Forest shows the best overall performance in both test sets, and in
nearly all the wallet share segments. However, it still scores an unimpressive 5.1
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and 3.2 RMSE in the lowest wallet share group and 21.6 and 20.3 RMSE in the
highest group. A limited number of training samples in those two groups are the
main reason for such results.

SVM holds the middle position. In all but the 80% to 100% group in the air
conditioner group, SVM has a lesser accuracy than Random Forest, but it seems
to have less deviation between other groups.

Linear Regression shows the worst overall result, but it performs well in the
lowest group (0 to 15%). This is probably a result of the use of synthetic data in
the lowest group. But in all other groups, the performance of Linear Regression
is inferior to the other two algorithms.

Additionally, the two businesses which provided the data have tested the
model in real life. In both cases, this testing (evaluation) has been conducted for
more than a year now, and the feedback has constantly been very positive. The
estimation accuracy is in-line with the results shown in the tables.

Meanwhile, the data providers also keep collecting customers surveys and self-
stated wallet shares are one of the focusing points. We found that the wallet share
estimation system can also be used to identify inaccurate records in the survey
results if the self-stated wallet share in the survey differs too much with the
estimation. One of the examples of incorrect survey results could be: reporting
100% wallet share by a customer who has spent only 10 dollars with the business.

However, the users of our model have occasionally detected cases where the
system appears to assign a low wallet share score to some of the known loyal
customers who should have rather a high value of the wallet share. A detailed
analysis of those individual cases often revealed that the customer in question
has spent all his/her budget and stopped buying temporally. Due to the ad-hoc
nature of such cases, we can consider them as outliers.

4.3 Training Size vs. Performance

Many businesses have overlooked the potential to apply data science to their
operations. They may have heard the term big data and are afraid that they
have not accumulated enough. Furthermore, it is unknown whether the inclusion
of all historical data or all available data improves the accuracy of the results.
Thus, we measured the accuracy of the results based on the varying size of the
training data.

As shown in Fig. 4, the performance gradually reaches a plateau as the size of
the training approaches 80. As we mentioned earlier, the model has been tested
in real life. This indicates that it is possible to perform wallet share prediction
with good accuracy even with a relatively small dataset.

Similar to the first dataset, the second dataset shows a gradually reducing
error rate when the training size approaches 80. Figure 5 summarises this test.
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Fig. 4. Paint training size vs error
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Fig. 5. Air conditioner training size vs
error

4.4 Effect of Synthetic Data

As mentioned in Sect. 3.3, skewed data represent a common issue in real-world
problems. In our case, we had very limited samples from the lowest group (wallet
share between 0 and 15%), Table 3 presents the estimation accuracy using only
the original data (paint dataset). Table 4 presents the estimation accuracy result
in the air conditioner dataset using only the original data.

Table 3. Accuracy (RMSE) on paint
dataset without synthetic data

Paint. RF SVM LR

0< 15% 9.5 8.7 6.4

15< 50% 16.5 16.6 17.4

50< 80% 16.9 19.2 18.3

80< 100% 21.7 21.5 19.3

Overall 17.1 18.2 18.1

Table 4. Accuracy (RMSE) on air con-
ditioner dataset without synthetic data

Air cond. RF SVM LR

0< 15% 7.4 6.4 6.2

15< 50% 17.7 18.6 18.4

50< 80% 17.8 19.5 20.4

80< 100% 20.1 20.7 20.2

Overall 18.8 19.1 19.9

Table 5 presents a comparison between cases with and without the synthetic
dataset on both original datasets (paint and air conditioner). Clearly, the per-
formance improvement is significant, especially on the lowest wallet share group.
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Table 5. Comparison: with/without synthetic data

Paint Air conditioner

With Without With Without

0< 15% 5.1 9.5 3.2 7.4

Overall 16.4 17.1 18.7 18.8

5 Conclusions

This paper presents a novel approach for the analysis and estimation of cus-
tomer wallet share for manufacturers. Two major manufacturers which collect
transaction data related only to their own products are investigated. The app-
roach accurately predicts wallet shares scores based on transaction data only
and does not rely on any additional survey data, as it is normally used in other
approaches.

The proposed approach is evaluated using two real-world datasets. The first
dataset consisted of the transactions data from one of the largest manufacturers
of paint products in Australia. The other dataset came from a major Australian
manufacturer and distributor of air conditioning products. Furthermore, the
analysis of the most important features for wallet share estimation is provided.
These findings can be helpful for similar problems as well. Additionally, it is
shown that the proposed model can work with a limited training input and a
data augmentation approach is presented to address the data skew issue. To the
best of our knowledge, no existing research has investigated a similar problem
with the same data limitations.

The contributions of this paper can be summarised as follows:

1. To the best of our knowledge, there is no similar research to estimate customer
wallet share for manufacturers based on transaction data only, as described in
the scenario. We developed a Random Forest predictive model and extended
the existing features of transactions by creating new features.

2. We analysed and selected the most important features and provided a sim-
plified and scalable model, which then was used to analyse a large customer
base. This assisted in accurately estimating the share of wallet for customers
for a manufacturer’s product.

3. We showed that it was possible to build an estimation model with a small
training set. Furthermore, we demonstrated the application of synthetic data
to address the data skew problem.

This paper aims at encouraging companies to apply modern data science
techniques in approaching their business problems and to start collecting more
surveys to begin the process. We are currently experimenting with many other
businesses to check the model’s generalisation capability. In future research, we
plan to augment transaction data with survey results for cross-referencing. The
additional benefit of this step would be a possible identification of inaccurate
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survey entries. Moreover, using this data, a business could aim to outperform
the original survey in wallet share estimation accuracy.
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Abstract. Tax evasion is an illegal activity where a taxpayer avoids
paying his/her tax liability. Any taxpayer has to file their tax return
statements periodically at regular intervals. Avoiding to file or delay-
ing the filing of the tax return statement is one among the most basic
methods of tax evasion. The taxpayers who are not filing returns or
delaying the filing of returns are called return defaulters. Financial loss
to the Government due to avoiding to file or delayed filing of returns
varies between taxpayers. While designing any statistical model to pre-
dict return defaulters, we have to take into account the real financial
loss associated with the misclassification. In this paper, we constructed
an example dependent cost - sensitive logistic regression model that pre-
dicts whether a taxpayer is a potential return defaulter for the upcom-
ing tax-filing period. While designing the model, we studied the effect
of business interactions among the taxpayers on return filing behavior.
We developed this model for the commercial taxes department, Govern-
ment of Telangana, India. Applying our method to tax data, we show
significant cost saving.

Keywords: Goods and services tax · Tax avoidance · Tax evasion ·
Logistic regression · Example dependent cost-sensitive logistic
regression · Benford’s analysis · Social network analysis · Trust rank

1 Introduction

Taxation systems are of two types: direct taxation system and indirect taxation
system. In direct taxation system the taxpayer directly pays the tax to the Gov-
ernment (e.g., Income tax) and in indirect taxation system tax is paid through a
third party (e.g., Commercial tax). GST (Goods and Services Tax) is an exam-
ple of the indirect taxation system. In this paper, we deal with GST (Goods and
Services Tax) [1], which is an indirect taxation system followed in India from
July 2017.
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Fig. 1. Flow of tax in GST

1.1 How GST Works

In Fig. 1, we have taken an ornament manufacturer as an example and 10%
as the GST rate. Note that, throughout the paper, we represent currencies in
Indian currency “Rupees”, denoted as “Rs.”. The manufacturer purchases raw
material of worth Rs. 2000 and pays GST of Rs. 200 (10% of 2000). Suppose
the value addition happened in the manufacturing process to convert it into an
ornament is Rs. 400. Hence, the value of the ornament is Rs. 2400. Now, the
total tax on the sales of this ornament to the retailer is Rs. 240 (10% of 2400).
By setting off the tax which he had already paid at the time of purchasing the
raw material, the manufacturer is liable to pay GST of Rs. 40 (tax collected -
tax already paid), i.e., Rs. 40 (240–200). The retailer adds his margin of Rs. 100
making the total value to Rs. 2500 and sells it to the end customer by collecting
Rs. 2500 towards the ornament and Rs. 250 towards tax. By setting off the tax
he had already paid at the time purchasing ornament from the manufacturer,
the retailer is liable to pay GST of Rs. 10 (tax collected - tax already paid), i.e.,
Rs. 10 (250–240). Finally, GST received by the Government is Rs. 250, which is
completely borne by the end customer.

1.2 Motivation for This Work

In GST system, taxpayers have to file their tax returns once in every month. By
not filing the returns or delaying the filing of returns, the taxpayer benefits in
three ways. First, they get sufficient time to manipulate their books; Secondly,
the penalty imposed by the Government for late filing is negligible compared
to the interest rates in the open market, and finally, possessing liquid cash is
always advantageous to businesses like real estate. The motivation for this work
is to construct a classification model to predict the potential return defaulters
and following them to file returns by sending emails, SMS and physically visit-
ing their business premises. We are working with the Government of Telangana,
India, and analyzing their data sets and developing models to increase the com-
pliance level of return filing. We used techniques from social network analysis
to create independent variables that capture the interaction of a taxpayer with
other taxpayers. We also used the taxpayer’s characteristics, like, average tax per
month, total sales amount, etc., in creating the independent variables required
to design the model.
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It is a very common practice to use standard cost-insensitive binary classifi-
cation algorithms like logistic regression and decision trees to design classifiers.
However, in practice, the cost associated with classifying genuine taxpayer as
return defaulters is quite different from classifying a return defaulter as a gen-
uine taxpayer. Again cost associated with misclassifying a return defaulter as
a genuine taxpayer varies from taxpayer to taxpayer based on their turnover.
To capture this scenario, we designed an example dependent cost-sensitive logis-
tic regression model [2–4]. We built an example-dependent cost-sensitive logistic
regression model that predicts with high accuracy whether a taxpayer is going
to file their return in the upcoming month. The taxation authorities can use this
information to take proactive measures like sending SMS and emails to potential
defaulters to increase the compliance levels.

Indirect taxation system is quite common in several nations. The approach
we followed in this paper can be generalized to indirect taxation systems followed
in other nations.

Our paper is structured as follows. In Sect. 2, we brief on existing works
that are related to ours. Section 3 discusses the methodology involved in the
design of this predictive model. Section 4 discusses the model along with model
performance. Finally, the concluding remarks are provided in Sect. 5.

2 Related Work

In [5], Lismont et al. designed analytical models to identify the tax evasion.
They constructed a network of firms connected through shared board member-
ship and showed that including network effects significantly improves the predic-
tive ability of tax avoidance models. In [6], Bianchi et al. constructed a network
of auditors and used network centrality measures to show that firms engaging
better-connected auditors exhibit comparatively lower effective tax rates. In [7],
Vlasselaer et al. worked on social security fraud. They aimed to identify fraud-
ulent business entities by propagating a time-dependent exposure score for each
business entity based on its relationships to known fraud business entities in
the social network. In [8], Sahin and Duman designed classification models using
logistic regression and Artificial Neural Networks for credit card fraud detection.
This study is one of the firsts to compare the performance of ANN and LR meth-
ods in credit card fraud detection with a real data set. In [9], Wilson worked on
insurance fraud in the auto industry. He looked at various situations and various
tactics that are used by insured people to defraud insurance companies. They
used logistic regression to detect fraudulent claims. In [10], van der Meulen et
al. gave a detailed explanation of a project executed by them towards improv-
ing participation in a rehabilitation program by the patients of the Virga Jesse
Hospital. They designed logistic regression model and showed that the major
influential factor is the distance from the patient’s home. The class-imbalanced
data sets occur in many real-world applications, where the class distributions of
data are highly imbalanced. In [11], Ling and Sheng showed that cost-sensitive
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learning is a common approach to solve this problem. In [2], Bahnsen et al. pro-
posed an example dependent cost matrix for credit scoring. They proposed a cost
function that introduces the example dependent costs into logistic regression.

In this paper, we constructed an example dependent cost-sensitive logistic
regression model that predicts whether a taxpayer is a potential return defaulter
for the upcoming tax-filing period. While designing the model, we constructed a
network of tax payers and studied the effect of business interactions among the
taxpayers on return filing behavior.

3 Methodology and Feature Extraction

Our objective is to design an example dependent cost-sensitive logistic regression
model to predict whether a given taxpayer (business entity) will file GST return
or not in the coming month. The reason for choosing an example dependent
cost-sensitive logistic regression is misclassification costs, in particular, false-
negative costs, which are not the same for every taxpayer [2]. We designed this
model based on the taxpayers past returns filing behavior, the volume of sales
and purchases, the value of business interactions among taxpayers and Mean
absolute deviation (MAD) value of the first digit Benford’s analysis on the sales
transactions of taxpayers. This model is developed for the commercial taxes
department of Telangana, India. For the same, we used the data set provided by
them that contains mainly two tables.

In Subsect. 3.1, example dependent cost-sensitive logistic regression is
explained. In Subsect. 3.2, we explain a statistical fraud detection technique
called Benford’s Law, which we use as one of the technique for feature extrac-
tion. In Subsect. 3.3, we give the description of the data used towards building
an example dependent cost-sensitive logistic regression model. In Subsect. 3.4,
we will explain the construction of a social network of taxpayers to enable the
computation of value of business interactions of a taxpayer with other taxpayers,
which is another significant independent variable in the model. In Subsect. 3.5,
we explain the set of independent variables (features) used to design the model
and methodology to derive them.

3.1 Example Dependent Cost-Sensitive Logistic Regression

Logistic regression is a classification model that estimates the probability of the
positive class. The estimated probability of the taxpayer Xi belonging to the
positive class is given by Eq. 1

hθ(Xi) = 1/(1 + e−(θ0+
∑m

j=1 θjxj
i )) (1)

where m is the number of independent variables, θ is the coefficients vector,
and xj

i is the value of the jth independent variable of the taxpayer Xi. The
coefficients vector θ is estimated to minimize the cost function in Eq. 2
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n∑

i=1

−yilog(hθ(Xi)) − (1 − yi)log(1 − hθ(Xi)) (2)

where yi is the actual class of the taxpayer Xi and n is the number of tax-
payers. This cost function assigns the same weight to different errors, both
false-positives, and false-negatives. It assumes a constant cost of misclassification
errors.

Predicting return defaulter is an example dependent cost-sensitive model by
nature, where the costs due to misclassification vary between taxpayers. In this
scenario, we select the coefficients vector θ to minimize the cost function in Eq. 3

n∑

i=1

yi(hθ(Xi) ∗ CTPi+ (1 − hθ(Xi)) ∗ CFNi) +

(1 − yi)((1 − hθ(Xi)) ∗ CTNi + hθ(Xi) ∗ CFPi) (3)

Here CTPi, CFNi, CTNi, CFPi are true-positive, false-negative, true-negative,
and false-positive costs of the taxpayer Xi, respectively. In the cost function 3,
when the actual class of Xi is class one (positive class i.e. yi = 1) then the
contribution by Xi towards the total cost is given by hθ(Xi) ∗ CTPi + (1 −
hθ(Xi)) ∗ CFNi. This value is the sum of two quantities, one is the predicted
probability of Xi belonging to class one (positive class) multiplied by the true-
positive cost of Xi, and the other is the predicted probability of Xi belonging
to class zero (negative class) multiplied by the false-negative cost of Xi.

3.2 Benford’s Analysis

Benford’s law is a mathematical method for identifying fraud [12–14] in
naturally-occurring numbers, which are neither highly constraint nor purely ran-
dom. This law states that the percentage of numbers starting with the digit
k ∈ {1, 2, ..., 9} follows the formula log10(1 + 1/k).

Mean absolute deviation(MAD) is a statistical technique to verify if the dis-
tribution of data’s first digits follows the expected probability distribution given
by Benford’s law. Data is segregated into nine bins depending on the first digit.
MAD =

∑9
j=1(APj − EPj)/9, where APj denotes the observed portion of the

jth bin, and EPj denotes the expected portion of the jth bin.

3.3 Description of Data Set

We used two types of data sets to design the model. One is GSTR-1 data and
other is the monthly GST returns data.

GSTR-1 Data: GSTR-1 is a monthly financial statement that should be sub-
mitted by every taxpayer. This statement contains details of all outward supplies,
i.e., sales done during the corresponding month of this statement. The following
table contains some fields of this data set. Every row in Table 1 corresponds to
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one sales transaction. The data set we have taken contains several millions of
such rows. The actual statement contains more information, such as the rate of
tax, the quantity of goods sold, etc.

Table 1. GSTR-1 data

S. No Month Seller Buyer Invoice number Amount(Rs)

1 Jan 2018 A B XY123 12000

2 Feb 2018 B D ZU342 18000

3 Jan 2018 B C UX5434 14000

4 July 2018 C D YS8779 15000

5 Mar 2018 D A ZX7744 12000

Monthly GST Returns Data: Table 2 contains a few fields of GST returns
data. Each row in this table corresponds to a monthly return by a taxpayer. ITC
(Input tax credit) is the amount of tax the taxpayer paid during purchases of
services and goods. The output tax is the amount of tax the taxpayer collected
during the sales of services and goods. The taxpayer has to pay to the Govern-
ment the gap between the ITC and output tax, i.e. output tax - ITC. The actual
database consists of much more information, like, tax payment method, return
filing data, international exports, exempted sales, and sales on RCM (reverse
charge mechanism).

Table 2. GST Returns data

S.No Firm Month Purchases Sales ITC Output tax

1 A Feb-18 180000 220000 20000 26000

2 D Sep-18 200000 280000 5000 9000

3 E Oct-17 400000 480000 40000 48000

3.4 Creation of Network of Taxpayers

One of the independent variables in our model is the amount of business interac-
tion a taxpayer has with other taxpayers. To compute this independent variable,
we created a weighted, directed graph (social network). Each vertex (node) in
this directed graph corresponds to a taxpayer. The weight assigned to a ver-
tex is the average tax paid per month [ATPM] by the corresponding taxpayer
during the period July 2017 to April 2019. Vertex weights are normalized using
min-max normalization. We used the monthly GST Return Data explained in
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Table 2 to compute the vertex weights. We colored each vertex as BLACK or
YELLOW or WHITE. Vertex color Yellow means the corresponding taxpayer
filed at least three-fourths of GST returns (34 ∗ 22 = 17 returns during July
2017 to April 2019) in-time, vertex color Black means that the corresponding
taxpayer has filed at most one-fourth of GST returns (14 ∗ 22 = 5 returns dur-
ing July 2017 to April 2019) in-time and the rest of the vertices are colored as
White. These ratios (three-fourths and one-fourth) are chosen empirically based
on model performance. This coloring can be done using the monthly GST Return
data explained in Table 2. We placed a weighted directed edge from taxpayer a
to taxpayer b, where edge weight is the amount of sales done by taxpayer a to
taxpayer b during the period July 2017 to April 2019. Then the min-max nor-
malization of edge weights is performed. For the same, we used the sales data
explained in Table 1. This graph will capture the scale of interaction and(or) the
exchange of money between taxpayers.

3.5 Feature Extraction

Figure 2 explains the variables (features) used in the model. Let b be the vertex
for which we are constructing the features mentioned in Table 2. Below is the
detailed explanation for each variable (feature).

Fig. 2. Variables

Ratio: This is the variable extracted from the graph defined in Subsect. 3.4.
This graph captures the degree of interaction and(or) the money exchange
between taxpayer b and other taxpayers. This variable captures the influence
of other taxpayers on b. If b has close ties with taxpayers who are not filing GST
returns in-time, then, they would influence b not to file GST returns and vice-
verse [5]. Let B be the set of all BLACK colored vertices in the graph constructed
in Subsect. 3.4 and Y be the set of all vertices, which are colored YELLOW.

– b11 =
∑

v∈B
w(v)∗w(vb)
w(v)+w(vb) , where w(v) is the weight of vertex v and w(vb) is the

weight of directed edge vb

– b12 =
∑

v∈B
w(v)∗w(bv)
w(v)+w(bv) .

– b21 =
∑

v∈Y
w(v)∗w(vb)
w(v)+w(vb) , where w(v) is the weight of vertex v and w(vb) is the

weight of directed edge vb

– b22 =
∑

v∈Y
w(v)∗w(bv)
w(v)+w(bv) .
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Fig. 3. Ratio vs Log of odds Fig. 4. MAD vs Log of odds Fig. 5. Division vs ATPM

The variable Ratio for vertex b is b11+b12
b21+b22 . Higher the value of Ratio means

b is doing huge business transactions with return defaulters who can influence
b to not to file tax return in-time. The relation between Ratio variable and Log
of Odds of dependent variable Filed is given in Fig. 3. This is an asymptotic
relation. Based on this observation, we used the log of Ratio as an independent
variable in model building. Note that we did not use the vertices colored WHITE
in computing this feature, as their return filing behavior sits between non-filing
behavior of BLACK vertices and in-time filing behavior of YELLOW vertices.
Influence of vertices colored WHITE on vertex b can be ignored.

Filed: This is the dependent variable in the model with a binary outcome.
This variable gives the GST return filing status (filed in-time/not filed in-time)
of the taxpayer b for the month of May 2019. Zero denotes filed in-time (negative
class) and, one denotes not filed in-time (positive class). Note that in the data
set there are 25% class one records and rest are class zero records. Note that
25% of taxpayers did not file returns before the due date in May-2019, which
resulted in a loss of few hundreds of millions of rupees to the Government.

Not Filed Count: This is the number of GST returns not filed in-time
before the due date of the corresponding month by b from July-2017 to April-
2019.

Division-Name: Telangana state is segregated into 12 geographic divisions
for simplifying the administration works. This independent variable gives the
division name of b, where b is located.

ATPM: This is the average tax per month paid by b. We included square,
cube, and the square root of ATPM in the model as the relation between ATPM
and Log of Odds of the dependent variable is a polynomial.

Total Purchase Amount: It is the total amount of purchases by b from
July 2017 to April 2019. The relation between Total Purchase Value and Log of
Odds of the dependent variable is a linear relation.

MAD Value: It is the Mean absolute deviation value of the first digit ben-
ford’s law on sales transactions of b. From Fig. 4, One can observe that the
relation between MAD Value and Log of Odds of dependent variable Filed is a
non-linear relation.
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4 Experimental Results

4.1 Software Used

We used the open-source statistical software R to build the model [15,16].
Because of its flexibility, extensibility, and no cost, it has gained a lot of popu-
larity in the industry as well as in academic environments.

4.2 Costs Matrix

Table 3 gives different miss-classification costs of a given taxpayer.

– True-negative cost is zero. Classifying an in-time return filer (actual class
zero) as an in-time return filer (predicted class zero) will not cost us anything.

– True-positive cost is expenses towards sending SMS, calling the taxpayer,
and associated manpower cost. This cost is the same for all taxpayers whose
actual class is one and predicted class is one. This cost is Rs. 150.

– False-positive cost is expenses towards sending SMS, calling the taxpayer,
and associated manpower cost. This is the same for all taxpayers whose actual
class is zero, and predicted class is one. This cost is Rs. 150.

– False-negative cost depends on the ATPM of the taxpayer and the expected
number of days of delay in filing return by this taxpayer. This is given by
ATPM∗expected number of days of delay∗18

36500 ∗ 3 + 100.
Here ATPM∗expected number of days of delay∗18

36500 is the loss of interest due to late
filing of return, where interest rate is 18%. This cost varies from taxpayer to
taxpayer as ATPM and expected number of days of delay in filing return vary
from one taxpayer to the other. We multiplied the loss of interest by three
times and added 100 to it, in order to minimize the chance of a defaulter
becoming a chronic defaulter.

Table 3. Example dependent miss-classification costs matrix

Actual class 1 Actual class 0

Predicted class 1 150 150

Predicted class 0 CFN 0

4.3 Model Parametric Coefficients

We computed θ to minimize the cost function in Eq. 4

n∑

i=1

yi(hθ(Xi)∗150+(1−hθ(Xi))∗CFNi)+(1−yi)((1−hθ(Xi))∗0+hθ(Xi)∗150)

(4)
In this equation, CFNi is the false-negative cost of taxpayer Xi and yi is the
actual class of Xi.
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Figure 6 gives the parametric coefficients.

Fig. 6. Parametric coefficients

From Fig. 5, it can be inferred that the distribution of ATPM is not the
same in every division. Interaction variables are created by multiplying dummy
variables corresponding to Division Names and ATPM to handle this. Even
though there are twelve divisions in Telangana, the interaction between only
two divisions and ATPM are statistically significant. Variables 13 and 14 in
Fig. 6 are these two interaction variables.

4.4 Model Validation

Confusion and Cost Matrices: Figures 7 and 8 are the training and the
testing confusion matrices at cut off equal to 0.6. The training accuracy of the
model is 81.35%, and the testing accuracy is 81.37%.

Figures 9 and 10 are the training cost, and the testing cost matrices at the
cut off equal to 0.6. These give the true-positive cost, false-negative cost, true-
negative cost and false-positive cost of both the training set and testing set.
The average training cost is 68.29 rupees, and the average testing cost is 68.72
rupees.

Fig. 7. Training con-
fusion matrix

Fig. 8. Testing confu-
sion matrix

Fig. 9. Training cost
matrix

Fig. 10. Testing
cost matrix
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Training and Testing ROC Curves: Training and testing ROC curves are
given in Fig. 11. AUC value of training ROC curve is 0.79 and AUC value of
testing ROC curves is also 0.79. From these observations, One can conclude that
the model is neither under fitting nor over-fitting. Concordance value on test
data is 0.70.

Gain, Lift and Kolmogorov–Smirnov charts are given in Figs. 13, 12, 15, 14,
17 and 16.

Training ROC Curve Testing ROC Curve

Fig. 11. ROC curves

Fig. 12. Training gain chart Fig. 13. Testing gain chart Fig. 14. Training lift chart

Savings: Towards measuring the performance of an example dependent cost-
sensitive logistic regression, we use the savings of the model. The savings of the
model [2] is computed as : min(C0,C1)−Copt

min(C0,C1)
.

– Let Copt =
∑n

i=1 yi(ci ∗ CTPi + (1 − ci) ∗ CFNi) + (1 − yi)((1 − ci) ∗ CTNi +
ci ∗ CFPi), where yi is the actual class, and ci is the predicted class of the
ith taxpayer.

– Let C0 =
∑n

i=1 yi ∗ CFNi + (1 − yi) ∗ CTNi. This is the cost of classifying
every taxpayer as class zero.
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Fig. 15. Testing lift chart Fig. 16. KS training chart Fig. 17. KS testing chart

– Let C1 =
∑n

i=1 yi ∗ CTPi + (1 − yi) ∗ CFPi. This is the cost of classifying
every taxpayer as class one.

Savings of training set is 0.524, and testing set is 0.519. Since the savings of
both training and testing set are reasonably high and almost the same, we can
conclude that this model is performing well.

5 Conclusion

We built an example dependent cost-sensitive logistic regression model that pre-
dicts whether a given taxpayer is a plausible return defaulter or not for the
upcoming month. We built the model by exploiting the taxpayer’s business
behavior with other taxpayers who are either return defaulters or not.

We are working towards improving the model by including trust rank as one
more independent variable and using other non-linear methods such as SVM,
ANN, random forest, etc.
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Abstract. Network Path Estimation is the problem of finding best
paths among multiple potential routes between two devices, which is
important to cyber situational awareness. In this context, information
obtained from multiple sources and at different points in time must be
integrated. However, duplicate representations of the same entities in
different data sources must be identified and merged to accurately infer
and rank network paths. We extend previous work on deterministic rule-
based Entity Resolution with similarity flooding principles to obtain a
probabilistic entity matching technique. Our approach outperforms the
rule-based approach, allows for domain-specific ontologies to be incorpo-
rated, and accounts for provenance across data sources. Using the prob-
abilistic resolutions, we rank network paths according to certainty of the
resolutions, which improves network path estimation and contributes to
cyber situational awareness.

Keywords: Entity Resolution · Path Estimation · Similarity
Flooding · Contextualized Data

1 Introduction

Network paths refer to the traversed routes – hopping via intermediate devices—
of network traffic between a given source and destination in computer networks.
For example, using common Virtual Private Networking (VPN) software, home-
based employee workstation may communicate with an employer server by rout-
ing across the Internet. Network paths traversing multiple unknown intermediate
networks and devices present both a concern to cyber defensive groups and an
opportunity for organised adversaries, as traffic interception and/or manipu-
lation are potential threats. Cyber situational awareness for networks includes
techniques for understanding network paths. However, this is a challenging prob-
lem. Without cooperation of intermediate network owners, network knowledge
techniques have to rely on multiple disparate heterogeneous network data sources
to infer potential traversed routes.

The information obtained from data sources must also be contextualized as
it is valid only from the perspective of each measurement time, location and
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other parameters. In the presence of uncooperative intermediate network own-
ers (and/or adversarial entities such as hacker groups), we are confronted with
further data reliability issues and uncertainty of measurements.

Contextualized measurements can be accurately described using formal
knowledge representation techniques. GraphSource is a technique based on
named-graphs for capturing contextualized knowledge using RDF quads [12,13].
GraphSource defines explicit semantics of the fourth RDF element, enabling
information fusion and automated reasoning across contextualized knowledge.
However, duplicate entities represented multiple times in different GraphSources
may be frequent, especially when two GraphSources have related provenance, as
information is captured on repeatedly from the same network or otherwise over-
lapping measurement coverage over time.

Entity Resolution across GraphSources is vital for providing network ana-
lysts with decision support tools for network path recommendations [4]. How-
ever, given that information sources in this context suffer from incompleteness
and varying levels of reliability (quality), the task of inferring reliable link infor-
mation can be difficult. Although rule-based linking of GraphSources based on
logical dependencies can accurately resolve duplicate entities if all sources pro-
vide reliable and consistent information, the presence of data quality issues [15]
renders the approach less effective. Instead, structural, syntactic and/or statis-
tical relationships must be considered.

In this paper, we show that Similarity Flooding [8]—a probabilistic entity
resolution technique—can be applied across GraphSources to improve network
path estimation. We demonstrate an entity resolution method that is inspired
by similarity flooding and incorporates a rule-based domain-specific knowledge
into the matching process. Our method outperforms previous deterministic rule-
based entity resolution approach on imperfect data [4]. A salient feature of our
work is the use of provenance meta-data to inform the similarity calculation.
Moreover, we investigate the impact of different strategies for extracting matches
from inferred similarity scores.

We focus on the identification of duplicated representations of the same net-
work elements among a set of data sources captured from network sensors over
time, assuming that ontological homogeneity has already been established among
the data sets. Specifically, we use RDF and the Computer Network and For-
warding Ontology (CNTFO) [13] for data representation throughout this paper.
CNTFO is used to filter unnecessary comparisons, seed the pairwise connec-
tivity graph and to provide targeted thresholds for each entity type, akin to
blocking strategies in well-known entity resolution frameworks (see Sect. 3 for
more details). However, the presented approach is independent from the specific
ontology and can extend to other domains where different feature combinations,
weights, and thresholds may apply.

Using similarity measures we can rank network paths that contain duplicates
with highest certainty resolutions at the top. When making decisions about
preferred best network paths, this ranking provides insight into the inherent
uncertainty level in the underlying data (see Sect. 5).
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2 Uncertainty in Network Data

The ISPNet dataset [14] is a semantically rich dataset of network control-plane
data. In contrast to user-plane data, typically derived from high-volume net-
work measurements, control-plane data is orders of magnitude smaller but more
detailed. ISPNet contains four types of disparate data sources; (1) network con-
figuration; (2) network paths; (3) network address requests; (4) routing proto-
cols. Using network measurements from these data sources, ISPNet contains 43
GraphSource graphs. A PROVENANCE graph captures context, including time
and location. Whilst ISPNet contains only 770 entities in total, it has seman-
tic richness; there are around 2,500 statements about those entities, including
around 870 relationships between entities.

Real-world network data is variable in reliability, consistency and often con-
tains duplicates. Uncertainty arises from incomplete data, conflicting data, and
different representations of the same network elements gathered from multiple
network measurements taken in different contexts. For example, in Listing 1.1,
duplicate entities on lines 2, 5 and 8 come from different contexts—different hosts
and times (lines 12–17). Moreover, the fact on line 10 (net:hasMACAddress) is
absent in the other collected graphs and hence cannot aid in entity resolution.
These uncertainties motivate the use of probabilistic Entity Resolution to pro-
vide a measurement of similarity and support the ranking network paths.

Listing 1.1. ISPNet sample
1 ispnet:CORE { // GraphSource 1: network configuration
2 core:C1-ADL -PC3 a net:Computer .
3 core:C1-ADL -PC3_eth0 net:ipv4 "10.10.0.67"^^ net:ipv4Type . }
4 ispnet:TRACEROUTE6 { // GraphSource 2: network paths
5 traceroute6:NE_C1 -ADL -PC3 net:hasInterface traceroute6:I10 .10.0.67 .
6 traceroute6:I10 .10.0.67 net:ipv4 "10.10.0.67"^^ net:ipv4Type . }
7 ispnet:ARPING1 { // GraphSource 3: network address requests
8 arping1:NE_C1 -ADL -PC3 net:hasInterface arping1:I10 .10.0.67 .
9 arping1:I10 .10.0.67 net:ipv4 "10.10.0.67"^^ net:ipv4Type ;

10 net:hasMACAddress "00:00:00: aa:00:1f" ; }
11 ispnet:PROVENANCE { // context information
12 ispnet:CORE net:importHost "CORE" .
13 ispnet:CORE net:importTime "2018 -05 -14 T16 :44:23"^^ xsd:dateTime .
14 ispnet:TRACEROUTE6 net:importHost "C1-ADL -PC3" .
15 ispnet:TRACEROUTE6 net:importTime "2019 -02 -14 T16 :43:11"^^ xsd:dateTime

.
16 ispnet:ARPING1 net:importHost "C1-ADL -PC3" .
17 ispnet:ARPING1 net:importTime "2019 -02 -14 T16 :42:38"^^ xsd:dateTime . }

3 Approach

This section describes how we adapt the Similarity Flooding algorithm in [8];
called SimFlood. The similarity flooding algorithm starts with an initial similar-
ity guess for each pair of possible duplicates, and propagates this guess among
a graph representing potential matches. The propagation is iterated until the
similarity measures are stable.
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Algorithm 1. SimFlood pseudocode
1: entityTypes ← [Router,Network,Interface];
2: comparisonAttr ← {Interface: ipv4,

Router: [hasInterface, ipv4, routerId],
Network: ipv4subnet,
LITERAL: None }; � Domain Knowledge

3: baseGraph ← parseRDF(file);
4: listOfProvenances ← groupProvenances(baseGraph);
5: for graphList in listOfProvenances do
6: for g1 in graphList do
7: for g2 in graphList do
8: pcGraph ← PairwiseConnectivityGraph(g1, g2, comparisonAttr);
9: pcGraph.simFlood(15);

10: for entity in entityTypes do
11: threshold ← pcGraph.calculateRelativeThreshold(entity);
12: pcGraph.writeResults(threshold, entity);
13: end for
14: end for
15: end for
16: end for

Algorithm 1 provides pseudo-code of how the similarity flooding algorithm
was adapted. Line 1 constrains the RDF entity types of potential duplicates;
these types are extracted from CNTFO. We assume GraphSource datasets
will contain many duplicated Routers, Networks and Interfaces CNTFO-typed
instances from multiple heterogeneous data sources, where duplicates should be
merged due to non-overlapping semantics arising from each data source. These
CNTFO types could be input parameters to facilitate other domain-specific
ontologies. These types are also used to constrain the possible comparisons.
We do not compare duplicates of type Router with Interface, but will compare
duplicates of type Router with NetworkElement – the former is a subclass of
the latter. Line 2 constrains the comparison attributes for each CNTFO type.
This is also a domain-specific input parameter. The comparison attributes are
used to construct the Pairwise Connectivity Graph (see Fig. 1). For each type,
different comparison attributes contribute to the initial seeding of similarity.
The intuition here is that if a feature such as a Router IPv4 address matches,
then these are more likely duplicates. Line 3 reads the input RDF file, then
line 4 groups named graph by provenance to start the loop on line 5. The intu-
ition here is that we do not want to consider duplicates across data sources
that have completely different measurement time and/or location. For example,
data from last year is probably irrelevant this year in the context of a business-
network that has since changed. Likewise, data from Queensland is probably
irrelevant in Victoria unless we have a national network across large geographi-
cal boundaries. Regardless, the context information—data provenance—can be
used to constrain sensible comparisons in a domain-specific way. On line 8, we
create the Pairwise Connectivity Graph then run the main Similarity Flooding
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Fig. 1. Creating the similarity flooding graph

algorithm on line 9. Figure 1 provides an example. The first two graphs are cre-
ated using aforementioned domain-specific knowledge from CNTFO; entityTypes
and comparisonAttr are elements of our ontology that encode which duplicates
we want to resolve and attributes that are comparable (see lines 1–2 in Algo-
rithm 1). Note that included in both graphs are two rdf:type nodes—rdf:type
Router and rdf:type Interface. In Graph A we have a Router R-A with two Inter-
faces I1-A and I1-B, each with an ipv4 address. In Graph B we a have Router
R-B with one Interface (and associated ipv4 address), and a routerId. In the
Pairwise Connectivity Graph we combine the same type comparison attributes
(in this case only Interface and not routerId), resulting in initial seeds (0.0 or
1.0) by comparing comparison attribute values (e.g. 10.10.0.1 equals 10.10.0.1).
Note that the comparison of attribute values is also domain-specific. In our
example, the domain-specific knowledge is that if two Routers are discovered
with comparable provenance sources (i.e. same time and network location of the
GraphSources g1 and g2 from Algorithm 1), then equal ipv4 address is suffi-
cient for seeding. Next, we iteratively run the Similarity Flooding process until
a stable state is reached, typically requiring only a few iterations (see Line 9 and
Figure 1, right).

Final steps of the algorithm are on lines 10—13. For each entity type we
calculate a relative threshold and output the results (to RDF and GraphML).
Note this step encodes another domain-specific assumption: each entity type
has an independent similarity threshold. For example, for a given dataset of
GraphSources the CNTFO Router type has a threshold for similarity that is
independent of other types such as Interface. We tested three different threshold
methods: average, difference and relative.

The average method simply averages all similarity measures for each pair of
possible duplicates of one rdf:type. For example in Fig. 1, the average threshold
for rdf:type interface pairs is 0.6—the average of I1-A,I1-B similarity = 0.2 and
I2-A,I1-B similarity = 1.0. This method performs the worst because most pairs
are not duplicates; i.e. high influence of many near zero-similarity neighbours.
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The difference method performs second best. Given an rdf:type, we order all
similarities of each possible duplicate pair in ascending order, find the largest
difference in similarities between two sequential pairs, then assign the lower-
bound of the gap to the threshold.

Marginally performing the best is the relative method. This technique uses
the similarity score that is flooded to each rdf:type pair nodes as the threshold.
For example the rdf:type Interface,rdf:type Interface of Fig. 1 has similarity 0.65
and is assigned as the threshold for rdf:type Interface pairs. This is possible
because the rdf:type nodes are also run through the Similarity Flooding iterative
process from Algorithm 1.

After duplicate pairs are found, the similarity measures are normalised
according to the threshold number chosen. Normalisation is between 0 and 1.0.
This ensures that the similarity measures are consistent across all graph com-
parisons.

4 Results

When interpreting entity resolution results, it is important to note that different
domains will have different priorities and consequences for False Positives (FP)
and False Negatives (FN). Given that CNTFO is knowledge representation app-
roach, incorrectly classified duplicates (FP) may result contamination of infor-
mation fusion and subsequent automated reasoning. However, undetected dupli-
cates (FN) may result in unnecessary inferences, as well as reduced information
fusion and automated reasoning potential. In our application—Network Path
Estimation—we prefer fewer FP and hence a higher precision. This is because
factors that influence network paths are already complex to comprehend by
analysts, so we strive not to introduce additional confusion due to false network
topology induced by false matches. Another important factor when interpreting
entity resolution results is the level of certainty. Since we are concerned with
exploiting information from potentially untrusted and uncertain datasets, tech-
niques that can provide a indication of similarity and confidence in resolutions
are important, which may help manage uncertainty.

We tested our Prolog-based implementation of Similarity Flooding on the
ISPNet dataset [14], the same one used in our deterministic approach from [4].
Before generating results, we updated the deterministic approach to consider
more entity attributes—to provide a fair comparison. This results in higher accu-
racy and recall than reported in [4]. Note that a side effect of updated attributes
is a lower precision, due to four false positives; i.e. more incorrectly classified
duplicates. Also note that the deterministic approach and similarity flooding
both used the same attributes, with the deterministic approach adopting rules
and the similarity flooding approach adopting comparison attributes for initial
seeding.

Table 1 shows the deterministic approach from [4] compared to the three dif-
ferent threshold methods of similarity flooding—relative, difference and average.
The relative threshold method not only outperformed the other two threshold-
ing methods, but also outperformed the deterministic approach. The difference
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threshold shared the same two false positives as the relative threshold and the
deterministic approach, with the deterministic approach having two more false
positives. This is reflected in the similar precision of the relative and difference
threshold methods, and the slightly lower precision for the deterministic app-
roach. However, the difference threshold did not find as many duplicate matches,
resulting in fewer true positives, as shown by the lower recall. On the other hand,
the average threshold method achieved the highest number of true duplicate
matches and also the highest number of false duplicate matches, as shown by
the recall and precision score.

The false positives in the deterministic approach and the similarity flooding
with relative and difference thresholds were due to a dataset error—two routers
mistakenly having the same Router ID as two other routers. This caused the
deterministic approach to determine, without question, that two pairs were incor-
rectly duplicates. On the other hand, while the similarity flooding method also
mistakenly indicated that one pair of routers were duplicates, the low similarity
rating indicates uncertainty about the decision. Furthermore, there was only one
connection between these two routers, which further lowers the certainty. This
insight into uncertainty is critical when dealing with unreliable data.

Table 1. Results from similarity flooding and deterministic approaches.

Deterministic Similarity flooding
(Relative)

Similarity flooding
(Difference)

Similarity flooding
(Average)

Accuracy 0.9965 0.9966 0.9897 0.9109

Precision 0.9989 0.9995 0.9994 0.5690

Recall 0.9711 0.9711 0.9124 0.9797

F1 0.9848 0.9851 0.9539 0.7199

Future work includes performance validation of our approach against larger
datasets and other Entity Resolution techniques. In terms of time performance,
our current algorithm requires optimisation to reduce time complexity. In terms
of comparing to other techniques, ours exploits domain-specific knowledge and
context from CNTFO and measurements to filter comparisons, seed the pair-
wise connectivity graph and to provide targeted thresholds for each entity type.
Future work includes comparing with techniques that require only limited prior
knowledge. We also want to investigate neighbour influence in the similarity
flooding algorithm. Should one neighbour among five have less influence than
a sole neighbour? Should different relationships or literals have greater weight-
ings than others due to their domain-specific importance? Should initial seeding
values have less influence? Another possible research question could investigate
how to merge data from sources with fluctuating reliability (see [15]).
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5 Path Estimation and Ranking

Using similarity measures we can rank network paths that contain duplicates
with highest certainty resolutions at the top. When making decisions about
preferred best network paths, this ranking provides insight into the inherent
uncertainty in the underlying data.

Figure 2 provides an example of path estimation across three GraphSources—
CORE, TRACEROUTE and ARPING. These GraphSources have different
provenance and different levels of uncertainty (due to varying reliability) in rela-
tion to the path estimation problem. The CORE GraphSource (orange, top)
provides relatively complete and detailed information, though typically it is less
timely and does not capture dynamic changes in the network. The TRACER-
OUTE GraphSource (green, middle) is a small subset of dynamic network infor-
mation that is typically timely and brief, but lacks detail relative to the CORE
GraphSource. The ARPING GraphSource (blue, bottom) is likewise a small sub-
set of higher detail information, but lacks breadth of information relative to the
CORE GraphSource. Because all three GraphSources provide information about
overlapping sets of network elements, they are excellent candidates for informa-
tion fusion. However these overlaps lead to duplicated entities, and hence Entity
Resolution is needed for information fusion to occur. Each owl:sameAs link in
Fig. 2 (shown in red) corresponds to normalised similarity measure, as discussed
in Sect. 3. The similarity measure on each link be used to construct a graph
and assign a distance value on each vertex. By fixing the source and destination
node, these distance values can be used by Dijkstra’s shortest path algorithm
to find and rank paths by total distance1. The three ranked paths are indicated
by green, blue and orange glowing lines in Fig. 2, starting in C1-MEL (top left)
and ending in C1-ADL (top right). In that work, we showed how duplicates lead
to multiple estimated paths, with entity resolution resulting in a set of recom-
mended path but lacking quantification of reliability in the resulting paths. Here

Fig. 2. Entity links across 3 GraphSources—CORE, TRACEROUTE and ARPING –
with owl:sameAs link similarity measures in red, which can be rank paths as shown
(Color figure online)

1 We computed ranked paths using Neo4j’s All Shortest Paths algorithm [1].



204 D. Philp et al.

in Fig. 2 we show that because the path crosses multiple GraphSources — each
with different provenance and uncertainty—we can recommend three paths in
ranked order. This ranking is important for decision making. Lower ranked paths
are relatively less certain, with higher ranked paths more likely to correspond
to paths traversed by real-time network traffic. The question “Which is the best
path?” is then answered with higher confidence and insight into uncertainty.
Ranked paths also become additional semantics with attached provenance, fur-
ther enriching the results.

6 Related Work

Many approaches to entity resolution (ER), data linking, and data de-duplication
exist in the literature, with application in numerous scientific fields. ER tech-
niques can be broadly distinguished based on the nature of similarity measure
and whether the method makes use of (usually relational model) data schemas
that may govern the structure of the data; the nature of matching entities (pair-
wise or collectively); and the method of processing (offline or online) [3]. In gen-
eral, structural, linguistic, and statistical properties of set of entity descriptions
are considered simultaneously to compute similarity scores in modern match-
ing systems. In the following we highlight selected relevant works and refer the
readers to recent survey articles for a more general overview [3,5,6,9].

Rule-based approaches to ER are commonly found in the database literature,
as rules offer the ability to explicitly encode domain knowledge into the resolution
process. Rules also assist explanation and debugging. At the core of rule-based
systems are rules of the form “if two entity descriptions a and b are ‘similar’,
then the a and b refer to the same entity”. The rules encode which attributes of
the descriptions are relevant, and similarity functions quantify how similar the
values of an attribute present in both descriptions are. Unfortunately, rule-based
ER systems can be brittle as it can be difficult to generate matching rules for
rich descriptions, select suitable similarity functions, and identify thresholds that
yield high precision and high recall [16]. Extensions of rule-based ER frameworks
exist where patterns and matching rules can be learned from data (see e.g. [7]).

A rule-based ER method has been proposed specifically for network data for-
mulated using the CNTFO ontology [4]. Matching rules for each type of entity
represented in the model are defined, and similarity metrics and thresholds for
domain-specific data types, such as IP addresses, are defined. This methods
also includes provenance of the information into account by restricting pos-
sible matches to descriptions that were collected in close temporal proximity.
Although tailored rules for matching can encode network domain specific knowl-
edge, the resulting rules are unable to deal with incomplete or contradictory
information that may be found in network traces.

In contrast to schema-informed methods, techniques for schema-less ER usu-
ally rely on a combination of attribute value similarity and structural similarity of
graphs connecting entity description (and their parts). Whereas attributes iden-
tify candidate correspondences between vertices in the graphs, the connections
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in the graph structures facilitate the propagation and aggregation of similarities
for entire sub-structures.

Similarity flooding [8] is a well-known approach to matching based on ideas
from percolation theory, where a set of corresponding entity descriptions is iden-
tified initially, and neighbouring entity descriptions influence each others’ simi-
larity scores in an iterative approach until a stable state is reached. This prin-
ciple has been adopted in schema matching and ontology alignment [10,11]. In
contrast to rule based ER, similarity flooding does not require domain-specific
matching rules, it can arrive at meaningful results if contradictory information
is present, and the propagation-based ideas naturally ensure consistency of sim-
ilarity scores along paths connecting entities.

In this work we extended similarity flooding with domain specific rules that
govern which representations can and cannot form correspondences (akin to
type-based blocking approaches that are at the core of most ER systems [3]),
and investigated different approaches to define thresholds for extracting matches
based on collective similarity scores.

Graph-based representations of entities in the context of Linked Open Data
and RDF pose additional challenges to ER, as the representation of the same
entities in different graphs may differ syntactically and structurally [2]. For graph
representations that follow similar naming conventions, matching can be per-
formed based on the components of the identifiers of the descriptions [3]. For
heterogeneous graphs, entity representations can be distilled in to collections of
tokens, akin to words in a sentence, and techniques from information retrieval
and natural language processing can be applied to score similarity. For exam-
ple, [2] transform entity descriptions into a vectors that can subsequently be
clustered to identify potential matches. New links (e.g. rdfs:sameAs) are sub-
sequently created between matching entities and added to the graphs. Nentwig
et al. [9] presents a survey of tools for link discovery in RDF data sets.

Machine learning techniques have been adopted for data integration and ER
in recent years. Here, learning methods have been applied to detect matches at
the schema level, infer matching rules and thresholds, quantify the quality of
different sources and their impact on the confidence of matches. These issues
deserve attention in particular in contexts such as information extraction from
the Web, where a wide array of different sources must be reconciled. We refer
the reader to [5] for an overview of relevant works in this area.

Dense vector representations of graph substructures via graph embeddings
are becoming increasingly popular for data integration and ER, as embeddings
enable to learn and assess the semantic similarity of nodes, relationships, and
entire substructures based on latent properties that are learned from examples.
Iterating embedding and alignment operations can derive alignments between
multiple heterogeneous graphs structures [17].

In our context, the heterogeneity is controlled by the overarching CNTFO
ontology, which defines the main concepts and attributes used throughout the
representations of entities in different data sets. However, machine learning tech-
niques will be an important next step for reliable ER where incomplete and
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conflicting information over time are prevalent, for example when relying on
untrusted third-party data. Developing suitable ER and network data fusion
methods is subject to future work.

7 Conclusion

This paper presents an approach to Similarity Flooding to improve network path
estimation. Our approach outperforms previous deterministic rule-based app-
roach on uncertain data. Domain-specific knowledge can be incorporated through
ontologies, helping filter unnecessary comparisons, seed the pairwise connectiv-
ity graph and to provide targeted thresholds for each entity type. However, the
presented approach is independent from the specific ontology and can extend to
other domains where different feature combinations, weights, and thresholds may
apply. Using similarity measures between duplicates we can rank network paths
that contain duplicates with highest certainty resolutions at the top. We showed
that path ranking is important for decision making—ranks indicating level of
certainty. Higher ranked paths are more likely to correspond those traversed by
real-time network traffic, which is important for cyber situational awareness.
The question “Which is the best path?” is then answered with higher confidence
and deeper insight into uncertainty in the underlying data that is increasingly
context-sensitive, unreliable and heterogeneous. Furthermore, ranked paths can
be piped into subsequent automated reasoning agents in an artificial intelligence
application. Provenance of each ranked path informs subsequent agents that may
be ingesting ranked paths from multiple sources. This ranking and provenance-
chain also contributes to trusted explainable-AI.
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Abstract. Given the continuous growth of large-scale complex elec-
tronic healthcare data, a data-driven healthcare cohort discovery facil-
itated by machine learning tools with domain expert knowledge is
required to gain further insights of the healthcare system. Specifically,
clustering plays a crucial role in healthcare cohort discovery, and metric
learning is able to incorporate expert feedback to generate more fit-for-
purpose clustering outputs. However, most of the existing metric learn-
ing methods assume all labelled instances already pre-exists, which is not
always true in real-world applications. In addition, big data in healthcare
also brings new challenges to metric learning on handling complex struc-
tured data. In this paper, we propose a novel systematic method, namely
Interactive Deep Metric Learning (IDML), which uses an interactive pro-
cess to iteratively incorporate feedback from domain experts to iden-
tify cohorts that are more relevant to a particular pre-defined purpose.
Moreover, the proposed method leverages powerful deep learning-based
embedding techniques to incrementally gain effective representations for
the complex structures inherit in patient journey data. We experimen-
tally evaluate the effectiveness of the proposed IDML using two public
healthcare datasets. The proposed method has also been implemented
into an interactive cohort discovery tool for a real-world application in
healthcare.

Keywords: Clustering · Deep metric learning · Interactive cohort
discovery · Patient journey similarity

1 Introduction

With the recent growing adoption of Electronic Health Record (EHR), more
large-scale electronic datasets are collected from healthcare systems. To enable
data or policy analysts to gain a better understanding of big data in healthcare,
a data-driven analysis tool that could assist analysts to discover the cohorts
according to patients’ EHRs is needed. With the discovered cohorts, groups of
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patients with certain “similarity” in health records will be presented to the ana-
lysts for further analysis. However, how to define the “similarity” is a practical
challenge. In particular, there are three major issues that need to be considered
before the “similarity” can be defined, including (1) different analysis purposes
may require different similarity definition, (2) different factors in the EHR may
have different impacts to the similarity measurement, and (3) the mixture of
various data types may increase the difficulty of data pre-processing.

Given an EHR dataset, various analysis tasks can be derived and conducted,
e.g. healthcare resource utilisation, treatment comparison, or re-admission anal-
ysis. Clustering plays a significant role in all these tasks. Therefore, a fit-for-
purpose clustering approach is needed to incorporate generalised clustering algo-
rithms and experts’ domain knowledge related to the purpose. Metric learning is
one of the machine learning approaches to transform the expert’s feedback into
a fit-for-purpose similarity measurement. In particular, it will adjust similarity
by finding a set of optimal weights for the features that maximally fits expert’s
feedback.

Although many traditional metric learning methods have been successfully
applied to healthcare datasets, most of them are based on an implicit assumption
that all the labelled instances are provided in advance and at a same time. How-
ever, in many real-world applications, constraints or labels are often available
only incrementally, and it is difficult to determine what and how much labelling
information is needed for a fit-for-purpose model. In addition, many domain
experts prefer a simple way to perform labelling: such as labelling based on the
visualisations of each iteration of clustering result. Unfortunately, traditional
metric learning methods are insufficient in these circumstances.

In addition, many metric learning applications in healthcare are based on
handcrafted feature representations, which have multiple limitations and cannot
generate an effective and comparable representation for each patient. Recently,
deep metric learning approaches have been proposed to deal with these limita-
tions. For instance, Suo et al. [26] proposed a deep metric learning framework on
EHR data that derived effective representations for patients without loss of their
historical and temporal information and then calculated the similarity measure-
ment based on these learned representations. Similarly, Miotto et al. [22] applied
a deep metric learning approach to derive a general-purpose patient representa-
tion from EHR data that facilitated clinical predictive modeling. However, these
new frameworks cannot handle a continuous stream of expert feedback.

To tackle these various challenges, this paper propose a novel model, called
Interactive Deep Metric Learning (IDML). This utilises Recurrent Neural Net-
work (RNN) based embedding techniques to learn the relationships among indi-
vidual medical concepts and healthcare encounters, metric learning to incorpo-
rate expert knowledge into the construction of a customised distance metric, and
an interactive approach to handle the continuous stream of expert feedback and
to enable the expert to review and revise the model iteratively without requiring
programming knowledge. Our contributions are as follows:
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• This paper proposes a new practical framework for clustering. This is a sys-
tematic method that solves existing practical challenges by integrating mul-
tiple machine learning procedures.

• This paper is a new application for healthcare cohort discovery. In particular,
a tool was deployed in the Australian Government Department of Health for
fine-grained policy analysis.

• The proposed method is an effective framework that is demonstrated by two
publicly available datasets.

The remainder of this paper is organized as follows: Sect. 2 briefly reviews
some related work, with special focus on the work that has been applied to EHR
data. Section 3 describes the technical details of the proposed IDML model.
Section 4 presents experimental results on two public datasets. Section 5 con-
cludes by summarizing our main contributions. Finally Appendixes provide addi-
tional notes and computational formulas that are related to this research.

2 Related Work

This section briefly reviews some related work, with special focus on the work
that has been applied to EHR data.

2.1 Healthcare Cohort Discovery

The improvement and increase in use of technology has led to the wide adop-
tion of electronic datasets collected by healthcare systems [25]. The analysis and
interpretation of these healthcare datasets is essential to develop high quality
healthcare, improved healthcare management, reduced healthcare costs, popu-
lation health management and effective clinical research [19]. Healthcare cohort
discovery is an important part of healthcare data analysis. In particular, given
the fact that policy effectiveness is partially determined by ability to target the
right people [5], fit-for-purpose patient cohort discovery has the potential to play
a significant role in effective healthcare policy making. Take cohort discovery in
patient journey for instance, to obtain optimal outcomes for patients and assist
in allocating healthcare resources, it is essential that policies effectively targeted
patient groups that are most likely to benefit. An effective patient cohort discov-
ery by a fit-for-purpose patient journey clustering allows identification of patients
who are similar or different from one another, or from typical journeys, or from
best practice clinical pathways. This can provide insight to drive exploration
of patients who are dissimilar from their peers and may achieve better health
outcomes from additional health services or support. However, it is always chal-
lenging to devise a fit-for-purpose metric for cohort discovery or clustering which
is relevant to different clinical or policy contexts [29].
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2.2 Interactive Metric Learning

Distance metric learning has been proposed to incorporate expert knowledge into
the construction of a customised distance metric, which is required for a fit-for-
purpose cohort discovery. More specifically, distance metric learning algorithms
can be classified as unsupervised [13,17], semi-supervised [27,33] or supervised
[12,30], based on the availability of label or constraint information in the training
dataset. In particular, semi-supervised and supervised distance metric learning
constructs a distance metric that maps similar samples closer to each other,
while those that are dissimilar are mapped further apart from each other, which
is particularly relevant for patient similarity learning. This is because this kind
of metric learning algorithm provides a natural way to incorporate feedback from
domain experts [29].

To make the distance metric learning more applicable to real-world appli-
cations, it is necessary to be able to efficiently and effectively incorporate new
feedback into the existing model. In other words, the learned distance metric
needs to be incrementally updated without expensive rebuilding [29]. Wang and
Sun [28] agreed on this and introduced an interactive patient similarity frame-
work to handle a continuous stream of expert feedback and to make use of not
only supervised information (i.e., limited physician feedback) but also unsuper-
vised information (e.g., patient features similarity).

2.3 Deep Learning-Based Embedding Techniques

EHR data is challenging to represent and model due to its high dimensionality,
noise, heterogeneity, sparseness, incompleteness, random errors, and systematic
biases [15,31,32], and the same medical concept can also be expressed using dif-
ferent codes and terminologies [22]. This is another major challenge to applying
distance metric learning to healthcare applications. To deal with this challenge,
researchers have recently begun attempting to apply deep learning methods to
EHR data to utilise its ability to learn complex patterns from data [6]. Given that
the previous studies such as representation learning [7,9,22], had not fully made
use of the sequential nature of medical record data, researchers have started to
use RNNs to develop a representation of patient medical histories that incorpo-
rat both the temporal characteristics of the data and the relationships among
individual clinical concepts [6,18]. Such studies showed RNNs can better repre-
sent the longitudinal EHR sequence as their proposed frameworks outperformed
many classic “shallow” distance metric learning methods. However, those new
frameworks cannot handle a continuous stream of expert feedback.

3 Method

In this section, we give the details of our proposed interactive deep metric learn-
ing model for healthcare cohort discovery. We first give several definitions of
medical concepts, then show how to learn effective representations for patient
journeys in the longitudinal EHR data, and lastly introduce a method that can
learn relative similarity between patient pairs.
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3.1 Definitions

Each EHR is a sequential record of a patient’s healthcare visits, where each
visit is logged as a set of medical codes indicating the disease or treatment the
patient suffered or received [23,24,26]. For the ease of understanding the medical
concepts, we first give the definitions of them as follows.

Definition 1 (Medical Code). A medical code is defined as a term or entry
to describe diagnosis, procedure, medication, and laboratory tests for an inpa-
tient during a treatment process. We denote the set of medical codes as C =
{c1, c2, . . . , c|C|}, where |C| is the total number of unique medical codes in the
EHRs.

Definition 2 (Visit). A visit for an inpatient refers to a treatment process
from admission to discharge with an admission time stamp. We denote a visit
as Vi,t = [ci,t1 , ci,t2 , ..., ci,tK ], where i is the i-th patient, t is admission time of the
visit of the patient (here we only consider the order of visits, so t can be thought
of as the t-th visit), K is the size of medical codes in a visit, and ci,tk is the k-th
medical code.

Definition 3 (Patient Journey). A patient journey consists of a sequence of
visits over time, which is denoted as Ji = [Vi,1, Vi,2, ..., Vi,M ], where M is the
total visit times for the patient i.

In the rest of this paper, a patient’s medical data is stored to a sequence of
M visits in patient journey Ji chronologically. Hence, to reduce clutter, we omit
the superscript and subscript (i) indicating i -th patient, when we are discussing
a single patient journey.

3.2 Representation Learning

Representation for Medical Code. Medical code embedding is a fundamen-
tal processing unit in deep neural network based EHR. It transfers each discrete
medical code into distributed real-valued vector representation. Formally, given
a sequence or set of medical codes c = [c1, c2, ..., cn] ∈ R

|C|×n, where ci is a
one-hot vector, and n is the sequence length. Typically, in a NLP literature, a
word embedding method(e.g. word2vec [20,21]) is applied to the sequence, which
outputs a sequence of low dimensional vectors e = [e1, e2, ..., en] ∈ R

d×n, where
d is the embedding dimension of ei. This process can be formally written as
e = W (e)c, where W (e) ∈ R

d×|C| is the embedding weight matrix that can be
fine-tuned during the training phase.

Representation for Visit. As defined in Definition 2, a visit consists of a set of
medical codes. Therefore, a visit can be represented by the set of medical codes
occurred in the visit, when each medical code is embedded into a real-valued
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dense vector. One straightforward way is to sum each embedded medical code
in the visit to learn visit representation vt using the formula:

vt =
∑

ci∈Vt

W (e)ci, (1)

where Vt is the set of medical codes in t-th visit, ci is the i -th code in Vt which
is a one-hot vector, and W (e) ∈ R

d×|C| is the embedding weight matrix.

Representation for Patient Journey. The visits in a patient journey are
sequential but intermittent. To capture the temporal semantic relationships
among medical codes, we exploit RNN to learn representations for patient jour-
neys. The learned patient journey embedding contains not only visit information
of the patient, but also the sequential relationship among visits.

In this paper, we employ the basic structure of Long Short-Term Memory
(LSTM) unit [14] to the patient journey embedding. The detailed LSTM formu-
lation can be found in Appendix A.

3.3 Deep Metric Learning

Learning a fit-for-purpose similarity between each pair of patient journeys is the
key step for healthcare cohort discovery.

Metric Learning. We follow the idea of traditional metric learning to learn a
fit-for-purpose distance metric for patients. Specifically, in metric learning, a key
step is to learn a positive semi-definite matrix A to transform the raw data into
a new space. The new metric in the space can better reflect the relationships of
uses’ given feedback. The distance between two points xi and xj can be obtained
using following equation,

d2 (xi, xj) = ‖xi − xj‖2A = (xi − xj)TA(xi − xj), (2)

RNN-based Metric Learning. In RNN-based metric learning, the transfor-
mation matrix A can be learned by a complex nonlinear neural network. In the
task of cohort discovery, the patient similarity means to measure the distance
among different patient journeys that consist of sequences of visits with time
steps. RNN is an appropriate neural network that can be utilised to represent
such sequences and learn the nonlinear transformation as follows,

d2(pi, pj) = ||R(pi) − R(pj)||2 = ||hi − hj ||2, (3)

where R is the RNN operation in our task setting, and hi and hj are the repre-
sentations for patient journeys pi and pj learned via Eq. 6.

In order to ensure that patients from the same class are closer to each other,
while those from different classes are further apart from each other, we have the
objective function as follows:

L = −(y log(d2(pi, pj)) + (1 − y) log(d2(pi, pj))) (4)
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y =
{

0 for (pi, pj) ∈ S
1 for (pi, pj) ∈ D

(5)

where (pi, pj) ∈ S means pi and pi are similar and (pi, pj) ∈ D means pi and pi
are dissimilar.

Fig. 1. The framework of RNN based deep metric learning neural network

The proposed metric learning is added on top of the RNN, which takes the
learned vector representation as the input to calculate distance between patients.
The objective function above is minimized through back propagation, and all the
parameters are updated simultaneously. The learned distance metric indicates
the similarity between patient pairs, with smaller distance values for higher
similarity. The framework of RNN based deep metric learning is shown in Fig. 1,
which is also an end-to-end learning framework.

3.4 Interactive Cohort Discovery

To improve the applicability and efficiency of metric learning, we integrate an
interactive approach and visualisation functions into the proposed IDML to
allows domain expertise to be incorporated effectively, interactively, and also
iteratively.

Interactive clustering models [3,4] were inspired by an analogous model for
learning under feedback [1]. In the model, the clustering algorithm proposes
a hypothesis to the user and obtains feedback regarding the suitability of the
current hypothesis [2]. Similarly, in this paper, we introduce an interactive frame-
work to handle the continuous stream of expert feedback and to enable expert to
review outputs and revise the patient cohort discovery model iteratively. Specif-
ically, in the proposed IDML we provide visualisations of each iteration of clus-
tering result, which enables experts to identify the patients who most need to be
investigated or labelled. Based on the proposed IDML, we have also developed
an interactive cohort discovery tool which has been deployed in the Australian
Government Department of Health for future exploration.
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4 Experiments

We evaluate our proposed model on two public datasets by clustering tasks.

4.1 Data Description

The experiments are based on two public datasets - MIMIC III [16] and CMS
[10]. To perform our research, we extract three patient cohorts from the dataset:
diabetes, chronic obstructive pulmonary disease (COPD) and heart failure (HF).
Following the disease selection criteria in [8,26], we identify the diseased patients
who have (1) qualifying ICD-9 codes for a specific disease in the encounter
records, and (2) at least two and five clinical encounters with qualifying ICD-9
codes occur in MIMIC III and CMS, respectively. The date when the first tar-
get diagnosis code appears is denoted as the decision date. We split the patient
sequences at the decision date into two parts, and use only the part before
the decision date which contains early symptoms and complications for similar-
ity learning. To enable distinct cohorts, we remove overlapped patients so that
each patient only suffers from one disease. The statistical information for both
datasets is listed in Table 1.

Table 1. Statistics of datasets

Cohorts MIMIC III CMS

Diabetes COPD HF Diabetes COPD HF

# of patients 205 170 448 1,940 1,934 2,124

# of visits 632 523 1,377 12,134 12,067 13,220

Avg. # of visits per patient 3.08 3.08 3.07 6.25 6.24 6.22

# of unique diagnose codes 1,255 1,167 1,698 3,431 3,480 3,542

# of unique procedure codes 385 350 509 2,143 2,131 2,277

4.2 Experimental Setup

The proposed model and baseline machine learning models were implemented
in the Python 3.7 environment. To build the deep learning related models, we
applied TensorFlow (2.0.0-rc1) backend. For the traditional models, we adopted
the models from Sklearn 0.20.2.

All the experiments were conducted on a workstation with 10 cores of Intel
Core i9 CPU and 64 GB RAM. Due to the high computation cost of deep learn-
ing algorithm, we configured one GPU (Nvidia TITAN Xp, 12 GB RAM) to
accelerate the training speed of the models.

In this experiment for our proposed model IDML, we set 100 as the embed-
ding dimension of medical code and 5 rounds of interactive iteration with 100
labelled pairs of patients (half labelled as similar pairs and the other half labelled
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as different pairs) being provided in each round. Specially, to emulate human
behaviors, all the labelled pairs are only comprised of the patients who are near
the edge of one cluster and also close to a neighbouring cluster in each round.

To make a fair comparison, we repeat all the methods 50 times using random
initialization and record the average result. We also make all methods involving
metric learning incorporate the same amount (i.e. 500) of labelled pairs in total.

Baseline Approaches. We compare the proposed IDML with the following
popular baseline methods:

Euclidean: In this basic metric approach, we first represent a patient as a one-
hot vector, whose dimension is |C|, and the corresponding entry is 1 if the medical
code is occurred in a patient journey. Then, we apply Principal Component
Analysis (PCA) to reduce dimension of the one-hot vector to a low-dimensional
vector, whose dimension is 100. Finally, we apply Euclidean distance to similarity
calculation and perform clustering in the low-dimensional space.

ITML: Information-Theoretic Metric Learning, a traditional metric learning
method which learns a Mahalanobis distance by minimizing the differential rel-
ative entropy between two multivariate Gaussians under constraints on the dis-
tance function [11], is applied to the same low-dimensional vectors prepared in
Euclidean method. In this method, we provide 500 labelled pairs of patients (half
labelled as similar pairs and the other half labelled as different pairs) in a batch
to train a new metric.

DML: Deep Metric Learning method mentioned in Sect. 3.3 has been applied.
Same with the labelling strategy for ITML, we also provide 500 labelled pairs of
patients with half labelled as similar and the other half labelled as different in a
batch to train a new metric.

Clustering Evaluation Measures. Clustering results are evaluated by three
widely used criteria: Normalized Mutual Information (NMI), Adjusted Rand
Index (ARI), and Purity. A detailed description of these three measures is pro-
vided in Appendix B.

4.3 Results

This section presents the clustering results of all the above methods. We used
K-Means as the clustering algorithm and evaluated the performance by the three
measures mentioned above (i.e. NMI, ARI and Purity).

Overall Performance. Table 2 demonstrates the clustering performance eval-
uated by the above three measures. The best results appear in bold. As we
can see from the table, our proposed IDML outperforms two baseline methods
(i.e. Euclidean and ITML) and also beats its non-interactive counterpart (i.e.
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DML) on both MIMIC III and CMS datasets. Based on this, we draw the con-
clusions: (1) metric learning helps to improve clustering performance, (2) deep
metric learning models obtain better performance than traditional ones, and (3)
interactive model is better than any non-interactive ones. Moreover, we find all
models perform better when based on MIMIC III dataset than on CMS. This
may because MIMIC III is a real-world dataset and has a smaller size than CMS.

Table 2. Clustering performance comparison

Methods MIMIC III CMS

NMI ARI Purity NMI ARI Purity

Euclidean 0.0031 0.0087 0.5443 0.0004 0.0001 0.3541

ITML 0.0043 0.0183 0.5443 0.0007 0.0004 0.3550

DML 0.0320 0.0122 0.5443 0.0019 0.0014 0.3613

IDML 0.0343 0.0378 0.5480 0.0025 0.0021 0.3701

Influence of Interactive Iteration. Figure 2(a) and (b) indicate the clustering
performance of proposed IDML at different interactive rounds, where the X-axis
corresponds to the feedback rounds ranging from 1 to 5, and the Y-axes represent
the values of the three measures mentioned above. Specially, a secondary Y-
axis on the right side has been added to handle the different scales among the
three measures (the primary Y-axis shows the values of NMI and ARI, and the
secondary Y-axis shows the Purity value). These figures show that the clustering
performance of IDML on both MIMIC III and CMS datasets generally increases
with the sequential update process.

Particularly, both NMI and ARI values in MIMIC III and CMS datasets
gradually grow with the increase of the interactive rounds, which demonstrates
that our proposed model is able to integrate domain experts’ knowledge round
by round to develop more fit-for-purpose results. For the Purity value, it is stable
by varying round from 1 to 4 in MIMIC III, but jumps to highest point at round
5; While in CMS, the Purity value gradually increases when interactive round
changes from 1 to 3, but it moves back to a lower point at round 4 and jumps
to the largest value at 5. In general, the evaluation measure Purity also reflects
our proposed model working well.

5 Conclusion

In this paper we have proposed a novel systematic method, namely Interac-
tive Deep Metric Learning (IDML), for healthcare cohort discovery. The new
framework leverages deep metric learning to build a more comprehensive repre-
sentation for patient journeys that can then utilise adapted similarity measures
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Fig. 2. IDML performance at different feedback rounds

to produce effective and relevant clusters. In addition, taking into account the
real-world situation and health experts’ preference, we have integrated an inter-
active approach with visualisation functions into the framework to handle the
continuous stream of expert feedback and to enable experts to review and revise
the model iteratively. Experiments using two public healthcare datasets have
demonstrated the effectiveness of this framework. We have also implemented
the framework into an interactive cohort discovery tool for a real-world applica-
tion in healthcare.

A LSTM Formulation

it = σ(W ivt + U iht−1)
ft = σ(W fvt + Ufht−1)
ot = σ(W ovt + Uoht−1)
c̃t = tanh(W cvt + U cht−1)
ct = ft ∗ ct−1 + it ∗ c̃t
ht = tanh(ct) ∗ ot

(6)

where it, ft, ot are input, forget and output gates respectively. The gates are
different neural networks that decide which information is allowed on the cell
state. The gates can learn what information is relevant to keep or forget during
training. vt is an input to a network at time t, ht−1 is an output at time t − 1
and ct−1 is an internal cell state at t − 1.

B Clustering Evaluation Measures

• The Normalized Mutual Information (NMI) is defined as:

NMI(K̂;K) =
2 × I(K̂;K)[

H(K̂) + H(K)
] (7)

where I(K̂;K) is the mutual information and the entropies H(K̂) and H(K)
are used for normalizing the mutual information to be in the range of [0, 1].
The higher the NMI is, the better the corresponding clustering is.
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• The Adjusted Rand Index (ARI) of clustering is defined as:

ARI =
RI − E[RI]

max(RI) − E[RI]
(8)

where RI =
a + b

CN
2

, a is the number of patient pairs coming from the same

cohort and also grouped into same cluster, b is the number of patient pairs
belonging to different cohorts and grouped into different clusters. N is the
total number of patients. The range of ARI values is [−1, 1]. The higher the
ARI is, the better the corresponding clustering is.

• The Purity of clustering is defined as:

Purity(K̂,K) =
1
N

| ̂K|∑

i=1

max
j

∣∣∣k̂i ∩ kj

∣∣∣ , (9)

where K̂ = {k̂1, k̂2, . . . , k̂| ̂K|} is the set of clusters produced by the chosen clus-

tering algorithms. |K̂| is the total number of clusters. K = {k1, k2, . . . , k|K|}
is the group of patient cohorts (i.e. ground truth). maxj

∣∣∣k̂i ∩ kj

∣∣∣ is the size

of the intersection of cluster k̂i and patient cohort kj which is most frequent
inside. The range of Purity values is [0, 1]. The higher the Purity is, the
better the corresponding clustering is.
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Abstract. Data replication is ubiquitous in a large organization where multiple
IT systems need to share information for their operation. This function is usually
fulfilled by an enterprise replicating software that is dependent on the config-
uration that the IT administrator sets. The setup specifies the tables and routes,
but it may not be optimum to meet the workload, leading to replication’s lag and
bottlenecks. This paper proposes an approach to solving the configuration
optimization problem for the data replication software with the simulated-
annealing based heuristic. Empirical results show that the configuration setting
enables the replicating software to perform at least 5 times better than the
baseline configuration set achieved by this approach.

1 Introduction

Data replication is an essential business need where data is copied to other systems to
maintain high availability, data reporting, business consolidation, workload sharing as
well as support disaster recovery standby nodes with redundancy in data sources [1]. In
order to achieve high volume and speed transfer of data, productivity tools such as data
integration and replication software are commonly used to serve the need of copying
data from sources and transform them before applying them into destination systems
[2]. IT administrators must face the challenge of managing the data replicating envi-
ronment a mist the constantly growing volume of data on enterprise IT systems.

Prior research has shown that delays in the data replication occur frequently due to
software’s performance constraints and thus creating bottlenecks that inhibit the soft-
ware overall efficiency [3, 4]. some of the factors that affect the process are [5]:
(1) tables’ attributes do limit the number of parallelized query processes that can be
made; (2) a large number of tables that needs to be involved in the replication; (3) the
volume of the data that changed among the tables; (4) the different type of data that
these participating tables’ columns have; and (5) the velocity, variety, and volume of
SQL statements applied to tables involved in replications. A common approach is to
use an optimizing technique to control the parameters and configuration of the data
replication’s setup [3, 4]. For example, to effectively share the workload, the transfer
rate can be manipulated by controlling the configuration of data routing queues and
tables [3]. A queue represents the channel in which the data is extracted and passed
from the source to the destination. If the requirement is of transferring the high volume
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of data, all the changes that passed to the queue for transfer will build up. This may
create a bottleneck if the transfer queue does not process the replication fast enough to
clear the backlog. It is not desirable to have a series of tables that have a different level
of low and high post activities congregating around specific queues. While some
queues can clear tables with low activities and then go into idle mode, others will have
a lot of highly active tables and create huge backlogs, hindering the overall replication
[1, 3]. But an imbalance queue arrangement will delay the data transfer that creates an
incomplete point-in-time view of the source database at the destination [2].

A possible solution is to create more queues to support the replication; however,
there are several shortcomings with this approach [3]. Each queue requires additional
system resources to run. The more queues that the replicating setup has, the more
resource is required to support them as well an overhead will be incurred. It is desirable
that replicating tables with a range of low to high changing activities should be
arranged across a predefined number of queues so that the transfer of data changes for a
given volume can be cleared at the least time.

We propose a novel method to optimize the configuration for the data replicating
setup based on a Simulated Annealing (SA) algorithm [6]. There is no prior research
made in optimizing the performance of data replications in the DB environment to our
best knowledge. The computational search space to find the best arrangement of queues
with tables of varying workloads is high and it is difficult to work through all the
different combinations. Techniques like gradient descent and statistical methods will
take a long time to solve this problem. we want to find the near-best solution within a
short time limit. SA is metaheuristic and it can approximate global optimization for the
data replication problem since there is a large search space. The outcome is a con-
figuration of the best arrangement of tables with different levels of activities against a
pre-defined number of queues.

Each iteration of the test was made with the activation of a unique Shareplex’s
configuration arrangement, followed by running a procedure that performs a variety of
SQL changes on the tables at the source site. The overall duration for the entire SQL
batch update to be transmitted across from the source to the target site using that
configuration set was measured. Each unique set of configurations enables Shareplex to
work differently, and with the SA algorithm to test and search through a list of different
configurations. Empirical results show that a near-global optimum configuration was
found to satisfy the DB replication’s data transfer need. To our best knowledge, this is
the first method based on the AI technique to optimize the performance of the data
replicating tool like Shareplex.

2 Related Works and Background

Data replication serves different needs in IT organizations such as data distribution,
workload sharing, reporting, backup or disaster recovery [1, 7]. For data distribution,
the key requirement is that data must be shared quickly across a multitude of systems
with minimum delays. For workload sharing, the key requirement is to increase a
system’s throughput by distributing its operation across a multitude of hardware to ease
the workload. In all the replication cases, the data must be reconciled at near real-time
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to protect the data integrity and quality, so the changes in the data must be reflected at
the repository which resides in a different location.

A survey paper [8] presented a series of time and space-based strategies used in
data replication deployment, taking into consideration the characteristics and require-
ments of the data and systems. The survey covered the consideration of selecting the
appropriate files for replication, emphasizing important and most accessed groups over
those with low demands. They also proposed performance evaluation metrics to
evaluate each of the different strategy’s effectiveness [8]. Recently, a new evaluation
metric was proposed for measuring the execution time and bandwidth consumption of
data replication leading towards optimization [9]. Authors in [10] proposed the cen-
tralized dynamic scheduling and replica placement strategies that manage the data and
task scheduling for optimum cost and data transfer time, in order to improve the file
access time by applications across a geographically-wide data grid.

For solving optimization problems such as this, meta-heuristics is one of the more
popular approaches. Meta-heuristics can be classified into two groups; population-
based and single solution-based [11]. The problems that they handle are either con-
tinuous or discrete, and a problem such as finding the best queue-table arrangement for
Shareplex can be considered as a combinatorial optimization problem (COP) which is
regarded as NP-hard where no optimum configuration for Shareplex can be found
within an acceptable time and resources [11]. The possible optimum configuration is
considered as a single solution that can serve the data replication environment, so the
requirement is to use single solution-based algorithms such as hill climbing or simu-
lated annealing [11]. Other meta-heuristics such as Genetic algorithm, Ant colony or
particle Swam optimization is more suitable for problems that have a population of
solutions [11].

On the other hand, the Simulated Annealing (SA) method has been commonly used
to solve the NP-hard problems that range from transportation and energy production to
system optimization. An example is a truck-trailer routing problem where each delivery
route requires to serve several customers over a defined geographical region and it
needs to adhere to a constraint of allocated window periods for the delivery trucks to
fulfill [12]. Another example is of finding the ideal location for the turbines to be
installed across the water distribution network that can capitalize on the water flow to
generate hydroelectricity [13]. SA has also been applied to solve a Multi-objective
Redundancy allocation problem, improving the reliability of a system which comprised
of subsystems of numerous components that each have different constraints [14].

To our best knowledge, there are no articles that are devoted to the data replication
optimization problem between databases with reference on specific application tools
such as Shareplex [15] or GoldenGate [4]. This research work to address the opti-
mization of the data replication tool’s configuration sets precedence.

2.1 Shareplex Data Replication

There exist several types of data replication software specific to the type of database
that it supports and the functionality that the users want. While Extract-Transform-
Load (ETL) software such as SAP Data Services or IBM’s DataStage can be used for
replicating data, they don’t have the capability to do it near real-time. That is where a
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specialized tool such as Shareplex [3], Oracle’s GoldenGate [4] and SAP’s Smart Data
Integration comes in [16]. Shareplex is used for this research as it is the most popular
data replicating tool developed by Quest software for both commercial and open-source
databases [17]. Shareplex runs in the background and performs data capture by reading
the database’s log files for changes to tables that are listed in its replication configu-
ration, then propagates and applies the changes over to the target systems in near real-
time. The Shareplex’s framework comprises several components of data capture, read,
export, import, and post, in addition to the source and target databases that they run
against. Figure 1 shows how the changes are captured and transported from the source
to the target databases.

The major components and subsystems of Shareplex are as followed; at the source
DB, there are three main processes; (1) the Capture process reads the redo logs and
archived logs for changes, then sends the change to the capture’s queue [18], (2) Read
process reads the data from the capture queues and processes it by repackaging them
with information for network transmission. The processed data is then stored in the
export queue and (3) Export process reads the processed replicated data from the export
queue and transfers to the target across the network. At the target site, there are two
processes; (1) Import process intercepts all transported replicated data sent out by the
export process and stores them in the import queue and (2) Post process transforms the
data read from the import queue into the relevant SQL statement before they can be
executed against the target database. The data transport among the process at both the
source and target sites are serviced by Queues. All the queues are dynamic data
repositories that hold the temporary data for the duration of data capture, transmission,
and reception through the process of data replication.

The replication can be set up or controlled by a configuration file as shown in
Fig. 2. It defines the list of tables that need to participate in the data replication; on the
source side, the schema and table’s names, on the target side, the schema and object
name, followed by routing information in the format (target_system:named_queue @o.
Target_oracle_sid). Shareplex can support a variety of replicating architecture; from a
single, bi-direction to star topology like multiple-target and multiple-source [19].

Capture 
queue

Source 
DB

Target 
DB

export 
queue

Internet/ 
network

post 
queue

Capture Read Export 

ImportSQL

Fig. 1. Shareplex’s data replication
architecture

Table Queue

Table Queue

Table Queue

Table Queue

Table 

Table Table 

Fig. 2. Shareplex’s replication configuration file
structure
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For the Shareplex’s service operation, it runs under a specific UNIX user account
that shares the same admin group as the Oracle database group which was used to
install the Oracle binaries. There are several UNIX’s environment shell parameters;
$ORACLE_SID, $ORACLE_HOME, $SP_COP_TPORT, $SP_COP_UPORT,
$SP_SYS_VARDIR and $SP_SYS_HOST_NAME. Once Shareplex is installed on
both the source and target system, the administrator will activate a configuration file to
initiate the data replication. All information, including debug and errors, are captured
and stored into event logs under $SP_SYS_VARDIR/logs directory. In the event
should there be tables that are out of sync, Shareplex has a compare/repair feature that
allows the administrator to fix the replication tables and bring them back into syn-
chronization [20].

2.2 Simulated Annealing

SA is an analogous method for optimization that attempts to find the global optima
among the large landscape of local optima of solutions for a problem environment [21].
Annealing is a process where metals are heated and then cool down to a hardened
condition. The objective function represents the energy of the material. SA has a
similarity with a hill-climbing algorithm [21] with the exception that it doesn’t just pick
the better move in its iteration but rather a random one [6]. Referring to Eq. (1), if the
selected move can improve the solution, it will be accepted. However, this single goal
can cause the algorithm to be stuck in local optima. Hence, the algorithm also takes a
chance in making a choice to accept a worse move based on some probabilities of a
value that is less than 1. It starts with a high probability which means that the algorithm
will be more liberal to accept the bad move but that will decrease rapidly with the
degradation between the past and present moves [6].

If qlimit\ q then p ¼ 1; else p ¼ e
cost new�cost old

temperature ð1Þ

The probability of accepting the uphill move is equal to, 1 − (Enew − Eold/kT))
where Enew is the amount of energy at the present, Eold belongs to the previous
iteration’s energy, T determines the probability and is synonymous to the annealing’s
temperature. It controls the algorithm’s decision to take on the hill-climbing attributes
for the moves, starting from a high-temperature value of T. The SA algorithm will be
open to accepting the hill-climbing process. But as T decreases over time in energy, this
probability will decrease, and the algorithm will be less inclined to accept this until
T reaches zero. k is the constant that relates the temperature to the energy [13]. SA is
commonly used to solve the optimization problem in large and discreet configuration
spaces that can be considered as nondeterministic NP-complete problems such as travel
salesman problem where the combination space of queues to tables arrangement is
large and an approximating global solution is required with a specific period of
computational time [6].
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3 The Problem Definition

Contemporary data replicating software runs with processes and queues [15]. They
function by constantly reading the source databases for changes. The captured data are
then copied and propagate to the designated databases and are applied with minimum
delays. Ideally, these changes should occur with minimum delays. However, the SQL
change activities are IO intensive on the databases and will incur waits and latency on
the application of the changes. This delay will increase substantially if there are huge
volumes of changes that need to be replicated across, causing long delays and creating
backlogs that impact on the overall replication performance [1].

In order to alleviate this challenge, prior research recommends having multiple
queues running in parallel so as to spread out the entire job by breaking it into smaller
sections among the queue [3]. Usually, the highly active tables will be assigned to one
set of queues and other slower ones are bundled together under other queues [5].
However, there are a finite number of queues that can be made available as more
queues will equate higher system overheads and greater IT administration effort. In
summary, we do not want to create thousands of queues to support the replications nor
do we want to create too few queues that they are not sufficient to support the data
replication effectively [2]. Another factor is that we do not know which high or low
active tables can give the best combination for the replication process that can create
the least amount of backlog clearing time.

The combination of tables of varying DML activities across a series of queues can be
regarded as a nondeterministic polynomial time (NP)-hard problem in combinatorial
optimization [5]. The objective of the research problem of data partition is to determine
the tables-queue allocation plan with the timing required to clear a series of tables that
will receive a different level of changes to simulate their activity in the databases.
However, there exist complications that will impact the calculation. They are: (1) Tables
don’t have a constant pattern in change activities. (2) There is a large variability in
tables’ properties, activities and characteristics in different databases [22]. (3) The IT
environment’s capacity and performance that DRE runs on, including the OS, network,
DB. [1]. We must balance the load between the tables’ activities across the queues in
such a way that the queues can transfer all their changes across with minimum delays
and lags. We cannot treat this as a linear problem as the activities on the tables and
volumes are neither linear nor consistent throughout the IT system operation [23].

4 The Proposed SA Based Approach

We propose to solve the queue configuration optimization using a simulated annealing
algorithm as shown in Fig. 3. For this experiment, Shareplex is used as the replicating
tool. Shareplex is configured to operate at both source and target DBs, with a series of
tables setup to replicate between them. The mode of the replication transfer process is
controlled by the Shareplex configuration file at the source DB. This file has direct
impact on the performance of the overall replicating process. Referring to Table 1, one
queue can service several tables, and, in some cases, it is able to support all of them if
the number of tables is small and their DML activities are low. However, when the
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replicating system is large and their activities increase exponentially, the load will flood
the queue. The queue will not have enough capacity to handle them and this will form
the bottleneck in the replication process, causing massive build-up [3].

The goal is to distribute the tables across to a series of queues to spread out the
load. Ideally, if all the tables have similar data contents with an equal volume of DML
activities, then the load can be easily split evenly across a given number of queues. In
the real work environment, the tables in an IT system will have a wide variation in
terms of datatypes, contents, volumes and work activities. Each table has its own
characteristics that impose a level of impact on the replication’s queues. Bundling them
up randomly in queues without due consideration will not only create unnecessary
segregation of loads on certain queues but affect the overall replication throughput.
Some of the queues with highly active and bigger load tables will take much longer for
the backlogs to clear as compared to the other tables that have low volume and
activities. The challenge here is to approximate. For example, the global optimum
arrangement of tables with different load characteristics to be serviced by a given
number of queues so that the data replication process can clear the backlog in the
replication in the least amount of time. Another method of solving an NP-hard problem
is to try all the combinations available but that will be very expensive in terms of time
and computational cost.

4.1 Estimating the Cost of the Solution

The solution in this paper is a configuration file that comprises of queues with tables
allocated to them. The cost of a configuration-solution cannot be represented as a
formula but through a series of application’s process against the Shareplex’s data
replicating environment. the optimum configuration may not be able to yield the best
throughput as the workload in any IT system’s databases in the real world tends to
fluctuate from time to time. It is also difficult to predict the ability of the replication as
there are many dynamic factors involved in the environment setup [3]. Our estimation
attempt takes the following into consideration; (1) The list of tables and their data

Config file Generation

Source DB Target DB

Data 
replication 

Optimizing agent

Data 
replication 

Solution scoring

Fig. 3. Optimization of Shareplex’s data
replication

Table 1. Shareplex’s configuration file Data-
source:o.SOURCE_DB

#Source table Destination table Routing map

HR.COUNTRIES
HR.DEPARTMENTS
HR.EMPLOYEES
HR.JOBS
HR.JOB_HISTORY
HR.LOCATIONS
HR.REGIONS

HR.COUNTRIES
HR.DEPARTMENTS
HR.EMPLOYEES
HR.JOBS
HR.JOB_HISTORY
HR.LOCATIONS
HR.REGIONS

src_svr:Q0*tgt_svr@o.
tgt_db
src_svr:Q0*tgt_svr@o.
tgt_db
src_svr:Q1*tgt_svr@o.
tgt_db
src_svr:Q1*tgt_svr@o.
tgt_db
src_svr:Q2*tgt_svr@o.
tgt_db
src_svr:Q2*tgt_svr@o.
tgt_db
src_svr:Q2*tgt_svr@o.
tgt_db
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change activities for a defined period. (2) The allowable number of queues. An IT
administrator can specify the max number of queues that can handle. Any excess
number of queues above this threshold will be penalized but that shouldn’t stop the
algorithm from considering them. If the additional queue(s) above the preference can
bring in more benefits in comparison to the penalty it suffered, then it should be con-
sidered. (3) The measurement for a single queue performance will span from the source
to the target databases. The weakness of a complete stack of replication’s setup lies with
the weakness queues that are the most susceptible to experience backlogs the most.

The replicating process in a given queue begins at the source database; starting
from the Data Capture process, then to the Read and followed by an Export process.
The Export process transfer the information to the target DB’s Import process, which in
turn divert to the Post process that converts the information into SQL statements and
applies to the target DB. Each queue holds the information’s backlogs and has two
statistics to show its progress activity: (1) the number of data statement changes; and
(2) the time required to clear them. In the proposed approach, we sum up the statistics
of each queue that determines its capability to handle the replicating load. The
approach is to optimize the arrangement of the replicating tables across the most
preferred number of queues, therefore, the cost of the configuration setting solution can
be deemed as the summation of each queue that contains n numbers of tables, each with
its own number of rows, row length, number of SQL updates and the time period that
the load occurs. A cost factor is introduced to instill cost of exceeding the allowable
number of queues allowed as in Eq (2);

Input: Shareplex configuration solution S, Length L
initialize1: Acceptance_probabilty A, random_number r, neighbouring solution of S is S'
Initialize2: temp=1000, cooling constant=0.9, temp_min=1, old_cost=0
Initialize3: old solution cost cost_old, new_solution_cost cost_new
Result: approxmiate global optimum solution, S_opt
While temperature > temp_min do

For i = 1 to L do
     #procedure to generate new configuration file
      S' = sp_generate_new_config
      cost_old = cost(S)
      cost_new = cost(S')
      if (cost_new - cost_old) <=0 then
          S = S'
      end
      if (cost_new - cost_old) >=0 then

         A =
         r = random(1)     

       #test probability to accept new solution
          If A > r then                          
               S = S'
               cost_old= cost_new

      end
     end
     T= rT      #Cooling temperature 
     #procedure to restore all tables at source_site
     sp_restore_source_tables
     #procedure to resync all tables at target site to source

sp_resync_target_tables    
end
s_opt=S

Algorithm 1.  SA for finding optimum Shareplex’s configuration  
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solution ¼ ðp � 1
q

Xm

n¼1
ðnh � nk � nqÞÞt ð2Þ

Where n refers to the replicating tables, h is the number of rows that n has, j is the
number of SQL workload activities are performed against the table, k is the size of a
single row in the table, t is the time period, q is the number of queues and p is the cost
of the queue maintenance. If it is less than the allowable threshold, the cost is 1. But if
it exceeds the threshold, then the cost will be much higher as followed. This is to
prevent the method from allocating an excessive number of queues that are beyond the
allowable range as specified by the IT administrator. The proposed approach’s algo-
rithm is listed in Algorithm 1.

5 Empirical Analysis

The experiments were conducted using two virtual machines that run on Linux OS and
support two Oracle databases with Shareplex configured to replicate tables from a
source DB to another. Each virtual machine has 4 GB of memory. The DB tables
belong to a common DB schema and they comprised of a variety of data types;
numeric, integer and varchar. We have created procedures that simulate a series of
DML activities of these tables. The activities can be segregated into three groups; low,
medium and high. Tables with low change activities receive less than 100 DML
statements whereas those with high activities will get > 10000. The DML activities
comprised of a mixture of delete, insert and update statements, all of which will be
made on the tables at the source DB. The DML changes will then be propagated and
applied to the target DB based on the Shareplex’s configuration file. The test setup is a
controlled environment with no other IT application running against them. The max-
imum number of queues allowed is 5 for this test. 10 tables have been set up to
replicate from the Source to the Target DB and a load test procedure was written to
simulate the DML activity against the 10 tables with 100, 2500, 5000, 10000, 12500,
15000, 17500, 20000, 30000 and 40000 iterations.
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For the simulated annealing algorithm, the control parameter is set with the bigger
starting temperature and a smaller cooling which have a better chance of finding the
optimal solution but require more iteration and time to execute. The final control
parameters are used are as followed: starting temperature = 1000; final temperature = 1;
and cooling rate – 0.9. Random solutions are generated throughout the process in every
iteration under each temperate diminishing cycle. The randomly generated solutions’
costs are tracked in Fig. 4 and are measured in seconds. Their values are relative to the
number of minutes in a day which is 1440.

Figure 5 showed the initial randomness in the selection of the solutions based on
the SA’ algorithm in cycle 1. It started to converge at the 73rd iteration in cycle 1
onward. From the 2nd cycle onward, the results remain the same, adhering to the
optimum solution with a cost of 0.085. This test has been repeated and the pattern of
converging is the same which occurs during the 1st cycle while the other plateaued at
the discovered optimum solution. Figure 6 showed the results from the five trial runs
with the first cycle result shown. While the optimum configuration is the same dis-
covered from the five test runs, their completion time has some slight variation, and this
could be impacted by the OS environment against the Virtual Machines that the
experiment is running on.

For the five test runs, the constraints set are on the number of iterations and queues
available to support the table replication. As shown in Fig. 6, at the beginning where all
the replicating tables are assigned to a single queue, the observed cost for the solution
was above 80+ value. as the iteration proceeds, the proposed approach accepts solu-
tions with a higher cost than the initials which is expected. As the temperature energy
starts to cool down in SA, the tolerance level and probability threshold to accept worse
off solutions is getting lower. During the initial half of the iterations, a higher level of
fluctuation is seen among cost solutions that were accepted. But toward the end of the
run, the solutions with the lower cost have less volatility and remain around 63+ values.
In Table 2, the results that were derived using the simulated annealing and hill-
climbing heuristics. Compared with Fig. 7 where the tests are conducted with a similar
setup but with the Hill Climbing heuristics [24], the latter method only accepts better
solutions’ costs and converges to solutions that are deemed as local optima. The results
discovered by both heuristics can’t converge to the same cost for the different test runs.
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The reason is that they can approximate the optimums and the test setup could have
minor fluctuations workloads and operating system activities that could influence the
overall controlled environment.

The next test is to compare the difference in the data replications’ throughput between
the optimum configuration file that is discovered by the SA method from the various test
runs, versus another one that has been randomly generated. We subject the test under a
variety of DBworkload which runs a series of SQL updates to the tables and observes the
time taken to clear the replicating backlogs, starting with 10 tables in replications for the
1st run. The subsequent test runs will have an increment of 10 more participating tables in
replication and receive more updates. This repeats until the test reaches 50 tables with
550,000 updates in total. Figures 8 and 9 showed the results of the data replication tools’
throughput performance using both optimum and randomly generated configuration files
against different SQL workloads, noting the big performance gap between the two as the
workload increases. It is evident that under a smaller load, there is very little difference in
performance in the data replication setup between using the optimum and non-optimum
configuration files. However, this difference becomes more evident when the loads
exceed 55000 rows of changes. Overall, the optimum configuration can achieve 20+%
better performance over the non-optimum ones
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Table 2. Throughput results from optimum configuration found by SA and HC heuristics

Runs Optimum
solution
throughputs
(sec) by SA

Number of
queues
derived by
SA

Optimum
solution
throughputs
(sec) by HC

Number of
queues
derived by
HC

Tables’
workload

1 64.26 5 68.6 5 1000
2 65.29 5 69.1 5 1000
3 66.16 5 73.6 5 1000
4 67.46 5 79.3 5 1000
5 69.36 5 73.6 5 1000
Average 66.50 5 72.84 5 1000
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6 Conclusion

A simulated annealing-based method has been proposed to find the optimum
arrangement of tables for a pre-determined number of queues for the data replication
setup that consists of databases and data replicating software. While the software used
in our setup is primarily Oracle databases and Shareplex, the concept of using the
algorithm to find the optimum configuration for the data replication software is generic
and applicable to others. The simulation results demonstrate the effectiveness and
efficiency of the proposed SA method. In the current context of data replication, the
method to improve their throughput has been largely based on a series of vendors’ best
practices and IT administrators’ experiences.
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Abstract. Smartphones have become the ultimate ‘personal’ computers with
sufficient processing power and storage to perform machine learning tasks.
Building on our previous research, this paper investigates an example practical
application of this capability, combining it with a smartphone’s on-board sen-
sors to develop a personalised, self-contained machine-learning framework for
monitoring mental health. We present a mobile application for Android devices
called ‘Mindful’ that incorporates data collection from the phone’s sensors and
data sources, pre-processes the data locally and executes data mining on that
data to provide pre-emptive feedback to the phone user about their mind state.
Rather than as a finished product, this application is presented as a first step to
show that from a technological perspective, smartphones are well equipped to
perform this type of role. We invite colleagues from the mental health sciences
to join us in furthering this work into a smart monitor for mental health.

Keywords: Smartphones � Data mining � Application � Mental health

1 Introduction

Since their introduction, smartphones have revolutionised the way we communicate.
Continued improvement in computing performance has combined with declining
hardware costs, particularly in the entry-level market, to create smartphones of very
low cost yet with considerable processing power. In Australia, ‘pre-paid’ phones
(without contract but locked to a network provider) regularly sell for under $40. Even
in this entry-level market segment, smartphone technology has transformed mobile
computing, offering capabilities approaching those of laptop computers.

In a previous paper [1], we established that smartphones are ready to perform local
data mining from the perspective of processing speed and accuracy, as well as battery
life and thermal/heat-dissipation considerations. Moreover, in a second paper [2], we
further established that a general-purpose data mining application for smartphones
could support loading a dataset and executing one of a range of common algorithms for
building and evaluating models. That application is today called ‘DataLearner’ and is
available on the Google Play store1 for any Android 4.4 or later phone or tablet.

1 https://play.google.com/store/apps/details?id=au.com.darrenyates.datalearner.
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However, neither research effort involved data collection. To fill that void, this
paper presents an example framework and practical implementation of mobile data
collection and data mining with application in mental health.

With the global population of depressed persons estimated to have exceeded 300
million in 2018 [3], mental illness continues to be a significant issue facing the
administration of public health care around the world. In Australia, nearly half (45%) of
all adults between the ages of 16 and 85 will endure a mental health condition at some
point in their lives [4]. The ethical issues of using smartphones within a mental health
treatment framework are beyond the scope of this paper. Instead, this paper is a first
step showing the technological capabilities of smartphones for data mining with ref-
erence to this specific application. Moreover, we invite our colleagues in the mental
health sciences to join with us in combining data collection and data mining with
today’s smartphones to develop a smart mobile mental health monitoring system.

1.1 Original Contribution

The original research contributions of this paper include:

• Development of a time-focused data collection and preprocessing framework that
builds into a dataset suitable for mobile data mining (See Sects. 3.1 and 3.2)

• Embedding of data mining methods within Android devices (Sects. 3.3 and 3.4)
• Implementation of this research as a stand-alone Android application called

‘Mindful’ (Sect. 4). Data privacy is also preserved due to Mindful’s local
computation.

The remainder of this paper continues with Sect. 2 presenting a short survey of
current mobile mental health research, while Sect. 3 explains our framework. Section 4
details its implementation, Sect. 5 demonstrates the framework and application on
synthetic data, followed by a brief discussion and conclusion in Sect. 6.

2 Related Work

Smartphones have formed a focal point for recent mental health research [5–7].
However, in the studies reviewed, the smartphone typically performs the role of data
gatherer and transfers that data to an external server. This raises potential issues in
security, privacy and connectivity. Arora, Yttri and Nilsen [8] point out that security
and privacy remain “an on-going concern for researchers conducting mHealth [mobile
health] studies”. Users rely on the security of the external server to ensure the privacy
of their data is maintained, while unreliable connectivity may delay or prevent the data
being transferred, possibly lowering its value to both the user and the research.

Smartphones have an application opportunity in mental health through the close
relationship users have with their devices. The authors of [9] suggest users of smart-
phones in general are “empowered by the confidentiality of their engagement” with
their devices. However, mental health apps that transfer personal data to external
servers are subject to the security and privacy arrangements of those servers. The rise of
fitness bands or ‘fitness activity trackers’, devices measuring physical activity, has seen
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their growing inclusion in mobile health research, including mental health research,
where they measure physical activity by day and sleep patterns at night. However,
these devices face similar issues to those noted for smartphones.

In their research, the authors of [10] supplied fitness bands to study participants as
required. Yet, it is known that low socio-economic status correlates to higher rates of
depression [11] and the purchase cost of a fitness band, if required, may pose a burden
on mental health sufferers. By contrast, even those pre-paid smartphones available in
Australia for under $40 include an accelerometer sensor comparable to that found in
many fitness bands. Using a smartphone exclusively also makes sense from a patient
perspective. According to a 2014 study, 77% of Australians experiencing homelessness
(an issue known to correlate with mental illness [12]) had a smartphone [13]. This
aligns with a 2018 report that 89% of Australians now own a smartphone [14].
Compared with the purchase cost of a fitness band, a free mobile app has the potential
to reach a much larger patient population.

Moreover, by having data stored and analysed on the phone itself, security, privacy
and connectivity issues can be largely mitigated. Previous studies have implemented
smartphone features that log direct human interaction with the device, as well as gather
physical activity data through fitness bands [10, 15]. However, it has been noted in [16]
that while smartphone accelerometer sensing was not as accurate as fitness bands,
smartphones were still able to provide useful results. Smartphones also provide the user
the benefit of only having to keep track of one device. Where a research gap exists is
using the phone to capture, process, analyse and respond to the user’s data.

3 Our Framework

Smartphones are ideal for incorporating into mental health services, not just for the
relationship users increasingly have with their devices, but also for the array of sensors
available within these devices. By combining this sensor array with direct user input
and local machine learning, a self-contained framework can be developed that auto-
mates sensor sampling at regular intervals, creates local data records, mines that data
for knowledge and provides timely feedback to the user. A simplified block diagram of
our framework is presented in Fig. 1 and incorporates the following steps:

Fig. 1. A simplified block diagram of our mobile mental health machine-learning framework.
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1. The user submits a PHQ-8 Patient Health Questionnaire [17] within the device
2. This initiates ‘passive data acquisition’ (P-DAQ) sampling of phone sensors
3. P-DAQ sampling occurs once per minute with the last 24-hours of data stored

within ‘sliding window’ memory blocks (a 24-hour sliding ‘sample and hold’).
4. The PHQ-8 response also initiates a new dataset record that is added to the dataset.
5. A new record is created from P-DAQ data each hour to test the user’s current state.
6. Step 4 triggers a new J48 (C4.5) decision tree to be built from the growing dataset.
7. The new record is tested against the J48 tree (Step 6). If a non-zero mind state is

predicted, a natural language generation (NLG) user response is created.

Thus, the framework operates two key processes – it provides feedback each time
the user enters a PHQ-8 response, but it also combines data acquisition with data
mining at one-hour intervals to automatically predict if the user’s current activity data
matches that which the user has previously indicated led to a decline in mental health.
If so, the user can be informed of ways to modify their behaviour.

This section will now detail the framework components: data acquisition
(Sect. 3.1), data preprocessing (Sect. 3.2), knowledge discovery (Sect. 3.3) and user
feedback (Sect. 3.4).

3.1 Data Acquisition (Framework Steps 1–3)

To directly capture the user’s perceived mental state, the framework requires a stan-
dardised system. The PHQ-9 Patient Health Questionnaire [17] is a well-regarded tool
for determining depressive disorder in adolescents and adults [18]. It consists of nine
questions to identify the user’s mental health over the past two weeks. Our framework
modifies this period to just the past 24 hours, however, daily questionnaire responses
are not required, as the framework supports more random entry patterns.

PHQ-8 is a revised version of PHQ-9 removing a question on suicidal ideation and
is recommended for research applications where “data is being gathered in a self-
administered fashion rather than by direct interview…” [17]. Further, the research
authors found no significant loss in depression detection with the question’s removal.

The PHQ-8 questions (Framework Step 1) are answered on a four-step scale from
‘not at all’ (scored as ‘0’) to ‘nearly every day’ (‘3’), relabeled here as ‘all the time’.
Scores are summed and converted to one of five category ratings – scores below four
(4) equate to ‘no’ depression, scores 5 to 9 indicate ‘mild’ depression, 10 to 14
‘moderate’, 15 to 19 ‘moderately severe’ and scores above 20 ‘severe’ depression.

Android smartphones also feature a common set of sensors and data sources that
monitor user interaction. These include: (1) accelerometer, (2) screen activity register,
(3) proximity sensor, (4) phone call log, and (5) SMS (Short Message Service) log.
Many Android phones also include (6) a light sensor to automatically vary the display
screen’s backlight intensity and make the display comfortably visible. Data from these
sensors (Framework Step 3) can provide important behavioural information:

• The accelerometer, used for auto-adjusting screen orientation based on the device’s
physical position, can also detect user movement. A previous study showed sig-
nificant correlation between physical activity and level of depression [19].
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• The screen activity status can be used to indicate a user’s phone activity patterns.
Detecting the screen activity status and light readings can also provide indications
of sleep patterns, a factor research has shown affects depression levels [20].

• Previous research has also revealed the link between social interaction/isolation and
depression [21]. Smartphones provide a measure of social interaction through the
phone call and SMS logs, such that their rate of use can be monitored.

3.2 Data Preprocessing (Framework Steps 3-5)

By combining the user’s PHQ-8 response with this passively-collected sensor data over
the same 24-hour period, a record can be created that correlates the user’s self-
evaluated PHQ-8 state with their social/physical interaction with their smartphone
(Framework Step 4). These records then form a dataset that can be mined to identify
not only activity patterns that may have affected a user’s mental health previously, but
also to predict their present mental health state at other times, with a view to warning
the user of any change (Framework Step 7). Each record reflects the user’s phone
interaction over a 24-hour period. This involves recording data from the six phone
sensors noted in Sect. 3.1 once per minute for 1,440 data-points per 24-hour period.

It is unrealistic to expect the user to fill in the questionnaire each day, let alone the
same time each day. Therefore, we need to ensure the previous 24-hours’ worth of
passive data is always available, so whenever the user chooses to fill in the ques-
tionnaire, this data is applied to the questionnaire result to form a dataset record. This
involves creating 24-hour ‘sliding window’ memory blocks that store the last 1,440
data-points (Framework Step 3). Each data point is a binary (0, 1) value indicating
sensor activity. One memory block is required for each of the six phone sensor/log
functions, plus another for time. The ‘sliding window’ in Fig. 2 works such that when a
new set of data-points from the phone functions is recorded, the oldest data-point in
each memory block is removed, ensuring 24-hours’ worth of contiguous data.

Fig. 2. The 24-hour memory block captures 1440 data-points in a sliding window.

Readiness of Smartphones for Data Collection and Data Mining 239



3.2.1 Creating a Dataset
To provide each dataset record with further granularity and to understand the effect
time-of-day has on mental health, the six sensor memory blocks are further divided into
four sub-blocks based on the time of day of each capture, shown in Fig. 3. Each sub-
block covers a six-hour period, equaling 360 data-points, sampled once per minute.
Data captured between midnight and 6am is designated as ‘AM1’, 6am to 12pm as
‘AM2’, 12pm to 6pm ‘PM1’ and 6pm to midnight ‘PM2’. The individual binary scores
of each data-point in a sub-block are summed to create a single value of between 0 and
360 for that block. For example, if the screen-activity memory block records 37 sep-
arate minutes of activity between midnight and 6am, the ‘screen-activity-AM1’ score
becomes ‘37’. Six phone sensor/log functions, each subdivided into four six-hour time
periods, creates 24 separate sub-blocks. Each sub-block becomes an attribute, giving 24
attributes. In addition, the hour of day in 24-hour time (0 to 23), the day of week (0 to
6) and the month of year (0 to 11) are captured as three additional attributes. Finally,
the PHQ-8 score is added as the ‘class’ attribute. The result is a record comprising 28
attribute values, created and added to the dataset when the user submits their PHQ-8
questionnaire response (Framework Step 4).

3.3 Knowledge Discovery (Framework Step 6)

As the user continues answering the PHQ-8 questionnaire, new records are added to the
dataset as explained in Sect. 3.2. Data mining can now find patterns within the data that
reveal how behaviour captured correlates with changing mental health.

A decision tree uses a ‘divide-and-conquer’ approach to summarise patterns within
a dataset [22]. It compares the information gain of all non-class attributes to find which
provides the greatest improvement in classifying dataset records by their class values.
The PHQ-8 value from Sect. 3.1 is used as the class attribute. The result is a tree-like
set of logic rules explaining the most distinct pattern relating the sensor data to the
user’s PHQ score (Framework Step 6). Those rules provide knowledge about which
attributes (and life factors) affect the user’s mental health state and can be used to help
the user avoid repeating these conditions. However, other patterns may also be dis-
coverable through more sophisticated techniques such as Random Forest [23],
improving detection accuracy.

Fig. 3. The six phone features of a dataset record are divided into four six-hour timed sub-
blocks - AM1, AM2, PM1 and PM2.
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3.4 Present Mood Detection and User Feedback (Framework Step 7)

These logic rules can also be used to detect current mental health levels. For example, a
new record can be created from current data within the 24-hour memory blocks. This
record is without a PHQ-8 score, but by applying it to the logic rules of the existing
decision tree, a PHQ-8 score can be predicted. Thus, a non-zero score (indicating a
level of depression) can be used to warn the user that current conditions match those
previously recorded as indicating mental ill-health (Framework Step 7). Moreover,
Natural Language Generation (NLG) [24] can use the predicted PHQ score to create
plain-text ‘natural language’ user feedback. Recent research into mental health app
development recommends promoting activities to immediately improve the user’s
mood [9]. NLG provides a more personalised response than the PHQ-8 score alone.

Since this detection can be initiated at any time, how often should it be imple-
mented? On one hand, the more often it runs, the sooner the user can be warned of any
impact to their mental health. However, overly-aggressive use of detection also has
drawbacks. First, setting the detection process rate too often could induce fatigue on the
part of the user, resulting in either the user ignoring or obsessing over any warnings.
Second, aggressive detection may also reduce the device’s battery life. Given sensor
sampling rates, a detection rate of once per hour provides a useful start point.

4 Implementation

Our framework has been implemented in a prototype mobile application (‘app’) called
‘Mindful’ for Android 4.4 or later devices, covering 96.2% of all Android devices in
use, as of May 2019. Mindful employs four key processes – (1) learning the user’s
mental health state through the PHQ-8 Questionnaire; (2) automated sampling of the
phone’s sensors and SMS/phone logs at one-minute intervals; (3) mining the dataset for
knowledge and (4) auto-detecting the user’s mental health. These are explained through
Sects. 4.1, 4.2, 4.3 and 4.4, while Sect. 4.5 outlines the NLG user feedback system.

4.1 Learning the User’s Perceived Mental Health

Mindful learns the user’s mental health state through the PHQ-8 questionnaire. This is
achieved via ‘slider’ controls on the user interface for each question, as shown in Fig. 4a.
The PHQ-8 score is summed over the eight questions and converted into the app’s PHQ-8
category score attribute with a range of zero (‘no’ depression) to 4 (‘severe’).

To avoid issues of missing data, the user is assumed to have answered all questions
when the app’s submission button is pressed. Moreover, the button does not appear
until the user scrolls through all questions. To guard against ‘false positive’ responses,
each question’s default answer is ‘no depression’, ensuring the user must physically
answer for a non-zero depression level to be detected.

4.2 Initialising Passive Data Acquisition (P-DAQ)

Android supports the six phone sensor/log functions outlined in Sect. 3.1. Upon app
installation and completion of the PHQ-8 Questionnaire, Mindful initiates the P-DAQ
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system to begin continuous sampling of the sensor/log data once per minute. This
process continues until either the device battery is exhausted or the user turns off the
data acquisition system via the user interface. The data captured is stored in integer
arrays replicating the ‘sliding-window memory blocks’ described in Sect. 3.2. Upon a
questionnaire completion, the app creates a record from the current memory block data,
the three time-related attributes and PHQ-8 score, adding it to the dataset.

4.3 Modelling the Dataset

The Mindful app looks for patterns within the phone sensor data, communications logs,
and the user’s previous PHQ-8 questionnaire scores that explain events leading to a
change of a user’s mental health state. Because the app relies on user data, the resulting
model will be unique to each user. Moreover, once sufficient data records have been
collected, the app can continue auto-detecting depression levels even if the user stops
filling in the questionnaire, thus becoming a self-sustaining ‘smart’ system.

Weka is an open-source data mining suite developed by the University of Waikato
for Windows, Mac OS X and Linux computers [25]. Mindful employs Weka’s J48
decision tree algorithm, a Java implementation of the C4.5 algorithm developed by
Ross Quinlan [22]. J48 processes the dataset, looking for patterns between the PHQ-8
(‘class’) attribute and sensor attributes to develop a set of logic rules. Once the user
submits a new PHQ-8 response, J48 builds a new tree based on this updated data.
Mindful’s model of the user’s life patterns is thus updated on each new record, so that
detection is always performed on the latest data and follows any changing user trends.

4.4 Identifying Changes in Mental Health

While the decision tree detects patterns within the dataset upon completion of the PHQ-
8 questionnaire, it can also predict depression levels on new memory block data at any

Fig. 4. The Mindful prototype app screens include (a) the PHQ-8 questionnaire, (b) notification
alert, (c) an NLG-based warning alert and (d) the prototype’s internal data mining results page.
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time. For this, Mindful creates a new ‘unlabelled’ record (one without a PHQ-8 ‘class’
score) from the 24-hour memory block data each hour and tests it against the current
tree model. If the class value predicted represents a non-zero depression score, the app
immediately notifies the user through Android’s ‘notification alert’ system. This
appears in the notification area (Fig. 4b). Tapping this alert opens the Mindful Alert
page (Fig. 4c). This proactive feedback alerts the user that their mental health state may
change and offers help to take action before-hand.

4.5 User Feedback

Mindful provides two opportunities for user feedback – following submission of a
PHQ-8 response, and again after a notification alert. On each occasion, the user
receives three forms of feedback, as shown in Fig. 4c. First, Mindful creates a ‘mood
map’, a fuel gauge-like display showing the current PHQ-8 category scale of the user’s
mood. On answering the questionnaire, the mood map indicates the PHQ-8 category.
When triggered via notification alert, it displays the predicted depression category
based on current data via the decision tree model. This is followed by a natural
language response aligned with the mood map that encourages the user to make life-
style changes to improve wellbeing. This uses an NLG system as described in
Sect. 3.4. The NLG setup consists of a template system that retrieves the response from
a database based on the depression category value. The information shown in Fig. 4c is
an example response. The release version of the app will feature targeted information
based on collaboration with doctors and mental health care professionals.

5 Empirical Testing Results

To ensure the utmost care for user safety, initial testing was carried out against syn-
thetic datasets, rather than human testers, who may be affected by issues arising from
an app at early-stage development. The synthetic datasets were created from three logic
trees shown in Fig. 5 designed to demonstrate three separate possible patterns of
observable behaviour. Ten datasets were created from each tree, sized from 100 to 1000
records in 100-record multiples. Mindful was tasked with building a decision tree from
each of the ten datasets for each of the three logic trees, creating 30 trees in total. In
dataset generation, the probability of an attribute value taking either branch was set at
50%, with a 1% randomness factor added to limit tree accuracy to 99%.

Testing was performed on an Alcatel Pixi 3 (4.5) smartphone, purchased as a pre-
paid device for $34.50. This phone features Android 5.1 operating system, an ARM
Cortex A53-based MediaTek MT6735M quad-core processor and 1 GB of RAM.

5.1 Classification Accuracy

The results in Fig. 6 show that even with a dataset of just 100 records, the decision tree
achieved a strict error rate of 11% or better across all three logic trees using exact PHQ
score matching. However, if the accuracy is relaxed to also allow nearest neighbours
(for example, PHQ-1 or PHQ-3 equates to PHQ-2), the error rate for Logic Tree 2
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drops from 11% to just 3%. Given Mindful’s role in alerting the user, the exact
depression category may matter less than the fact that the user is alerted. Since records
are created by the user submitting a PHQ-8 response, it would be ideal for classification
accuracy to as high as possible, as soon as possible. Preliminary testing on 30-record
datasets based on Logic Tree 1 delivered a strict accuracy of 76.6%, rising to 96.6%
with relaxed ‘nearest neighbour’ accuracy. This suggests that even with only 30 days of
records, broad states of mental health can be detected with good accuracy, but human
trials are needed to confirm this. Moreover, other techniques such as Random Forest
may achieve better results with fewer records, albeit at slower speeds.

Fig. 5. The three logic trees from which synthetic datasets were drawn (node attributes
A = accelerometer, C = call log, M = SMS log, P = proximity, S = screen, leaf nodes = PHQ
category).
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5.2 Processing Speed

Build times for each decision tree were also recorded and in terms of speed, the Alcatel
Pixi 3 phone was able to build a tree from a 1000-record/28-attribute dataset in under a
second. The mean dataset record processing speed across all 30 datasets was 1342.5
records per second (SD = 92.42). Given our research has highlighted the possibility of
a user’s mental health state being detected with just a 30-record dataset, these speed
results should provide sufficient encouragement that today’s smartphones – even low-
cost entry-level models – are fast enough to handle mobile data mining.

6 Discussion and Conclusion

Given the prevalence of smartphones and the close interaction many users have with
them, the combination of smartphone and on-board machine learning creates a novel
platform for exploring mental health. This paper has a number of opportunities for
further research, including framework sample rates for the passive data acquisition and
mental health state detection. The present rate of data acquisition is once per minute
and the suggested rate of automated mental health state detection is one per hour,
however, there is considerable scope for experimentation. Balancing optimum sample
rates with maximising data granularity and smartphone battery life makes this an area
of interest. The optimal PHQ-8 questionnaire submission frequency is another. Further
afield, mobile data mining could be applied to anxiety detection and potentially other
areas of mobile health. Alternate algorithms are also a noted area for research.

This paper has shown the readiness of smartphones for local data collection, pre-
processing and data mining by presenting an example framework in the area of mental
health. It has shown how sensor and log data can be combined with user input to create
a training dataset for learning a model that can be used to predict mental health state
changes. From a technology perspective, that this is achievable today reinforces the fact
that smartphones are ready to perform data mining roles. But as such, this paper does
not claim to be a finished product for improving mental health, only a first step. Future
work will include human trials to better understand how Mindful can benefit patients.
We invite colleagues in the mental health sciences to help progress this research to
develop a smart mental health monitoring system.
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Abstract. This industry showcase covers a proof-of-concept predictive model
in the education sector of New Zealand. Jade Software worked with New
Zealand’s Tertiary Education Commission on research to find out how to predict
the likelihood of learners dropping out. Our model informs the implementation
of intervention programs to support learners in completing their qualifications.
The goal of this research is to identify a common data set across multiple types
of tertiary education organizations and develop predictive models using the data
set. We found that the Single Data Return is a viable data source to form a base
model. By comparing the area under the receiver operator characteristic curve,
we show that additional data sources, including the attendance data and the
learner’s results, are helpful in improving model performance. We also devel-
oped an interactive dashboard to facilitate estimating the return on investment
for intervention programs and the optimal intervention threshold.

Keywords: Predictive modelling � Tertiary Education � Learner success

1 Background

The primary objective of the Jade Learner Retention Model (JLRM) is to reduce the
levels of learner dropout in New Zealand’s tertiary education organizations (TEOs).
The model gives TEOs a solution that enables them to better direct their investment in
intervention programs and reduce learner dropout rates. Implementing the JLRM
enables TEOs to create targeted intervention programs for learners who are at greater
risk of dropping out. This facilitates a higher success rate and a greater return on
Investment (ROI) for intervention programs.

Jade Software and the Tertiary Education Commission (TEC) collaborated on
research in order to:

• Analyze the TEO data to create a common data set. This enables the JLRM to be
applicable across most TEOs in New Zealand.

• Evaluate the JLRM performance across multiple organizations.
• Assess the sensitivity of JLRM to additional data sets.
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2 Research Approach

2.1 Defining Learner Dropout

We needed a meaningful definition of learner dropout that was consistent across
multiple TEOs. For this research, we used the TEC’s definition of a learner not
completing their qualification within:

• 2 years for Level 1 to 3 qualifications
• 4 years for Level 4 to 7 non-degree qualifications
• 6 years for Level 7 and higher degree qualifications [1].

2.2 Defining Input Data and Predictors

To develop a common predictive model for most TEOs in New Zealand, we needed to
find and use a consistent data set that was being captured by all TEOs.

Single Data Return (SDR)
The SDR was identified as the only common data set available. It’s a set of data items
that are specifically required by the Ministry of Education and the TEC for funding,
monitoring performance, publishing performance information, and statistical reporting
purposes [2]. TEOs in New Zealand are required to submit an SDR three times a year.

Using the SDR data, we developed up to 100 variables, including demographics and
other measures. Some of these variables were extracted directly from the SDR data set.
Three examples of the variables are equivalent full-time student value for the current
qualification, highest secondary school qualification, and ethnicity code. Other vari-
ables were calculated and aggregated from data points within the SDR [3]. For
example, percentage of course completion so far for the current qualification, number
of credits passed so far for the current qualification, and total number of completed past
qualifications.

To create training and evaluation data sets for the JLRM, we separated the timeline
of the SDR data into four components. Figure 1 shows the construction of the data for
Level 7 and higher qualifications. Learners whose latest qualification fall between 2009
and 2011 are included in the Training data set, while learners whose latest qualification
fall between 2011 and 2012 are included in the Evaluation data set. The four defined
components for Level 7 and higher qualifications are:

• Profile: 2007-2009. For every learner we calculated characteristics about their
qualifications from the past two years. To achieve this, we left a two-year gap in the
timeline between 2007 and 2009 so even the learners with a qualification at the
beginning of 2009 would have the same two-year profile period.

• Training: 2009-2011. We used two years of data to train the JLRM. All learners
with a qualification between 2009 and 2011 were used to train our model.

• Evaluation: 2011-2012. We evaluated our model by applying the trained model on
the 2011 data. All learners with a qualification in 2011 were used to evaluate our
model.
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• Dropout: 2012-2018. We left a six-year gap in the timeline to allow for dropout to
happen that the model needed to predict. Even learners with a qualification at the
end of 2012 had the same six-year dropout period.

We only needed a four-year gap in the dropout component for Level 4 to 7 qual-
ifications. This means the Profile, Training, and Evaluation components shifted two
years closer to 2018 to include the latest available data. Similarly, the three components
for Level 1 to 3 qualifications shifted by another two years closer to 2018.

Additional Data
To supplement the SDR data, we explored additional data that would be consistently
available across multiple TEOs. Such data was limited due to the TEOs operating
independently of each other outside the common need to submit the SDR data.
Attendance and results data were the only two additional data sources that were con-
sidered to have potential consistency across multiple TEOs.

Data Combinations
Together with the TEC, we decided to use the data from four TEOs to train and
evaluate models. The TEOs selected comprise one vocational college, one university,
and two polytechnics. As per our non-disclosure agreement with the TEC, the names of
the TEOs are not reported.

From these selected TEOs, three combinations of data were used to train and
evaluate the JLRM:

• SDR data only for all four TEOs – This was to determine the model performance for
more than one TEO using the standard SDR data set.

• SDR and attendance data for one TEO – This was to evaluate the benefit of using
attendance data as an additional data source.

• SDR and results data for one TEO – This was to evaluate the benefit of using results
data as an additional data source.

TEC provided SDR data for all four TEOs. We were also given attendance data
from one TEO which we appended to their SDR data set. Similarly, we appended the
results data from another TEO to their SDR data and evaluated the model performance.
Table 1 shows the data sets we received from the four TEOs.

Fig. 1. The data components for Level 7 and higher qualifications. We separated the timeline of
the SDR data into four components to create training and evaluation data sets.
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Model Selection and Optimization
Using only SDR data, we built our models on the scikit-learn, h2o, TensorFlow, and
R platforms. We explored the Random Forest, Gradient Boosting Machine, Extreme
Gradient Boosting, Support Vector Machine, Deep Learning Classifier, and Logistic
Regressions models.

We ran several iterations of data transformation and modelling. Gradient Boosting
Machine on the h2o platform was confirmed as the preferred model approach. This is
because it provided the optimal balance between computational speed, ease of use, ease
of interpretation, and model performance.

Having selected the Gradient Boosting Machine, we tuned the hyperparameters in
h2o using grid search to find optimal model performance. The hyperparameters we
have in the grid search are number of trees, maximum tree depth, learning rate, learning
rate reduction, row sampling rate, and column sampling rate [4].

We used cross-validation to quantify the model performance to make sure the model
was not overfitted. We applied the cross-validated Gradient Boosting Machine on the
Evaluation data set and reported the area under the Receiver Operating Characteristic
curve (AUR).

We repeated the process of hyperparameters tuning, cross-validation, and evaluation
for all the three data combinations listed above.

2.3 Model Results and Output

The AUR for all four TEOs using only the SDR data is 0.83. This AUR shows that the
JLRM is a useful and valuable model for predicting learner dropout across several
types of TEOs, using just the SDR data. The eight most important variables are per-
centage of course completion so far for the current qualification, percentage of credits
failed so far for the current qualification, full time indicator, number of credits passed
so far for the current qualification, which TEO a leaner belongs to, sum of tuition (FTE
teaching) and vacation weeks for the current qualification, first character from Funding
Category code in SDR, and self-learning hours required for the current qualification.

Including Additional Data
Using only the TEO1’s data, adding learner attendance lifts the AUR of the model to
0.86. The AUR also improved slightly by adding the learner’s results to the SDR data
for TEO2. The improvement is smaller than the attendance data because only 60% of

Table 1. Collection of data sources in addition to the SDR data we have for the four TEOs.

TEO (TEO type) SDR Attendance Results

TEO1 (Vocational college) Yes Yes No
TEO2 (Polytechnic) Yes No Approximately 60% recorded
TEO3 (Polytechnic) Yes No No
TEO4 (University) Yes No No
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TEO2’s learners have results recorded against them. Table 2 shows the AUR for the
three data combinations.

Return on Investment (ROI) of Intervention
Equation (1) is used to facilitate the TEC in estimating the ROI for the programs and
the optimal intervention threshold:

ROI ¼
X

k
return � k � f1 � f2 � running costsþ

X
l
intervention cost � l

� �
ð1Þ

where

• k is the total number of true positives included in the intervention threshold,
• return is the average value of retaining a learner,
• f1 is the percentage likelihood of an intervention succeeding,
• f2 is the percentage likelihood that a learner will take up an intervention,
• l is the total number of learners included in the intervention threshold,
• running costs include annual licence fees and marketing costs,
• intervention cost is the average cost of intervening with a learner.

These inputs enable the JLRM to indicate the intervention threshold that would
provide the highest ROI. Alternatively, the intervention threshold can be guided by the
allocated budget for interventions. Equation (1) can then be used to indicate the ROI at
the budgeted intervention threshold.

For the ROI calculation to be accessible by the TEC, we developed a dashboard in
Shiny that interacts directly with the Evaluation data set using the inputs above. We use
interactive sliders to control the inputs above to correspond to the interventions, while
k is given by the total number of true positives as predicted by the JLRM within the
Evaluation data set. Figure 2 provides a screenshot of the graph outputs within the
dashboard.

Table 2. This table shows the AUR for three data combinations. The AUR for all four TEOs
using only the SDR data is 0.83. The AUR improved slightly by adding either learner attendance
or learner’s results to the SDR data.

Data set AUR

Four TEOs with SDR only 0.83
TEO1 – SDR only, without attendance 0.80
TEO1 – With attendance 0.86
TEO2 – SDR only, without results 0.79
TEO2 – SDR only, with results 0.80
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3 Conclusions and Discussion

The JLRM provides a way for the TEC or individual TEOs to better target learners that
are at a high risk of dropping out. An AUR of between 0.79 and 0.86 across multiple
TEOs gives us confidence that the JLRM model would be effective in standardizing
how intervention programs are targeted. Any of the task value, framing, or personal
value intervention programs can be applied [5]. Alternatively, it can be a tiered
approach - for example, less intensive interventions for mid- to high-risk learners and
more intensive interventions for high-risk learners.

There are multiple options for implementing the JLRM into the operational process
of a TEO or the TEC. When considering the options, we noted that:

• By using SDR data, the TEC can provide a multi-TEO service and direct the output
of the JLRM to all, or a subset of, TEOs.

• Individual TEOs could adopt the model internally and improve model performance
by including extra data sets.

In all scenarios, Jade would give TEC the output from JLRM, either through a self-
service portal or an integration with an existing learner management system.

3.1 How Could the Model Be Improved?

Additional Data Sets
We showed that model performance improves with adding data that isn’t present in the
SDR data set. As part of the research, we looked at more data points collected by
TEOs, including:

Fig. 2. A screenshot of the Shiny dashboard we created to facilitate the TEC estimating the ROI
for the intervention, and the optimal intervention threshold.
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• Online course logins and results – These weren’t used because they’re too new and
don’t provide enough data to develop models.

• Campus Wi-Fi logs – These aren’t consistently recorded or stored over time.

Consistently collecting data about online courses and Wi-Fi use can further
improve the JLRM.

Cohort Targeting
The performance of the JLRM against multiple learner cohorts, compared to a single
countrywide model, hasn’t been assessed. Multiple models might outperform one
model in the areas of TEO, level of qualification, and area of study.

However, using cohort-based models would create increased complexity. This is
because the cohorts can overlap, thereby generating multiple risk scores for an indi-
vidual learner.

Data Cadence
The JLRM used SDR data that was submitted at the end of each semester. Increasing
the data cadence to run the model with data available during the semester might
improve model performance. It can also reduce the time between a learner becoming at
risk and an intervention being initiated.
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