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Preface

Communication, cloud, and big data are three dominant technologies at the present
moment. Due to the tremendous advancements of information and communication
technology, electronics engineering, and computing science, the society has
witnessed a paradigm shift in the approaches and the ways people communicate.

Cloud technology has become indispensable in the world of information tech-
nology. From storage of data to the burden of computing, people have started
trusting the cloud. The role of a server computer in an organization is now played in
the cloud.

Big data analytics has attracted the research community significantly in recent
times, mainly due to its tremendous promise that it can offer for sophistication of
human lives, as a whole. Due to the popularity of social networks and growing
usage of Internet of Things (IoT) devices, there has been tremendous growth in data
generation every day. In order to exploit the huge data available today, there is a
need of having novel tools and techniques for processing these data, storage
of these data, and communication of these data. At the same time, security to such
data is a major concern today.

There are several issues to be addressed in the areas of communication, cloud,
and big data in spite of the fact that people already have adopted these technologies
along with Internet technology. The purpose of this book is to report latest research
results in these areas along with research results in some allied topics related to
computing.

The book contains 16 articles comprising five articles on communication, one on
cloud, one on big data, and nine articles on various topics related to computation in
general. These articles were presented during the National Conference on
Communication, Cloud and Big Data (CCB) 2018, organized by Department of
Information Technology at Sikkim Manipal Institute of Technology (SMIT),
Sikkim, during November 2–3, 2018. CCB 2018 is the third in its series.

We are thankful to all the contributing authors of CCB 2018. We thank Sikkim
Manipal Institute of Technology for extending all support in organizing CCB 2018.
We are highly grateful to Prof. Janusz Kacprzyk for his guidance and

v



encouragement throughout the journey. We thank the editorial team of Springer
Nature for extending all support to us. We thank Springer Nature for supporting us
as publication partner, all the way in the process of publishing this book.

Gangtok, India Dr. Hiren Kumar Deva Sarma
Editor

Gangtok, India Dr. Bhaskar Bhuyan
Co-editor

Gangtok, India Dr. Samarjeet Borah
Co-editor

Rajkot, India Dr. Nitul Dutta
Co-editor
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Routing Protocols for CRAHN:
A Comparative Evaluation

Lolita Singh and Nitul Dutta

Abstract In wireless networks, the spectrum scarcity problem is migrated to much
extent by cognitive radio network. Cognitive radio network has the capability to
utilize the unutilized frequency spectrum. Due to change in data rates and channel
availability, the task of routing in cognitive radio network has become a very chal-
lenging task. In this paper, we have given a review of different routing protocols that
can be used in cognitive radio network before it we have given a brief description
of cognitive radio network architecture that gives idea about things involved in cog-
nitive radio network. We have also outlined various issues or challenges associated
with routing in cognitive radio followed by different routing techniques. The last
section of this paper gives brief idea about different approaches that can be used for
reducing the effects of different routing issues in cognitive radio network. This paper
helps in getting idea about cognitive radio network, their issues or routing protocols.

Keywords Cognitive radio · Cognitive radio network · Routing protocols ·
Routing issues

1 Introduction

In crowded ISM bands, there is an increase in congestion due to continuous increase
in wireless devices. Mainly in current wireless networks, a fixed spectrum assign-
ment policy is used by governmental agencies [1]. Over vast geographical areas,
rights for various frequency band usages are granted by giving licenses. There is an
increase in request for spectrum allocation authority that occurs by huge success in
wireless applications. There is overcrowding due to sensor networks, mesh networks,
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WLANs, personal area networks, body area networks, etc. like wireless technolo-
gies operate in unlicensed bands. Wireless technology is the main factor in which
the use of licensed band depends. Operator’s commercial success and their market
penetration are other factors to which there is assignment of frequencies. Current
study done by the Federal Communications Commission (FCC) shows that there are
only bounded geographical areas on which static assignment policies are used for
very short period of time. Its average utilization is between 15 and 85% [2].

In order to solve the problem of spectrum scarcity, a cognitive radio (CR) comes
into existence. Cognitive radio technology offers the solution as a disruptive technol-
ogy innovation that will enable the future wireless world [3]. The spectrum efficiency
gets improved by CR technology that utilized unused available spectrum efficiently.
In order to improve the utilization of licensed frequency band that is assigned to
licensed or PU can be used by cognitive radio networks (CRNs). The PUs are users
who have license to access that band in which they are operating. All around the
world, radio frequency (RF) uses as an important resource for safety, employment,
communication and entertainment like different services. As compared to the prob-
lem of actual RF spectrum, physical availability spectrum usage is considered as a
big problem addressed by FCC. Currently, used deployed policy of static spectrum
allocation and RF band can be used by only licensed or PU is the main reason behind
problem of spectrum unavailability. These findings need more efficient methods for
utilization of the RF resources, and the cognitive radio (CR) technology is envisioned
as a new mechanism for flexible usage of the RF spectrum [4]. The secondary users
(SUs) or unlicensed users can operate in licensed bands using CRN technology or
available RF spectrum channels can be utilized by them. Dynamic spectrum access
(DSA) is SU ability to change its frequency of operation. The CRNs are defined as
machine learning by Ryan W. Thomas and Daniel H. as by experience performance
of CRN gets improved without having information of environment in which they are
operating [5].

CRN has become an important research topic for different researchers as there
are number of open issues than need to be solved. Most of the researches are done on
different spectrum access approaches that can be used and on their accessibility that
results in improved results in terms of power saving, etc. or on the lower layer (PHY
andMAC) issues.Notmuch research is done onCRNs routing protocols and different
issues associated with it. The spectrum utilization efficiency and its capability get
improved using CR technology in wireless network. The complete paper is divided
into different sections. The first section is an introduction about CR and the need of
using it, and the second section gives architecture of CR. Different routing protocols
are discussed in the third section, and later in the fourth section, we have given a
brief description of different issues associated in it. In the last section of this paper,
different approaches are discussed that can be used for removing different issues
associated with routing protocols of CRN.
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2 Architecture of CRN

In order to design novel protocol for communications, there is a need of clear descrip-
tion about cognitive radio network. Its architecture figure and detail of components
are given in Fig. 1.

Infrastructural and Infrastructure-less CRN are two categories of CRN. The
communication is done using CRN base station like fixed infrastructure compo-
nents in case of infrastructural CRN. On the other hand, communication in case
of infrastructure-less CRN is done without using fixed infrastructure or base sta-
tion. This is similar to multi-ad-hoc network. The cognitive networks and primary
elements are defined as follow:

Network that owns a separate RF spectrum band for TV broadcast networks
and common cellular like its own services are known as primary network. Its
components are given below:

The primary user or also known as licensed user has the right to operate in its
RF spectrum band. Any interference by SU in PU RF spectrum band is not bearable
by it. Another is primary base station or fixed infrastructure component that is used
to controlling the licensed users’ access. The sharing of RF spectrum band with CR
users cannot be done by it.

There is no spectrum band in cognitive network that they can use for their com-
munication. This is the reason it is also known as unlicensed networks. The cognitive
users and cognitive base station are the components of cognitive network. The CU
is known as secondary or unlicensed users because they do not have their own fre-
quency band. They access the licensed band shared by users in an opportunistic
manner, and there is a need of spectrum sensing like extra functionality to operate
in licensed band. As the primary base station in cognitive capabilities, there is a

PR-BS

CR-MS

PR-MS

CR-BS

CR-BS

Fig. 1 Architecture of cognitive radio networks
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fixed infrastructure component cognitive base station through which other network
is accessed by secondary users. Single hop connection is provided to secondary users
using it.

3 Routing in CRN

Next-hop node decision and decision of channel selection are the process of CRN
routing. By the increase in number of technologies that utilize an unlicensed band
and FCC provided statistics on licensed bands, underutilization leads to the need of
routing in CRN [6]. There is a need of close coordination between spectrummanager
and routing node due to the mobility of secondary users so that a proper routing
decision can be taken [7]. Between secondary users’ path failure can be occurred
due to unexpected PU presence at a location that results in need of rerouting the path.
In a network, the path is selected using a process of routing through which network
traffic is sent. Or routing is also a process of sending data from source to destination.
The routing process usually directs forwarding on the basis of routing table which
maintains a record of the routes to various network destinations.

To get efficient routing, it is important to construct routing tables that are stored in
router memory. At a time, only one network is used in most of the routing algorithms
and multiple alternative paths use get enables by multipath routing techniques. In
routing process, there is a change due to node and spectrum involvement in CRN
routing. The movement of packet from one host to another is also known as process
of routing. The wireless network routing is different from cognitive network routing
[8].

As in case of cognitive radio network, a combination of spectrum management
and traditional routing makes a routing process sin CRN in which there is variation is
availability of network from node to node with respect to time and location [9]. The
primary user activities get affected by availability of spectrum. In case of multi-hop
CRNs routes are formed andmaintained between SUs destination and source through
intermediate nodes. Routing mechanism selects the intermediate node on the route
and also decides the frequency to be used on each link of the route. So, routing in
multi-hop ad hoc networks and mesh networks and multi-channel is same as routing
in CRNs but have some extra challenges of PU activity.

4 Routing Protocols for CRNs

In this section, we have given different routing protocols for CRNs and along with
their comparison in terms of different parameters associated with it.
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SORP stands for spectrum-aware on-demand routing protocol, CAODV stands
for cognitive ad hoc on-demand distance vector protocol, STOD-RP stands for
spectrum-tree based on-demand routing protocol, SAMER stands for spectrum-
Aware mesh routing in cognitive radio networks, SPEAR stands for high-throughput
spectrum-aware routing protocol and SEARCH stands for spectrum-aware routing
protocol.

5 Challenges and Issues of Routing Protocol in CRN

In this section, we will give review on different challenges related to CRN routing.

1. Spectrum Availability or Link Availability: Spectrum availability should be
known by routing module that can be achieved using spectral environment mon-
itoring. The available opportunities are fetched by DSA after sensing the RF
band, so for communication, a licensed band is used by these networks. When
there is less usage of frequency band by primary users, then these communica-
tion opportunities are available which shows that channel availability is based on
time and geographic [16].

2. Primary User Activity Awareness: Delay, throughput, energy efficiency and
throughput like measurement of route quality and primary user activities affect
the topology of cognitive radio network. With spectrum availability, these things
also need to be considered.

3. RouteMaintenance orUnidirectional Link: There is a frequent route rerouting
due to activities of primary user that result in network performance degradation.
So, in case of convenient routing in CRN there is a need of effective procedures
of signaling. There are more chances of unidirectional links in CRNs that are
available for very short period of time rather than for minutes or hours. Due to it,
there will be no guarantee that channel used for sending station will be available
till that same channel is used for transmission by receiving station.

4. Lack of CCC (Common Control Channel): Route establishment, neighbor
and route discovery like some of the specific functionality are done using global
or local broadcast messages in case of traditional routing protocols. Broadcast
becomes a major problem in CRN due to lack of common control channel.

5. IntermittentConnectivity: There is frequent change in reachable nodes because
of primary user and spectrum availability activities in CRN. So, network
connectivity in cognitive radio network depends on spectrum availability.

6. Deafness Problem: In CRNs, availability of link is for short time due to link
availability and channel diversity. The primary users’ interference avoidance
or route maintenance is done by switching between available channels due to
deafness problem. This results in delay in CRNs communications [17].

7. Heterogeneous Wireless Networks: By heterogeneous and multiple wire-
less networks, CRN comes into existence. So, there is a need of routing
because intersystem handover is critical, and channels or links are available



Routing Protocols for CRAHN: A Comparative Evaluation 9

for an extremely short duration. Among these heterogeneous wireless networks,
successful networking depends on cooperative relaying [18].

6 Different Approaches to Solve Various Issues Associated
with CRN

In the below given table, we have given a summary of different solutions for routing.
As given in the table, there are two main categories: One is based on static network
topologies, and other is based on local radio resource management decisions.

Protocols Performance

MINLP-MILP formulation based on graph
[19]

It is good in whole path selection

Based on interference and power [20] It is same as graph based

Based on delay [17, pp 1–6] It is good in whole path and next-hop selection

Based on throughput [13, pp 1–5] It is good in whole path selection, spectrum
dynamic awareness and mobility support

Based on link quality/stability [21] It is good in whole path and next-hop
selection, reconfiguration to varying spectrum

Probabilistic approaches [22] It is good in whole path selection, spectrum
dynamic awareness and mobility support

On topologies of static network, proposals are focused on neighboring and spec-
trum occupancy and SUs’ neighboring topological information. The network-state
partial local radio resource management information is used in another proposal.
This approach is also known as local spectrum-based knowledge approach. In case
of first approach where graph theory and mathematical programming tools are used
reduced the modeling/designing problems of CRNs to problem of classical wire-
less static network. A huge importance of this approach has been seen in different
applications like the SUs have access to databases storing the spectrum maps even
after the complex implementation and scarcely scalable. On the other hand, some
approaches based on local information on spectrum occupancy gathered by each SU
through local and distributed sensing mechanisms.

Thewhole path is set up in some cases, and on the other side, proposed approaches
are based on the selection hop by hop of the next forwarding node. On each link of
the path, spectrum selection is done by combining the distinguished characteristics
of all routing approaches. Different metrics are used for this purpose that captures the
available spectrum hole characteristics. Then, throughput, delay like QoS parameters
and interference power like radio environment are used for appropriate spectrum
band selections. In case of CRNs routing, data behavior of PU is considered as a key
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point. In fact, routes must explicitly provide a measure of protection to the ongoing
communication of the PUs, while at the SUs, the side must guarantee stability when
the PU behavior varies.

7 Conclusion

Cognitive radio networks (CRNs) can operate in the licensed frequency band to
improve its utilization with the coexistence of the primary users (PUs) or licensed
users. The PUs are the users who have license to access that band in which they are
operating. Routing in CRN is a challenging task due to various issues and challenges
involved in it. This issue occurs due to various reasons such as data rates, availability
of channel and many more. This has a gain, a focus of number of researchers to
introduce novel approaches to get rid of it. In this paper, firstly we have given a brief
introduction about cognitive radio network forwarded with its architecture, that is,
given brief detail about CR. Then, how routing in CRN takes place and what is its
need in given in the third section. There are a number of routing protocols that can
be used in CRN, and we have given a comparison of different techniques in terms of
different parameters. The concept of routing in CRN comes with various issues and
challenges in it. There is a need to discuss those issues in this paper we have given
brief details of some of the existing issues and challenges that affects the operation
of routing in CRN. The last section of this paper gives comparison and detail about
different approaches that can be used for reducing the effects that affect routing
operation in CRN. Still there is a need of lots of research in the field of designing
CRNs routing which is a distinctive feature of CRNs.
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EERP: Energy-Efficient Routing
Protocol Performance Analysis of DSR
and AODV for Mobile Adhoc Network

Sachidananda S. Joshi and Sangappa Ramachandra Biradar

Abstract The multihop wireless network, especially mobile adhoc network, has
gained popularity in various contexts that may include independent rescue system,
connecting network at the edge in Internet and sub-network in upcoming global
Internet of the cyber-physical system. The future-generation network systems will
be a kind of software-defined network, where the system will have a possibility of
choosing and adopting various routing protocol depending upon the context. This
paper discusses the advantages of multihop wireless communication and investigates
the performance behaviors of AODV and DSR with different Quality of Services
parameters by proposing an enhanced energy model in the base node configuration.

Keywords Wireless communication · Multihop · MANET · AODV · DSR ·
Energy efficient

1 Introduction

In the evolution of the wireless systems and networks, the initial realization is being
achieved in the domain of wireless communication for both cellular and wireless
local area network, where the only in the very last link between the base station
and the wireless end system the last link is established wirelessly that offers vari-
ous advantages [1]. In order to extend its capabilities and achieve a higher level of
scalability, the multihop wireless networks where one or more than one intermediate
node along the path that receives and forwards packets through a wireless link are
being realized [2]. There are many advantages of adopting the multihop wireless
networks which include: (1) There are several advantages of multihop wireless net-
works as compared to the single wireless links, (2) multihop wireless extends the
coverage of a network, (3) improves connectivity, (4) transmission over multiple
short links requires less transmission power/energy as compared to long links, (5)
enables higher data rates, so there will be higher throughput and will have higher and
efficient use of the wireless medium, (6) it avoids wide deployment of cables, and it
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can be deployed in cost-effective ways, (7) particularly in case of denser network,
several possible paths are available for the data transfer from source to destination,
thus the possibility of multipath increases the robustness of the network, and thus
with these capabilities’ scalability, efficient and effective system is achieved [3].

The conventional routing protocols developed for fixed, cellular networks or of
Internet is not suitable aswell as optimal for themultihop networks, therefore in order
to achieve the optimal network performance especially in case of MANETwhere the
presence of mobility of nodes along with noisy links is a continuous evolving open
research issue by optimizing various factors like bandwidth, cost, energy, etc. [4].
As well as there are many conceptualizations of the new applications which require
customized routing protocol to meet their application objectives so require more
efficient and robust as well as reliable customized broadcasting and multicasting
routing protocols, especially for mobile wireless networks or in MANET [5, 6].

There exists a real experimental implementation of popular routing protocols
including (1) Adhoc On Demand Distance Vector (AODV) Routing Protocol, (2)
OLSR: Optimized Link State Routing protocol, (3) DSR: Dynamic Source Routing,
etc. The MANET working committee of IETF continuously works toward achieving
the goal of (1) constructing a stabilized route in the presence of dynamic topology
and (2) minimization of control overhead in wireless networks without affecting the
quality of potential routing behavior in wireless networks. Section 2 conducts an
in-depth critical review of the literature related to the routing protocol evolutions for
the MANET.

2 Review of Literature

This section of the paper describes the latest work in the field of reactive protocol
especially in AODV and DSR in the last four years’ time. Therefore, the initial part
of the literature shows the related work to AODV, and the later part to DSR with the
initial few archival works in wireless networks.

In the work of Woungang et al. [7], emphasis on the peer-to-peer networks to
exploit the advantages of wireless networks for high-dimensional data content deliv-
eries like multimedia contents to handle the problem of identification and retrieval of
the data in the context of lack of routing information and lookup failures. The robust
mobile chord (MR-Chord) is designed to maintain the using hash-based approach
to control the effect of node mobility to get improvised lookup service rate along
with improved consistency, delay, hop count and network load. The route discov-
ery process minimization is the major challenge in the adhoc networks because the
bandwidth limitations pose a typical bottleneck constraint on the QoS. This chal-
lenge requires a robust method of computation of correct expiry often route. Rios
[8] in their work proposes a variable timeout that applies to any adhoc routing as
well in AODV, and they claim improvised routing overhead by 8.5% minimization
and approximately more than 20% lower end-to-end delay. Handling the topology
storage overhead due to the dynamic aspect of the MANET, geographical routing
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protocol (GRP) is designed. Torrieri et al. [9] have done a comparative analysis of two
different GRP along with AODV. Using the dual method of closed-form analysis for
the path, delay, number hops, etc. is demonstrated with new metrics of interference
correlation, fading and guard zones which are considered and shown improvements
into baseline AODV. Further in the work of Alves Junior and Wille [10], an appli-
cation of MANET special case VANET utilizes a customized AODV as combining
features of live backbone with mobility for better connectivity as P-AODV. Selec-
tion of the appropriate routing protocol in many of the MANET-based applications
requires a comparative analysis of the existing protocols. Ferronato and Trentin [11]
and Biradar et al. [12] have done comparative analysis among OSLR, AODV, ZRP
and AODV and AOMDV, respectively. An extensive survey is conducted by Joshi
and Biradar [13], to review toward minimizing the routing overheads with consid-
eration of RSS in the objective function formulations. The study of the frequent
change’s topology effect on the routing behaviors and performance remains as an
open research issue as new approaches of computational intelligence like swarm
optimization and machine learning impose new dimension to the problems, one of
suchwork by Jinil Persis and Paul Robert [14], where they havemodified coreAODV
using swarm intelligence of ANT, BEE Colony, etc., and claims improvised network
performance. Such many joint studies are being started for bandwidth, energy and
other parameters optimization along with the QoS of network performance, one of
such work is being studied for routing overhead with energy by Joshi and Biradar
[15]. Next paragraphs emphasize more on the flavor of DSR another popular reactive
routing protocol for the MANET.

The poor anti-fading and slow convergence are being improvised in DSR, Meng
and Song [16] in their work propose a search algorithm using Grover’s theory for
the optimal route section and simulation shows that network lifetime is extended
as compared to conventional DSR. MANET is useful in quick deployment in case
of disasters but very challenging for optimal route discovery, in the work of Karia
and Godbole [17] ant colony optimization is used and proposes net protocol AntNet
and compared its performance with DSR and AOMDV for performance metrics
like delay, throughput, packet delivery ratio and route cost. Wang et al. [18] have
exploited the use of opportunistic approaches to propose a lightweight source routing
to minimize the overhead. Shivashankar et al. [19, 20] contributed to design energy-
efficient routing protocol. There has been hardly more contribution to this approach,
so the paper presents an energy consideration-based routing protocol design.

3 EERP System Model

The node deployment of the MANET is done randomly in the specified simulation
area of A × A, with N number of nodes adopting a default mobility model. The
MANET is represented by GG (V, E), a graph of Graphs with V as a vertex (node)
and E as an edge (radio link). The process of routing for both AODV and DSR
adopted is for without energy model and with energy model. Section 3.1 describes
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the EERP energy model with all the constituent details of the node configuration.

Manet :← Graph ofGraphs (V, E)

The descriptive energy model for EERP indicates the field to be customized in
the routing process consideration.

3.1 EERP Energy Model

The core baseline protocol of both AODV and DSR mainly focuses on the route
discovery process alongwith routemaintained as an effort of fault tolerance, whereas
the consideration of energy while these processes are not considered. In the proposed
EERPmodel, the node configuration of a wireless node/MANET node is enabled for
the energy by bringing change in the base model, where the initial energy is defined
as infinity so that no log for the energy is created as it is not considered as a constraint.
Figures 1 and 2 show both the node configuration format without and with energy
consideration, respectively.

The attributes of the energy model in a node show the energy level in a mobile
host at the beginning of the communication cycle is usually termed as initial energy.
Another important attribute related to energy includes (1) energy usage for each
packet for both transmission and receiving terms as P.Tx and P.Rx, respectively. The
initial attributes of energy are considered in Joule, and the remaining other energy
parameters are considered in Watts.

The display model of the protocol implemented in NS2—a discrete event
simulator for energy model is shown in Fig. 3 for the different scenarios.

The typical AODV and DSR follow the IETF standard for executing route discov-
ery operation and route maintenance process, and the trace route file of the process is

Fig. 1 Node configuration without energy model
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Fig. 2 Node configuration with energy model

EN-AODV-50nodes--40sources-
0_Pause_Time

EN-DSR-AODV-50nodes--
40sources-1000_Pause_Time

Fig. 3 Network communication scenario in NS2 for both AODV and DSR

retained as a log in the NS2 environment for analysis of various network performance
parameters for AODV and DSR with both energy and without energy models.

4 Result and Analysis

Figure 4 illustrates multiple graphs where Fig. 4a shows the performance graph of
packet delivery ratio (PDR), Fig. 4b displays the performance graph of normalized
routing load and Fig. 4c illustrates the performance graph of delay with respect to
pause time.
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(a) Packet Delivery Ratio Vs. 
Pause Time

(b) Normalized Routing 
Load Vs. Pause Time

(c) Delay Vs. Pause Time

Fig. 4 AODV and DSR without energy

It is found that the PDR of AODV is higher as compared to DSR, the normalized
routing load which is a measure of bandwidth or traffic is found higher for the
AODV and also the delay is more and inconsistent for AODV as compared to DSR.
Therefore, AODV outperforms comparatively to the DSR without energy model.

Figure 5 illustrates four different performance graphs; Fig. 5a illustrates the PDR
of the AODV with energy model having a higher value at different pause time as
compared to DSR. It is also observed that the DSR improvises its PDR as compared
to the non-energy model. Figure 5b shows that even in the case of energy model,
the trend of AODV normalized routing load is higher as compared to DSR, whereas
Fig. 5c illustrates that the delay is found very high and inconsistent in DSR as
compared to the AODV in energy model, so the DSR is not suggested in case of the

(a) Packet Delivery Ratio Vs.
Pause Time 

(b) Normalized Routing Load Vs.
Pause Time 

(c) Delay Vs. Pause Time (d) Average Energy Consumption Vs.
Pause Time

50 Nodes-40 Sources50 Nodes-40 Sources 50 Nodes-40 Sources

Fig. 5 AODV and DSR with energy model
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reliability-based application of MANET. The most important observation found is
that AODV takes more energy as compared to DSR.

5 Conclusion and Future Research Direction

The MANET is very promising adhoc technology-based applications to provide a
platform for both independent applications as well as joining subnet in the edges of
the internet of things or on the internet. The efforts of the routing protocol devel-
opment are challenging because of its dynamic topology. The conventional AODV
and DSR are a reactive protocol which assumes energy saving, but its code deploy-
ment focuses mainly on the route discovery process. This paper proposes a modified
AODV and DSR, namely EERP: Energy-Efficient Routing Protocol Comparative
Study of DSR and AODV for the mobile adhoc network. The modified AODV and
DSR are simulated on discrete event simulation on NS2 with energy parameters con-
sideration, and AODVperforms better comparatively as well as DSR also improvises
its performance as compared to themodel without energy. In the futuremore, specific
topology along with another network constraint consideration, the routing protocol
could be modified to have its synchronous advantages in the real-time scenarios.
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Mathematical Modeling of Mobility
Models used in IP-Based Wireless Mobile
Networks

Kushal Pokhrel, Nitul Dutta, M. K. Ghose and Hiren Kumar Deva Sarma

Abstract Wireless mobile networks (WMNs) should be tested under various real-
istic conditions including transmission range, type and pattern of data traffic and
movement pattern of the users. This paper is a review of mathematical modeling of
mobility models that cater to the movement pattern of the users in IP-based WMNs.
We describe five mobility models where movement pattern of the mobile user is esti-
mated by some probability distribution function. The aim of this paper is to present
some of mobility models based on classical theories in order to support researchers
with options to choose when their protocol or architecture needs to be studied under
various mobility patterns.

Keywords Mobility models · Mobility management protocols · IP-based wireless
mobile networks

1 Introduction

The mobility model is one of the key determinants in the accurate approximation of
the movement of a mobile node (MN) in IP-based wireless mobile networks. The
underlying mobility model essentially mimics the movement behaviors of actual
users. Some mobility models are simple but do not represent the approximately
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real user movement patterns, while others being complex provide more realistic
movement patterns. Therefore, mobility modeling is a critical tool for supporting
realistic and accurate protocol simulations of movement of users in IP-basedwireless
mobile network (WMN).

The movement ofMNs in aWMN is usually random in nature and the direction in
which the nodes move that are quite uncertain. Many literatures have been reported
over the years, for different mobility models applicable for different types of wireless
networks [1–3]. Some mobility models are purely synthetic models, while some are
trace based; at the same time, some are network based [4]. The implementation
of different mobility management protocols is very difficult as it is tricky merely
to be able to distinguish the applicability of these different models under different
network architectures. Our work deals with some existing mobility models with their
importance to evaluate protocols or architecture. Themobilitymodels are designed to
describe themovement pattern ofMNs, andhow their location, speed and acceleration
change over time. If a mobility model reasonably fails to emulate the movement
patterns of MNs in a real-time environment, then the conclusions drawn from the
simulation studiesmay bemisleading. Therefore, the choice ofmobilitymanagement
protocol is quite critical in simulation research ofWMNs. Furthermore, it is also very
vital to define a metric for the so-called degree of mobility of the MN as there are
broad ranges of mobility models used in the literature and their various parameters
and such a definition is not trivial. In this paper, we have tried to address and realize a
mathematical model of some of the mobility parameters of major interests like speed
behavior, direction change behavior, transition length, transition time and pause time.

The rest of the paper is organized as follows:
In Sect. 2, we discuss mobility models to be used in IP-based WMNs, and then

fromSects. 2.1–2.5,we shall discuss five suchmobilitymodels. Thework discussions
are provided in Sect. 3 wherein we have discussed all the mathematical models. In
Sect. 4, we present the conclusions citing the possible future extensions of the work.

2 Mobility Models

In this section, we shall provide approximate mathematical models of few mobility
models based on classical theories.We are discussing fourmobilitymodels with their
characteristics and also present how they can be used in simulation or mathematical
modeling of the mobile network-based protocols.

2.1 Fluid-Flow Mobility Model

Fluid-flow mobility model [5] describes macroscopic movements instead of individ-
ual or microscopic movements. The behavior of the generated traffic is similar to a
fluid flowing through a pipe. As a result, the fluid-flowmobilitymodel best represents
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traffic on highways and other similar situations with a constant flow ofMNs; in other
words, themodel is unable to accurately represent themovements of individualMNs.
The fluid-flow model is more suitable for users with high mobility, infrequent speed
and direction changes [6]. The average location update rate, E

[
RA(X)

]
, is given by

(1).

E
[
RA(X)

] = v̄L(K )

π S(K )
(1)

where

v be the average speed in km/h
S(K ) is the area of region A(K )

L(K ) is the perimeter of the region A(K )

A(K ) is the region which is uniformly distributed in the range (0, 2π).

2.2 Random Waypoint Model

In this mobility model [7], i.e., random waypoint (RWP) model, a node movement is
studied till its destination based on its transition length and time, spatial distribution,
direction angle and cell change rate in a system area. The RWP model is described
as a discrete-time stochastic process of movements in one-dimensional (i.e., line
segment) and two-dimensional (i.e., rectangle or circle).

The probability density function of the transition length LR of a MN moving
according to the RWP model on a disk of radius a is given by

flR(lR) = 4

πa2

⎡

⎣Cos−1

(
1

2a

)
− 1

2a

√

1 −
(

l

2a

)2
⎤

⎦ (2)

Now assuming the pause time T p at the waypoints is exponentially distributed,
with the arrival rate of λR the pdf of pause time T p can be modeled as

fTp
(
tp

) = λRe
−λtp if tp ≥ 0 and 0 otherwise (3)

In a RWP model, the MN is assumed to be moving with a constant speed V from
one waypoint to the other. Therefore, the transition time can be modeled as

TR = L

V
(4)

The total process time may be modeled as

TRWP = TR + Tp (5)
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The direction that the MN adopts from a given waypoint within the circular disk
of radius a is the function of the angle θRε(0 < θR < 2π) which is assumed to be
uniformly distributed. The pdf of the direction from the waypoints can be modeled
as in (8)

fθR(θR) = L

2π
(6)

for (0 ≤ θR ≤ 2π) and 0 otherwise.

In RWP model, the change in direction of a MN depends upon the speed of the
MN and the shape of the system area. For a given area, the frequency of direction
change by the mobile node is directly proportional to the speed of the MN. Thus,
the time between two successive direction changes may also be determined by (7).
Additionally, we can write

E{T } = E{TRWP} = E{TR} + E
{
Tp

}
(7)

where E{T } represents the average time between each direction change. Alternately,
the direction change frequency is given by 1

E{T }unit/s.
Our first aim is to analyze how many cell boundaries a node crosses on average

during one movement transition. The corresponding random variable is denoted by
C. By denoting ci as the outcome of this random variable in transition i, we can write

E{C} = lim
m→∞

1

m

m∑

i=1

ci (8)

The expected number of cell changes per unit time is the sum of all cell changes for
a given time. We write:

E{Ct} = lim
m→∞

∑m
i Ci∑m
i Ti

= E{C}
E{T } . (9)

2.3 The Gauss–Markov Mobility Model

In this mobility model, the instantaneous value of speed (s) and direction (d) of the
MN at the nth instant is calculated based upon the value of speed and direction at
the (n − 1)th instant and a random variable using the following equations:

sn = αsn−1 + (1 − α)s̄ +
√(

1 − α2
)
sxn−1 (10)
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dn = αdn−1 + (1 − α)d̄ +
√(

1 − α2
)
dxn−1 (11)

where sn and dn are the new speed and direction of the mobile user at time interval
n. α, (0 ≤ α ≤ 1), is the tuning parameter used to vary the randomness; s and d
representing the mean value of speed and direction and constants. sxn−1 and dxn−1 are
random variables from a Gaussian distribution. A total random values (or Brownian
motion) are obtained by setting α = 0, and linear motion is obtained by setting
α = 1 as reported in [8]. Intermediate levels of randomness are obtained by varying
the value ofα between 0 and 1. Themean speed of theMN inGauss–Markovmobility
model is given by

sin =
∑

n

sn
n

(12)

The average distance traveled by MN in nth transition from origin is given by

din =
∑

n

√
(yn − yi )

2 + (xn − xi )
2

n
(13)

Therefore, the mean cell change rate for Gauss–Markov mobility model may be
expressed as the sum of all arrival rates into different cells [9] expressed as follows:

CCRGMM =
n∑

j=1

sin
din

(14)

2.4 The Brownian Motion Mobility Model

The Brownian motion mobility model is based on Einstein’s classical theory of
Brownian motion explained in [10]. According to this theory, the probability of n
discrete observations in duration �tB can be given expressed as:

P(X(tB) = n) = Pn(tB) =
(
e−λBλn

B

n!
)

(15)

where λB is the average arrival rate of MN, and X(tb) is a stochastic process which
expresses the number of observations in time tb.

Now let Xi (tB) for i = 1, 2, 3, . . . NB, be independent Poisson processes with
average arrival rate λB as described above. Let YN (tB) be another stochastic process
defined by
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YNB(tB) =
NB∑

i=1

Xi (tB) − λB�tB√
λBNB

(16)

The total transition time may be modeled as follows:

TB = n�tB +
N∑

n=1

{
W

(
tBn

) − W
(
tBn−1

)}; tBN ∈ τ (17)

Considering a circular area of radius a and assuming the mean transition length as
lB = a using the same argument as before, the transition length (total displacement
of MN) between the pointsW (0) = 0 (origin) toW (C), within the circular area may
be modeled as.

LB = a
√
x2 + y2; 0 < LB < 2a (18)

where (x, y) are the coordinate axes of the point aW (tB); at tB = C; C ∈ τ .
The speed ofMNduring transitionmay be assumed to follow a normal distribution

which can be modeled as follows:

fVB(vB) =
LB
TB∫

0

1√
2πσ 2

e
− (vBTB−LB)2

2T 2Bσ2 dvB (19)

where the mean has been assumed to be μ = LB
TB

and σ is the standard deviation.
The cell change rate handover rate in a circular area of radius a can be thought as the
fraction of the total mean epoch displacement and the total transition time expressed
as:

CCRB =
∫ a
0 LB(t)dt

2aTB
(20)

2.5 Markovian Waypoint Mobility Model (MWP)

In this mobility model, theMN is thought to move along a straight line segment from
the current waypoint (xi , yi ) to the next (xi+1, yi+1) [11]. The waypoint coordinates
(x0, y0); (x0, y1) . . . constitute a Markov chain inside a circular area with radius
a satisfying the equation x2 + y2 = a2 with transition probability density matrix
px,y . The waypoints given by coordinates (xi+1, yi+1) can be found out using the
probability density matrix px,y and the previous waypoints coordinates (xi , yi ), the
conditional pdf of the same may be modeled as:
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P(Xi+1,Yi+1) =

√
a2−y2∫

0

dx

√
a2−x2∫

0

px,y P(Xi ,Yi )dy (21)

where the transition probability matrix px,y is having the following properties:
The transition length LM may be modeled as

LM =
√

(xi+1 − xi )
2 + (yi+1 − yi )2; 0 < LM < 2a (22)

Assuming the number of instants NM, the MN takes pause during the transition
to be a discrete Poisson distribution with mean λNM, the pmf of the function for the
number of pauses taken can be given as follows:

fNM

(
n, λNM

) =
∞∑

n=0

(
e−λN λn

NM

n!

)

; n = 1, 2, 3, 4 . . . (23)

Now assuming the pause times T t during transitions are exponentially distributed,
with the arrival rate of λP the pdf of pause time T t can be modeled as follows:

fTt(tt) = λPe
−λtt if tt ≥ 0 and 0 otherwise (24)

The direction that the MN adopts from a given waypoint within the circular disk
of radius a is the function of the angle θM ∈ (0 < θM < 2π) which is assumed to be
uniformly distributed. The pdf of the direction from the waypoints can be modeled
as follows:

fθM(θM) = LM

2π
for (0 ≤ θM ≤ 2π) and 0 otherwise (25)

The speed ofMNduring transitionmay be assumed to follow a normal distribution
which can be modeled as follows:

fVM(vM) =
LM

TtNM∫

0

1√
2πσ 2

e
− LM

4Ttσ2NM dvM (26)

where the mean has been assumed to be μ = LM
2TtNM

and σ is the standard deviation.
The total process time in a MWP model may thus be modeled as follows:

TMWP = NMTt + Tp (27)

The cell change rate for Markovian mobility model may be expressed in the same
way as for Brownian mobility model as follows:
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CCRMWP =
∑

i LMi

2aTMWP
(28)

3 Discussions

It is very much evident from earlier deliberations that mobility management is a key
metric to evaluate the performance of WMNs. As it is vital that the mobility model
used should be able to approximately emulate the movement pattern of MNs in a
real IP-basedWMN. In this regard, we have provided the much neededmathematical
analysis for five different mobility models in a single platform, namely fluid flow,
random waypoint, Gauss–Markov, Markovian and Brownian. We have also derived
the equations for the “degree of mobility” alias the cell change rate for all the above
mobility models in the expressions cited in (1), (9), (14), (20) and (28).

4 Conclusion

In this paper, five mobility models and their characteristics are discussed to enable
researchers with the idea to select a suitable mobility model to test the performance
of the protocol or architecture designed for mobile IP-based network. Though we
target the IP-basedmobile network here, thesemodels are equally important for other
wireless networks where users are mobile.

Fluid-flow mobility model rather describes macroscopic movements instead of
microscopic movements. The behavior of the generated traffic is similar to a fluid
flowing through a pipe, and hence, this mobility model may be applicable to estimate
themovement patterns ofMNs in a highway scenario. The randomwaypointmobility
model is flexible, and it appears to create realisticmobility patterns for theway people
might move in. It is suitable to model a scenario of a conference room or small office
premises where users are pedestrian. The Gauss–Markov mobility model provides
movement patterns that one might expect in the real world, provided appropriate
parameters are chosen. The method can be used to force users to go away from the
boundary of the system area during simulation which may avoid undesired edge
effects. The Brownian mobility model follows a very random movement of the MNs
specially envisaged in terms of high gathering of people. The Markovian waypoint
mobility model caters to the movement of a MN in straight lines in a confined cell.
The essence of this mobility model lies in the fact that the subsequent movement
patterns are memoryless in nature.

Therefore, we conclude by stating that the expressions derived in our work give
a comprehensive mathematical analysis of the critical mobility models that may be
implemented variousWMNs. The future extensions of theworkmay be to implement
the expressions derived to generate mobility pattern results by simulation.
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A Game Theory-Based Framework
for Reliable and Energy-Efficient Data
Delivery in Cognitive Radio Wireless
Sensor Network

Prativa Rai, M. K. Ghose and Hiren Kumar Deva Sarma

Abstract Depending on application type, cognitive radio wireless sensor network
(CRWSN) needs energy-efficient data delivery mechanism that can ensure certain
level of reliability. Game theory may be exploited for designing network protocols
with different objectives. In this work, a game theory-based framework has been
developed that can be used for energy-efficient and reliable data delivery in CRWSN.
For this purpose, game theory-based channel allocation and routing protocols for
CRWSN shall be developed, in the future. Implementation plan of the proposed
framework has been outlined.

Keywords Wireless sensor network · Cognitive radio · Cognitive radio wireless
sensor network · Spectrum holes · Channel assignment · Routing

1 Introduction

All the wireless applications use radio spectrum for communication which is a natu-
ral resource and has become very scarce due to the growth of wireless applications.
To use the radio spectrum, the government auctions the frequency bands and grants
licenses in a long-termbasis. The companywhich gets the licensed over the frequency
bands is called licensed users or primary users (PU). Due to the growth of wireless
applications, the request for spectrum allocation has increased exponentially. How-
ever, the utilization of the licensed spectrum is quite low and uneven, leading to a
waste of valuable frequency resources, as per the studies of Federal Communication
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(a) Frequency usage by PU & Spectrum Holes (b) Use of Spectrum Holes by SUs

Fig. 1 a Frequency usage by PU and spectrum holes. b Use of spectrum holes by SUs

Commission (FCC) [1]. The frequency bands owned by PU’s which are underuti-
lized are known as spectrum holes or white spaces as shown in Fig. 1a. On the
other hand, the existing unlicensed spectrum mainly the industrial–scientific–medi-
cal (ISM) band has become overcrowded with different applications such asWiMax,
Bluetooth, Wi-Fi, etc. Therefore, adding more applications in this band is purpose-
less. One solution to improve spectrum utilization is to allow unlicensed users to
access the spectrum holes opportunistically. These unlicensed users are also called
secondary users (SUs) which will utilize the unoccupied frequency band of the PU’s.
This concept is depicted in Fig. 1b. Therefore, the concept of cognitive radio (CR)
is a potential technique for efficient utilization of spectrum resource.

A CR comes across as a smart wireless communication solution that is not only
sensitive of its neighboring vicinity (self-awareness), but also has the capability
to adapt its vital attributes (self-configuring) according to the environment. This
essence of CR enables it to attain a reliability and proficiency [2]. In the literature,
CR has been defined as a radio that is capable of offering reliable, spectrally efficient
communication solution that adapts its internal parameters as per the changes in its
deployed environment [3]. The CR-enabled SUs are spectrally efficient users which
have the capability of using licensed bands without causing any interference to PUs.
The overall spectral efficiency of the network thus increases with adoption of CR.

A wireless sensor network (WSN) comprises of numerous sensor nodes which
are spatially distant and at the same time, resource constrained. They are used to
sense any given environment-related real-time data. Each node in WSN senses its
surroundings and links the captured data to the base station (BS). The BS after
processing the captured data transmits the data for further processing by the user.
TheWSN’s that have been deployed so far use the unlicensed band (ISMband)which
is already over crowed leading to unfavorable power losses to the sensors thereby
making then inefficient. There has been a significant development in both hardware
and software aspects to enhance the overall performance of the WSNs but still lot of
challenges remain open.

Recent studies in [4–7] have introduced CR technology to be incorporated in
WSN to overcome the shortcomings of the traditional WSNs. CR permits the use of
unutilized licensed frequency bands which converged with WSN enables WSN to
be more reliable and energy efficient [8].
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Cognitive radio wireless sensor networks (CRWSNs) are special type of wireless
sensor networks inwhich the sensors areCR-enabled, i.e. the sensor nodes are capable
of self-configuring incase of any changes in the surrounding environment [8]. Each
node in CRWSN not only sends or receives data but also senses the spectrum to find
spectrum holes.

A cognitive radio wireless censor network (CRWSN) may be defined as a dis-
tributed network of wireless CR-enabled sensor nodes that can sense event sig-
nals and transmit the sensed data in collaboration with the neighboring CRWSN
nodes, in a dynamic manner in order to suit any specific application. The inter-
communication between the CR-enabled sensor nodes and the corresponding base
station in a CRWSN is carried out over the vacant spectrum bands in a multi-hop
manner.

The nodes of CRWSN are different from the traditional WSN nodes, basically
with the presence of the RF unit. The CR node chooses the most suitable channel
among the sensed idle channels and also releases the channel in the event of a PU
claiming access to the channel at any point of time. CRWSN leads to increase in
spectrum utilization, increase network efficiency, and extend the lifetime of WSNs
thus fulfilling end-to-end goal [4]. Figure 2 presents the architecture of CRWSNs.

With the introduction of CR functionality inWSN, CRWSN operates and behaves
differently from the traditional WSN. The differences are summarized based on
several factors in Table 1.

Fig. 2 CRWSN architecture Akan et al. [4]
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Table 1 Difference between
WSN and CRWSN

Parameters CRWSN WSN

Frequency band
used

Licensed and ISM
bands

ISM bands

Communication
depends on

PUs Not applicable

Energy
consumption

Low High

Accuracy High Low

End-to-end delay Low High

Protocol intricacy High Low

Network overhead High Low

Suitable in Overloaded ISM
band

Normal load ISM
band

Utilization of
spectrum holes

Yes No

Multi-channel Required Possible

Game theory (GT) is a mathematical tool used for studying the conflicting behav-
ior among different individual [9]. Numerous concepts of GT are now available in the
literatures such as extensive-form games, repeated games, Shapley value, and evolu-
tionary game theory [10]. The concept of GT has beenwidely used in diverse subjects
like computer science, social sciences, political science, biological science, engi-
neering, international relations or fields that require analyzing the conflicts between
individuals or entities.

Every game is defined by three components: players, strategies, and the pay-
off/utility function. The players are the ones who are contending in the game. The
strategies are the different moves each player can take with the aim to win the game.
The payoff or utility function is the profit each players gains by playing its strategy.

In this paper, effort has been made to apply the GT approach in designing a
framework for energy-efficient and reliable data delivery in CRWSN. Different areas
in which GT approach has been applied are reviewed first. Then, on the basis of the
findings, a framework for reliable and energy-efficient data delivery in CRWSN has
been proposed.

The paper is organized as follows. Section 2 presents review of the existing
work, followed by Sect. 3, in which the proposed framework for reliable and
energy-efficient data delivery in CRWSN has been proposed. Section 4 outlines
the implementation plan. The paper is concluded in Sect. 5.



A Game Theory-Based Framework for Reliable and Energy … 35

2 Related Work

The concept of GT has been applied in WSN [11–17], where extensive surveys have
been carried out in order to enlist the various taxonomies of existing approaches
highlighting the open and future challenges. Various types of GT approaches have
been demonstrated in numerous types of WSNs. The research work incorporating
different GT techniques in CRWSN can be classified into following board categories:

(i) Spectrum decision and spectrum sharing leading to channel allocation,
(ii) Designing clustering algorithms,
(iii) Designing routing algorithms.

In that context, an energy-efficient spectrum decision scheme for CRWSN has
been presented in [18]. The work mainly focuses in spectrum selection process
from the list of available licensed channels. It uses signal-to-noise ratio (SNR) as a
parameter to generate the list of available licensed channels. Two algorithms have
been proposed for selection of spectrum, namely random selection and game theory-
based selection. In random selection, the channels are selected randomly and in case
of game theory-based selection, a mixed strategy game is formulated. The payoff
for the game is calculated as a function of channel holding time. The protocol is
basically designed for environmental monitoring applications. Through the simula-
tion results, author claims to have elongated the lifetime of the CRWSN, using both
the algorithms. Also the game-based algorithm performs slightly better than random
algorithm.

An auction-based GT approach has been used for heterogeneous WSN [19]. This
method utilizes Stackelberg game technique to perform spectrum sharing. In this
approach, the base station (BS) gathers the PU’s spectrum details and auctions these
frequency bands to the actor nodes which are then further disseminated among the
contending nodes. The experimental results show that the bandwidth that has been
purchased by actor nodes deployed in the heterogeneous network: (a) increases with
the increase in the node distribution density and (b) is proportional to the distance
between BS and the actor nodes. These results show that the reduction in interference
enables the actor node to offload additional nodes for the licensed network. This hap-
pens at the cost of additional bandwidth consumed. The proposed scheme has been
shown to outperform the available Stackelberg game-based approach for the static
scheme, by achieving considerable increase the victim nodes’ data rate. However,
the scheme is not able to achieve a significant increase in the overall throughput,
in comparison to that with the non-CR mechanism. The mechanism of spectrum
sharing assumes uniform distribution of nodes in the underlying network.

A framework for jointlymodeling spectrum sensing and sharing using cooperative
game technique has been proposed in [20]. It uses Vickrey–Clarke–Groves (VCG)
auction for allocating channel to SUs. There is a fusion center that manages the
sensing and access policy for SU. The framework focuses on fairness, stability, and
cooperation among the SUbut energy consumption is not consideredwhile designing
the game.
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An opportunistic channel assignment technique for cognitive nodes (CN) using
GT approach has been proposed in [21]. A repeated gamemodel called win-shift lose
randomize (WSLR) strategy has been proposed. This approach maximizes the total
network payoff and also ensures fairness to the cognitive nodes. The PU statistics
is assumed to be known to all CN and work under limited memory and imperfect
observations.

A work on reducing energy consumption in CRWSN using GT is given in [22]. It
leverages on the capability of changing transmission parameters based on the sensed
environment. The game is modeled as non-zero sum game. All SUs and PUs are
the players as it focuses on improving energy consumption. The payoff function is
derived as a function of energy, consumed with a change in communication channel.
The simulation results show that using GT approach, the energy consumption is
reduced by 30%.

The research work in CRWSN involving GT approach is still in a budding phase.
Most of thework found in literature focuses on spectrum sharing usingGT techniques
in CRN.

3 Proposed Framework

CRWSNs are still in infancy stage and lot of research works are being carried out in
this area. In this paper, we propose a framework to show how GT can be used with
CRWSN to reduce energy consumption and to improve reliability in data delivery.
The proposed framework is shown in Fig. 3.

The first step is spectrum sensing, where all the unused licensed channels are
sensed and based on some parameters like SNR, a list of available licensed channels
is generated. Once the list of available channels is known, a game is designed to
allocate the channels to the contending SUs. The channel allocation game is defined
as:

Game G = {I, S, u} where

• Player set I: Players are all the nodes in CRWSN. Generally, the SUs are the
players.
I = {1, 2, . . . , N } where N-no. of nodes.

• Action space S: contains all the actions of players

S = {s1, s2, · · · , sl}
si−action of node i

s−i−action of other nodes except i

• Utility Function u: for every node i, the utility function is denoted by ui (s).

The action or strategy of the SU can be framed depending on any one or more of
the following objectives:
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Fig. 3 Proposed framework

– To change the channel or not to change,
– Requiring some sensing order pattern,
– To keep the interference level below some threshold.

Similarly, the payoff or utility can be formulated as a function of any one or more
of the following:

– Energy expenses associated with changing or not changing the channel,
– Probability of PU being present in the channel,
– Interference level,
– Residual energy.

Here, channel allocation as well as routing protocols are game theory based.

4 Implementation Plan

The proposed framework can be implemented after design and performing rigorous
test of the channel allocation and routing protocols. In order to test the performance
of the channel allocation and the routing protocol, a test plan has been prepared.
Using the developed mathematical framework and set of mathematical expressions,
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the proposed channel allocation and routing protocols are to be simulated usingMAT-
LAB. Various performance evaluation parameters considered as mentioned below:
energy efficiency, throughput, spectrum utilization, reliability, and network lifetime.

5 Conclusion

In this paper, a game theory-based framework for reliable and energy-efficient data
delivery in cognitive radio wireless sensor network has been proposed. In the pro-
posed framework, the channel allocation and routing protocols are suggested to be
based on the principles of game theory. Detailed designing of the protocols and
implementation work have been undertaken by the group.
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Routing Techniques in Internet
of Things: A Review

Amlan Jyoti Dey and Hiren Kumar Deva Sarma

Abstract In recent time, Internet of Things (IoT) is one of the most popular subjects
in various fields of development be it in academia or in industry. Machine learning
can help in deriving knowledge fromwithin the data available frommillions of inter-
connected machines or devices. IoT networks are self-organized and decentralized,
and such networks experience dynamic changes in their topology and node posi-
tion. Hence, routing plays a very important role when data packets are transmitted
between objects or things. Successful delivery of the data packets is to be ensured.
Several nodes in IoT environment may undergo constant movements which result
into breaking of interconnections between the devices. The change of topology that
too frequently, is unavoidable in IoT networks. Routing of the data packets with effi-
ciency and reliability is a great challenge that needs urgent attention. There has been
effort in devisingmachine learning-based routing techniques for IoT environment. In
this article, a survey on different routing techniques developed for IoT environment
has been presented. Future research directions in the field of IoT have been outlined.

Keywords Internet of Things ·Machine learning · Routing protocol · Topology

1 Introduction

The usage of Internet is spreading day by day to every spheres of human life
starting from Internet surfing, electronic mails, playing games, research, electronic
news, shopping, etc., to the most talked about concept inn recent time, Internet of
Things (IoT). With the maturity of Internet, this new concept has emerged which
has been known popularly as IoT (Internet of Things). So far, the available literature
is concerned [1–3], the term “Internet of Things” has been proposed by Mr. Kavin
Ashton.
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In a nutshell, IoT is the concept of connecting any device to the Internet. IoT
also enables connecting any device to other connected devices. Thus, IoT leads to a
huge network of connected things and people. Such a network collect and share data
and also enables users to use these data for other purposes, as desired by the user.
Therefore, huge data is available in IoT environment.

Devices and objects those are connected to Internet of Things networks have
sensors built-in it, and the IoT platform integrates data across different devices. Data
analytics techniques are applied to such data to discover the necessary information
out of it. Finally, such information is shared with the applications which are designed
to solve some specific problems or to address some particular needs.

Main objectives of Internet of Things ecosystem are summarized as mentioned
below.

(i) IoT is to develop highly interconnected engineering system. Here, different
devices equipped with necessary sensors are the main users.

(ii) IoT-based systems are expected to be intelligent enough to work for the
sophistication of human lives.

(iii) IoT-based systems are also expected to improve the interrelationship between
the humans and the living environment of human beings.

As per Forbes [4], the global market of Internet of Things-based systems will
grow from $157 billion to $457 billion during 2016 to 2020. Industries from various
sectors like manufacturing, logistics, and transportation are going to be the major
players for the investments in this IoT market.

The following block diagram in Fig. 1 represents interlinks among various entities
constituting IoT system.

The following are some of the real-life applications/deployment scenarios of IoT.

(a) Smart home technology

Home automation essentially offers homeowners all types of security and comfort
along with convenience. Moreover, due to home automation, various devices or

Fig. 1 Block diagram
representing IoT system Applications

Gateways

Processors

Sensors
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systems consuming energy in a house shall efficiently utilize energy, due to proper
control of these smart devices. Many organizations are working on this to build
systems to make this dream a reality. As per [5], the funding in the line of home
automation has already crossed $3 billion.

(b) Smart car

Another popular application of IoT is smart car [6]. Smart cars are expected to be
driverless and such cars are equipped enough with technologies to drive itself to a
defined destination. Smart cars are equipped with different devices and technologies
such as sensors, cloud architecture, and Internet. The smart cars need to use huge
volume of data related to traffic, pedestrians, various road conditions such speed
breakers, potholes, corners, and sharp turns. Integrated processors process these data
in real time. Various controllers or controlling units of the car use these outcomes
of the processors and take different decisions for driving accordingly. The principles
of subjects like artificial intelligence and machine learning shall have great role in
making the dream of smart car a reality. Companies like Tesla, Volvo, BMW, Uber
and Google are developing technologies for smart car.

(c) Amazon Go

Amazon has introduced the concept of IoT in retail stores where there will not be
any cashier or cash counter [7]. Using sensors, onlinewallets and the customer’s bank
account, computers and machines will enable shopping experience for customers.

(d) Smart City

Cities are growing very rapidly and this growth is becoming a major challenge for
the people who live in the cities in terms of healthy living and safety environment.
According to Gartner [8], by 2050, it is expected that approximately 70% of the
world’s population shall be migrated towards the cities and live in cities. To accom-
modate this new demand on cities, IoT-based smart city concept shall play a very
important role. While working for smart city concept, Nokia has launched “IoT for
Smart Cities”. It may be possible to deliver and manage various smart city services
by such a framework. This framework is modular and scalable however integrated
[9, 10].

As it is already mentioned that IoT is a networked environment, it is straightfor-
ward that various network protocols are to be designed and implemented in order
to make IoT a reality. Similarly, network layer protocols shall play a very impor-
tant role in routing of data packets meeting the design objectives. There have been
different routing protocols already developed for IoT environment. In this article,
various routing protocols applicable on IoT environment that have been designed
using machine learning concepts, are discussed. Rests of the article are organized as
mentioned below. Section 2 highlights importance of routing in Internet of Things,
along with applicability of machine learning concepts in routing. Section 3 outlines
various challenges faced in designing routing protocols for IoT, followed by Sect. 4,
in which a survey of various machine learning-based routing protocols has been pre-
sented. Section 5 highlights various open issues related to routing in IoT. The article
is concluded in Sect. 6.
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2 Importance of Routing in IoT

Routing plays a vital role in IoT-networked environment. Routing protocols specify
how the devices in the network communicate with each other in the network. Control
information also known as control packets is circulated to select the best routes
between any two nodes among multiple routes. Routing protocols determine the
route for data packets to traverse in order to get delivered at the destination node
(also known as sink) originating at a source node. Based on the algorithms used
in routing, it decides the best path between the source and the destination node.
Different researchers have suggested different algorithms and protocols in order to
increase the network lifetime. Thus, energy efficiency is an objective sometimes in
routing.

Machine learning concepts can also be implemented in IoT especially to improve
the efficiency of routing. Machine learning (ML) is another important component of
artificial intelligence (AI). ML enables devices to learn automatically and improve
its performance from experience that too without being programmed explicitly.

Recently, machine learning techniques have been found being used extensively
for varieties of computing tasks. These techniques for classification, regression, and
density estimation are applied in different application areas such as bioinformatics,
medical image processing, speech processing, network security, computer vision,
cyber security and cyber forensic, and computer networks. The concepts behind the
algorithms and techniques are derived from various fields that include mathematics,
statistics, bio-science, and computing science.

3 Challenges in Routing in IoT

Internet of Things is a typical environment in which routing is a challenging task for
various factors. Some of those factors are enlisted below.

Devices: Devices in the IoT environment may be of similar nature or of heteroge-
neous nature. Thus, heterogeneity present in the devices leads to a complex situation
when interoperability is an issue.

Manufactures: The manufacturers of the devices used in IoT ecosystem may be
the same one or different which may create differences, and it leads to a complex
situation, while data transfer among the devices is a concern.

Network: The source node wherefrom that data gets generated and the destination
node for which the data are destined may exist on the same or different networks.
Thus, transferring data as well as control packets across the networks is again a
challenge.

Connectivity: The connectivity between any two devices in the IoT network may
or may not be stable. This depends on the network and the environment. Efficient
transfer of data in the presence of faults in the networks is a challenge.
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Resources: Insufficient resources namely available bandwidth, processing and
storage capability of the devices, and battery power of the devices make routing a
challenging task.

Cooperation: Cooperation among the devices in data relaying is desired, how-
ever, to achieve this has been a challenging task. Devices may be non-cooperative
mainly due to the constraints regarding availability of resources. Smooth operation
considering such facts is a challenge.

Communication process: Communication process, i.e., single-hop or multi-hop,
in routing is again a challenge considering dynamic IoT environment.

Network topology: Network topology is frequently changing and this is due
to mobile devices and other resource constraints like battery power/energy in the
devices, pose challenges in routing in IoT environment.

Communication range: Variety of communication ranges are available among
different devices which are manufactured by different vendors. This fact leads to a
complex situation while considering connectivity between the devices.

Harsh environmental conditions: Heavy rain, storm, high temperature, etc., are
some harsh environmental conditions which may lead to the malfunctioning of the
IoT devices. This may lead eventually towards network failure.

D2D addressing mechanisms: Unavailability of a universally acceptable and
unique addressingmechanism for the IoT devices is a challenge. If this gap is bridged
that Device to Device (D2D) communication shall become easier.

4 Survey on Some Existing Routing Protocols of IoT

In this section, various routing protocols developed for Internet of Things (IoT) have
been discussed. These are as mentioned below.

A. Naive Routing

The idea deployed in naive routing [11] is widely accepted. Each node can over-
hear its neighbours within its range. The source node sends through the network with
route request packets called as beacons. Accordingly, destination nodes respond with
a route reply message to the beacon and communication link is established between
these nodes. Beaconing is typically utilized for various purposes such as location
tracking, discovering routes to destinations and tracking neighbours through keep-
alive requests. Beacon interval is an important factor that can affect the performance
of the route discovery process. A too small beacon interval may generate a huge
number of beacons. On the other hand, a larger beacon interval may incur a lesser
number of generated beacons. The routing protocols such as DSR [12], DSDV [13]
and AODV [14] fall under this category. However, this flooding causes overhead in
the network. By using steady-state transition probability, we can derive the power
consumption for each node. Such a probability may give a clear picture about the
individual node behaviour and the overall network behaviour.
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B. Hierarchical Routing

Clusters of nodes are used in hierarchical routing. Different nodes form clusters
as per different clustering algorithms. Polling may be used for clustering purpose.
The cluster head administers the communications on behalf of the members of the
cluster. Cluster head helps in achieving Group mobility by following some metric to
devise the mobility pattern of the nodes in the cluster [15–18].

C. Query-based Routing

The principle of query-based routing is data dissemination within the network. A
querying node can fetch data from any node in the network. Common examples are
SPIN [16–19] and Directed Diffusion [20–23].

D. Multipath routing

The multi-path routing protocols intends to use alternate paths towards every
destination. This results in distribution of the cost of forwarding packets amongmore
nodes. Such an approach save energy consumption of individual nodes [16–19].

E. Probabilistic routing

Decision regarding routing is based on a probability value. Earlier this value was
computed by a technique called gossiping. Data packets are flooded into the network
like a rumour with a probability p. Unlike other flooding mechanisms, these packets
are forwarded only once thus reducing traffic overhead. A highly structured approach
is to refer the prior history of packet delivery and mobility pattern, based on this we
can decide which nodes can form a route to the destination [17, 18].

F. On-Demand Distance Vector (AODV)

AODV computes path on demand. It is a reactive protocol. The single path dis-
covered is loop-free. The source may discover multiple paths but finally, keeps the
best path by discarding remaining paths. Any interruption in the route leads to packet
drop as there is no alternate paths available. Overall packet delivery ratio is less due
to such packet drops. If a route fails, a new path needs to be discovered beginning
the entire process from and therefore, AODV consumes more network resources and
gives rise to extra overhead [14].

G. On-Demand Multipath Distance Vector (AOMDV)

On-Demand Multipath Distance Vector (AOMDV) discovers multiple paths
between a pair of source and destination. It reduces network overhead under high
network dynamics. Discovered multiple paths are loop free and also disjoint. Effi-
cient delivery of data and fault tolerance are the benefits of this protocol. In the
event of failure during routing, alternate path may be chosen from within the pool
of discovered paths. If no alternate path is available then a route error message is
produced. When a paths is chosen with a large number of intermediate hops, then
probability for the occurrence of fading is high [24].
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H. RPL

RPL [25] is based on IPv6 technology. It is a link independent routing proto-
col. RPL builds a robust topology over loose links. This routing protocol achieves
multipoint-to-point, point-to-multipoint and point-to-point communication for dif-
ferent types of complex traffic models. RPL core is represented by a Destination
Oriented Directed Acyclic Graph (DODAG), which is a directed acyclic graph with
a single root. Each node knows its parent but has no knowledge about its related
children. RPL maintains at least one path for each node to the root node. This path is
generally through a preferred parent. RPL strives for faster path establishment and
overall improvement in network performance.

5 Open Issues Related to Routing in IoT

Communication technology has achieved tremendous advancements. Social net-
works are latest additions to Internet like platforms. Considering these facts it is
expected that a new generation of Internet (also called as future Internet) may appear
in the years to come. There are several issues to be resolved in order to have IoT
systems in place as expected. These challenges and open issues are to be addressed
by the research community. It is also expected that existing architecture of Internet
may require some reforms.

Some open issues in IoT are mentioned below.

Security Security provisioning in IoT is going to be difficult alongwith the increased
level of automation of the devices. And such types of automations are creating new
security issues. Cyber security has a great challenge today and having a defence
mechanism against this is still an open issue.

Data management As the communications between the devices are being carried
out, huge amount of data are getting generated every day between the devices. A
large amount of data are to be transferred from one node to another. We need to
ensure whether the intended data are being transported or not. Data management
techniques are going to play a very important role in IoT.

Storage management As there are generations of a huge amount of data by the
devices, subsequently data storage is a challenge. When multimedia data are con-
sidered the storage requirements are even more. Storing such data in the system and
then accessing those efficiently are two big issues.

Server technologies Alongwith the growth in the number of devices in the network,
overall number of requests and responses of the devices also increase.Managing such
huge number of messages obviously depends also on the server technology, where
the interfaces for communication are being run. It is expected that response of the
server shall be quick against the request of any device in the network. No delay for
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presenting the response to the client is expected. So, sever technologies should be
fully upgraded to the environment. And this is an ever-changing requirement.

Insecure authentication/authorization Authentication essentially means issuing
right or permission for a user to access the information. Similarly, authorization
means issuing right or permission to the user to edit or change the data. Ensuring
security in these aspects, e.g., authentication and authorization, is an open issue since
the IoT is again an open environment indicating that communication happens over
insecure channels.

Interoperability As there are large numbers of heterogeneous devices operating in
different platforms or technologies in the entire IoT environment, the devices should
be effectively handled. So, there is a need for having a universally acceptable mech-
anism for interoperation of the underlying technologies. End-to-end interoperability
is an open issue in IoT.

Mobility Mobility of IoT devices is a challenge for implementing IoT systems. In
IoT-based systems, communication needs to be established with mobile users and
services should be continuous without any interruption even when the devices are in
move. Mobility of the devices may lead towards intermittent communication links.
There may be interruption when information transfers from one gateway to another.
Successful communication can be achieved by caching and proper channelization
of the services, which allow applications to access data even when resources are
temporarily unavailable. Ensuring successful communication in a mobile and so
dynamic environment is an open issue.

Energy Energy is a limited resource for the devices in the IoT environment. Thus,
ensuring successful communication between the devices in IoT environment in an
energy-efficient manner is an open issue.

6 Conclusion

Internet of Things (IoT) has emerged as one of themost popular technologies in recent
time. There are several aspects in which researchers need to focus in order to have
correct implementation of IoT technology. These aspects cover a wide range starting
from the development of efficient algorithms for different layers of the protocol
stack to ensuring security to the users. In this article, importance of routing in IoT
environment has been discussed. Several routing approaches have been outlined.
Energy efficiency is one of the key concerns in IoT ecosystem. Therefore, energy-
efficient routing in IoT is an important issue.Different open issues in IoT environment
have been enlisted which also provides future directions for research in this field.
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Cloud Detection and Cloud Removal
of Satellite Image—A Case Study

Sanju Das, Purnendu Das and Bishwa Ranjan Roy

Abstract The book contributes to the subject area of remote sensing andGeographic
Information System. It is focused on the study and analysis of automated cloud
detection and removal of satellite imagery using the selection of thresholds value for
various spectral tests in the perspective of RSGIS (Ramya, KarthiPrem, Nithyasri
in IJIACS 3(2), [1], Rafael, Richard in Digital image processing. Prentice Hall,
[2]). A significant obstacle of extracting information using satellite imagery is the
presence of clouds. Removing these portions of image and then filling in the missing
data is an important image-editing task. Traditionally, the objective is to cut the
cloudy portions out from the frame and fill in the gaps with clear patches from
similar images taken at different time. Remote sensing is providing opportunities
in various branches of environmental research. The fields of application for multi-
spectral remote sensing instruments in earth observation are monitoring the forests,
oceans or urban areas over agricultural applications to the extent of natural resources.
A significant prerequisite for analysis of earth observation data is the information
that is free from external influences and disturbances. One possible cause of data loss
is cloud cover of satellite imagery. Cloud cover is recognized as a significant loss
of data and information quality by many scientific studies. The existence of cloud
cover is the loss of meaningful data and information because they are a considerable
source of uncertainty with regard to the application of any algorithm aiming for the
retrieval of land surface (Zakaria, Ibrahim, Suandi in A review: image compensation
techniques. pp. 404–408, [3], Sengee, Sengee, Choi in IEEE Trans Consum Electron
56(4):2727–2734, [4], Hardin, Jensen, Long, Remund in Testing two cloud removal
algorithms for SSM/I [5]).

Keywords Remote sensing · Cloud detection · Cloud removal · Satellite imagery ·
Thresholds · Image reconstruction · Reference image · Cloud free image ·
Information extraction · Colour conversion · Pixel-to-pixel correction
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1 Introduction

A significant obstacle is the clouds in the satellite imagery while extracting infor-
mation by satellite to a remotely sensed object on the earth. Various approaches
have already developed with different result for detecting and removing clouds
contaminated region from satellite imagery [6, 7].

Satellite images are useful for identifying the changes occur in the earth observa-
tion such as new settlement, change of river direction, land use for crop production
and natural calorimetric [2, 4]. The major problem with these images is that the
region below clouds cover is not covered properly by the satellite sensor. The image
distortion occurs due to cloud cover of remotely sensed objects.

In this chapter, an automated cloud detection and cloud removal (ACDCR) algo-
rithm has been proposed. Detection of cloud in satellite imagery is done based on the
pixel intensity (PI) value, and cloud removal is done by merging the spatial details
of one subject image and two reference image having same location. This process
is applied for whole subject image to obtain a cloud-free image. To identify exact
location of cloud contaminated region, cloud detection based on threshold value
approach is introduced.

2 Thresholds

Threshold is one of the methods used for image segmentation. It is useful in discrim-
inating subject image from the reference image. By selecting an adequate threshold
value T, the grey-level image can be converted to binary image. The binary image
should contain all of the essential information about the position and shape of the
objects of interest of the subject image. The advantage of obtaining a binary image
is that it reduces the complexity of the data and simplifies the process of recognition
and classification. The most common way to convert a grey-level image to a binary
image is to select a single threshold value T for whole image and apply the conditions
for all the grey-level values:

≤ T will be classified as black (0), and
> T will be white (1).

The crux of the segmentation problem becomes one of selecting the proper value
for the threshold T. In this case, the value of T is selected between cloudy and
cloud-free modes.

3 Model of the Proposed Method

The objective is to identify clouds in a subject image and replace them from the
reference images that are acquired at the different period of time. The workflow of
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the proposed technique for cloud detection and cloud removal from satellite imagery
consists of the following steps: cloud detection, cloud removal and image reconstruc-
tion. In the first step, an automated detection method is applied to detect the cloudy
pixels from the subject image. In the next step, the detected clouds are corrected and
removed using the reference image. In the last step of the proposed model, image
reconstruction is performed to fill out the missing information in the subject image
and to produce a cloud-free image (Fig. 1).

Input Image
(Subject Image)

RGB to Gray conversion

Cloud Detection

Filling out the missing 
information

Image Reconstruction

Output Image (Cloud-free 
Image)

Reference 
Image

Fig. 1 Workflow of the proposed method
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Reference Image

Subject Image

Fig. 2 Pixel-to-pixel comparison

4 Information Extractions

The aim is to extract correct information from earth by using satellite; various factors
play an important role while extracting information by satellite. One of the factors is
the presence of clouds in the satellite imagery. The following hypothesis is considered
for the proposed method:

A significant increase of reflectance between two images of time series is related
to the presence of clouds.

As the clouds are moving, clouds may not present at the same coordinates in two
different ortho-photos.

Clouds are generally much brighter compared to other object in earth (Fig. 2).

5 Colour Conversion

Todetect the clouds in the target image, the pixel intensity value needs to be calculated
first. For the given red–green–blue (RGB) target image, it must be converted to
any of the colour space for further processing. Here we choose the YIQ colour
space conversion, where Y represents the luma information, I and Q represents the
chrominance information. The Y channel alone is used to find the average intensity
value. The RGB to YIQ colour conversion is based on the following formula:
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Subject Image Reference Image

A11 A15

A51 A55

B11 B15

B51 B55

Fig. 3 Pixel-to-pixel image correction
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The major advantage of YIQ is the greyscale information separated from colour data.
So the same signal can be used for both colour and black-and-white images.

6 Pixel-to-Pixel Correction

Pixel-to-pixel mapping is the process of matching pixel of one image to another
image so the same geographic area is positioned coincident with each other,
respectively. This type of correction is required when any changes occurred or part of
the original image gets affected due to the presence of some obstacles while satellite
is capturing the image. A reference image needs to be used to get rid of the geomet-
rically corrupted area. The following figure shows the two images of same location
at different time series (Fig. 3).

7 Cloud Detection

The detection of clouds in satellite imagery in the proposed method is based on
pixel intensity value. Initially, a threshold value is set which is known as pre-defined
threshold value. If the pixel value in the target image is lower than the pre-defined
threshold value, the pixel is marked as cloudy pixel. This process is repeated for each
and every pixel in the target image.
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Algorithm for Detecting Cloudy Pixel

The algorithm is based on the assumption that the pre-defined threshold value
ranges between Ti = 95 and Ti = 255.

Algorithm:

if the DN of image > 95 & ≤ 255,
then the pixel is considered as cloudy pixel

place the cloudy pixel in the database.

DB1 = All the cloudy pixel in the image

Else the pixel is considered as cloud-free pixel
place the cloud-free pixel in the database

DB2 = All the cloud -free pixel in the image.

7.1 Procedure of Cloud Detection Algorithm

In the proposed work, initially one target image (Ti) and two reference images (R1,
R2) of different time interval having same geometric coordinates have been consid-
ered. The target image is taken as input image, and the reference images (R1, R2) are
referred from the database. The digital number (DN) values are compared between
the target image T (i, j) and the reference images R1(i, j), R2(i, j), respectively. If the
DN of a particular pixel in (i, j) location of the target image is having lower than 95,
it is considered as cloudy pixel. After finding the cloudy pixel, this particular pixel
is replaced from the reference image having the minimum DN value. This process
is repeated for all the pixels in the target image.

8 Cloud Removal

After detecting the cloudy pixel in the target image, it needs to be removed to get the
information about the earth observation correctly. As the method is based on pixel-
to-pixel comparison, the cloudy pixels are replaced and removed from the reference
image by overwriting their spectral data from the database which was stored in the
cloud detection process.
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8.1 Algorithm for Cloud Removal

Step 1: Input the image as target image
Step 2: Extract spatial information from reference images (R1, R2)
Step 3: The cloudy pixel in the target image T (i, j) is compared with reference
images R1(i, j), R2(i, j), respectively, to get the best DN value.
Step 4: The best DN value either from R1(i, j) or R2(i, j) will be replaced with T (i,
j) using TF = T (i, j) || R1(i, j)|| R2(i, j)
Step 5: Merge the spatial details of three images to produce a cloud-free image
Step 6: Repeat Steps 3–5 for all the pixels in the target image.

The only requirement of the algorithm is that images should be captured at differ-
ent time series so that they have different cloud cover patterns at different geometric
position.

The algorithm is quite simple to implement: first the images converted to greyscale
images, and the intensity of pixel is calculated. Next, a threshold value TV = 95 is
chosen as pre-defined threshold value. Then, the threshold value is applied to the
target image Ti to find the cloudy and cloud-free pixels. Finally, the detected cloudy
pixel in the target image Ti is removed and replaced with the data from another
images of same location. This process is repeated for all the pixels in the target
image.

The proposed algorithm was tested on more than ten target images and their
corresponding reference image. The data set of satellite image taken from san-jose-
costa-rica-latin-america. The cloudy pixels are detected and removed correctly in the
target image from the reference image using the proposed automated cloud detection
and removal algorithm. Figure 4a shows the reference image, and Fig. 4b shows the
cloudy subject image which is to be corrected with respect to the reference image
(Figs. 5 and 6).

The detected cloud is removed and replaced with data from the image acquired at
different time series for same location. To remove the cloudy pixel from the subject
image, the new automated cloud detection and cloud removal (ACDCR) algorithm
is applied. The final cloud-free image is shown in Fig. 7.

Greyscale image of (a) subject image, (b) reference image-1, and (c) reference
image-2 is as follows: (Figs. 8 and 9).

9 Conclusion

The ACDCR algorithm described is an automatic method to detect cloudy pixel in
the satellite subject image, and the detected cloudy region is removed and replaced
by the reference image of same location. The missing information in the subject
image is reconstructed from the reference image. As the approach is based on the
pixel-to-pixel comparison, it produces a better image. This method was tested for
various input image and their corresponding reference images.
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Fig. 4 a Subject image [8, 9],b reference image, c greyscale image of subject image and d greyscale
image of reference image

Fig. 5 Pixel intensity value of subject image
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Fig. 6 Pixel intensity of reference image

Fig. 7 a Subject image, b reference image-1 and c reference image-2

Fig. 8 Greyscale image of a subject image, b reference image-1 and c reference image-2
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Fig. 9 a Cloud-free image and b pixel intensity of cloud-free image

9.1 Limitation

The major limitation of this research proposal is listed below:

• The live satellite images are not frequently available for a continuous time period.
• To work with large data set, it is required for a high-end machine.
• The varity of land, cloud is observed as the change in the general pattern. So it is
difficult to set the threshold value for all the potential cases.

9.2 Future Work

• The proposed research is based on pixel-to-pixel evaluation on satellite imagery
for the purpose of detection and correction of cloudy region in the images. The
proposed approach works properly for large and thick cloud coverage area.

• The research may further be extended for identifying and removing thin and small
cloud coverage area.

• The research may further be extended for identifying cloud shadow coverage area.
• The research may also be extended for classifying between clouds, and the object
on the earth which appearance is same as cloud.
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Security Issues in Big Data

Hiren Kumar Deva Sarma

Abstract Big data analytics is one of the very popular technologies at the present
moment. Ensuring security in the big data environment is a challenging task. Unique
characteristics of big data environment make it very tricky to ensure security in it.
There are unique challenges and requirements. Internet of Things and social networks
are contributing in generating a huge amount of data and at the same timemaking the
security scenario complex. In this article, various security threats, security challenges
and security requirements in big data environment are reviewed.

Keywords Big data · Data analytics · Security · Threats

1 Introduction

In recent times, data have become a highly important asset not only for business
organizations, but also for society as awhole. Starting fromvarious types of industries
to the government of every nation, they heavily rely on data for setting up of goals,
making policies and taking decisions. In modern days, the entire society is driven
by data. The amount of data generated every day in digital format, at present, is
really huge. This is due to the proliferation of social networks, Internet of Things
(IoT), mobile phones and availability of Internet even in remote corners of the world.
Not only text but also multimedia data are generated at a high pace. This trend of
generating huge volume of data every day is upward and ever increasing, and it does
not appear that this trend shall be downward in the near future. As per [1], the amount
of data generated in two days by humans is in the tune of five exabyte.

Data get generated from various sources including human and devices. These data
are of heterogeneous nature as well as unstructured. Storage and processing of such
type of data need novel ways and techniques, respectively. Such huge volume of data
has potential and is highly useful for business organizations as well as governments,
in the sense that by appropriate processing and analysis of the data one can get

H. K. D. Sarma (B)
Department of Information Technology, Sikkim Manipal Institute of Technology, Sikkim Manipal
University, Majitar, Sikkim 737136, India
e-mail: hirenkdsarma@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
H. K. D. Sarma et al. (eds.), Trends in Communication, Cloud, and Big Data, Lecture
Notes in Networks and Systems 99, https://doi.org/10.1007/978-981-15-1624-5_7

67

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1624-5_7&domain=pdf
mailto:hirenkdsarma@gmail.com
https://doi.org/10.1007/978-981-15-1624-5_7


68 H. K. D. Sarma

insights into certain situations. Hidden information can be obtained by appropriate
analysis of the data. However, traditional methods are not applicable for processing
of such type of data with unique characteristics. This gives rise to a new field in the
domain of data, namely big data analytics. Big data are characterized by five Vs, e.g.
volume, variety, veracity, value and velocity.

Although there are various tools and platforms available for big data analytics,
and organizations are using those, ensuring security in big data environment is a
challenge. Novel techniques and tools are necessary for addressing security issues in
the context of big data. Traditional security management approaches are not directly
applicable considering the unique characteristics of big data [2]. The security goals
in big data environments may be the same as computer networks or systems security
goals, such as ensuring availability, confidentiality, authorization and authentica-
tion. But achieving those goals may not be possible through traditional tools and
techniques.

In this article, an effort has been made to understand various security issues
or threats in big data environment. Effort has been made to answer “Why
is it challenging to ensure security in big data environment?” and various
approaches/countermeasures already made available by the researchers to address
the security issues in big data are highlighted.

Rest of this article has been organized as mentioned below. Section 2 provides an
overview of big data environment. Section 3 outlines security fundamentals followed
by Sect. 4 in which security threats in big data are outlined. Technical requirements
for ensuring security in big data environment are mentioned in Sect. 5, and the article
is concluded in Sect. 6.

2 Big Data Environment

Big data essentially refer to large volume of data which has become a reality in
today’s environment. Big data analytics strives to discover hidden knowledge oth-
erwise buried inside big data. Handling of big data is not possible with traditional
approaches used for databases. This is so because of its underlying complexities and
unique features. Initially, three Vs, namely volume, velocity and variety were used
to uniquely characterize big data [3]. Volume indicates the amount of data, velocity
indicates the rate at which data are being generated, and variety indicates the types
of data, e.g. structured, semi-structured and unstructured. Big data naturally refer to
a very large amount of data, which is generated at a high rate, and also it is a com-
bination of structured, semi-structured and unstructured data. At a later stage, two
more Vs, namely veracity and value are added to characterize big data [4]. Verac-
ity indicates uncertainty and impreciseness in data, and value refers to the fact that
data under consideration are of great value to organizations or business houses or to
any interested individual. In order to handle such a data pool, one needs a different
way for modelling the data (i.e. data model), for storage, for processing and also for
transmitting for various purposes. Not only the large business houses but also even
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small business houses are benefitted by the results of big data processing. Big data
analytics can add great values to organization’s decision-making processes, and also
towards making strategies for survival in the competitive market. Even governments
of different nation are exploiting the power of big data analytics and making use of
it in respective governances.

Technologies like Apache Hadoop [5] enable organizations or users, for pro-
cessing of big data. Hadoop is a distributed processing framework which can pro-
cess big data across a cluster of computers using its own file system known as
Hadoop Distributed File System (HDFS). Hadoop is an open-source implementation
of MapReduce [6, 7] programming model.

However, security is an important dimension in big data ecosystem which was
overlooked initially. Now, it has been realized, and many researchers are putting
effort to make big data environment secure from all possible directions.

3 Security Fundamentals

Big data security objectives are same as that of other types of data. Authentication,
confidentiality, integrity and availability are the security objectives for any kind of
data [8, 9].
Why is it challenging to ensure security in big data environment?

Mere applications of cryptographic techniques may not be sufficient for handling
security issues in big data. This is mainly due to the unique characteristics of big
data as already described in terms of five Vs. Big data environment involves cloud
computing paradigms, cloud storages, communication systems, social networks and
Internet as a whole. Thus, security challenges faced by all the above-mentioned
systems are also present in big data. Moreover, the distributed processing model of
big data invites complex security challenges. Considering all the above parameters,
ensuring security in big data is a challenging job.

4 Security Threats in Big Data

Cloud Secure Alliance (CSA), a non-profit organization aims to promote the uses
of best practices for achieving security assurance in cloud environment [10]. Big
Data Working Group is a part of CSA that focuses on ensuring big data services
in a secure manner. CSA has identified four different dimensions of security and
privacy challenges in big data ecosystem. These four dimensions are Infrastructure
Security,Data Privacy,DataManagement and Integrity and Reactive Security.
Various security challenges faced by each of these dimensions are as mentioned
below. Challenges under infrastructure security are secure distributed processing of
data and security best actions for non-relational databases. Security challenges faced
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by data privacy dimension are data analysis through privacy preserving data min-
ing, cryptography solutions for data security and granular access control. Different
security challenges faced by data management are secure data storage and secure
transaction logs, granular audits and data provenance. Challenges faced by integrity
and reactive security dimension are end-to-end filtering and validation, supervising
the security level in real time.

These security and privacy challenges cover the entire big data life cycle. Various
constituting units of big data life cycle are sources of data production (i.e. devices
of data origin), the data itself, data processing, data storage, data transport and data
usage in different devices [11].

Internet of Things (IoT) is one of the recent developments in the world of Infor-
mation and Communication Technology. As per Gartner report, 26 billion of IoT
devices shall be deployed by 2020 [11]. These IoT devices are also sources of big
data generation. IoT offers tremendous benefits and opportunities for the users of it;
however, these offerings come with big security challenges. Hewlett Packard (HP)
conducted a survey on security issues present in IoT solutions which are available in
the market and concluded that 70% of such systems suffer from security problems.
HP started OpenWeb Application Security Project (OWASP) in 2014 with an objec-
tive to identify the top ten security problems that IoT devices are going to suffer from
and to suggest some solutions to those problems. Security problems identified in this
study are as mentioned below.

(i) Insecure web interface: Attacker can get unauthorized access to control the
IoT devices. Different security attacks may be cross-site scripting, cross-site
request forgery, SQL injection, etc.

(ii) Insufficient authentication and authorizationmechanism: This may allow
attacker to break the passwords, and attacker may get access which is
illegitimate.

(iii) Insecure network services: Such weaknesses may lead an attacker to access
weak network services and use those services as jumping point for attacking
other IoT devices in the network.

(iv) No transport encryption: Attacker can eavesdrop easily data in transit
between IoT devices and support systems.

(v) Privacy issues: Users of IoT devices or services or support systems need to
supply personal data; however, such devices or services or support systems
fail to protect those data.

(vi) Insecure mobile interface: Attacker can access data in IoT devices or in IoT
support systems and even can control the devices if the mobile interfaces do
not have proper security control.

(vii) Insecure cloud interface: In the absence of proper security control in cloud
interface, attacker may be successful in accessing data and controlling the
devices.

(viii) Insecure software or firmware: Unencrypted data and unauthenticated con-
nections may allow attackers to perform malicious update which in turn may
compromise IoT devices or network of IoT devices.



Security Issues in Big Data 71

(ix) Insufficient security configurability: Poor configuration mechanisms help
attackers in getting data access and control on the device.

(x) Poor physical security: If any IoT device is physically accessible to attacker,
then attacker can play with its operating system by accessing open ports like
USB, and subsequently may get data access, and achieve control over the
device.

5 Technical Requirements in Order to Ensure Security
in Big Data

Perhaps, it is not possible to have one single solution to address all security issues in
big data ecosystem. Security and privacy challenges are there in every stage of the
life cycle of big data starting from origin of big data to the usage of it [11]. Various
constituting units of big data life cycle are origin of data (i.e. the sources from where
data get generated), data itself, data storages, data processing frameworks in general
and processing nodes in specific, data transport and finally, the devices at which
processed results get used (i.e. devices at the end user level). Security needs to be
ensured at each unit of big data life cycle. Various security points from technology
point of view are enlisted below.

Technology formaintaining data privacy: Maintaining privacy of data is important
and for this cryptographic technique with enhancements might be adopted.
Technology for access control: Access to the big data ecosystem needs to be
restricted. Access mechanisms need to be developed considering the requirements
of big data environment.
Technology for secure storage of data: Storage of data, itself is a vital issue in big
data environment. Ensuring security to such storages is a concern and needs to be
met.
Technology for ensuring data integrity: In big data environment, data come from
various sources which are not possible to be seen by anyone in the system. Thus,
the origin of data is not possible to be seen. However, it is to be ensured that data
originated from the desired sources and not from some other sources. It is a kind of
integrity requirement. Technology to ensure such integrity is desired.
Technology for attack detection and recovery in real time: Attack may happen in
the big data ecosystem at any time. Big data ecosystem covers a wide range of data
sources and also application points.Detecting attack in real time is important, and also
techniques for recovering from such attack in real time are necessary. Controlling
further damage by recovering from such attack in the big data ecosystem is an
important dimension to be addressed.
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6 Conclusion

Security in big data is an important issue. Efficient security solutions are required
for ensuring security to the end-users in big data environment. The challenges in
big data security are unique due to unique characteristics of big data. However, the
security requirements are the same as those of other types of data. Internet of Things
and social networks have given rise to many security challenges. Technologies are
required to ensure security in big data storage, to have access control and also to
maintain data privacy. Traditional cryptographic techniques may not suffice here.
Similarly, technologies to verify the origin of data and also to detect attack and
recover from it in real time are required.
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Earth Mover’s Distance-Based
Automated Geometric
Visualization/Classification
of Electrocardiogram Signals

Kumar Dron Shrivastav, Priyadarshini Arambam, Ankan Mukherjee Das,
Shazina Saeed, Upendra Kaul, Priya Ranjan and Rajiv Janardhanan

Abstract The tremendous load on the rather archaic medical system in developing
countries has necessitated the need to implement artificial intelligence-enabled auto-
mated systems to classify different kinds of electrocardiogram (ECG) traces. To this
end, we are proposing a novel R-based open-source software with inherent capabil-
ity to classify different kinds of automated geometric visualizations along with its
categorization based upon similarity indices as measured by earth mover’s distance
(EMD). This innovative automated software needs verification and validation by
clinical practitioners/cardiologists before being implemented to classify large ECG
databases to enhance its machine learning capabilities. We anticipate that integration
of this robust automated classifier with divergent platforms such as mobile health
applications would enable the subjects/patients to continuously monitor the heart
rate themselves.

Keywords Cardiovascular diseases (CVDs) · ECG · EMD · Geometric
visualizations

1 Introduction

Electrocardiogram (ECG) is a scientific representation of the electrical activity of the
heartmuscles in analog formover a period of time.Rising incidence of cardiovascular
diseases (CVDs) presents a major public health challenge not only in India but
elsewhere in the world [1]. Electrocardiogram is generally printed on a graph paper
for analysis and diagnosis of CVDs [2]. The ECG traces are an output of the electrical
activity in heart, when amplified and recorded in the form of analog signals for a
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few seconds [2]. Detection, diagnosis, and intervention are the major vortices of a
clinical practice as the cardiologists need to detect the CVD anomalies, diagnose
the disease, and subsequently prescribe the appropriate intervention to alleviate the
clinical prognosis of the patients.

According to the latest World Health Organization Fact Sheet report on CVDs
published on May 17, 2017, CVDs account for approximately 17.9 million deaths
in 2016, contributing to about one-third of all global deaths. Eighty-five percent of
the CVD associated mortality is due to heart attack and stroke [1]. Alarmingly, 75%
deaths happened in LMICs (low- and middle-income countries) [1]. Death under
the age of 70 is termed as premature death, and the WHO data states that while 17
million deaths in 2015 occurred due to non-communicable diseases (NCDs), 82%
of these NCD-related mortalities were in LMICs, out of which 37% were caused by
CVDs [1]. WHO data suggests that control of tobacco consumption and unhealthy
diet along with increased physical activity and curbing the consumption of alcohol
will significantly reduce the clinical burden of CVDs. To reduce the burden of mor-
bidity and mortality associated with patients afflicted with CVDs or those with a
high risk for an imminent cardiac event, early detection with appropriate clinical
intervention and medical counseling are the most effective strategies [1].

Currently, there are differentmethods available to record ECG likeHolter ECGs in
which electrical activity of the heart is recorded for several hours and then analyzed,
whereas in 12-lead ECGs, the cardiac response is recorded using 12 different leads
over multiple heartbeats. Although manual interpretation of ECG traces is in vogue
currently, for the ECG interpretation of large volume of data, it is indeed a tedious
and time-consuming process. To resolve this issue, we believe that there is a strong
need for the implementation of automated technologies to extract the information
from ECG traces at a much more faster pace along with a higher degree of precision
[3].

Current studies focus on patient classification to diagnose specific diseases based
on the overall behavior and analog signal distributions of the ECG traces [4]. On the
other hand, new challenges have arisen with the development of wearable devices
for the diagnosis of a CVD ailment in a real-time frame. The emergence of big data
analytics as a frontier area of artificial intelligence has brought about new challenges
like slow speed, lack of storage space for the operation of more advanced computa-
tional technologies like machine learning equipped with all the necessary technical
requirements for efficient processing and classification of ECG data [5, 6].

Although AI-enabled interpretation of ECG data is a promising strategy, it is
wroughtwith ethical issues aswell as data protection issueswhich envisage additional
problems, such as lack of databases available for the verification and validation of
its results.

The advent of AI-enabled 3D computer simulations could be prospected as a
powerful tool to solve the above-mentioned issues. For the interpretation of ECG
signals, it may allow ECG-dependent simulations [7] for facilitating the generation
of synthetic data for training and validation purposes.
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Long short-term memory (LSTM) network has been used as to classify various
types of ECG beats such as premature ventricular contractions (PVCs), atrial prema-
ture contraction, paced beats and ventricular couplet from theMIT-BIHdatabase. The
significant advancement of LSTM network is that it processes ECG signal without
preprocessing it as an input and automatically processes its key features as an output.
This study was one of the pioneer studies focused upon the real-time classification
based on key features such as the LSTM network [8].

Leutheuser et al. [9],while comparing various techniques enabling the detection of
arrhythmia from ECG signals on mobile-based Android application, evaluated from
MIT-BIH databases, categorically pointed out the need for accessible, affordable,
and reliable computational platforms with abilities to process large volumes of data
(big data).

Although multiple tools and techniques have been used to analyze ECG signals,
ECG signal processing is still an emerging field due to the lack of awareness of the
clinical community about its implementation in terms of accuracy, data security, and
robustness.Despite all the frailties of the artificial intelligence-enabled computational
platforms, there has been a significant rise in the use of such platforms for enabling
clinical decision-making process [10].

One of the complexities associated with machine learning methods that needs to
be resolved on a priority basis, pertains to its speed and memory when deployed on
portable devices with multiple platforms. In a recent study, support vector machine
(SVM) algorithm was integrated into a portable device to classify normal beats,
atrial fibrillation, and myocardial ischemia in real time with a sensitivity of 95.1%
and specificity of 95.9% [11].

2 Methods

The following subsections give a concise account of the various stages involved in
processing of ECG traces along with its image acquisition, processing, and eventual
result classification.

2.1 Tools and Technology

In this study, we have used ‘R’ version 3.4.4 as programming language which is an
open-source software equipped with highly advanced image analysis tools and tech-
niques. MySQL version 14.14 Distrib 5.5.60 is an open-source relational database
management system (RDBMS) for the creation of an image repository for further
processing with LINUX version 14.04 as base platform.
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Fig. 1 Classification of ECG traces into different categories: EMD is used for similarity detection
among ECGs to desginate appropriate healthy/disease labels

2.2 Data Collection

ECG traces of 315 participants cum patients as primary data were acquired from
Batra Hospital & Medical Research Centre, New Delhi, during a cardiovascular
health camp organized in Sangam Vihar, New Delhi.

ECG of individuals was recorded during the health camp for diagnosis and further
treatment/consultation. Later, the ECG data of all the patients ranging from normal to
severe cardiovascular conditions was annotated and categorized by the cardiologists
before being processed to create a library of ECG traces capable of being catego-
rized in an automated fashion into normal sinus rhythms (NSRs) or CVD anomalies
(Fig. 1).

2.3 Earth Mover’s Distance (EMD) as a Base to Classify
ECG Traces

EMD has been used extensively for comparing two different images pertaining to
content-based image retrieval. The basic concept of EMD relies on the fact that there
must be aminimal cost to transform a distribution to a targeted distribution pattern. In
the current study, we are using computational implementation of EMD on R-based
open-source platforms. The combination that we have proposed could lead to the
development of a robust artificial intelligence-enabled tool for faster and precision-
oriented classification of ECG traces [12]. EMD(pX, qX) between distributions pX
and qX is:

EMD(P, Q) =
∑m

i=1

∑n
j=1 fi, j di, j

∑m
i=1

∑n
j=1 fi, j
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Fig. 2 Flowchart of algorithmic implementation for ECG classification: Screening, processing and
differentiating ECG traces

In order to find dij, one needs to define some distance measure I, and to find f ij,
one needs to solve the transportation linear programming.

A comparison betweenEMDandhistogram-based analytics on the basis of robust-
ness revealed EMD to be more robust than histogram matching techniques, because
of its inherent ability to overcome the shortcomings of histogram matching tech-
niques with respect to binning of signals/images as well as their quantification on a
large scale along with its capability to operate on variable-length representation of
the recorded distributions.

Briefly, the data flow diagram (DFD) describes the steps being followed in the cur-
rent study for the preprocessing algorithm used to screen, process, and differentiate
the images using different libraries of ECG traces along with the automated binning
of these images into different categories based upon the pixel-based variations in the
whole ECG trace (Fig. 2).

3 Results

The salient results from our study suggest that the proposed application would not
only enhance the accuracy in classifying the poor-quality ECG traces but also ensure
implementation of a computational platform to analyze large volumes of data, a
hallmark feature of all health analytics-based studies. Large-scale use of this appli-
cation would significantly alleviate the mortality rates at primary health-care centers
in resource-limited settings found in LMICs. Right now, the proposed application is
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Table 1 EMD computation for two selected ECG traces from a given collection

S. no. Image 1 Image 2 EMD

1 HMH_08_V20180415111923 HMH_29_V20180415112524 4.257542

2 HMH_08_V20180415111923 HMH_08_V20180415111923 0

3 HMH_08_V20180415111923 HMH_36_V20180415135322 4.921893

4 HMH_36_V20180415135322 HMH_36_V20180415135322 0

5 HMH_29_V20180415112524 HMH_36_V20180415135322 4.719507

6 HMH_29_V20180415112524 HMH_29_V20180415112524 0

in validation and testing phase where the different types of ECG images are being
recorded to develop a community-specific database from Batra Hospital & Medical
Research Centre.

Table 1 depicts the comparisons between random ECG traces obtained from
anonymized patient with pre-categorized MIT-BIH repository of ECG traces. Such
analyses would give us a numerical value starting from 0 to n, where 0 denotes
the exact match and concludes the output with the matched library of image like
Arrhythmia, Bradycardia, Tachycardia, or any other cardiac anomaly. In case, the
EMD result is not 0 even after comparing and matching all ECG digital images
pre-stored in the library data sets, and it suggests that there is no exact match. The
application then finds the nearest EMD value to 0 and correlates it with the result
specifying the image category from the library. If the EMD value is not zero, the
searching and sorting mechanism finds the nearest EMD value greater than zero and
indicate the ECG category as per the EMD value obtained from the analysis. Thus,
the result obtained is fast, accurate, and robust, with capabilities of being scaled up
to identify and categorize the cardiac anomalies based upon ECG traces.

The preliminary set of data produced through EMD analysis of the clinically
acquired ECG images is depicted in (Figs. 3, 4, and 5).

After comparing the ECG images among each other and numerically evaluating
EMD values, we can automatically find specific similarities and differences and can
use them to classify ECG traces.

4 Discussion, Conclusion, and Future Scope

Most people suffering from cardiovascular diseases (CVDs) do not have the required
health information because of limited access to the healthcare provisioning. The
hospital-based registries need to be augmented by community-based data to accu-
rately predict the disease burden. The complexities associated with the landscape
of disease burden are indeed having a statutory impact on the delivery of health-
care to the marginalized sections of the society in resource-limited clinical settings
predominantly found in LMICs [13].
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Fig. 3 Sample ECG trace (A)

Fig. 4 Sample ECG trace (B)

The incremental progress toward the early diagnosis of CVD has been wrought
with challenges. In the past two decades, although numerous technology-driven inter-
faces have been developed to ensure ease and precision of diagnosis, treatment, and
care of the patient, yet the required progress in this field has been slow due to various
reasons and circumstances.

Recent advances in technology equipped with computer vision and image anal-
ysis are changing the world at an exponential pace. Oresko et al. [14] were one of
the pioneer groups to deploy an Android-based wearable platform for real-time ECG
acquisition and classification. The development process of ECG classifier was based
on a feed-forward MLP neural network. They used the original QRS morphological
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Fig. 5 Sample ECG trace (C)

features for input. The burden of time consumption was significantly optimized dur-
ing the preprocessing work, and the results were more than 90% accurate toward the
detection of right bundle branch block, premature ventricular contractions (PVCs),
paced or normal beats.

Since 2010, there have been remarkable investments by the different stakeholders
at both governmental and non-governmental levels engaged in high-quality research
to improve the health systems in LMICs. But its impact on the provisioning of health
care to the marginalized sections of the society has been a case of an uphill struggle
as unhindered access to required information, health services, and their products is
ridden with insurmountable ethical and legal concerns, which need to be resolved at
the governmental level.

One of the major challenges toward the application of these computational meth-
ods in a clinical paradigmwas addressed byAliveCor [15].AliveCor got the clearance
from Food and Drug Administration (FDA) to detect atrial fibrillation using machine
learning algorithmwhich was integrated into an Android-based application to record
ECG and blood pressure (BP) from patients. This unique advancement to predict the
ECG data analysis using computational techniques on a real-time frame has aug-
mented its use in various clinics to monitor the ECG traces. A future direction of this
research is aimed at unraveling the hidden physiological signals fromECG trace/data
in collaboration with the Mayo Clinic [16].

Ethical issues such as patient’s rights, safety, and confidentiality have to be the
premise for its deployment in large-scale studies to rapidly diagnose CVD anomalies
in resource-limited settings of LMICs. Unlike the prior technology-driven revolu-
tions, the impact of the artificial Intelligence-enabled technology might lead to the
development of a novel platform hastening the provisioning of health care to large
populations in LMICs.
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Computational methods have been in vogue to reduce the uncertainty in terms of
pseudo-diagnosis for the estimation of cardiac conduction properties from electro-
magnetic recordings [17]. Similarly, probabilistic models have been introduced to
ensure the personalization and integration of uncertainty on data and parameters in
cardiac electrophysiology [18].

Abnormalities in human atrial electrophysiology and their consequences on ECG
patterns have also been investigated building upon substantial work on multi-scale
modeling of atrial dynamics [19]. As in the case of ventricular models, these simple
models are not derived from realistic imaging data but are based on a series of
assumptions. However, despite being very useful because of their simplicity, these
models do not harness the anatomical aspects of the cardiac physiology that would
be obtained with imaging data [20–22].

The development of novel computational techniques has led to better understand-
ing of medical problems in terms of ECG signal analysis. Machine learning tech-
niques provide accurate and automatic classifications of heartbeats to detect arrhyth-
mia or cardiovascular anomalies. They have also been used to automate disease
diagnosis and analysis of ECG data for which manual inspections are tedious and
time consuming. Their adaptability to real-time requirements as well as their embed-
ding onwearable devices has ensured an efficient and reliable monitoring of the ECG
activity in hospital settings or at home [13].

Community, age, gender, physical activity, BMI, history of CVD play major roles
in the ECG variation of individuals and that is why we need to focus and incorporate
every single parameter considered by the cardiologistswhile interpretingECG traces.
Binning of ECG image repository into its all possible conditions with the help of
our proposed algorithm can significantly help in accurate and precision-oriented
interpretation and diagnosis of ECG even in remote areas with limited resources
to ensure precision-oriented diagnosis, thereby alleviating the clinical prognosis of
the patients especially in LMICs, where the scarcity of specialized cardiologists
significantly affects the clinical prognosis of patients. Our software is cost-effective
and time-sensitive. These features will help in the efficient interpretation of ECGs
of individuals, thereby validating its application as a diagnostic tool.

Moving forward, the proposed application will be developed in all three forms:
Web-based application, desktop application, and mobile application for facilitating
the ease of access as well as its application in the remote areas.

A future area of research pertains to the integration of artificial intelligence-
enabled computational platforms not only enabling the ECG diagnosis but also facil-
itating the provision of closed-loop clinical resource allocation to ensure timely, effi-
cient, and precision-oriented analysis of ECG recordings to diagnose cardiovascular
anomalies on a real-time scale.
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Pneumonia Identification in Chest X-Ray
Images Using EMD

Archit Khatri, Rishabh Jain, Hariom Vashista, Nityam Mittal, Priya Ranjan
and Rajiv Janardhanan

Abstract Pneumonia is a common lung infection in which an individual’s alveoli
fill up with fluid and form a cloudy-like structure. Pneumonia is of two types: (a)
bacterial and (b) viral, but both the X-rays have a very similar pattern. The accurate
identification along with how much extent the person is infected is still a challenge
for doctors. In this paper, the use of EMD to correctly identify infected pneumonia
lungs from normal non-infected lungs is shown. EMD, also known as Earth Mover’s
Distance is the distance of two probability distributions over some region D. First, we
preprocessed the images to just have the images of lungs, and then we did some re-
scaling, rotation, and normalization of intensity so that we will have a set of uniform
size/shape of lungs X-rays, and then, we calculated EMD and compared the results.

Keywords EMD · Pneumonia · X-ray

1 Introduction

Pneumonia is one of the most common lung diseases found in both children and
adults. According to recent studies based on pneumonia cases, it is found that all
over the world we have around 500 million cases of pneumonia approx., and out
of these, around 1.5 million people die each year [1]. The correct diagnostics of
pneumonia still remains a problem even for doctors with many years of experience.
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Even if the doctors identify the pneumonia in the lungs, they cannot tell about what
extent the person has infection because the treatment of the disease depends on it. So,
to improve the correct classification of pneumonia detection along with the extent of
disease, we designed an algorithm using EMD [2] to differentiate normal lungs from
infected pneumonia lungs. This research will be beneficial for doctors to identify
the pneumonia with great accuracy. Pneumonia starts when a person inhales germ. It
causes swelling in the air sacs in the human lungs, also known as alveoli. The alveoli
fill up with the liquid, and it makes difficult for a patient to breathe. This disease
can affect anyone, but it can be deadlier for infants, older adults, people with a weak
immune system, and people suffering from other diseases like cancer, heart diseases,
or diabetes. Some common symptoms of pneumonia may include:

1. Sweating, fever, and shaking chills.
2. Fatigue.
3. Shortness of breath.
4. Vomiting, nausea, or diarrhea.
5. Chest pain when breathing or coughing.

These essential preventions should be followed to stay safe from pneumonia:

1. Make sure children between the ages of two and five years get vaccinated as
suggested by doctors. Most doctors recommend flu shots for the child older than
six months.

2. Do not smoke as it can cause severe damage to the lungs.
3. Keep your immune system strong by taking enough sleep, eat a healthy diet, and

exercise regularly.
4. Always practice good hygiene.

To improve efficiency and accuracy of the diagnosis system, developing an EMD
system capable of showing how much extent pneumonia is present in the lungs by
taking the X-ray image of the chest as input.

The rest of this paper is ordered as follows:
In Sect. 2, Literature Review is mentioned. In Sect. 3, a brief description of EMD

is given with all the mathematical representations. In Sect. 4, the use of EMD is
given in the identification of pneumonia. In Sect. 5, all the implementations of EMD
in X-ray images are given, and in the next section, Results and Concluding remarks
are given. Future Prospect is addressed in Sect. 7 followed by References.

2 Literature Review

Several researchers implemented different models for detecting pneumonia in the
lungs using different methods of deep learning and image processing. Sharma et al.
[3] made a research on the model of detection of pneumonia cloud using chest X-
rays using a very famous approach named image processing. In this research, three
lay persons find the ways to automatic diagnostics using medical images. In 2017,
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Wan et al. [4] proposed the method of pneumonia risk using online system. In 2016,
Ronald et al. [5] researched together in detecting pneumonia using digital images
by the method of analyzing ultrasound images. In 2017, Antin et al. [6] researched
on a project which detects pneumonia in chest X-rays using supervised learning. In
2017, Ley and Ley-Zaporozhan [7] researched together on topic “Chest CT Imaging
in children” and studied the various types of airway diseases in children. Kermany
et al. [8] made a research involving deep learning which helped in identifying med-
ical diagnoses results and diseases. Gang et al. [9] researched together in analysis
and detection of lung cancer using deep learning techniques in chest X-ray images.
Gordienko et al. [10] researched on the model in which they analyze the lung can-
cer using the chest X-rays by using the dimensionality reduction method in deep
learning. They made the analysis on the possible high-quality X-ray images of size
2048 * 2048 pixels.Mao et al. [11] proposed themethod of for diagnosing the disease
named thoracic using the Generative Classifiers. Ellington et al. [12] researched on
the tool for diagnosing the pneumonia with the settings having low resource. Filist
et al. [13] researched on the hybrid intelligent model; the task of this model is to
detect the segments (analyzed by two-dimensional Fourier spectra) which are related
to the diagnosable diseases using the chest X-ray images. Iorio et al. [14] worked
on serving the purpose of evaluating the differences between the technologies which
are commonly used in diagnosing the pneumonia, the two techniques were lung
ultrasonography (LUS) and chest radiography (CR) images, and the results were
interesting. Vajda et al. [15] researched on the Automatic Tuberculosis Screening in
the chest radiographs, and they used feature selection and other types of analyzing
such as culture of sputum smear analysis accuracy of the result which was quite
compelling.

As we can see there is a vast scope in development in the detection of lung-based
diseases like pneumonia, hence using the Earth Mover’s Distance (EMD) could
provide better results for the detection of pneumonia.

3 EMD

Earth Mover’s Distance (EMD) is a method to calculate the disparity between two
multi-dimensional distribution in some space where a distance magnitude between
single ones (ground distance) is given. Suppose the two distributions are there, one
can be considered as the area with the mass of earth, and the other as a collection
of holes in that same area. Then, the EMD is the measure of the least amount of
work required to fill the holes with earth. Here the unit of work is the force needed in
transporting unit earth by a unit of ground distance. So, it can also be defined as the
minimum cost that must be provided to convert one histogram into other. Measuring
of EMD is based on a solution of transportation problem [16]. For finding mathe-
matical representation, firstly we formalized it as the following linear programming
problem:
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Let X be the first signature with n clusters, xi is the cluster representative, and wxi is
the weight of cluster.
Let Y be the second signature with m clusters, yi is the cluster representative, and
wyi is the weight of cluster.
Let D be the ground distance matrix, dij is the ground distance between clusters xi
and yj.

Let F be the flow matrix, and f ij is the between xi and yj. Then,

X = {(x1, wx1), (x2, wx2), (x3, wx3), . . . , (xn, wxn)}
Y = {(

y1, wy1
)
,
(
y2, wy2

)
,
(
y3, wy3

)
, . . . ,

(
ym, wym

)}

D = [di j ]
F = [ fi j ]

Now the WORK (X,Y, F) = ∑n
i=1

∑m
j=1 fi j di j

Subject to constraints:

fi j ≥ 0where 0 ≤ i ≤ n, 0 ≤ j ≤ m (1)

m∑

j=1

fi j ≤ wxi where 0 ≤ i ≤ n (2)

n∑

i=1

fi j ≤ wy j where 0 ≤ j ≤ m (3)

n∑

i=1

m∑

j=1

fi j = min
n∑

i=1

wxi ×
n∑

j=1

wy j (4)

The (1) constraint enables mass moving from X to Y. Equations (2) and (3) restrict
the amount ofmass that canbe sent by the clusters inX to theirweights and the clusters
in Y to receive no more mass than their weights. Equation (4) one forces to move the
maximum amount of mass possible. It is also known as the total flow. Once we solve
the transportation problem, we will get the optimal flow F. Now the Earth Mover’s
Distance is defined as the work normalized by the total flow:

EMD(X,Y) =
n∑

i=1

m∑

j=1

fi j di j ÷
n∑

i=1

m∑

j=1

fi j
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4 Use of EMD in Pneumonia Detection

EMD is used in comparing two grayscale images that may differ due to blurring,
images containing noise, or local distortions. EMD is also widely used in computing
the distances between two histograms of two digital images. In pneumonia detection,
it is used in finding the variation of X-ray images of lungs having pneumonia with
non-pneumonia ones.

Existing models like pneumonia detection using deep learning have drawbacks
like that if any wrong kind of data is feeded into the Deep Net, it can produce very
high costs that can hamper the weights of the Deep Net, and it may produce incorrect
results. But using EMD, the chances of getting variation in result are very less. Earth
Mover’s Distance with a threshold ground distance computes very fast as compared
to other models.

In the shown images, the first image is a case of non-pneumonia
chest X-ray (Fig. 1), and the second is pneumonia-affected chest X-
ray (Fig. 2). In the second image, we can see that there is opacity
which is mainly due to the presence of white fluids due to presence of bacteria,

Fig. 1 Non-pneumonia
lungs

Fig. 2 Pneumonia lungs
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which can be seen in the green and purple boxes as compared to the first figure. We
used EMD to detect these opaque differences to get desired results.

5 Implementation of EMD in X-Ray Images

To classify images of pneumonia and non-pneumonia X-ray images, doctors usually
look for cloudy areas in the lower-bottom part of lungs. The extent of pneumonia
depends on how much opacity is there due to presence of these clouds. So, we have
used EMD to check the difference between two X-ray images. There is an obvious
EMD difference between a pneumonia X-ray image and a non-pneumonia X-ray
image, and the EMD difference between two non-pneumonia images is expected to
be very less. As EMD is sensitive of little rotations, scaling, and intensity variations,
it is must to have images of exact angle, right lungs size, and normalized intensities,
else those parameters add error to the results. So, we first preprocessed our images
to have same size 500 * 500 pixels per image, we cropped images to only have lungs
that spread throughout the image. As it is also done in [17], the X-ray images that are
slightly rotated are aligned to have lungs straight symmetrically. Also the intensities
of some X-ray images which are too bright or too low are normalized by using the
formula (Fig. 3):

IN = (I − Imin) ∗ (Inmax − Inmin)/(Imax − Imin) + Inmin (5)

where

Imin is minimum pixel intensity of original image
Imax is maximum pixel intensity of original image
Inmin is minimum pixel intensity that we want for normalized image which is 0
Inmax is maximum pixel intensity that we want for normalized image which is 255
I is the matrix of pixel intensity of image.

From [18] taking an example, for an image with minimum pixel intensity value 40
and maximum 190, we want the range of intensities from 0 to 255, we will subtract
minimum value from each pixel to get the range from 0 to 150; then, multiply the
new range by 255/150 to get the intensity range from 0 to 255 as we have desired.

But in someX-rays, the minimum intensity value is found to be exact 0, whereas a
good-quality X-ray photo has minimum value in between 30 and 40. So, this causes
huge differences after normalization. So, we also need to make minimum pixel value
in the image equal to 40 to even out the X-ray images and then do normalization and
then again make the pixels having values less than 20 rounded off to 20 for the best
use. By doing this, we normalized the image and also retained the minimum intensity
value as average of all X-ray images. Normalization [19] is the most important part
of image preprocessing as we want all the pixels intensity to lie in a very specific
range for the best results. After image preprocessing, we can successfully use the
new images for EMD difference check. Now, first task will be to prepare a set of
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Fig. 3 Flow diagram of
detection process

preclassified images into two separate lists with X-ray of pneumonia-infected cases
and non-pneumonia-infected cases. We first run the EMD difference check between
images of non-pneumonia cases to see the difference between the newset of processed
images which should be very less, and the average value is found to be 11. On the
other hand, the pneumonia cases have varying extent of disease so EMD variation
must be higher than non-pneumonia cases; therefore, we have the average value
found to be 26 which is higher than non-Pneumonia cases.

To correctly classify the pneumonia from non-pneumonia X-ray, we ran EMD
difference for a single pneumonia X-ray image against all non-pneumonia X-ray
images to get the best result. The bigger the set of images, more will be accuracy but
more will be processing time. We can also do this for half the images and still can
achieve good results. The pneumonia cases have varying cloud opacities so the higher
the effect of disease, higher will be the EMD difference between the pneumonia case
and set of non-pneumonia images.We found theEMDdifference of all the pneumonia
X-ray images and put them in a histogram and found a correlation between extent of
disease and EMD difference of that image with set of non-pneumonia images. It is
now possible to find a threshold value to classify the unlabeled X-ray image to check
whether the patient has pneumonia or not [20]. To do that, we used the existing results
of EMD of pneumonia X-ray images against non-pneumonia images and used the
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minimum EMD variation that we found in all the pneumonia images and subtracted
the standard deviation of all the EMD results from the minimum value. The standard
deviation was subtracted from the minimum value because it is better to have high
recall and have more false-negative results than having more false positive because
it is better to be cautious even if the disease is not there rather than claiming the
absence of disease and later the patient suffers.

After calculating the threshold value, the resulting implementation is ready to be
used for real X-ray images classification. We can tune the accuracy by changing the
threshold values little up and down. Making the threshold up may increase correct
predictions a little up to some extent, but then itwill startmaking incorrect predictions
and start classifying all the images as a non-pneumonia person. whereas turning the
threshold value downwill start classifying all the images as if they had the pneumonia
disease in them. So, the threshold should be kept in between of the two extremes.
The default value according to the training set is found to be 16 which can be tuned
little up and down if more data is feeded into it.

To test the model, we used a sample of 36 preprocessed X-ray images with a
mixture of both non-pneumonia and pneumonia images in equal ratios for accuracy
check. After calculating the EMD, the results are put in a confusionmatrix to evaluate
performance. The main motive is to keep the false positive to minimum even if
possible, it should also be done to keep false negative low but it has less importance.

We can also do the severity check of the disease from the EMD results as for the
worst case; EMD variation will not cross value 80. So, the range of the severity of
the disease is from 16 to 80, where 16 is the threshold value. The implementation of
the whole system was done in Python 3.6 using Jupyter Notebooks with the use of
some helping libraries like cv2 (OpenCV), Matplotlib, Pandas, and scipy.stats.

6 Results

When the model was tested against unlabeled X-ray images, we found that there
were only two false-positive cases and six false-negative cases; the rest of the labels
were correctly predicted. The average EMD among all the pneumonia images was
found to be 26. To get best results, it is must to have correctly preprocessed the
images, and they should be well cropped to the borders of the lungs only. After that
the only parameter that affects the results is the threshold value which we found
by subtracting the standard deviation from fifth percentile of the EMD values of the
pneumonia lungs against non-pneumonia lungs. The confusionmatrix, the histogram
of EMD variation of pneumonia lungs, the most severe case of pneumonia, and the
two false-positive results are shown below.

In the confusion matrices in Figs. 4, 5, and 6, it can be observed that decreasing
the threshold value starts yielding more false negatives but false positives remain
less. On ideal threshold, we have minimum false positives as well as better accuracy.
When the threshold value is further increased, it starts yielding more false positives
which is red signal to stop.
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Fig. 4 Confusion matrix at
threshold 15

Fig. 5 Confusion matrix at
threshold 16

Fig. 6 Confusion matrix at
threshold 17

In Fig. 7 histogram, it can be seen that majority of pneumonia cases are between
EMDrange 16–25. The severity of disease in this range is low, and these are the results
where the use ofEMDperforms better than other existing classificationmodels. Some

Fig. 7 Histogram of EMD values found on test set (X-axis denotes increasing EMD which
corresponds to severity of disease)
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Fig. 8 Most severe case of
pneumonia detected by EMD

cases have very high EMD value which means the situation of the disease is quite
critical and the patient needs immediate action (Fig. 8).

The most severe case has cloudy-like fluid full in most parts of the lungs. This
patient’s condition is critical, and immediate action should be advised.

The two false-positive cases were missed by this algorithm to classify as
pneumonia-diseased lungs. The reason for that is these X-ray images have very
less pneumonia symptoms, and second reason is less light intensity capture in the
X-ray. These cases are rare to occur in real life as bad-quality X-rays are discarded
and only good-quality X-rays with proper light is used (Figs. 9 and 10).

Fig. 9 First false-positive
case of pneumonia

Fig. 10 Second
false-positive case of
pneumonia
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7 Future Prospects

This research will help the doctors to detect pneumonia with high efficiency and
accuracy as the system is computerized, and human-prone errors will be minimized
because there will be no significant involvement of man in the detection process. It
will reduce the cost of detection and gives a substantial change in the field of medical
and sciences. This system can undertake further changes if proposed in the future.
This research will act as a base for other setups working in the similar field [21]. The
few things on which we will be focusing in the future is to make further fine tuning
in the developed system to increase accuracy in the results, and the second thing on
which light will be thrown is use of colored X-ray images in pneumonia detection
as colored X-rays will give us more data in RGB channels, so it will be a huge
advantage for EMD classification algorithm to give marvelous results on pneumonia
identification in the X-ray.
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Contemporary Linear Stochastic Models
for Forecasting IoT Time Series Data

Rupanka Bhuyan

Abstract In the present times, IoT devices have become ubiquitous for collecting
huge volumes of data in real time. These data are of immense value for conducting
various types of analyses, critical predictions, and for deriving previously undiscov-
ered insights. Occasionally, because of factors beyond control or errors in the IoT
device, anomalies or discrepancies get introduced in the data generated. Therefore,
the entire amount of data generated by IoT devices is not always usable; only a part of
it is usable. Concepts related to the pre-processing of incomplete data are elaborated
in this paper. Also, a number of contemporary stochastic techniques which can be
used for forecasting of IoT time series data are discussed in this paper.

Keywords IoT · Pre-processing · Time series · AR · MA

1 Introduction

1.1 Internet of Things (IoT)

The Internet of Things (IoT)which is a very commonly used term nowadays had been
coined during the recent past. IoT denotes digital devices or objects equipped with
digital functions which can communicate through the Internet [1]. Each IoT device is
uniquely identifiable and connectable via radio frequency identification technology
(RFID). At present, there are billions of such IoT devices connected across the world
providing people to seamlessly communicate with anyone, anything and at anyplace
[2].
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1.2 IoT Data and Its Importance

IoT devices have become ubiquitous nowadays and are seen almost anywhere and
everywhere; as weather sensors, GPS locators, wearable health devices, smart secu-
rity cameras, Industry 4.0, and so on. These devices operate in real time and generate
data at high velocities [3]. The amount of data generated also grows in volume at an
exponential rate very rapidly. Some IoT devices collect or generate data for a single
parameter (say, room temperature) while others do so for multiple parameters (for
instance, heartbeat, blood pressure, and walking speed). This has become possible
due to the easy availability of the devices at reasonably low cost. In this paper, we
refer to the data generated or collected by any IoT device or sensor as IoT data.

One observation is that most of the data generated by IoT devices are temporal in
nature, i.e., there is a time element in the data. This makes IoT data very critical for
temporal analytics, forecasting future events, deducing causes of past events, etc.

1.3 Some Issues with IoT Data

These IoT devices or sensors mostly operate on their own with minimal or no human
intervention. Sometimes due to factors beyond control or due to unexpected faults
in the concerned IoT device, improper data is collected or not collected at all. Over
ruling the fact that, IoT devices are generally made to be robust and fault tolerant,
we still encounter cases where faulty data is generated (noise) or the device fails
to collect data. Factors beyond control, such as environmental or other unforeseen
reasons may be directly or indirectly responsible for this type of errors.

Regardless of the reasons, whatsoever the data generated by the device cannot
be used in its entirety. The various types of analysis methods or analytical studies
cannot be applied to this type of inappropriate or missing data.

Another important issue mostly pertaining to multivariate IoT data is that the
various parameters are heteroscalar, i.e., their scales of magnitude may vary largely.
For instance, an IoT sensor in an automobile may record engine_rpm in the range {0,
1, 2, 3,…, 3000} and gear_position in the range {0 (reverse), 1, 2, 3, 4, 5}. Although
the data is correct, the same cannot be supplied as input to the various algorithms as
it will result in erroneous results or predictions. This is due to the difference in units
and scale of the data. The parameters with larger scales will have more influence on
the results of the underlying prediction or forecasting algorithm.
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1.4 Pre-processing the IoT Data

For the reasons highlighted in Sect. 1.3, the data collected from the IoT device needs
to be processed to make it usable. A few of the popular techniques used to do this
are discussed below.
Handling Missing Data. Missing data can be taken care of mostly by (i) deletion or
(ii) imputation.

(i) Deletion: In some cases, the records containing missing information are simply
discarded. This results in a dataset containing complete information. However,
it reduces the original size of the dataset [4]. This is detrimental for some of
the modern forecasting techniques which are data-intensive and uses artificial
intelligence, machine learning, etc.

(ii) Imputation: Sometimes generating or calculating the missing data is more
important than simply deleting the incomplete information. Some of the com-
monly used techniques for doing so are mean imputation, last value carried
forward, imputation based on logical rules, random deterministic imputation,
random regression imputation, etc. [4]

Scaling Data. In case of multivariate data it is usually seen that the minimum and
maximum values of the variables vary widely, as discussed in Sect. 1.3. This has
an effect on the forecasting or clustering/classification algorithm to be used. For
instance, the variables with wider ranges will have greater influence on the results
while the variables with relatively smaller ranges will have little or no effect on the
same. This will produce biased or incorrect outcomes.

To eliminate this problem all the variables have to be scaled down to the same
levels of magnitude. A number of methods to achieve this have been proposed, such
as standardization and normalization.

Standardized values for a variable x can be generated as

xstandardized = x − M
S

(1)

where M is the mean value of x and S denotes the standard deviation [5].
Consider a variable x having minimum and maximum values xm and xM ,

respectively. Then the new normalized value of x is given by

xnormalized = x − xm

xM − xm
(2)

The model (1) and (2) are detailed in [5].
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2 Time Series

2.1 Introduction to Time Series

We can define a time series as a sequential or chronologically ordered set of data
points. Typically, these data points are measured over successive times. In mathemat-
ical notation, it can be expressed as a random variable vector xt [6–8] with t denoting
the time dimension (t ≥ 0).

If multiple variables are expressed in a time series at a time ‘t’ then it is a mul-
tivariate time series otherwise it is univariate. The values of xt can be either contin-
uous (e.g., continuous air pressure) or discrete (e.g., population of a city recorded
annually).

2.2 Characteristics of a Time Series

There are four characteristics in a time series, namely trend, cyclicality, seasonality,
and irregularity.

A time series may tend to go upward, go downward, or remain stagnant over time.
If it goes upward as in the price of gold, it exhibits upward trend; likewise, downward
trend is exhibited in a time series depicting mortality rates.

If variations based on the season (such as increase in sales of cold drinks during
summer) are exhibited by a time series then it has seasonality.

Repetition of certain phases in a time series in cycles is known as the cyclicality
of the time series.

Variations in the time series (which are mostly extreme in nature) caused by
events beyond control such as natural disasters, wars, etc., are classified as random
variations or irregularities.

3 Stochastic Forecasting

3.1 Introduction

In stochastic time series modeling, we assume that a time series {xt , t ≥ 0} follows
a probability model describing the joint distribution of the random variable xt .

The probability structure of a time series can be described by a mathematical
expression, i.e., a stochastic process [7]. And, depending on whether the current
value of the series is a linear or nonlinear function of past observations, a stochastic
time series model can be linear or nonlinear. In this paper, only the linear models are
discussed.
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3.2 Linear Models

In terms of understandability and implementation, linear models are relatively sim-
pler than the nonlinear ones. The most widely used linear models which can be used
for forecasting IoT time series data are discussed in this section.
Autoregressive Model (AR): The autoregressive model, namely AR(m) [7, 9, 10]
is where the future value ‘f t’ of the variable to be forecasted is calculated as a linear
combination of a determined number of past observations, say ‘m’. Added with
these observations are (i) a random error (say, ‘Et’), and (ii) a constant (say, ‘K’).
The general form of the model [7] can be denoted as:

ft =
m∑

i=1

ft−i Ti + Et + K (3)

Here, ‘t’ represents a time instant. The model uses some parameters represented
by the terms ‘Ti’ (1 ≤ i ≤ m). An AR model which considers the past ‘m’ number
of observations for forecasting is categorized as a model of order ‘m’.

Yule-Walker equations [7] can be utilized to estimate optimal values for ‘Ti’.
Moving Average (MA): Contrary to the AR model, the past errors are used for
forecasting the future values in the MA(n) model [6, 7, 10] furnished in (4).

ft =
n∑

j=1

Et− j Pj + Et + M (4)

where ‘n’ denotes the order of the MA model, ‘M’ expresses the mean of the series.
Also, the parameters of the model are expressed as ‘Pj’ (1 ≤ j ≤ n). The random
errors are considered as a white noise process, i.e., a sequence of independent and
identically distributed random variables with a mean value of zero and a variance σ 2

which is constant [6, 7]. Details of model (3) and (4) are available in [7].
Autoregressive Moving Average (ARMA): A more generalized model can be
derived from the models listed in (3) and (4) to result in something called the ARMA
(m, n) model as shown in (5).

ft =
m∑

i=1

ft−i Ti +
q∑

i=1

θ jεt− j + Et + K (5)

The terms ‘m’ and ‘n’ [6, 7, 10] represent the orders of both the models,
respectively.

A few operators used to manipulate these types of models are listed below.

L f t = f t−1 (6)
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T (L) = 1 −
m∑

i=1

Ti L
i (7)

P(L) = 1 +
n∑

j=1

Pj L j (8)

The models depicted in Eqs. (6), (7), and (8) are contributed by Hipel et al. [7]
and consequently Cochrane et al. [6].
Autoregressive Moving Average (ARIMA): Some of the commonly encountered
time series are non-stationary; they have trends and are seasonal. This cannot be
handled by the ARMA model. The seasonality component of a seasonal time series
can be removed by finitely differencing the data points with the ARIMA(m, d, n)
approach [6, 7, 9, 11] with ‘d’ representing the level of differencing. Mathematical
expression Eq. (9) represents the model by Hipel et al. [7] and Lombardo et al. [12]:

T (L)(1 − L)d ft = P(L)Et (9)

The parameters ‘m’ and ‘n’ have the same meanings as in the Eqs. (3) and (4).
Seasonal ARIMA: The above-listed models are not adequate for dealing with sea-
sonal time series data. A more generalized model [7, 9, 13] has been proposed by
Box and Jenkins to deal with this which is a modification of ARIMA. The model is
not included here. The seasonal difference is calculated as zt = f t − f t−s as stated
by Hyndman [14] where s= 12 for monthly time series data and s= 4 for a quarterly
one.

4 Model Selection

While it may not be very easy to choose an appropriate linear stochastic model to
forecast values of a specific IoT data time series, Box and Jenkins [9] have suggested
a procedure for selecting an appropriate one.

Although the detailed procedure given by Box and Jenkins is beyond the scope of
this paper, the fundamental steps for carrying out the method are furnished below:

Step 1: Assume a general ARIMA model class
Step 2: Identify a tentative model
Step 3: Estimation of the parameters of the model identified in Step 2
Step 4: If the adequacy of the model is ‘not acceptable’ go to Step 2
Step 5: Select model for forecasting.
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5 Conclusions

IoT devices are the present and the future for ubiquitous data generation and collec-
tion. These data are generated at extremely high velocities and scale. Due to their
huge volume and speed they are quite useful for deriving analyses, critical for real-
time forecasting, and discovering unprecedented insights. One inherent quality of
IoT data is that there is an implicit temporal order to the collected data.

However, in the ground reality, due to various physical or device-related or envi-
ronmental factors which aremostly beyond control, the data collectedmay gain some
percentage of errors, noise, etc., which renders them unusable for the various analysis
techniques. Some of the essential techniques for processing this collected data have
been discussed in this paper.

Further, this processed temporal data can be used for predicting or forecasting
future values, trends, etc., which is of immense value for the concerned. In this con-
text, a class of stochastic forecasting models has been observed to produce compara-
ble results with some of the modern models used, such as support vector machines,
artificial neural networks. In this paper, linear stochastic forecasting methods which
are in practice contemporaneously have been discussed highlighting their inherent
and fundamental characteristics.
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A Journey from MD5 to SHA-3

Sandip Ghoshal, Pradosh Bandyopadhyay, Surojit Roy
and Monalisa Baneree

Abstract If X is sender of a message and Y is the receiver of the same, then X
encrypts the same with Y’s public key and then sends the encrypted data to Y. It
confirms about authenticity and authorization of receiver. If X sends message and Y
receives, X encrypts themessage with X’s private key and sends the encrypted data to
Y. It confirms authenticity and authorization of the sender [1]. Such a schema could
work properly. It involves the usage of a message digest or hash. Hash is a fingerprint
or the summary of the message. It carries similar concept of cyclic redundancy
check (CRC). Integrity of the data is verified with this process. This process actually
confirms that the data should not be damaged between the path of sender and receiver
[2]. Hashing confirms few things like (i) complexity of calculation of hash value of
a message should be decreased; (ii) it follows a one-way encrypting procedure or
technique; and (iii) different hash values should be generated by a particular hashing
technique for any two different messages.

Keywords Encrypt · Public key · Private key · Message digest · Hash · Cyclic
redundancy check (CRC) · MD5 · SHA family · RIPEMD-160

1 Idea of a Message Digest or Hashing

Both super-speed and tight security are demanded by the latest cryptographic appli-
cations [3]. Basically, in the time of sending messages, they are encrypted by the
senders either to confirm message security or to ensure authenticity of the sender.
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Sender can apply this thing either by using public key of the receiver which confirms
message security or by using own private key which confirms authenticity of sender.
In this regard, technique of hashing is used to hide the original data from the outside
world. This technique also gives us an assurance or confirmation about the user’s
authentication.

Hashing can be of two types: (i) keyed hashing [hash value can be generated by
using a fixed value, known as key. That means ORIGINALVALUE <OPERATION>
KEY VALUE = HASH VALUE] and (ii) non-keyed hashing [key value or any fixed
value is not required in this process. That means OPERATION ON ORIGINAL
VALUE = HASH VALUE].

In case of a non-keyed hashing, output depends only on original input or message.
On the other hand, in case of a keyed hashing, output generates by using both input
and key value. In case of cryptographically secure cases, the concept of non-keyed
hashing is used, and in addition to generate the used key, brute force provides the
best result among all the popular and existing algorithms;

The following example shares the concept of keyedmessage digest or keyed hash:
Suppose our original input is 6000 and key value is 6. We are performing division

as operation. Dividing 6000 by 6will always result as 1000. So 1000 is the fingerprint
or hash value of 6000. If we alter either 6000 or 6, then we will not get result as 1000.
Another important thing is only by knowing the key value 6 or hash value 1000, no
one can guess or generate the original information which we want to hide from the
others. So we can also say that the fingerprint of a message does not advise anything
about the original data. This is because there are various other possible equations,
which can generate the result 1000.

The following example shares the concept of non-keyed message digest or non-
keyed hash:

Now suppose here our original input is 123456. We want to perform non-keyed
hashing technique over the data. We have added each digit with its next digit and
then collected the last digit from the result to get the hash value. Advantage of this
procedure is that the size of the hash value is much lesser than the size of the original
input.

The basic requirements of hashing technique:

• For a message or input, the generated hash value of a particular hashing technique
should be same always, and the complexity of the calculation should be very low.

• In any moment by using a hash value, the original message or input should not be
regenerated.

• For any two different massages, a hashing technique should always generate two
different hash values.

If we get the same hash value for two different messages after using the same
hashing method, then that is actually violating the principle, which is known as
a collision. The message digest algorithms generally create a message digest or
fingerprint of length 128 bits or 160 bits. This means that the possibilities of any two
hashes being the same are one in 2128 or 2160, respectively. Clearly, possibility of
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collision can happen only in theory but very few in practical. Here we are going to
converse about two chief hashing algorithms, MD5 and SHA.

2 Theoretical Background

2.1 MD5

Authentication of user and data integrity can be maintained by hash functions. MD5,
SHA-1, and RIPEMD-160 are the most popular hash functions in the current com-
puter age. All these popular algorithms are designed on the basis of the algorithm
of MD4 [4]. MD5 is a message digest algorithm which is designed by Ron Rivest.
Algorithm of MD5 has developed on the basis of other algorithms of MD family.
That means MD5 has few predecessors algorithms. All the algorithms of MD-Series
are developed and designed by Ron Rivest. The initial or first message digest algo-
rithm was known as MD. He then released the next version, with name MD2. But
according to the requirement, those two algorithms were very much weak and he
started working on his next algorithm which was known as MD3. But this time, all
his efforts were in vain. That algorithm was collapse, and for that reason, he did
not release the same. Then, Rivest designed MD4. However, within a few years,
MD4 was also proved to be imperfect. Therefore, Rivest designed and released the
upgraded version of MD4 with name MD5. MD5 generates fingerprint very quickly
and accurately. It provides 128-bit message digests. Over the years, researchers have
developed possible weakness in MD5. So far MD5 creates no collision for any two
different messages. But it is not guaranteed in the long run. After few early pro-
cessing, the input text is converted to 512-bit blocks (they are more alienated into
1632-bit sub-blocks). Finally, the algorithm produces a set of four 32-bit blocks,
which builds the 128-bit message digest.

2.2 SHA [Secure Hash Algorithm] Family

The Secure Hash Algorithm (SHA) is developed by the National Institute of Stan-
dards and Technology (NIST) with the collaboration of NSA. SHA was published in
the year 1993. It was published as a Federal Information Processing Standard (FIPS
PUB 180). Next, we got a revised version as FIPS PUB 180-1 in the year 1995, and
the name was given as SHA-1. We can also say it was a modified version of MD4.
SHA takes input of lesser than 264 bits in length and provides output of 160 bits
in length (32 bits extra than the message digest formed by MD5). The word secure
came from following two merits of SHA:

(1) Original input can be retrieved never and
(2) Any two messages cannot have same message digest.
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The Secure Hash Algorithm is a collection of cryptographic hash functions
designed by the National Institute of Standards and Technology (NIST) as a U.S.
Federal Information Processing Standard (FIPS). It includes the following set of
algorithms:

SHA-0: In the year 1993, it was published under the name “SHA.” Within a short
period, it was withdrawn by them, and they also released another version with name
SHA-1 which was a modified version of the previous one.

SHA-1: It was capable to provide 160-bit message digests. It was similar to the
earlier MD5 algorithm. This was designed by the National Security Agency or NSA.
Till 2010, this technology was used in very large scale.

SHA-2: This supports similar hash function with different block sizes. They
are recognized as SHA-256 and SHA-512. They vary in their word size; SHA-256
accepts in 32-bit wordswhere SHA-512 uses 64-bit words. SHA-224 is another avail-
able version of SHA-256, and SHA-384 is another truncated version of SHA-512.
These were also designed by the NSA.

Designed by the U.S. National Security Agency (NSA) published SHA-2 in the
year 2001 by the NIST as a U.S. Federal Information Processing Standard. It is a set
of cryptographic hash functions (SHA-224, SHA-256, SHA-384, SHA-512). SHA
stands for Secure Hash Algorithm. SHA-2 is the combination of the following four
hash functions → 224, 256, 384, and 512 bits.

In the year 2005, we got this version of SHA when a SHA-1 became slightly
insecure due to some mathematical or computational fault. Although SHA-2 carries
some similarity to the SHA-1 algorithm, SHA-2 can prevent all those attacks which
made SHA-1 insecure.

In the year 2012, we got the newer version of the family, namely SHA-3. It was
completely a new algorithm comparing to SHA predecessors.

SHA-3: In the early days of its development, it was known as Keccak. It takes
the equal hash lengths as SHA-2, and the inside construction of the algorithm differs
considerably from the rest of the SHA family. NIST has said that FIPS 180-5 contains
SHA-3.

SHA-3 is designed by Guido Bertoni, Joan Daemen, Michaël Peeters, and Gilles
Van Assche, building upon RadioGatún.

Keccak got the first prize in the NIST hash function competition on October 2,
2012. SHA-3 is not the replacement of SHA-2. As all MD-5, SHA-0, and SHA-1
received several attacks and to some extent those algorithms failed to prevent few of
them, then NIST eagerly wanted to make a different algorithm which is not based
on any previous member of SHA family.

The sponge construction is used by SHA-3. In this algorithm, message blocks
are XORed into the early bits of the state, which is then invertible permuted. In
SHA-3, the result consists of a 5 × 5 array of 64-bit words, 1600 bits in total. The
authors demand 12.5 cycles per byte on an Intel Core2 CPU. However, in hardware
implementations it is remarkably quicker than all other finalists.
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3 Application Area

3.1 Verifying the Integrity of Files or Messages

Averymuch vital function of secure hash is verification of message integrity. Check-
ing whether any changes have been done to a message (or a file) or not is the
main application of these algorithms. This is simply done by comparing between
previously stored message digest and newly accepted message digest.

For the same, nearly all digital signature algorithms only confirm the authenticity
of a hashed digest. If fingerprint is authentic, then definitely the original message is
also authentic.

MD5 and SHA1 hashes are sometimes check only verification of integrity. This
practice is not safe; because of chain of trust problem, we cannot trust on posted
hashes. Even if they cannot be trusted as files, except theseWeb sites are authenticated
by HTTPS; but in this case, the hashes are obsolete.

3.2 Password Verification

Password verification is another area of application. It is similar to the previous
application. Generally, password is not present or stored in simple or plain text.
Instead, it is stored in digest form. When user provides his/her password, then the
application first converts the same into digests and checks with the stored digest for
authentication. That means no one can retrieve the original password at any moment.
If user losses or forgets the password, then that should be replaced by the new one.
Generally, password is concatenated with a prefix non-secret value. This value is
known as salt value. PBKDF2, Bcrypt, or Scrypt are the key stretching functions.
These functions help us to raise the time requisite to execute brute force attacks on
password digests which are already stored.

3.3 File or Data Identifier

File or data can be identified by relevant message digests. Each file has some set
of attributes through which they can be identified uniquely. For example, file size,
source or file location, types of file are the necessary information through which a
file can be identified easily and uniquely. Files which are on peer-to-peer file sharing
networks can also be identified or recognized by the hash functions or digests. For
example, fingerprint of file is combined with corresponding size of file, original
location of file, content information in the application of MD4 and ed2k. Another
example of the same is magnet links. These kinds of hashes are also known as a hash
tree which uses for extra benefits or top hash of a hash list.
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4 Conclusion

So, here we can see, the main motive of all these is to implement a program or
algorithm which can generate unique message digest or hash for each existing input.
Starting from MD5 to moving around SHA-3 is a big journey so far. Though we
got a popular, effective algorithm like SHA-3, still we are looking for an algorithm
which is effective but simpler to implement and understand.
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An Approach to Achieve Compression
Along with Security via a User Assigned
Security Key with Possible Lossless
Compression

Ashis Datta and Mousam Saikia

Abstract Although the current version of this researchworkmight not be fool-proof
as this kind of works are currently being researched upon and yet to be successfully
implemented at large. Popular software such as WinRAR makes use of AES to
encrypt the data and also compresses it at the same time but only one algorithm
is used to compress the data [1]. It is sometimes seen that using different lossless
compression algorithms multiple times can achieve a better compression ratio and
may even achieve better security [2]. Our plan is to achieve such kind of compression
ratios while achieving confidentiality with a model that we have devised ourselves.

Keywords Data compression · Loss-less · Encryption · Decryption · Cipher ·
Private key · Symmetric key · Plain text · Cryptographic modeling · Digital right

1 Introduction

1.1 Encryption

The process of converting from plaintext to cipher-text is known as encipher-
ing or encryption. Some classical encryption techniques [3] include symmetric
cypher model, substitution techniques, transposition techniques, rotor machines and
steganography. Our algorithm partially falls into the category of symmetric cypher
model. In this model, the sender encrypts the plain text into some cypher text using
some key to encrypt the data. The same key has to be used to decrypt the data. Our
algorithm modifies this concept by making sure that the original content that is sent
by the sender can be decrypted only in a specific system i.e., of the receiver. We
achieve this by incorporating the receiver’s system’s MAC address into the final key
that is used to encrypt data.
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1.2 Compression

There are two basic types of data compression [4, 5]; lossy data compression and
lossless [6] data compression.

In lossy data compression techniques, the original data upon decompression will
lose or undergo changes in some of itsminute features which are not easily noticeable
by humans. This type of compression technique is used in compression of images,
audio and video data.

Lossless compression techniques are those in which, upon decompression will
produce an exact replica of the original data. Our software makes use of this type of
algorithms to achieve compression. The technique we have used should be able to
compress general-purpose data, i.e. the algorithm will accept any bit string given to
it.

We present a new algorithm for lossless data compression and encryption. The
basic idea of the algorithm is to define a unique compression and encryption of files
specified by a user based on a key/password provided by the user. We are making use
of lossless data compression [7] algorithms such as Snappy,Gzip, BZip2 andXZ. The
key specified by the user is taken as an input and files given are compressed multiple
times depending upon the result of XOR operation between the password and the
MAC (Media Access Control) address of the user’s system which is automatically
retrieved by the software and is unique to each system.

During the process of decryption and decompression of the data, the contents
will be available at a temporary sandboxed location in a folder and a process will
be created that will keep on running till its closed or the system is turned off. The
extracted file(s) will remain secure as copying, distributing or tampering with it will
not be possible. This is achieved by running the decryption/decompression software
as non-administrator. This part of the software will terminate itself if it is being ran
with administrator privileges. The contents will be deleted if the process is killed
and the space in the hard drive the content takes up will be filled with random data
such that a hacker cannot retrieve that data later. This will be achieved by replacing
the content of the data just before deleting them.

1.3 The Problem of Piracy

The way we consume media is changing and as content owners and producers look
for new ways to keep audiences engaged, the challenges of protecting content across
multiple screens becomes increasingly difficult. Innovation, of course, is a good
thing, but as new ways of streaming content are developed, it is actually aiding
digital piracy.

Piracy is detrimental to innovation, directly affecting job creation and economic
growth. Industries protect their ideas through a variety of legal instruments such as
patents, copyrights, designs, models and trademarks. Without the protection of their
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intellectual property rights [8], they may be less inclined to develop new ideas and
products. Risks are particularly high for industries inwhich the research and develop-
ment costs are high compared to the production costs of the finalised product. Faced
with a diminishing turnover due to counterfeiting and piracy, industry investment in
research and innovation couldwell slowdown. Thiswould limit development, growth
and competitiveness, forcing industries to simply close or at least limit production.

The problem of piracy is that it’s here to stay and it could be argued that the
problem is growing; in August it was reported that Game of Thrones was the world’s
most pirated TV show, with 1.6 million illegal downloads in just four weeks. This
accounted for over a quarter of all pirated downloads from the top 100 torrent sites.
Another recent report from Viacess-Orca highlighted that during the last Football
World Cup they monitored 20 million illegal downloads. What this demonstrates is
that the pirates appear to be winning. However the definition of piracy encompasses
many different layers: from the amateurish camera recordings shot discreetly from a
cinema, through to Internet-streamed content that has been cracked and then uploaded
to an app store.

The many layers of piracy certainly means that content owners and producers
can never fully protect their content, they can only do as much as possible to limit
what pirates can access, and this is where it gets interesting. To implement a DRM
(digital rights management) solution for streamed content across all devices is both
complicated and expensive, so what we’re seeing is that studios are choosing to focus
their protections around high value digital media such as High Definition and 4 K
over standard definition content. What they need is content protection that follows
the content and therefore is device agnostic.

1.4 DRM (Digital Rights Management)

Implementing an effectiveDRMsecurity is the answer and asmost content publishers
will argue, it is vital to facilitate continued innovation in digitalmedia.As newdevices
that stream apps and host media players are constantly being developed, the need
for secure and unobtrusive digital distribution is urgent. In order for DRM solutions
[9, 10] to work to protect the sale of books, films, and music that is growing online,
the critical component of a digital key, which allows a user or device to decode the
protected content - is required [11]. However, even the best encryption schemes are
useless if a hacker can quickly acquire the key.

The costs of DRM security [12] breaches are significant; with the Motion Picture
Association of America (MPAA) estimating it costs the film industry $6 billion per
year in lost revenue. The weakness with DRM security and implementation is that it
can be easily hacked and cumbersome to users if strong application-level defences
are not leveraged. In an attempt to curb piracy, many DRM vendors are resorting to
using invasive digital rights protection techniques that assume the system is always
under attack by pirates, which causes restrictions and performance degradation to
honest users.
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Since most streaming media applications are performance intensive, DRM secu-
rity solutions mustn’t noticeably impact performance; hence it’s not an option. For
a DRM system to be well received, it’s imperative that the original content simply
looks and works better than the pirated copy. The solution lies in imposing DRM
security strategies that are effective at preventing piracy, while not degrading the
consumer’s experience.

DRM vendors are always going to be held hostage to the speed of technological
innovation. The problem here, is that the quality of the very content that we on our
different devices is likely to be undermined by the massive loss of revenue caused
by piracy.

2 The Scheme

The algorithm has two modules with two main parameters each. The modules are
briefly described below:

The file processor: This module is responsible for the generation of a special form
of file that is both an encrypted and compressed version of a user assigned file.

The reverser: This module is responsible for producing the exact replica of the
original file on acquiring the proper file and key (the file that was processed with the
key that was assigned during the execution of the previous module).

Both the modules have one common parameter i.e., the key assigned by the user,
which needs to be entered during separate instances. The first instance being the
processing of an unprocessed file and the second instance being the decryption and
decompression of a processed file. During the processing of an unprocessed file the
second parameter will contain the path and name of the unprocessed file in the form
of a string. While obtaining the original file, the second parameter will contain the
path and name of the previously processed file also in the form of a single string.
The programming language used for the development of this project is java.

3 Literature Survey

Serial number Author name Paper title Features

1 Robert Franceschini and
Amar Mukherjee

Data compression using
encrypted text

• It establishes that
encrypted representation
of text leads to substantial
saving of storage space

• It is an interesting
dictionary based
compression method with
better performance than
gzip and arithmetic
coding

(continued)
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(continued)

Serial number Author name Paper title Features

2 Matt Mahoney Data compression
explained

• Covers a lot about
lossless data compression
algorithms and
commonly used lossy
data compression
algorithms

• Most of the lossless data
compression algorithms
are used in this project

3 Mark Stamp Digital rights management:
the technology behind the
hype

• Covers topics such as
DRM tethered and
untethered systems

• Covers media snap DRM
in detail

4 Chung-Ping Wu Design of integrated
multimedia compression
and encryption systems

• It was shown that security
could be achieved
without sacrificing the
compression performance
or the processing speed

5 Cappaert, Nessim Kisserli,
Dries Schellekens and Bart
Preneel

Self-encrypting code to
protect against analysis and
tampering

• Covers topics such as
code obfuscation and
self-modifying code

• Shows how two or more
files are dependent upon
one another and achieves
self-modifying code

6 M. VidyaSagar, J.S. Rose
Victor

Modified run length
encoding scheme for high
data compression rate

• Covers the run length
encoding scheme in
details and how the
modified version is better
from other algorithms in
terms of both
compression and
performance. But better
compression algorithms
are available

7 Alan Story Intellectual property and
computer software

• Shows how proprietary
software can be prevented
from piracy

• Shows the various
ongoing problems for
such software

• Shows how to tackle
these kind of problems

(continued)
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(continued)

Serial number Author name Paper title Features

8 Kun-Won Jang, Chan-Kil
Park, Jung-Jae Kim and
Moon-Seog Jun

A study on DRM system
for on/off line key
authentication

• This paper shows an
algorithm that can
encrypt files by dividing it
into blocks. Conventional
systems can replay digital
content only after entirely
decrypting it

• It can be used to provide
free demos for users

9 Pasi Tyrväinen, Jarmo
Järvi, Eetu Luoma

Peer-to-peer marketing for
content products combining
digital rights management
and multilevel marketing

• It states “out of the
$32 billion market for
music in 2002 only about
$0.09 billion is sold by
paid downloads and
online retailers accounted
for a mere 1% of music
sales”

• Shows a model for
distribution of
copyrighted content in a
peer-to-peer network

10 Mikko Löytynoja, Tapio
Seppänen, Nedeljko Cvejic

Experimental DRM
architecture using
watermarking and PKI

• The paper describes a
unique architecture for
DRM and discusses
watermarking in detail

3.1 Objective of This Paper

The primary objective of the paper is to develop a unique algorithm for compression
and encryption of files specified by a user based on a key/password provided by the
user. We are making use of lossless data compression algorithms such as Snappy,
Gzip, BZip2 and XZ. A key comprising of integers that has a variable length from 1
to 19 digits specified by the user is taken as an input and files given are compressed
multiple times depending upon the result of XOR operation between the password
and the MAC address of the user’s system which is automatically retrieved.

It is intended to be used in industries where piracy causes huge amounts of loss.
With more research into this field, copyright laws will benefit a great deal in the
future. It also has the possibility to become the norm for downloading and uploading
of copyrighted content from the internet.
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3.2 Solution Strategy

We propose a solution strategy by applying the following steps:

• By continuously running an algorithm to clear the clipboard as a thread in the
background. This thread is stopped when the program is closed.

• Upon exit, the files previously extracted to a temporary location will be forcibly
deleted.

• The user won’t have write access to the files as modifying or coping the contents
of these files will make this project useless.

• The key passed by the user will undergo XOR operation with his/herMAC address
which is unique for every computer and the result will be used for the encryption
instead of the actual key.

4 An Implementation

4.1 Architecture Diagram

In Fig. 1,

T Represents the original unprocessed file.
C Represents the first module.
k Represents the key.
*T Represents the file after processing.

In Fig. 2,

*T Represents the processed (encrypted and compressed) file.

Fig. 1 Block diagram for
the first module (compresses
and encrypts)

Fig. 2 Block diagram for
the second module
(decompresses and decrypts)
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Fig. 3 The file processor/the first module

D Represents the reverser module.
k Represents the key.
T Represents an original copy of the unprocessed file.

4.2 Detailed Diagram

See Fig. 3.

4.3 Detail Process and Pseudo Codes

Compression of data in a lossless manner by making use of various algorithms more
than once sometimes achieve better compression ratios. But this kind of algorithms
are currently looked into and researched upon without any assurance that it is always
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possible. However, the algorithms we are using are quite simple and easy to use.
The source codes of these algorithms are easily available on the internet. Snappy is
a fast compression and decompression technique achieving speeds of 250 MB/s for
compression and 500MB/s for decompression on a single core i7 of 64 bit. It is based
on LZ77 algorithmwhich achieve compression by replacing repeated occurrences of
data with references to a single copy of that data existing earlier in the uncompressed
data stream. XZ compression algorithm is a dictionary based compression technique.
Gzip makes use of one of the algorithms already defined within itself depending
upon the type of data it is given to compress. BZip2 makes use of Burrows-Wheeler
algorithm to compress data. Our algorithm can compress multiple files but it is not
an archival tool. Although Gzip is an archival tool, this algorithm will not make use
of the ability because the file(s) after decryption and decompression will be found at
a temporary location in a temporary folder. The software will be fairly easy to use.
First, the user needs to specify the file(s) to be compressed and then in the second
step, a password is asked to be entered by the user and the system’s MAC address
is retrieved which then undergoes XOR operation with the password provided. One
assumption of our algorithm is that the password entered will be of numbers only
with a maximum length of nineteen digits and a minimum length of one digit. The
file(s) then undergo lossless compression via various algorithms according to the
result generated during the XOR operation. BZip 2, Snappy, Gzip, XZ are lossless
data compression algorithms [13] used in building this software. Their algorithms
are described below. However, in these algorithms, a file is created and the data
output stream is written onto it. In our algorithm, these functions instead of creating
an entire file, will return the output stream which will be further compressed. The
output file will be created only when it has finished compressing that stream. The
resulting stream will also be encrypted.

The pseudo code for BZip 2 compression algorithm in java:

Get the original file.
Create an empty output file.
Initialize output stream.
Read content of the original file.
Initialize BZip2 output stream.
Apply Burrows-Wheeler transform on the data and compress.
Write data to the stream.
Write contents of the stream to output file.
Close output stream.

The pseudo code for BZip 2 decompression algorithm in java:

Get compressed file.
Store contents of compressed file in byte array.
Initialize integer variable n to 0.
While (Reading of data in input stream is not complete, set n as counter)
{
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Decompress the contents of the input stream.
Write contents to the output buffer.

}
Close all input and output streams.

The pseudo code for Snappy compression algorithm in java:

Enter file to be compressed.
Initialize input stream to be compressed from the input file.
Initialize the output file.
Initialize the output stream.
Initialize encoder.
Apply Snappy algorithm.
Write the output to the output stream.
Create the output file.
Close output stream.

The pseudo code for Snappy decompression algorithm in java:

Read contents of compressed input file.
Put the content in a byte buffer.
Initialize Snappy decoder.
Decompress the contents by setting the correct properties.
Put decompressed content in an output stream.

The pseudo code for Gzip compression algorithm in java:

Initialize input stream.
Initialize the output stream.
While (Reading of data in input stream is not complete)
{

Apply Gzip algorithm to data.
Write to the output stream.

}
Close output stream.

The pseudo code for Gzip decompression algorithm in java:

Get compressed file.
Store contents of compressed file in byte array.
Initialize integer variable read_bytes to 0.
While (Reading of data in input stream is not complete, set read_bytes as counter)
{

Decompress the contents of the input stream.
Write contents to the output buffer.
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}
Close all input and output streams.

The pseudo code for XZ compression algorithm in java:

Initialize input stream.
Initialize output stream.
Set size of dictionary.
While (Reading of data in input stream is not complete)
{

Apply XZ Algorithm.
Write compressed contents to output stream

}
Close output stream.

The pseudo code for XZ decompression algorithm in java:

Get compressed file.
Store contents of compressed file in byte array.
Initialize integer variable read_bytes to 0.
While (Reading of data in input stream is not complete, set read_bytes as counter)
{

Decompress the contents of the input stream.
Write contents to the output buffer.

}
Close all input and output streams.

The code for function to detect whether the program is being run as administrator:

Initialize a Boolean flag.
Initialize a string with the command reg query “HKU\S-1-5-19”
Run the command in command prompt.
If no error is found set the flag to false.
Else set the flag to true.

A pseudo-code for one round of the encryption process

int key_1, key_2, secret_1, pass_value;
if(key_1 is not divisible by secret_1 and key_2 is not divisible by secret_1)

use BZip 2 on file_1;

if(key_1 is not divisible by secret_1 and key_2 is divisible by secret_1)

use Snappy on file_1;

if(key_1 is divisible by secret_1 and key_2 is not divisible by secret_1)



124 A. Datta and M. Saikia

use GZip on file_1;

if(key_1 is divisible by secret_1 and key_2 is divisible by secret_1)

use XZ on file_1;

pass_value = XOR(key_1, key_2);
return (file_1, pass_value);

In the pseudo-code described above, key_1 is used as the result of XOR operation
between the password provided by the user and the MAC address. The key_2 is a
private key that will be present with authenticated users only, it can also be used for
recovery purposes; secret_1 is a simple integer value that is kept private; file_1 is a
byte stream and pass_value will be used for further encryption.

5 Results and Discussions

The expected outcome of this project is that it shall be used in industries where
piracy causes huge amounts of loss. With more research into this field, copyright
laws [14] will benefit a great deal in the future. It also has the possibility to become
the norm for downloading and uploading of copyrighted content in the internet.
Since, this algorithm produces a lossless copy of the original content, high quality
multimedia content will consume reasonable amount of hard disk space while being
secure (Fig. 4).

Fig. 4 The form for getting
the password (in this case, a
wrong password is entered)
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Fig. 5 This window will
appear on successful entry of
the password

When the Fig. 5 appears, a new directory named temp_folder will appear which
will contain the decompressed files. The user will be unable to perform paste opera-
tionwhen this window is showing. Upon closing this window, the files will be deleted
and will reappear again when the program is rerun.

Currently, we are able to achieve at best a 55–60% compression ratio for pdf
file of 14 Megabytes. Some other tests include images, music and audio-video files,
60–65% in case of images, 80–90% in case of music and audio-video files. The time
required for compressing depends upon the file size and the type of file. However,
this technology seems to be working best with document files.

Below is a figure of a music file that has been compressed and encrypted
successfully (Fig. 6).

Fig. 6 A file successfully compressed
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6 Limitations

• The key provided by the user has to be comprised of integer values only.
• The size of the software used for extracting the original files will remain the same
at all times. This will take up more space during replay of the content.

• Better encryption and compression algorithms that work individually exist.
• It is not a final solution to provide fool proof security or data compression.

7 Future Scope

• The compression ratios can be better with different settings.
• The number of algorithms should be increased to provide better security.
• The number of rounds of encryption can be increased for better security.
• The algorithm can be optimized for its use in various regions.

8 Conclusions

This work is expected to help in industries where piracy auses huge amounts of loss.
With more research into this field, copyright laws will benefit a great deal in the
future. It also has the possibility to become the norm for downloading and uploading
of copyrighted content in the internet. Since, this algorithm produces a lossless copy
of the original content, high quality multimedia content will consume reasonable
amount of hard disk space while being secure.
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Landslide Susceptibility Mapping:
Development Towards a Machine
Learning-Based Model

Sonam Lhamu Bhutia, Samarjeet Borah and Ratika Pradhan

Abstract Landslides are movement of rocks, debris or earth along a slope. There
are seven states into which the activities of a landslide can be classified into; they are
dormant, relict, suspended, reactivated, active and stabilized. Landslide susceptibility
map is very crucial as it provides significant data and information that is required
for planning of landslide-prone areas as it provides crucial information about spatial
probability regarding the occurrence of landslide which is very important in the
planning of land use. This paper provides a review of various studies and experiments
conducted in this domainof research.The focus area of the study is SikkimHimalayan
region as it shares some similar type of parameters.

Keywords Landslide susceptibility map ·Machine learning · Causative factors ·
Accuracy · ROC

1 Introduction

The movement of rock, earth and debris down a slope can be defined as landslide [1].
Landslides are driven by the force of gravity and are result of failure of the materials
that makes a hill.

They are the most common natural hazards that occur in the mountain and hilly
regions, causing substantial damage to both property and life. Sikkim being a hilly
region is highly vulnerable to landslides. Hence, in order to assess the factors that
contribute towards the occurrence of landslide in any area it is vital to understand its
process. This in turn will help us to predict the future landslides, analyse its hazard
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and prevent the damages caused due to landslides and also device suitable mitigation
measures and models [1].

However, it is difficult to project an accurate time frame regarding the occurrence
of landslides and thus landslide susceptibility map plays a vital role in providing
crucial information in for management of the landslides.

1.1 Landslide Susceptibility Map

Landslide susceptibility map is very crucial as it provides significant data and infor-
mation that is required for planning of landslide-prone areas as it provides crucial
information about spatial probability regarding the occurrence of landslide which is
very important in the planning of land use [2]. Main objective of the landslide sus-
ceptibility map is to identify the areas where the likelihood of occurrence of landslide
is the most. It is defined as the likelihood of a landslide occurring in an area on the
basis of local terrain conditions [3].

It is the degree to which a terrain can be affected by slope movements, i.e. an
estimate where landslides are likely to occur [4] which involves the spatial distribu-
tion and segregation of the terrain units according to their level of vulnerability to
landslides and provide the related information related to the probability of any new
landslides occurring in an area.

Over the years, thoughmany assessments for developingmodels for landslide sus-
ceptibilitymapping have been carried outworldwide, it still stands as one of themajor
areas of research because different regions would have different economic, political,
social and cultural factors and thus the technique of assessment and management for
landslide may vary from one region to other.

1.2 Landslide Causes

Instability in slope is usually the cause of the landslide; however, there are various
other factors that make the slope susceptible to landslides [1, 3].

The factors that cause the landslide can be categorized as geological, morpho-
logical, physical and man-made. While there may be several causes for a landslide,
however, there are very few triggering factors, i.e. single event that finally initiates
the landslide.

The main triggering factors for the landslide are rainfall, volcano, glacier and
earthquake. There may be several factors associated with landslide however; we
normally focus on single triggering factors.
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2 Related Works

Many assessments for developing models for landslide susceptibility mapping have
been carried out worldwide. These involve both qualitative and quantitative tech-
niques, which have been developed over time. However, the quantitative techniques
have gained more popularity in the recent decades as it has not only the ability to
incorporate more causative factors but also various probabilistic methods [3].

Both the quantitative and qualitative techniques for landslide susceptibility
mapping have their own advantages and disadvantages.

Over the years, much research has been done. Accordingly, the approaches for
the development of a model can be grouped into mainly statistical, soft computing
and analytical [5].

The area of the study may vary accordingly; for a relatively small study area
development of model for landslide susceptibility model, the various approaches
appliedmayyield a better accuracy.However,when the area of study is comparatively
large, the analytical approachmay fail to produce a better accuracy; hence, todaymost
of the researches are focused towards the statistical and soft computing approaches
[5].

Sharma et al. [6] have incorporated Shannon’s entropy along with the information
value-based statistical model in order to study the susceptibility of landslide in the
study area, Sang area, East Sikkim.

Here, the thematic layers corresponding to all the causative parameters were con-
sidered and were overlapped, and thus, as a result 78,256 numbers of polygons were
formed. Then, TLIV, i.e. total landslide information value, was calculated for every
polygon. Shannon’s entropy value of the individual parameters was then multiplied
with the total of the landslide information values of all the sub-categories present
within its respective parameters for each of the polygons.

Though themodel presented an accuracyof 95%, however, heremostly soil param-
eters were taken in detail and very few non-soil parameters were taken into account.
Also, the above model showed a high accuracy for a smaller study area; however,
with the increase in the study area, the number of polygons will substantially increase
and hence might lead to the decrease in the accuracy.

Sharma et al. [7] adopted various fuzzy algebraic functions for the study of
vulnerability of landslide in the area of Rumtek-Samdung, East Sikkim.

The study area was further categorized into five different categories by using
the LSI; i.e. landslide susceptibility index was calculated from each of the fuzzy
operators. Thus, landslide densitywas then calculated thatwas the ratio of the number
of polygons with landslides to the total geographical area under the categorized
susceptibility zone. The resultant accuracy is 96.25%.

Here, for the sub-parameters for the polygons of the causative factor that is taken
into consideration, their fuzzy membership value for at least one variable within
majority of the polygons will tend to become zero and this may result in giving
rather unrealistic information in terms of landslide. Hence, it is observed that for
a large number of causative factors and its sub-parameters, effect of the causative
factors may not be uniform throughout the study area; hence, the fuzzy operators
may not yield the results as expected.
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Pradhan et al. [8] proposed a landslide susceptibility model where they have intro-
duced artificial neural network as an approach along with geographic information
system and remote sensing data. Ten input parameters pertaining to the landslide of
the study area were taken into account to generate a model and assess the vulnerabil-
ity of the study area to landslides. Based on the causative factors and their assigned
weights, the susceptibility of the study area to landslide was calculated. Using the
back-propagation training method, the weight of each factor was determined. The
accuracy reported was 92.59%.

Neural networks have the ability to allow the target classes to be determined in
accordance with their distribution in the corresponding area of the data source, and
this also eases the process of integration of remote sensing data.

In this neural network model, the various steps involved in the internal process
are complicated and this involves heavy computing load resulting in a long execu-
tion time. Thus, the involvement of huge amount of data from the various layers
involved in the study area cannot be efficiently processed using artificial neural net-
work programme. Assessment of landslide occurrence potential can be done using
the attribute data; however, its events cannot be predicted.

Ahmed [9] made a comparative study of the various models that are used for
assessing the landslide susceptibility using OWA: ordered weighted average, AHP:
artificial hierarchy process and WLC: weighted linear combination, which are three
different geographic information systems, based on multi-criteria decision analysis
method. The accuracy of the methods was projected as AHP 89.90%, WLC 83.90%
and OWA 87.10%, respectively.

Here, nine different causative factors were taken into consideration as the input
parameters. Though the techniques used showed a fair accuracy rate and it is also
very useful when dealing with large data/map with ease, however its limitation lies in
the fact that these methods also have the influence of the expert’s knowledge which
hinders the proper selection of the factors affecting the landslide.

Chalkias et al. [10] proposed a model for mapping of landslide susceptibility of
the given study area using an integrated approach by using a combination of expert-
based and statistical approach. Here, seven causative factors are considered as the
input parameters.

Here, statistical analysis along with expert knowledge was used for the study
which resulted in an accuracy of 76%. However, total amount of landslide that has
already occurred within the area of study was not considered in the data set. Equal
amount of significance was given to both expert-based and the statistical models.
However, the proposed method did not include the mutual relationship between the
causative factors and that the model is only applicable to regional-scale data sets.

Kainthura et al. [11] proposed a model using K-means clustering algorithm. They
chose the causative factors based on its relevance to the landslide of the area. The
parameters which they have identified as the most significant were geomorphology,
slope, elevation, rainfall and vegetation.

For defining the levels of rainfall, K-means clustering algorithm was used and
then the decision tree techniques have been applied to classify the areas that were
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susceptible to landslide. However, here the accuracy of the technique used has not
been projected and only the applicability of the techniques has been shown.

Quan et al. [12] have used artificial neural network (ANN) and analytical hier-
archy process (AHP) techniques for the study of vulnerability of the study area to
the landslide. Seven causative factors were taken into consideration. A comparative
analysis of the given techniques was done to find the most suitable approach that
would be most appropriate for selection of only the most relevant landslide param-
eters that may be applied for valuation of the proposed model. Accuracy 75% was
achieved using artificial neural network (ANN) and 58.3% using analytical hierar-
chy process (AHP). However, soil type and also its geology were reflected as the
limitation of these projects as that they did not prove to be very efficient due to the
various characteristics associated with it.

Kayastha et al. [13] projected a model for landslide susceptibility map based on
analytical hierarchy process (AHP) using eleven causative factors. Here, both the
physical and statistical methods were used for the validation of the model devel-
oped for mapping of landslide susceptibility for the given study area. The results
revealed that there was a strong relationship between the present and the past land-
slide occurrences thatwas obtained from the predicted susceptibility levels. However,
analytical hierarchy process (AHP) approach is based on the experience, knowl-
edge and judgment of the expert knowledge and these factors highly influence the
decision-making.

Moon et al. [14] made a comparative analysis of the methods at a regional scale
using bivariate and multivariate statistics. For bivariate statistical approach, weight
of evidence (WOE) method was used and logistic regression (LR) was used for
multivariate statistical approach.

These statistical analysis approaches along with GIS tool were used to present
a model for landslide susceptibility mapping. Here, weight of evidence (WOE)
approach was projected as one of the efficient methods for identifying variables that
contributed towards occurrence of landslides in the areas under study. Recognition of
these important parameters also aided in controlling the landslide processes only for
those areas for which sufficient amount of landslide data are available. However, this
method failed where complete landslide data was not available whereas the logistic
regression model posed a drawback when too many parameters were included.

Zhang et al. [15] presented random forest technique as a new integrated classifi-
cation method for accessing the areas susceptible to landslide. A total of 34 causative
factors were considered for the study which projected an accuracy of 86.10%. This
technique not only showed a relatively good response in handling multiple input
parameters but also was able to efficiently assess the significance of each of these
input parameters that contributed towards the landslide occurrence of the study area.

Though this technique was projected as a model with significantly high accuracy
evenwhen it involved ahugenumber of input parameters however, its limitation lies in
the fact that random forest technique is highly influenced by scale, type, precision and
number of input factors, and also the number of classifiers [15]. Hence, random forest
technique is preferable where there is a large number of input parameters wherein
the selection of the most significant parameters can be done with ease (Table 1).
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3 Conclusion

For each of the techniques mentioned above, receiver operating characteristic curves
(ROC) have been used for prediction and validation of accuracy. Techniques used
for categorization of landslide susceptibility map can be primarily classified into
four main categories, namely heuristic, statistical, deterministic and probabilistic
techniques.

However, probabilistic and statistical methods are the most preferred ones [3].
These techniques when used in combination with the qualitative techniques have
also yielded better results as the expert-based inputs make a significant contribution
towards geological terrain features.

For the techniques used above, the selection of the causative factors in most of
the cases has been done based on the past study. The accuracy of any landslide
susceptibility depends upon the proper selection of the causative factors. However,
at the same time, the number of the input parameters taken into account should also be
taken into account; for this purpose, proper optimization of the causative factors can
be done so that those factors having the higher significance towards the occurrence
of the landslides can be done.

Since landslide susceptibility mapping of an area and its risk assessment involve
a huge volume of data, how efficiently can the model handle these huge volumes of
data has not been addressed.

Use of multiple factors (interdependency of causative factors) is done to yield a
better accuracy. Also, triggering factors highly influence the landslide conditioning
factors. Hence, there arises the need to check the level of influence of the trigger-
ing factors on the landslide conditioning factors (interdependency of causative fac-
tors). This issue has been checked by only taking few parameters into consideration.
However, a larger number of parameters have not been addressed.

Hence,machine learning is gainingmuchmorepopularity as these techniques have
the capability to independently adapt, when exposed to new set of data. They also
possess the quality to learn from the previous computations to yield much efficient
and reliable result. Also, they have the capability to handle large and complex data
and also efficient handling of incomplete data [15].
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Technology Enabled Smart Efficiency
Parking System (TESEPS)

Amiyangshu Nath, Himshekhar Nr. Konwar, Kapil Kumar
and Md Ruhul Islam

Abstract Transportation is the key infrastructure of a country. A country’s economy
status depends upon how well the country is served by its roads, railways, airports,
ports, pipelines and shipping. The rate at which a country’s economy grows is very
closely linked to the rate at which the transport sector grows. As road transport gives
personal mobility to persons, the vehicle ownership rate has been increasing at a
fast rate round the world. Due to increase in car ownership, the problem of parking
is becoming more and more acute day by day (Singh and Sharma in application of
advanced parking management system techniques—a case study. Int Organ Sci Res J
Mech Civil Eng 3(2):24–28, 2012, [1]). Parking space utilization is one of the major
problems in crowded cities. Even after coming up with regulations and dedicated
parking spaces, with the number of increasing vehicles on road each day, it is hardly
making any difference in the existing vehicle parking problems. Yes, we see a huge
improvement in the efficiency of space utilization while parking the vehicles, but
there is more that can be done to improve it even further without building an entirely
new parking space. Even in the most efficient vehicle parking spaces, where the
vehicles are parked in a horizontal row with only a little space (for the driver to get
inside/outside of the vehicle) between each vehicle, the little space between each
vehicle collectively makes up a lot of space that is wasted in the name of driver’s
comfort to get inside/outside the vehicle. This project aims toward developing a
solution to eliminate these small spaces between each vehicle without compromising
with the driver’s comfort in getting inside/outside the vehicle, in fact offering more
convenience in doing so and truly making an efficient use of the parking space. There
are two types of car parking systems: automated and traditional. In the long term,
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automated car parking systems are more cost effective when compared to traditional
parking garages. IoT is the best option for smart parking system (Osmani et al. in
research paper on smart city parking system. Int J Adv Res Innov Ideas Educ 2(3),
2016, [2]). This project incorporates IoT level 1 technology and uses the concepts of
bi-directional rotating conveyor belts using DCmotors and Arduino microcontroller,
NFC tagging and automation. This report depicts the model of the entire system and
can be used to build the physical prototype and also build the technology over it.

Keywords Parking space utilization · IoT · IoT level 1 · Arduino · DC motor ·
NFC · Automation

1 Introduction

Every driver in this country, sometime in their lives, has faced vehicle parking prob-
lems. Finding a parking space in most metropolitan areas, especially during the rush
hours, is difficult for drivers. The difficulty arises from not knowing where the avail-
able spaces may be at that time; even if known, many vehicles may pursue very
limited parking spaces to cause serious traffic congestion [3].

In crowded cities, this is an everyday situation that the drivers need to encounter.
On one side, drivers complain that there is not much parking space in the public
areas and that they have to park their vehicles in a risky position (i.e., very close to
adjacent vehicles in a row) that increases chances of minor scratches and clashing
of the vehicles with each other, and on the other side, the Government bodies and
responsible authorities pressurize the local authorities to waste as little space as
possible in the parking areas and utilize every inch of the parking space. The views of
both the parties here are colliding, they will continue to collide until a middle ground
is found where the drivers feel safe that their vehicle is out of risk of collisions, and
the Government is successful in using every inch of the parking spaces. Technology
has solved even the unthinkable problems and is now even ready to send people to
Mars but cannot anything be done for these existing parking problems? This project
outlines one of those million solutions that can prove to find this middle ground
among both the parties using IoT level 1 technology.

2 Problem Definition

Crowded cities have enough problems already, and the increasing rate of vehicles on
road each day and lesser parking spaces add on to it. Even in the most efficient and
safe parking spaces, it does not have a 100% space utilization. In the most efficient
parking spaces, where the vehicles are parked side-by-side in a row, it can be still
found that there is some space between adjacent vehicles (for driver’s convenience in
getting in/out of the vehicle) which collectively makes up a lot of potential parking
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space wasted just like that. On top of that, there is this never-ending war between
vehicle drivers and the authorities about this problem—drivers want more individual
space for the vehicle for its safety (from scratches/collisions), and authorities want
lesser amount of space wasted.

3 Proposed Solution Strategy

This project uses level 1 IoT technology composed of bi-directional DCmotor move-
ments, conveyor belt technology, centralized Arduino-based controlling and NFC
tagging. An extended conveyor belt will be placed in individual parking spaces which
will be used to carry the vehicle on it and pull it into the actual parking space. So,
this way the vehicles can be placed at a very close proximity from each other in the
parking space. Also, when driver would like to take the vehicle away, the vehicle will
be pulled out from the actual parking space on the conveyor belt itself to the extended
area, and the driver can easily drive away the vehicle without worrying about any
collisions. Also, to keep a track of the vehicle and vehicle owner’s identity, NFC
tagging is used. The NFC tagging will not only act as a trigger to the movement of
the conveyor belt but also will be able to uniquely identify every driver and his/her
vehicle.

The components incorporated in the project are

(i) Arduino
(ii) Motor driver
(iii) DC motor
(iv) Bread board
(v) Jumper wires
(vi) NFC tag cards
(vii) Conveyor belt model.

Figure 1 shows the physical design layout of the system. The conveyor belt pulls
in and out the vehicles on it to and from the parking slot, respectively.

4 Design Strategy for the Solution

The above flowchart clearly depicts the various actions taking place in the system
and the conditions responsible for the actions. It also serves the purpose of giving a
clear picture of the working of the system. The detection of NFC card here acts as
a trigger to the rotation of the conveyor belt in both inward and outward directions
(Figs. 2, 3 and 4).
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Fig. 1 Design layout

5 Working Principle

5.1 Arduino UNO

AnArduino is originally a microcontroller-based kit. It can be purchased and used or
can be assembled and made at home using the components, owing to its open-source
hardware features. Controlling and operating multiple devices and communicating
between those are possible using this kit. These days many people try to use the Adri-
anobecause itmakes things easier due to the simplifiedversion ofC++and the already
made Arduino microcontroller that you can programme, erase and reprogramme at
any given time [4].

The Arduino is the central coordination system in this project responsible for all
the movements and activities going on in the project (Fig. 5).
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Fig. 2 Flowchart of solution strategy

5.2 DC Motors

ADCmotor in simple words is a device that converts electrical energy (direct current
system) into mechanical energy [5].

In this project, DC motors are used to run the conveyor belt in forward and
backward directions for carrying the vehicle to and out of the parking slot [6] (Fig. 6).
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Fig. 3 Circuit diagram of solution strategy

Fig. 4 Real photograph of project circuit
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Fig. 5 An Arduino UNO [4]

Fig. 6 DC motor [5]

5.3 L298 Motor Driver H-Bridge Module

L298Motor Driver Module is an integrated monolithic circuit in a 15-leadMultiwatt
and PowerSO20 packages. H-Bridges are typically used in controlling motors speed
and direction. An H-Bridge is a circuit that can drive a current in either polarity
and be controlled by pulse width modulation (PWM). Pulse width modulation is a
means in controlling the duration of an electronic pulse [7, 8]. In this project, L298
Motor Driver is used to control the DC motor operations and its movement in both
the directions (Fig. 7).

5.4 NFC V3 Module

NFC is a set of communication protocols that enables two electronic devices to
establish communication by bringing them within 4 cm of each other. In this project,
NFC cards are being used for authorization purpose of the vehicle driver to ensure
safety of the vehicle [9] (Fig. 8).
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Fig. 7 L298 Motor Driver module [6]

Fig. 8 NFC module (card and chip)
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6 Implementation and Result

See Table 1 and Fig. 9.

7 Conclusion

This project has successfully cut down the wastage of the free parking space in
the parking lots, has established an efficient way to utilize almost every inch of the
parking space for its purpose and in the way has also established convenience for the
drivers to park their cars without being tensed about scratches and minor clashes.
It has been able to finally end the long-drawn dispute between the drivers, wanting
more space for parking for convenience and safety, and the authority, wanting to
waste as less space as possible. This system perfectly reaches the middle ground on

Table 1 Implementation and results

Sl. no. Test case Response

1 Testing Arduino by blinking in-built LED LED blinking Adriano working message

2 Testing NFC V3 module NFC read message (NFC ID detection)

3 Testing DC motors Mechanical movement (circular rotation
in both clockwise and anti-clockwise
direction.)

4 Testing motor driver using DC motors Mechanical movement (circular rotation)
of DC motors

Fig. 9 Final model of the proposed system
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both the parties’ wants by offering more convenience in parking and ensuring safety
of the vehicle from accidents to the drivers and at the same time use every inch of
the parking space for its purpose.

This model can also work as the base model for newer technologies to be built
over it. The project has a huge scope for lot of applications in the parking industry
as well as other industries requiring mechanical movement and transport of material
in and out of a compound. More advanced technology like IoT, cloud computing
and AI can be implemented in this system to make a lot of processes in the system
automated and enable remote controlling of the system too.
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CLEAN Algorithm for Imaging Quality
Enhancement

S. N. Sur, S. Bera, A. Anand and S. Rai

Abstract In ITS, radar plays an important role. Detection of the target and charac-
terization is very important. Similarly, in dynamic channel condition, target image
quality degrades considerable due to sidelobe enhancement and defocusing. The
clean algorithm is introduced to eliminate sidelobes and significantly improves the
target detection performance of radar signals. The experimental results demonstrate
the effectiveness of the CLEAN algorithm.

Keywords Clean algorithm · RADAR · Inverse synthetic aperture radar (ISAR) ·
Range · Correlation · Spectrum

1 Introduction

Automobile radar is one of highly growing industries due to increase in the heavy traf-
fic worldwide. Along with the increase with the on-road traffic, safety has become
very important. Also, traffic congestion is another aspect to look into. Hence, the
introduction of intelligent transportation system (ITS) in highway network is of
utmost significance [1]. One of the solutions to the above problems is remote sens-
ing [2, 3] the different obstacles and act accordingly. Remote sensing is again a
challenging job under ITS due to highly dynamic channel condition. In dynamic
channel situation, the nearby or adjacent targets suffer from increase in sidelobe
and thus overlapping on each other causing target peak misallocation [4, 5]. So, to
meet the demand, very high-resolution imaging radar needs to be developed and this
paper deals with the development of such high-resolution imaging radar for vehicular
application so as to recognize and classify targets or obstacles clearly and improving
the on-road traffic conditions [6–8].

The requirement of high-resolution radar image so as to identify the targets clearly
a technique known as CLEAN [4, 9, 10] may be employed which has the capability
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of reducing the sidelobes enhancement thus lowering the chances to target overlap-
ping. Hence, the application of this algorithm will lead to proper localization and
classification of the closely spaced vehicular targets so as to meet the challenge of
heavy traffic. In this paper, authors have introduced a hybrid processing scheme for
a polyphase coded spread spectrum system by combining the matched filter and
coherent clean algorithm in order to enhance the performance of the radar.

2 Clean Algorithm

In this paper, the CLEAN algorithms are used to improve the image quality of
polyphase coded spread spectrum ISAR radar. The practical result demonstrates
the effectiveness of the CLEAN algorithm. Here, signal processing methods, like
cross correlation, FFTs, and CLEAN algorithm on target images, are incorporated
to improve the radar system performance.

The algorithm, as in Fig. 1, initially brightest spot in the image map (D) has been
identified. The location and intensity information for the brightest spot are retained
in a clean map (G). Once the brightest spot is removed from the image map (D),
the procedure is repeated with the next brightest source in the image map until some
predetermined condition has been reached. For the spot identification, peak detection
or blind spot detection algorithm is used to prepare a hot spot imaging.

3 Experimental Results

Here, for the sensing purpose, polyphase coded signal has been used andhas 100MHz
bandwidth. Arbitrary wave generator (AWG) is used to generate IF signal over
70 MHz. For increasing the radar range resolution RF frequency swept over the
frequency rage 1–2 GHz. For the target characterization toy car has been placed over
a 2-axis positioner. The target has the dimension of 0.6m (cross range)× 0.9 (range).
For range cross range 2D imaging we have rotated the target in the azimuth direction.
The hart of the receiver is vector signal analyzer (VSA), which is a programmable
device. All the receiver signal processing algorithms have been implemented in the
VSA. The down-converted signal is used to extract the target information usingVSA.

The radar signal processing (RSP) algorithm includes a correlation process for
ranging information followed by 2D FFT for cross range information. The CLEAN
algorithm has been applied to improve the image quality.

Figure 2 represents image of the target without background cancellation. As in
the figure, the target is detected but with back scattered false target. This additional
hot spot results in false detection and needs to be removed.

Whereas, Fig. 3 represents image of the target after background cancellation. As
in figure, background cancellation effectively able to remove the back scatters.

Effectiveness of the CLEAN algorithm is depicted in Fig. 4. By comparing
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Fig. 1 CLEAN algorithm for image cleaning

Figs. 3 and 4 one can easily figure out the impact of the CLEAN algorithm. CLEAN
algorithmhelps to createmore distinct image and thereby improves the image quality.

4 Conclusion

This paper demonstrates the CLEAN algorithm and its effectiveness for creating hot
spot image of the target. In critically danse conditions or during the imaging of the
contiguous target, the image quality degrades due to sidelobe enhancement. And in
this regard CLEAN algorithm is a very good tool to improve the image quality. As
depicted in the result above it can be seen that the efficient use of CLEAN algorithm
provides significant enhancement in the performance of the system.
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Fig. 2 Target (car) image
before background
cancellation
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Fig. 3 Target (car) image
after background
cancellation



CLEAN Algorithm for Imaging Quality Enhancement 155

Fig. 4 Cleaned target
response
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Context-Aware Song Recommendation
System

Sudipta Chakrabarty, Sangeeta Banik, Md Ruhul Islam
and Hiren Kumar Deva Sarma

Abstract The paper presents an intelligent method to generate list of songs online
for listening, download according to age factor of users. Context-aware is a process
used in smartphone or computer system that can sense their physical environment
and adopt their behavior correspondingly. It is aWeb-based application software that
recommended the different songs depends upon the listener choice based on their
age group from the music library and also classify the unknown songs in the same
cluster depends on the review of user.

Keywords Context-aware · Recommendation system ·Web-based application ·
Music library · Users’ feedback

1 Introduction

Context-aware song recommendation system is a Web-based application where a
user can provide their date of birth, and the system has to fetch the song according
to their age group from the music library and also classify the unknown songs in the
same cluster depends on the user feedback. The system generates the suitable songs
for the different users. Primarily, the user has to register themselves and create their
own profile after that the user can easily login to their account and view the songs.
The user can divide into two categories—administrator and user. There have some
basic characteristics of administrator and user. Administrator is the super-user of this
Web site, can view all user details. Administrator has the access to master forms for
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the purpose of insertion, updating and deletion of databases and viewing the user
details and update his login credentials. Administrator can forward songs to the user
and upload the songs according to the different age group’s choice. User can view
the Web site and register him/herself to login into the Web site. User can view and
update his/her profile, fetch songs according to age from the database, can play and
download songs and review song.

2 Related Works

The most common event for music composers is to generate versatile rhythms. Paper
[1] introduces how to generate musical pattern using pattern recognition technique.
This technique used to resolve the tonal context which is restricted. Paper [2, 3]
introduces pattern recognition of music by mathematical expressions. Paper [4, 5]
describes how genetic algorithm used in the field of music composition. In paper
[6], the genetic algorithm operator introduces offspring rhythm from a pre-defined
set of rhythms. In paper [7, 8], the genetic algorithm is used to generate the realistic
drum-set rhythm. Some researcher presents a system in paper [9] where the median
filter helps to recognize the pattern in the Indian music and proposed the three mea-
surements of generating rhythm complexity. In paper [10, 11], some researchers
developed the object-oriented concept of the musical pattern recognition and rhyth-
mic features retrieval. Some papers describe the implementation of musical bang of
tempo [12, 13].

It can be improved the quality of music using genetic algorithm through finding
the fittest rhythm structure. In paper [14], a learning tool for music rhythm learner
is introduced. This tool is used to develop an adaptable music rhythm from a set of
rhythms that contain more melody and tempo. Music is an art of combining sounds.
Computational musicology is a developing field that depends on computer science.
A lot of research concerned with Indian music recommendation is already present by
various researchers [15]. Unified modeling language is introduced to represent the
song origin [16]. Music recommendation system is one of the highly intelligent tools
that differentiate songs at different time slots in awhole day [17]. Paper [18] proposed
a method that classifies the song patterns through the coefficient of variance.

3 Proposed Work

The process of the proposed work is given below:
Part 1: If the song belongs to our music library, then the following steps are

allowing:

Step 1: Open the Web site “Context-Aware Song Recommendation System.”
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Step 2: Provide the required details to register from the register page and click on
the “submit” button. The details get stored in “music lover” database.
Step 3: The following options are available in our Web site:

• Login as User
• Login as Admin.

Step 4: Next provide the registered email-id and password to Sign-In into the Web
site. The validity of the details is checked using data stored in “music lover” database.
Step 5: In the user page click on “Know your Song.”
Step 6: Enter the proper date of birth and click on “Show Me.”
Step 7: According to the date of birth list of songs is generated.
Step 8: The song name field from the “music” table is matched with the date from
and date to name field of the “music” table to get the best-fitted song according to
the age group by the help of date of birth attribute.
Step 9: Next on clicking on the song name, a new page is opened.
Step 10: Click on the “player” to play the song and stop the song. By clicking the
download button, it will be downloaded and by clicking the sign out button it will
also be stopped.
Step 11: User can also review songs according to their choice.

Part 2: If the song does not belongs to our music library that means for any
uncommon songs the following steps are allow:

Step 1: Open the WI_FTP application from any android smartphone.
Step 2: Two options are available on the WI_FTP - SEND and RECEIVE.
Step 3: If we want to send a song, select SEND option, then choose a song from the
phone memory.
Step 4: Then connect the RECEIVER to the SENDER’s hotspot.
Step 5: Receiver needs to download the song and play the song and give the feedback
to the admin using a Google form and depends on the feedback; we classify the song
on the particular age group.

The workflow to create the WI_FTP as follows:

Step 1: Create android project (one module library and one app demo).
Step 2: Module consisting of file picker, cache image downloader, hotspot creator
and other support libraries.
Step 3: Demo consisting of app resources layout files icon background and java files
to provide the functionality to call other classes from library.
Step 4: Finally, manifest file to manage all the screens and declare the permission
required by app like read internal storage, access Internet, etc.

To maintain the work properly it requires a huge database of different types of
songs using the help of cloud connection by Cloud Server or Oracle Server 10G
(without cloud architecture).

Steps of database connection by Oracle 10G

Step 1: Open ORACLE Express Edition showing in Fig. 1.
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Fig. 1 Open ORACLE express edition

Step 2: Login with user id and password.
Step 3: Select create tables from Oracle home page.
Step 4: Table will be created after specify following details is shown in Fig. 2.
Step 5: Use below code to connect with cloud.

public Connection conClass() {
try {

Class.forName("oracle.jdbc.driver.OracleDriver");
c=DriverManager.getConnection("jdbc:oracle:thin:@localhost:1521:x

e","system","system");

}catch(Exception e) {System.out.println(e);}
return c;

 }

Fig. 2 Table will be created after specify the following details
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Steps of Cloud Connection

In this project, we are using the cloud technology so here is some steps to follow to
connect with the Cloud Server.

Step 1: Opening phpMyAdmin page is showing in Fig. 3.
Step 2: Login with user name and password.
Step 3: Creating the database and tables of the database is showing in Fig. 4.
Step 4: Connect with the local host with IP address.
Step 5: Use below code to connect with cloud.

public Connection conClass() {
try {
Class.forName("com.mysql.jdbc.Driver"); c=DriverMan

ager.getConnection("jdbc:mysql://abccollaborations.com/ardent1","user_id","pa
ssword");

}catch(Exception e) {System.out.println(e);}
return c;

 }

Fig. 3 Opening phpMyAdmin page
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Fig. 4 Creating the database and tables of the database

4 Result Set Analysis

The primary aim of this paper is to a way of listing music in a new manner. User can
fetch the song from music library by providing their individual date of birth. This is
a song recommendation system where we can classify the different songs depends
on the user choice based on their age group from our music library and also classify
the unknown songs in the same cluster depends on the user feedback. The following
diagram depicts the overall flowchart of the project.

The main purpose is to determine whether the work is technically, operationally
and economically feasible or not. Algorithm is selectively choosing the correct song
from all the songs and it clearly shows that the work is a highly appreciable. The
following chart depicts the result set of our work. It includes both the songs that
belong to our music library and outside to our music library.

There are three tables in music store database namely—music, music lover, user
login details. It is a Web component model. This research utilizes to develop the
learning objective that can be used in various learning devices like PDA, wireless
sensors and servers.

Figure 5 depicts the result set of our work that represents song recommendation
based on age group and feedback. It includes both the songs that belong to our music

Fig. 5 Song recommendation based on age group and feedback
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library and outside to our music library. We apply the following six songs, out of
which three from our music library that is song no 2, 3 and 5 and the remaining three
songs come from the outside of the music library that is song no 1, 4 and 6.We found
that from the given table that only one song is for the age group 1–20, the two songs
are from the age group 21–40, one song from the age group 41–60 and two songs
are from the age group 61–80. Figures 6, 7 depict some screenshots of the work.

Fig. 6 Bar diagram of frequency value and their corresponding occurrences of rhythm 1

Fig. 7 Bar diagram of frequency value and their corresponding occurrences of rhythm 1
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5 Conclusion

“Context-aware song recommendation system” is a Web-based application which
has a great demand in the future. It is very much fast, effective and efficient. The
primary objective of this innovative contribution is to calculate the age of listener
and play from the song music library based on their age group. “Context-aware song
recommendation system” helps to recommend the exact song of users and it is very
convenient and user-friendly. It also helped us in developing Web application and
client-server technology that will be a great scope in the future which will in return
provide to create user preferences music library.

The proposed work contains audio files of the song and that is being stored in
the database, so as the number of songs increases it leads to large size of database.
Hence, instead of storing database in server if it can be stored on cloud the processing
can be much faster.
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