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Preface

This volume is an outcome of the International Workshop on Leavitt Path Algebras
and K-Theory held at the Department of Mathematics, Cochin University of
Science and Technology, Kerala, during July 1–3, 2017. This workshop intended to
give an introduction of the newly developing subject Leavitt path algebras (LPAs
for short) and the classical K-theory. It consists of articles on several aspects of
Leavitt path algebras, on the one hand, and related K-theory, on the other. The
articles on LPAs are mostly of an expository nature. A number of articles dealing
with K-theory give new proofs of old results and are accessible to and of interest to
students and beginners.

The subject of Leavitt path algebras was born about sixty years ago out of a
construction by William Leavitt to showcase counterexamples to the invariant basis
number problem. Leavitt path algebras were then introduced about fifteen years
ago, associating certain algebras to directed graphs. The algebra associated with one
vertex and n loops retrieves Leavitt’s algebra. The initial impetus came from the
theory of C�-algebras which was already well developed and analogues came to be
discovered in the theory of LPAs. A recent book by G. Abrams, P. Ara, and
M. Siles Molina titled Leavitt Path Algebras has appeared in Springer’s Lecture
Notes in Mathematics series in 2017. It details several aspects of the main thrusts in
this subject until 2015, but there has been a mushrooming of questions and ideas in
the last five years. At least three conferences have been held recently, and it has
been mentioned by several interested mathematicians that it ought to be very useful
to have the proceedings of this CUSAT workshop published. In order to introduce
the vast possibilities of this subject to graduate students and mathematicians
working in somewhat allied areas, we have included surveys on topics that have not
been covered in the above text. Development of K-theory of LPAs with initial
impetus from that of graph C�-algebras has also begun. The volume also contains
articles on K-theoretic aspects apart from LPAs.

K. M. Rangaswamy has substantially contributed to this subject for several
decades. In his survey, he concentrates on various algebraic aspects and describes
some of his very recent results. Especially, since the theory of modules—questions
on Morita equivalence, etc.—over these algebras is still in its infancy, the results
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obtained by Rangaswamy and others are described in clear detail by him. As a
sample, we state one result in his article—every one-sided ideal over a Leavitt path
algebra LK (E) is graded, if and only if every simple module over it is graded, and
these happen only when LK (E) is a von Neumann regular ring.

In a lucid, self-contained exposition, Simon Rigby elucidates the groupoid
approach to the LPAs. It was noticed a few years back that a new approach using
topological groupoids can assist in the study of hitherto difficult questions on LPAs.
The key fact here is that the LPA of a graph is graded isomorphic to the Steinberg
algebra of the boundary path groupoid. This survey is expected to be useful to all
levels of interested mathematicians. The author proves some results in more gen-
erality than have appeared in publications so far. One such instance is the
uniqueness theorems for LPAs.

Very recently, étale groupoids have shown up in the forefront of several areas of
mathematics. Important algebras such as the Cuntz algebra are known to arise as the
convolution algebras arising from étale groupoids. The realization that invariants
long studied in topological dynamics can be modeled on étale groupoids permits an
interaction between analysis and algebra. Lisa Orloff Clark and Roozbeh Hazrat
describe in complete detail how the LPAs allow us to treat all these algebras
systematically and uniformly.

For a certain finite graph E and for the corresponding finite-dimensional algebra
A with a square of the radical equal to zero, Huanhuan Li had constructed a compact
generator of the homotopy category of acyclic complexes of injective modules over
A—the so-called injective Leavitt complex of E. She gives an overview of the
connection between the injective or projective Leavitt complex and the Leavitt path
algebra of E.

Müge Kanuni and Suat Sert give an overview of results on the ideal theory of
LPAs. In recent times, there has been a large body of work on graded, non-graded,
prime, primitive, and maximal ideals of LPAs. Their survey is at an introductory
level and narrates the correspondence between the lattice of ideals and the lattice of
hereditary and saturated subsets of the graph over which the LPA is constructed.

In their article, Fatemeh Bagherzadeh and Murray Bremner recount the con-
nection with the theory of operads. Gröbner bases for operads had been introduced
by Dotsenko, Vallette, and others. The authors consider certain nonsymmetric
operads for which they construct Gröbner bases and thereby compute their
dimension formulae.

About 50 years ago, Stewart Priddy introduced Koszul algebras and Koszul
duality partly in order to construct examples of algebras for which the Peter May
spectral sequence is easy to compute and stops early. Steenrod algebra is a classic
example. Koszul duality has been generalized to the operad setting also. In an
expository article, Neeraj Kumar traces the notions and results on Koszul algebras
developed in the last decade or so. These involve connections with combinatorics,
geometry of monomial curves, Stanley–Reisner ring, Polya frequency sequence,
etc. He also recalls older results and gives modern proofs for some of them like the
theorem of Tate on the Poincaré–Betti series of quadratic complete intersection ring.
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There are open questions mentioned which will be helpful to young researchers
entering this area.

The spectacular work of Quillen and Suslin in solving Serre’s conjecture on
projective modules led to an explosion of sorts with new approaches designed to
study more general problems of a similar nature. The technique of completion of
unimodular rows developed by Suslin and Vaserstein led to the theorem on the
normality of the elementary subgroup in SL(n) for n > 2 over any commutative ring.
Led by many experts, including Bak and Bass, more general notions of
classical-like groups were defined and analogous questions were posed.

An article written by Ravi A. Rao and Ram Shila establishes an elementary
symplectic analogue of Karoubi’s linearization process of a polynomial matrix.
They prove that one can stably linearize an alternating polynomial matrix by
conjugating it with an elementary symplectic matrix.

Bhatoa Joginder Singh and Selby Jose study the action of SLn on alternating
matrices over a commutative ring A and prove (an analogue of the isomorphism of
A3 andD3 over fields) that there is an injection from SL4(A)/E4(A) to SO6(A)/EO6(A).

Leonid Vaserstein had shown for two-dimensional rings that the unimodular
rows of length three up to elementary transformations have the structure of a Witt
group. The Vaserstein symbol mapping these classes of unimodular rows of length
three to the elementary symplectic group has been studied in recent times. The
non-injectivity of this symbol map for the coordinate ring of the 3-sphere has
produced intense interest in the question of injectivity for more general rings. Neena
Gupta and Dhvanita Rao had even produced an uncountable family of rings of
dimension three over R for which the symbol is not injective. Neena Gupta,
Dhvanita Rao, and Sagar Kolte survey these results as well as related works of
Ravi A. Rao, van der Kallen, Richard Swan, and Jean Fasel.

In another paper, Ravi A. Rao and Selby Jose provide two possible approaches
to the famous Bass–Suslin conjecture on the completability of unimodular poly-
nomial rows over local rings.

Rabeya Basu, Reema Khanna, and Ravi A. Rao show for a commutative ring
that the normality of the relative elementary subgroup is equivalent to the relative
Quillen–Suslin local–global principle. They also obtain a relative local–global
principle for the transvection subgroups. They use the concept of a Noetherian
excision ring.

Reema Khanna, Selby Jose, Sampat Sharma, and Ravi A. Rao study the
so-called special unimodular vector group and its elementary unimodular vector
subgroup. They use certain ideas of Anthony Bak to deduce that the quotient vector
group is nilpotent of class at most the dimension of the ring.

Raja Sridharan and Sunil Yadav reprove some classical theorems in a novel
manner. They use the theory of Euler classes to deduce Seshadri’s old theorem
of the freeness of finitely generated projective modules over k[X,Y]. In another
article, they deduce Suslin’s n! theorem on unimodular rows using Quillen’s
splitting principle. Along with Sumit Kumar Upadhyay in an article, they describe
an algebraic analogue of the Mayer–Vietoris sequence for the part of the sequence
that corresponds to the zeroth and the first cohomology.
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In yet another article demonstrating the utility of Euler classes in algebra, Anjan
Gupta, Raja Sridharan, and Sunil Yadav use it to give a group structure on the
equivalence classes of unimodular rows of length three over a two-dimensional
ring.

Finally, in an article dealing with Quillen–Suslin’s foundational principles,
Ravi A. Rao and Sunil Yadav demonstrate that monic inversion is equivalent to the
local–global principle as well as to the normality of the elementary subgroup.

Bangalore, India
June 2019

B. Sury
A. A. Ambily
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Part I
Leavitt Path Algebras

The theory of Leavitt path algebras has created an astonishingly large amount of
recent activities in ring theory. Besides a beautiful subject in its own right, it is
closely related to several other areas in mathematics, which might explain the burst
of activity in the subject. The first part of this volume exclusively deals with Leavitt
path algebras and the related areas.



Chapter 1
A Survey of Some of the Recent
Developments in Leavitt Path Algebras

Kulumani M. Rangaswamy

1.1 Introduction

Leavitt path algebras are algebraic analogues of graph C∗-algebras and, ever since
they were introduced in 2004, have become an active area of research. Many of the
initial developments during the 2004–2014 period have been nicely described in the
recent book [2] and in the excellent survey article [1]. Our goal in this article is
to report on some of the recent developments in the investigation of the algebraic
aspects of Leavitt path algebras not included in [1, 2]. Because the Leavitt path
algebras grew as algebraic analogues of graph C∗-algebras, their initial investigation
involved mostly the ideas and techniques used in the study of graph C∗-algebras
such as the graph properties of Conditions (K) and (L), and the ring properties
of being simple, purely infinite simple, prime/primitive, etc. An important starting
goal in this initial study was to work out the algebraic analogue of the deep and
powerful Kirchberg Phillips theorem to classify purely infinite simple Leavitt path
algebras L := LK (E) up to isomorphism or up to Morita equivalence by means of
the Grothendieck groups K0(L) and the sign of the determinant det(I − AE ) where
AE is the adjacent matrix of the graph E . After such initial progress, there has been
an explosion of articles dealing with not only the various different aspects of Leavitt
path algebras, but also many natural generalizations such as Leavitt path algebras
over commutative rings, of separated graphs, of high-rank graphs, Steinberg algebras
and groupoids etc. In the background of many of these investigations is the special
feature that every Leavitt path algebra L is endowed with three mutually compatible
structures: L is a K -algebra, L is aZ-graded ring and L is a ringwith involution ∗. Our
focus in this survey is to describe a selection of recent graded and non-graded ring-
theoretic and module-theoretic investigations of Leavitt path algebras. My apologies

K. M. Rangaswamy (B)
Department of Mathematics, University of Colorado,
Colorado Springs, CO 80918, USA
e-mail: kmranga@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
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4 K. M. Rangaswamy

to authors whose work has not been included due to the constrained focus, limitation
of time and length of the paper.

In the first part of this survey, we describe graphical conditions on E under which
the corresponding Leavitt path algebra LK (E) belongs to well-known classes of
rings. The interesting fact is that often a single graph property of E seems to imply
multiple ring properties of LK (E) and these properties for general rings are usually
independent of each other. The poster child of such a phenomenon is the graph prop-
erty for a finite graph E that no cycle in E has an exit. In this case, LK (E) possesses
at least nine completely different ring properties! (see Theorem 1.5). Because of such
connections between E and LK (E), Leavitt path algebras can be effective tools in
the construction of examples of rings with various desired properties. If we do not
impose any graphical conditions on E and just look at LK (E) as a Z-graded ring, a
really interesting result by Hazrat [23] states that LK (E) is a graded von Neumann
regular ring. Because of this, the graded one-sided and two-sided ideals of LK (E)

possess many desirable properties.
Themodule theory over Leavitt path algebras is still at an infant stage. The second

part of this survey gives an account of some of the recent advances in this theory.
Naturally, the initial investigations focussed on the simplest of the modules, namely,
the simple modules over LK (E). We begin with outlining a few methods of con-
structing graded and non-graded simple left/right LK (E)-modules. A special type
of simple modules, called Chen simple modules introduced by Chen [19], play an
important role. This is followed by characterizing Leavitt path algebras over which
all the simple modules possess some special properties, such as, when all the sim-
ple modules are flat, or injective, or finitely presented or graded etc. For example,
very recently, Ambily, Hazrat and Li [10] have proved that every simple left/right
LK (E)-module is flat if and only if LK (E) is von Neumann regular, thus showing,
in the case of Leavitt path algebras, an open question in ring theory has an affir-
mative answer. Likewise, it was shown in [5] that Ext1LK (E)(S, S) �= 0 for a Chen
simple module S induced by a cycle. It can then be shown that if all the simple left
LK (E)-modules are injective, then LK (E) is von Neumann regular. The converse
easily holds if E is a finite graph, since it that case LK (E) is semi-simple artinian. In
contrast, if R is an arbitrary non-commutative ring, the injectivity of all simple left
R-modules need not imply von Neumann regularity of R (see [20]). Our next result
in this section describes Leavitt path algebras of finite graphs having only finitely
many isomorphism classes of simple modules. Interestingly, this class of algebras
turns out to be precisely the class of Leavitt path algebras of finite graphs having
finite Gelfand–Kirillov dimension.

The last section deals with one-sided ideals of a Leavitt path algebra L . Four years
ago it was shown in [36] that finitely generated two-sided ideals of L are principal
ideals. Recently, Abrams, Mantese and Tonolo [6] generalized this by showing that
every finitely generated one-sided ideal of L is a principal ideal. Such rings are called
Bézout rings. Using a deep theorem of Bergman, Ara and Goodearl [12] showed that
one-sided ideals of L are projective. From these two results, it follows that the sum
and the intersection of principal one-sided ideals of L are again principal. Thus,
the principal one-sided ideals of L form a sublattice of the lattice of all one-sided
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ideals of L . A well-known theorem, proved originally for graph C∗-algebras and
later for Leavitt path algebras LK (E), states that every two-sided ideal of LK (E)

is a graded ideal if and only if E satisfies Condition (K), equivalently LK (E) is a
weakly regular ring. What happens when every one-sided ideal of LK (E) is graded?
The last theorem of this section answers this question, namely, every one-sided ideal
of LK (E) is graded if and only if every simple LK (E)-module is graded if and only
if LK (E) is a von Neumann regular ring (see [25]).

In summary, this survey is intended to showcase a small sample of some of the
recent research on the algebraic aspects of Leavitt path algebras. Hopefully, this
provides the reader with some insights into this theory and generates further interest
in this exciting and growing field of algebra.

1.2 Preliminaries

For the general notation, terminology and results in Leavitt path algebras, we refer
to [1, 2]. We give below an outline of some of the needed basic concepts and results.

A (directed) graph E = (E0, E1, r, s) consists of two sets E0 and E1 together
with maps r, s : E1 → E0. The elements of E0 are called vertices and the elements
of E1 edges. A vertex v is called a sink if it emits no edges and a vertex v is called a
regular vertex if it emits a non-empty finite set of edges. An infinite emitter is a vertex
which emits infinitely many edges. For each e ∈ E1, we call e∗ a ghost edge. We let
r(e∗) denote s(e), and we let s(e∗) denote r(e). A path μ of length n > 0 is a finite
sequence of edges μ = e1e2 · · · en with r(ei ) = s(ei+1) for all i = 1, . . . , n − 1. In
this case μ∗ = e∗

n · · · e∗
2e

∗
1 is the corresponding ghost path. A vertex is considered a

path of length 0.
A path μ = e1 · · · en in E is closed if r(en) = s(e1), in which case μ is said to be

based at the vertex s(e1). A closed path μ as above is called simple provided it does
not pass through its base more than once, i.e., s(ei ) �= s(e1) for all i = 2, ..., n. The
closed path μ is called a cycle if it does not pass through any of its vertices twice,
that is, if s(ei ) �= s(e j ) for every i �= j . An exit for a path μ = e1 · · · en is an edge
e such that s(e) = s(ei ) for some i and e �= ei .

For any vertex v, the tree of v is TE (v) = {w ∈ E0 : v ≥ w}. We say there is a
bifurcation at a vertex v or v is a bifurcation vertex, if v emits more than one edge. In
a graph E , a vertex v is called a line point if there is no bifurcation or a cycle based at
any vertex in TE (v). Thus, if v is a line point, the vertices in TE (v) arrange themselves
on a straight line pathμ starting at v (μ could just be v) such as •v → • · · · • → • · ··
which could be finite or infinite.

If p is an infinite path in E , say, p = e1 · · · enen+1 . . ., we follow Chen [19] to
define, for each n ≥ 1, τ≤n(p) = e1 · · · en and τ>n(p) = en+1en+2 · ··. Two infinite
paths p, q are said to be tail-equivalent if there are positive integers m, n such that
τ>m(p) = τ>n(q). This defines an equivalence relation among the infinite paths in
E and the equivalence class containing the path p is denoted by [p]. An infinite path
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p is said to be a rational path if it is tail-equivalent to an infinite path q = ccc · ··,
where c is a closed path.

Given an arbitrary graph E and a field K , the Leavitt path algebra LK (E) is
defined to be the K -algebra generated by a set {v : v ∈ E0} of pair-wise orthogo-
nal idempotents together with a set of variables {e, e∗ : e ∈ E1} which satisfy the
following conditions:

(1) s(e)e = e = er(e) for all e ∈ E1.
(2) r(e)e∗ = e∗ = e∗s(e) for all e ∈ E1.
(3) (The “CK-1 relations”) For all e, f ∈ E1, e∗e = r(e) and e∗ f = 0 if e �= f .
(4) (The “CK-2 relations”) For every regular vertex v ∈ E0,

v =
∑

e∈E1,s(e)=v

ee∗.

An arbitrary element a ∈ L := LK (E) can be written as a =
n∑

i=1

kiαiβ
∗
i where

αi , βi are paths and ki ∈ K . Here r(αi ) = s(β∗
i ) = r(βi ).

Every Leavitt path algebra LK (E) is a Z-graded algebra, namely, LK (E) =⊕

n∈Z
Ln induced by defining, for all v ∈ E0 and e ∈ E1, deg(v) = 0, deg(e) = 1,

deg(e∗) = −1. Here the Ln are abelian subgroups satisfying LmLn ⊆ Lm+n for all
m, n ∈ Z. Further, for each n ∈ Z, the homogeneous component Ln is given by
Ln = {∑kiαiβ

∗
i ∈ L : α, β ∈ Path(E), |αi | − |βi | = n}. (For details, see Sect. 2.1

in [2]). An ideal I of LK (E) is said to be a graded ideal if I =
⊕

n∈Z
(I ∩ Ln).

Throughout this paper, E will denote an arbitrary graph (with no restriction on
the number of vertices or on the number of edges emitted by each vertex) and K will
denote an arbitrary field. For convenience in notation, we will denote, most of the
times, the Leavitt path algebra LK (E) by L .

We shall first recall the definition of theGelfand–Kirillov dimension of associative
algebras over a field.

Let A be a finitely generated K -algebra, generated by a finite dimensional sub-
space V = Ka1 ⊕ · · · ⊕ Kam . Let V 0 = K and, for each n ≥ 1, let V n denote
the K -subspace of A spanned by all the monomials of length n in a1, . . . , am .

Set Vn =
n∑

i=0
V i . Then the Gelfand–Kirillov dimension of A ( for short, the GK-

dimension of A) is defined by

GK-dim(A) := lim sup
n→∞

logn(dim Vn).

It is known that the GK-dim(A) is independent of the choice of the generating sub-
space V .
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If A is an infinitely generated K -algebra, then the GK-dimension of A is defined
as

GK-dim(A) := sup
B

GK-dim(B)

where B runs over all the finitely generated K -subalgebras of A.
The GK-dimension of an algebra A measures the growth of the algebra A and

might be considered the non-commutative analogue of the classical Krull dimension
for commutative algebras. Some useful examples (see [28]) are: The GK-dimension
thematrix ringM�(K ) is 0 and theGK-dimension of thematrix ringM�′(K [x, x−1])
is 1, where �,�′ are arbitrary possibly infinite index sets.

Grading of a matrix ring over a Z-graded ring: We wish to recall the grading
of matrices of finite order and then indicate how to extend this to the case of infinite
matrices in which at most finitely many entries are non-zero (see [22, 31]). This will
be used in Sect. 1.4. In the following, the length of a path p will be denoted by |p|.

Let � be an additive abelian group, A be a �-graded ring and (δ1, . . . , δn) an
n-tuple where δi ∈ �. Then Mn(A) is a �-graded ring where, for each λ ∈ �, its
λ-homogeneous component consists of n × n matrices

Mn(A)(δ1, . . . , δn)λ =

⎛

⎜⎜⎜⎜⎜⎜⎝

Aλ+δ1−δ1 Aλ+δ2−δ1 · · · Aλ+δn−δ1

Aλ+δ1−δ2 Aλ+δ2−δ2 Aλ+δn−δ2

Aλ+δ1−δn Aλ+δ2−δn Aλ+δn−δn

⎞

⎟⎟⎟⎟⎟⎟⎠
. (1.1)

This shows that for each homogeneous element x ∈ A,

deg(ei j (x)) = deg(x) + δi − δ j , (1.2)

where ei j (x) is a matrix with x in the i j-position and with every other entry 0.
Now let A be a �-graded ring and let I be an arbitrary infinite index set. Denote

by MI (A) the matrix with entries indexed by I × I having all except finitely many
entries non-zero and for each (i, j) ∈ I × I , the i j-position is denoted by ei j (a)

where a ∈ A. Considering a “vector” δ̄ := (δi )i∈I where δi ∈ � and following the
usual grading on the matrix ring (see (1.1), (1.2)), define, for each homogeneous
element a,

deg(ei j (a)) = deg(a) + δi − δ j . (1.3)

This makes MI (A) a �-graded ring, which we denote by MI (A)(δ̄). Clearly, if I is
finite with |I | = n, then the graded ring coincides (after a suitable permutation) with
Mn(A)(δ1, . . . , δn).

Suppose E is a finite acyclic graph consisting of exactly one sink v. Let {pi : 1 ≤
i ≤ n} be the set of all paths ending at v. Then it was shown in (Lemma 3.4, [4])
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LK (E) ∼= Mn(K ) (1.4)

under the map pi p∗
j �−→ ei j . Now taking into account the grading of Mn(K ), it

was further shown in (Theorem 4.14, [22]) that the same map induces a graded
isomorphism

LK (E) −→ Mn(K )(|p1|, . . . , |pn|) (1.5)

pi p
∗
j �−→ ei j .

In the case of a comet graph E (that is, a finite graph E with a cycle c without exits
and a vertex v on c such that every path in E which does not include all the edges in
c ends at v), it was shown in (Lemma 2.7.1, [2]) that the map

LK (E) −→ Mn(K [x, x−1]) (1.6)

given by
pic

k p∗
j �−→ ei j (x

k)

where the ei j are matrix units, induces an isomorphism. Again taking into account
the grading, it was shown in (Theorem 4.20, [22]) that the map

LK (E) −→ Mn(K [x |c|, x−|c|])(|p1|, . . . , |pn|) (1.7)

given by
pic

k p∗
j �−→ ei j (x

k|c|)

induces a graded isomorphism. Later in the paper [3], the isomorphisms (1.4) and
(1.6) were extended to infinite acyclic and infinite comet graphs, respectively (see
Proposition 3.6 [3]). The same isomorphisms with the grading adjustments will
induce graded isomorphisms for Leavitt path algebras of such graphs. We now
describe this extension below.

Let E be a graph such that no cycle in E has an exit and such that every infinite
path contains a line point or is tail-equivalent to a rational path ccc · · · . where c is a
cycle (without exits). Define an equivalence relation in the set of all line points in E
by setting u ∼ v if TE (u) ∩ TE (v) �= ∅. Let X be the set of representatives of distinct
equivalence classes of line points in E , so that for any two line points u, v ∈ X with

u �= v, TE (u) ∩ TE (v) = ∅. For each vertex vi ∈ X , let
−
pvi := {pvis : s ∈ �i } be the

set of all paths that end at vi , where �i is an index set which could possibly be

infinite. Denote by | −
pvi | = {|pvis | : s ∈ �i }.

Let Y be the set of all distinct cycles in E . As before, for each cycle c j ∈ Y based

at a vertex wj , let
−
qwj := {qwj

r : r ∈ ϒ j } be the set of all paths that end at wj but do
not include all the edges of c j , where ϒ j is an index set which could possibly be
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infinite. Let | −
qwj | := {|qwj

r | : r ∈ ϒ j }. Then the isomorphisms (1.5) and (1.7) extend
to a Z-graded isomorphism

LK (E) ∼=gr

⊕

vi∈X
M�i (K )(|

−
pvi |) ⊕

⊕

wj∈Y
Mϒ j (K [x |c j |, x−|c j |])(|

−
qwj |) (1.8)

where the grading is as in (1.3).

1.3 Leavitt Path Algebras Satisfying a Polynomial Identity

Observe that Leavitt path algebras in general are highly non-commutative. For
instance, if the graph E contains an edge e with u = s(e) �= r(e) = v, then ue = e,
but eu = 0. Indeed, it is an easy exercise to conclude that if E is a connected graph,
then LK (E) is a commutative ring if and only if the graph E consists of just a single
vertex v or is a loop e, that is a single edge e with s(e) = r(e) = v. In this case,
LK (E) is isomorphic to K or K [x, x−1].

Note that to say a ring R is commutative is equivalent to saying that R satis-
fies the polynomial identity xy − yx = 0. An algebra A over a field K is said to
satisfy a polynomial identity (or simply, a PI-algebra), if there is a polynomial
p(x1, . . . , xn) in finitely many non-commuting variable x1, . . . , xn with coefficients
in K such that p(a1, . . . , an) = 0 for all choices of elements a1, . . . , an ∈ A. For
example, the Amitsur-Levitzky theorem (see [33]) states that the ring Mn(R) of
n × n matrices over a commutative ring R satisfies the so called standard polyno-
mial identity Pn(x1, . . . , xn) =

∑

σ∈Sn
εσ xσ(1) · · · xσ(n) where Sn is the symmetric group

of n! permutations of the set {1, . . . , n} and εσ = 1 or −1 according as σ is even or
odd. A natural question is to characterize the Leavitt path algebras which satisfy a
polynomial identity. This is completely answered in the next theorem.

Theorem 1.1 ([17]) Let E be an arbitrary graph. Then the following properties are
equivalent for LK (E):

(a) LK (E) satisfies a polynomial identity;
(b) No cycle in E has an exit, there is a fixed positive integer d such that the number

of distinct paths that end at any vertex v is ≤ d and the only infinite paths in E
are paths that are eventually of the form ggg · ··, for some cycle g;

(c) There is a fixed positive integer d such that LK (E) is a subdirect product of
matrix rings over K or K [x, x−1] of order at most d.
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If the graph E is row-finite, then the Leavitt path algebra LK (E) in Theorem
1.1 actually decomposes as a ring direct sum of matrix rings over K or K [x, x−1]
of order at most a fixed positive integer d. This shows that satisfying a polynomial
identity imposes a serious restriction on the structure of Leavitt path algebras.

1.4 Four Important Graphical Conditions

In this section, we shall illustrate how specific graphical conditions on the graph E
give rise to various algebraic properties of LK (E). We illustrate this by choosing
four different graph properties of E . Interestingly, a single graph theoretical prop-
erty of E often implies several different ring properties for LK (E). It is amazing
that a single property that no cycle in a finite graph E has an exit implies that the
corresponding Leavitt path algebra LK (E) possesses several different ring proper-
ties such as being directly finite, self-injective, having bounded index of nilpotence,
a Baer ring, satisfying a polynomial identity, having GK-dimension ≤ 1, etc. (see
Theorem 1.5 below). Consequently, Leavitt path algebras turn out to be useful tools
in the construction of various examples of rings.We will also describe the interesting
history behind the terms Condition (K) and Condition (L) which play an important
role in the investigation of both the graph C∗-algebras and Leavitt path algebras (see
[2, 40, 42]).

Recall, a ring R is said to be von Neumann regular if to each element a ∈ R there
is an element b ∈ R such that a = aba. The ring R is said to be π -regular (strongly
left or right π -regular) if to each element a ∈ R, there is a b ∈ R and an integer n ≥ 1
such that an = anban (an = an+1b or an = ban+1). In general, these ring properties
are not equivalent. But as the next theorem shows, they all coincide for Leavitt path
algebras.

A graph E is said to be acyclic if E contains no cycles. The next theorem char-
acterizes the von Neumann regular Leavitt path algebras.

Theorem 1.2 ([7])Foranarbitrary graph E, the following conditions are equivalent
for L := LK (E):

(a) The graph E is acyclic;
(b) L is von Neumann regular;
(c) L is π -regular;
(d) L is strongly left/right π -regular.

Another important graph property is Condition (K). In some sense this property
is diametrically opposite of being acyclic.

Definition 1.1 A graph E satisfies Condition (K) if whenever a vertex v lies on a
simple closed path α, v also lies on another simple closed path β distinct from α.

The Condition (K) implies a number of ring properties;
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Definition 1.2 (i) A ring R is said to be left/right weakly regular if for every
left/right ideal I of R, I 2 = I ;

(ii) A ring R is said to be an exchange ring if given any left/right R-module M

and two direct decompositions of M as M = M ′ ⊕ A and M =
n⊕

i=1

Ai , where

M ′ ∼= R, there exist submodules Bi � Ai such that M = M ′ ⊕
n⊕

i=1

Bi .

Theorem 1.3 ([15, 16, 40]) Let E be an arbitrary graph. Then the following con-
ditions are equivalent for L := LK (E):

(i) The graph E satisfies Condition (K);
(ii) L is an exchange ring;
(iii) L is left/right weakly regular;
(iv) Every two-sided ideal of L is a graded ideal.

Definition 1.3 A graph E is said to satisfy Condition (L), if every cycle in E has
an exit.

Theorem 1.4 ([35]) Let E be an arbitrary graph. Then the following are equivalent
for LK (E) :
(i) E satisfies Condition (L);
(ii) L is a Zorn ring, that is, every (non-nil) right/left ideal I contains a non-zero

idempotent.;
(iii) Every element a ∈ L is the von Neumann inverse of another element b ∈ L;

that is, to each a ∈ L, there is an element b ∈ L such that bab = b.

An interesting history of Conditions (K) and (L): One may wonder about the
choice of the letters K and L in the terms Condition (K) and Condition (L). There
is an interesting narrative about the origins of these terms. I am grateful to Mark
Tomforde for outlining this history to me which he will also be including in his
forthcoming book on Graph Algebras [42]. Both these two graph conditions were
originally introduced by graph C∗-algebraists. It all started when Cuntz and Krieger
(whom some consider the founders of graphC∗-algebras), introduced in their original
paper [21] a condition on matrices with entries in {0, 1} and called it Condition (I).
Assuming that the ‘I’ is the English letter I and not the Roman numeral one, Pask and
Raeburn introduced in 1996 a Condition (J) in their paper [32], as J is the letter that
follows I in the English alphabet. (They apparently did not recognize that Cüntz and
Krieger also introduced a follow-up Condition (II), thus indicating, in their view, I
and II stand for Roman numerals.) Conforming to this pattern, when Kumjian, Pask,
Raeburn and Renault introduced a new condition in their 1997 paper [29], they chose
the letter K to denote this new condition and called it Condition (K). Continuing this
pattern yet again, Kumjian, Pask and Raeburn introduced Condition (L) in 1998 [30].
Actually, Astrid an Huef later showed that Condition (L) coincides with Condition
(I) for graphs of finite matrices. Moreover, Condition (K) is considered analogous to
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Condition (II) for Cuntz-Krieger algebras. In all the investigations that followed in
graphC∗-algebras and also in Leavitt path algebras, Conditions (K) and (L) emerged
as important graph conditions. Poor Condition (J) remains neglected!

Recall, Condition (L) requires every cycle to have an exit. We next consider a
graph property that is diametrically opposite to Condition (L), namely, no cycle in
the graph has an exit. This implies several interesting ring/module properties.

First, consider a finite graph E in which no cycle has an exit. In this case, LK (E)

is a ring with identity. We begin recalling a number of ring properties.
A ring R with identity 1 is said to be directly finite if for any two elements

x, y, xy = 1 implies yx = 1. This is equivalent to R being not isomorphic to any
proper direct summand of R as a left or a right R-module. A ring R with identity is
called a Baer ring if the left/right annihilator of every subset X of R is generated
by an idempotent. A �-graded ring R is said to be a graded Baer ring, if the
left/right annihilator of every subset X of homogeneous elements is generated by a
homogeneous idempotent. A ring R is said to have bounded index of nilpotence
if there is a positive integer n which is such that an = 0 for every nilpotent element
a ∈ R.

Theorem 1.5 ([9, 17, 25, 27, 39, 43])For a finite graph E, the following conditions
are equivalent for L := LK (E):

(i) No cycle in E has an exit;
(ii) L is directly finite;
(iii) L is a Baer ring;
(iv) L is a graded Baer ring;
(v) L is a graded left/right self-injective ring;
(vi) L satisfies a polynomial identity;
(vii) L has bounded index of nilpotence;
(viii) L is graded semi-simple;
(ix) L has GK-dimension ≤ 1;
(x) L is finite over its center.

Thus if E is the following graph,

• −→ •
↗ ↘

• −→ • −→ • •
↖ ↙

• ←− •

then LK (E) will possess all the stated nine ring properties.
For a finite graph E , if LK (E) satisfies any of the equivalent conditions in the

preceding theorem, LK (E) decomposes as a graded direct sum of finitely many
matrix rings of finite order over K and/or K [x, x−1] which are given the matrix
gradings indicated in Eqs. (1.5) and (1.7) in the Preliminary section.
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For a ring R without identity, but with local units, R is said to be directly finite if
for every x, y ∈ R and an idempotent u ∈ R satisfying ux = x = xu, uy = y = yu,
we have xy = u implies yx = u. Every commutative ring is trivially directly finite.

If R is a ring without identity, R is called a locally Baer ring (locally graded
Baer ring) if for every idempotent (homogeneous idempotent) e, the corner eRe is
a Baer (graded Baer) ring.

Theorem 1.6 ([25, 27]) Let E be an arbitrary graph. Then the following conditions
are equivalent for L := LK (E):

(i) No cycle in E has an exit, E is row-finite and every infinite path ends at a sink
or a cycle.

(i) L is a locally Baer ring;
(ii) L is a graded locally Baer ring;
(iii) L is a graded left/right self-injective ring;
(iv) L is graded isomorphic to a ring direct sum of matrix rings

LK (E) ∼=gr

⊕

vi∈X
M�i (K )(|

−
pvi |) ⊕

⊕

wj∈Y
Mϒ j (K [xt j , x−t j ])(|

−
qwj |)

where �i ,ϒ j are suitable index sets, the t j are positive integers, X is the set of
representatives of distinct equivalence classes of line points in E and Y is the set of
all distinct cycles (without exits) in E.

1.5 Simple Modules over Leavitt Path Algebras

In this section, we shall indicate the methods of constructing simple modules over
Leavitt path algebras by graphical means.

As noted in [2], every element a of a Leavitt path algebra LK (E) of a graph

E can be written in the form a =
n∑

i=1

αiβ
∗
i and that the map

n∑

i=1

αiβ
∗
i −→

n∑

i=1

βiα
∗
i

induces an isomorphism LK (E) −→ (LK (E))op. Consequently, LK (E) is left-right
symmetric. So in this and the next section, we shall only be stating results on left
ideals and left modules over LK (E). The corresponding results on right ideals and
right modules hold by symmetry.

Definition 1.4 A vertex v is called a Laurent vertex if TE (v) consists of the set of
all vertices on a single path γ = μc where μ is a path without bifurcations starting
at v and c is a cycle without exits based on a vertex u = r(μ).
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An easy example of a Laurent vertex is the vertex v in the following graph:

• −→ •
↗ ↘

•v −→ • −→ • •
↖ ↙

• ←− •

The next theorem gives conditions under which a vertex in the graph E generates a
simple left ideal/graded simple left ideal of LK (E).

Theorem 1.7 ([2, 25]) Let E be an arbitrary graph and let v be a vertex. Then

(a) The left ideal LK (E)v is a simple/minimal left ideal of LK (E) if and only if v is
a line point;

(b) The left ideal LK (E)v is a graded simple/minimal left ideal of LK (E) if and
only if v is either a line point or a Laurent vertex.

Next, we shall describe the general methodology used by Chen [19] and extended
in [25, 37] to construct left simple and graded simple modules over LK (E) by using
special vertices or cycles in the graph E .

(I) Definition of the module Au : Let u be a vertex in a graph E which is either
a sink or an infinite emitter. Let Au be the K -vector space having as a basis the set
B = {p : p is a path in E with r(p) = u}. We make Au a left LK (E)-module as
follows: Define, for each vertex v and each edge e in E , linear transformations Pv, Se
and Se∗ on A by defining their actions on the basis B are as follows:

For all p ∈ B,

(I) Pv(p) =
{
p, if v = s(p)
0, otherwise

(II) Se(p) =
{
ep, if r(e) = s(p)
0, otherwise

(III) Se∗(p) =
{
p′, ifp = ep′
0, otherwise

(IV) Se∗(u) = 0.
The endomorphisms {Pv, Se, Se∗ : v ∈ E0, e ∈ E1} satisfy the defining relations

(1.1)–(1.4) of the Leavitt path algebra LK (E). This induces an algebra homomor-
phism φ from LK (E) to EndK (Au) mapping v to Pv, e to Se and e∗ to Se∗ . Then Au

can be made a left module over LK (E) via the homomorphism φ. We denote this
LK (E)-module operation on Au by ·.
Theorem 1.8 ([19, 37]) If the vertex u is either a sink or an infinite emitter, then Au

is a simple left LK (E)-module.

If the vertex u lies on a cycle without exits, then in the Definition of Au , define the
basis B = {pq∗ : p, q path in E with r(q∗) = s(q) = u}. We then get the following
result.
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Theorem 1.9 ([25]) If a vertex u ∈ E lies on a cycle without exits, then Au is a
graded simple left LK (E)-module graded isomorphic to the graded minimal left
ideal LK (E)u and Au is not a simple left LK (E)-module.

Remark 1.1 In [25], themodule Au is definedbyusing an algebraic branching system
and is denoted as Nvc. Here we have defined the module Au differently, but the proof
of the above theorem is just the proof of Theorem 3.5(1) of [25].

With a slight modification of the definition of Au , Chen [19] shows one more way
of constructing simple modules by using the infinite paths that are tail-equivalent
to a fixed infinite path in E . Recall, two infinite paths p = e1 · · · er · ·· and q =
f1 · · · fs · ·· are said to be tail-equivalent if there exist fixed positive integers m, n
such that en+k = fm+k for all k ≥ 1. Let [p] denote the tail-equivalence class of all
infinite paths equivalent to p. Let A[p] denote the K -vector space having [p] as a
basis. As in the definition of Au , for each vertex v and each edge e in E , define the
linear transformations Pv, Se and Se∗ on A by defining their actions on the basis [p]
satisfying the conditions (I), (II), (III), but not (IV) above. As before, they satisfy
the defining relations of a Leavitt path algebra and thus induce a homomorphism
ϕ : LK (E) → A[p]. The vector space A[p] then becomes a left LK (E)-module via
the map ϕ.

Theorem 1.10 ([19]) The module A[p] is a simple left LK (E)-module and for two
infinite paths p, q, A[p] ∼= A[q] if and only if [p] = [q].

It can be shown (see [37]) that the simplemodules Au, Av and A[p] corresponding,
respectively, to a sink u, an infinite emitter v and an infinite path p, are all non-
isomorphic.

A special infinite path is the so-called a rational infinite path induced by a simple
closed path (and in particular, a cycle) c. This is the infinite path ccc · ··. We denote
this path by c∞. We shall be using the corresponding simple LK (E)-module Ac∞

subsequently.

1.6 Leavitt Path Algebras with Simple Modules Having
Special Properties

We shall describe when all the simple modules over a Leavitt path algebra are flat or
injective or finitely presented or graded etc.

An open problem, raised by Ramamuthi [34] some forty years ago, asks whether
a non-commutative ring R with 1 is von Neumann regular if all the simple left R-
modules are flat. Using a more general approach of Steinberg algebras, Ambily,
Hazrat and Li [10] obtain the following theorem which shows that Ramamurthi’s
question has an affirmative answer in the case of Leavitt path algebras.

Theorem 1.11 ([10]) Let E be an arbitrary graph. Then every simple left LK (E)-
module is flat if and only if LK (E) is von Neumann regular.
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Next, we consider the case when LK (E) is a left V-ring, that is, when every simple
left LK (E)-module is injective. Kaplansky showed that if R is a commutative ring,
then every simple R-module is injective if and only if R is von Neumann regular.
A natural question is under what conditions every simple left LK (E)-module is
injective. It was shown in [26] that, in this case, LK (E) becomes a weakly regular
ring. However, recently Abrams, Mantese and Tonolo [5] showed that, if c is a
cycle in a graph E , then the corresponding simple left LK (E)-module Ac∞ satisfies
Ext1LK (E)(Ac∞ , Ac∞) �= 0. This implies that the module Ac∞ cannot be an injective
module. So, if every simple left LK (E)-module is injective, then necessarily E
contains no cycles. Then by [7] LK (E) must be von Neumann regular. Thus, we
obtain the following new result and its corollary.

Theorem 1.12 Let E be an arbitrary graph. If every simple left LK (E)-module is
injective, then LK (E) is a von Neumann regular ring.

Conversely, if LK (E) is a von Neumann regular ring then the graph E contains
no cycles [7] and, if E is further a finite graph, then LK (E) is a direct sum of
finitely many matrix rings of finite order over K (Theorem 2.6.17, [2]). In this case,
LK (E) is a direct sum of left/right simple modules and hence every simple left/right
LK (E)-module is injective. This leads to the following corollary.

Corollary 1.1 Let E be a finite graph. Then every simple left/right LK (E)-module
is injective if and only if LK (E) is a von Neumann regular ring.

When E is an arbitrary graph, it is an open question whether the von Neumann
regularity of LK (E) implies that every simple left/right LK (E)-module is injective.

Next, we consider Leavitt path algebras LK (E) whose simple modules are all
finitely presented.When E is a finite graph, LK (E) possesses a number of interesting
properties as noted in the following theorem.

Theorem 1.13 ([13]) For any finite graph E, the following properties of the Leavitt
path algebra L := LK (E) are equivalent:

(i) Every simple left L-module is finitely presented;
(ii) No two cycles in E have a common vertex;
(iii) There is a one-to-one correspondence between isomorphism classes of simple

L-modules and primitive ideals of L;
(iv) The Gelfand–Kirillov dimension of L is finite.

The preceding theorem has been generalized in [38] to the case when E is an
arbitrary graph with several similar equivalent conditions.

It is easy to observe that every simple left module over a Leavitt path algebra
L := LK (E) is of the form Lv/N for some vertex v and a maximal left submodule
N of Lv. A natural question is, given a vertex u, can we estimate the number κu
of distinct maximal left L-submodules M of Lu such that Lu/M is isomorphic to
Lv/N? In [38] it is shown that κu ≤ |uLv\N | and consequently the cardinality of the
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set of all such simple modules corresponding to various vertices is ≤
∑

u∈E0

|uLv\N |
and thus is ≤ |L|.

More generally, one may try to estimate the number of non-isomorphic simple
modules over a Leavitt path algebra. In this connection, observe the following: Sup-
pose a graph E contains two cycles g, h which share a common vertex v, such as the
two cycles in the following graph.

• • ←− •
↗ ↘ ↙ ↖

•v g • h •
↖ ↙ ↘ ↗

• • −→ •

We then wish to show that there are uncountably many non-isomorphic simple mod-
ules over the corresponding LK (E). By Theorem 1.10, we need only to produce
uncountably many non-equivalent infinite paths in E . With that in mind, consider the
infinite rational path p = ggg · ··which, for convenience, wewrite as p = g1g2g3 · ··
indexed by the set P of positive integers, where gi = g for all i . Now, for every subset
S of P, define an infinite path pS by replacing gi by h if and only if i ∈ S. Observe
that this gives rise to uncountably many distinct infinite paths. From the definition of
equivalence of paths, it can be derived that, given an infinite path q there are at most
countablymany infinite paths that are equivalent toq. From this one can then establish
that there are uncountably many non-isomorphic simple left LK (E)-modules.

Leavitt path algebras having only finitely many non-isomorphic simple modules
are characterized in the next theorem.Recall, a ring R is called left/right semi-artinian
if every non-zero left/right R-module contains a simple submodule.

Theorem 1.14 ([14]) Let E be an arbitrary graph and K be any field. Then the
following are equivalent for the Leavitt path algebra L = LK (E):

(i) L has at most finitely many non-isomorphic simple left/right L-modules;
(ii) L is a left and right semi-artinian von Neumann regular ring with finitely many

two-sided ideals which form a chain under set inclusion;
(iii) The graph E is acyclic and there is a finite ascending chain of hereditary sat-

urated subsets {0} � H1 � · · · � Hn = E0 such that for each i < n, Hi+1\Hi

is the hereditary satusrated closure of the set of all the line points in E\Hi .

1.7 One-Sided Ideals in a Leavitt Path Algebra

In this section, we shall describe some of the interesting properties of one-sided
ideals of a Leavitt path algebra.

Using a deep theorem of Bergman [18], Ara and Goodearl proved the following
result that Leavitt path algebras are hereditary.
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Theorem 1.15 ([12]) If E is an arbitrary graph, then every left/right ideal of LK (E)

is a projective left/right LK (E)-module.

A von Neumann regular ring R has the characterizing property that every finitely
generated one-sided ideal of R is a principal ideal generated by an idempotent. Four
years ago, it was shown in [36] that every finitely generated two-sided ideal of a
Leavitt path algebra is a principal ideal. Recently, Abrams, Mantese and Tonolo
have proved that this interesting property holds for one sided ideals too, as indicated
in the next theorem.

Theorem 1.16 ([6]) Let E be an arbitrary graph. Then L := LK (E) is a Bézout
ring, that is, every finitely generated one-sided ideal is a principal ideal.

Thus, if La and Lb are two principal left ideals of L , then, being finitely generated,
La + Lb = Lc, a principal left ideal. So the sum of any two principal left ideals of L
is again a principal left ideal. What about their intersection? Should the intersection
of two principal left/right ideals of L be again a principal left/right ideal? This is
answered in the next theorem. Since this result is new, we outline its proof which is
straight forward.

Theorem 1.17 Let E be an arbitrary graph. Then both the sum and the intersection
of two principal left/right ideals of L := LK (E) are again principal left/right ideals.
Thus, the principal left/right ideals of L form a sublattice of the lattice of all left/right
ideals of L.

Proof Suppose A, B are two principal left ideals of L . Consider the following exact
sequence where the map θ is the additive map (a, b) → a + b

0 −→ K −→ A ⊕ B
θ−→ A + B −→ 0

and where K = {(x,−x) : x ∈ A ∩ B} ∼= A ∩ B. Now A + B is a (finitely gener-
ated) left ideal of LK (E). By Theorem 1.15, it is a projective module and hence
the above exact sequence splits. Consequently, A ∩ B is isomorphic a direct sum-
mand of A ⊕ B. Since A ⊕ B is finitely generated, so is A ∩ B. By Theorem 1.16,
A ∩ B is then a principal left ideal. The same argument works for principal right
ideals of L . �

Remark 1.2 Thus, the above theorem states that, for any two non-zero elements
a, b ∈ L , aL + bL = cL and aL ∩ bL = dL where c, d are suitable elements of
L . Since c = ax + by for some x, y ∈ L , it is easy to see that c = right gcd(a, b).
(Recall that in a non-commutative ring R, an element c is a right gcd of a, b, if
a = xc, b = yc and if a = x ′c′, b = y′c′, then c = zc′.) Similarly, aL ∩ bL = dL
implies that d = right lcm(a, b). Thus, in a Leavitt path algebra L , the right gcd
and the right lcm of any two non-zero elements exist. In the same way, one could
conclude that the left gcd and the left lcm of any two non-zero elements also exist
in L .
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As we noted in Theorem 1.3, every two-sided ideal of LK (E) is graded if and
only if the graph E satisfies Condition (K). What happens if every one-sided ideal of
LK (E) is graded? This is answered in the next and the last theorem of this section.

Theorem 1.18 ([25]) Let E be an arbitrary graph. Then the following properties
are equivalent for L = LK (E):

(i) Every left ideal of L is a graded left ideal;
(ii) Every simple left L-module is a graded module;
(iii) The graph E contains no cycles;
(iv) L is a von Neumann regular ring.
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Chapter 2
The Groupoid Approach to Leavitt Path
Algebras

Simon W. Rigby

2.1 Introduction

Leavitt path algebras are Z-graded algebras with involution, whose generators and
relations are encoded in a directed graph. Steinberg algebras, on the other hand, are
algebras of functions defined on a special kind of topological groupoid, called an
ample groupoid. To understand how they are related, it is useful to weave together
some historical threads. This historical overview might not be comprehensive, but it
is intended to give some idea of the origins of our subject.

2.1.1 Historical Overview: Groupoids, Graphs, and Their
Algebras

In the late 1950s and early 1960s, William G. Leavitt [51, 52] showed that there
exist simple rings whose finite-rank free modules admit bases of different sizes. In
a seemingly unrelated development, in 1977, Joachim Cuntz [33] showed that there
exist separableC∗-algebras that are simple and purely infinite. Cuntz’s paper was one
of the most influential in the history of operator theory. It provoked intense interest
(that is still ongoing) in generalising, classifying, and probing the structure of various
classes of C∗-algebras. One of the next landmarks was reached in 1980, when Jean
Renault [59] defined groupoid C∗-algebras, taking inspiration from the C∗-algebras
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that had previously been associated to transformation groups. The Cuntz algebras
were interpreted as groupoid C∗-algebras, and from that point onwards there was a
new framework and some powerful results with which to pursue new and interesting
examples.

In 1997, Kumjian, Pask, Raeburn, and Renault [50] showed how to construct a
Hausdorff ample groupoid (and hence a C∗-algebra) from a row- and column-finite
directed graph with no sinks. They showed that these C∗-algebras universally satisfy
the Cuntz–Krieger relations from [34], which had become significant in the inter-
vening years. Graph C∗-algebras were then studied in depth. Usually, they were
conceptualised in terms of the partial isometries that generate them; direct methods,
rather than groupoid methods, were used predominantly [16, 58]. Meanwhile, the
Cuntz algebras had also been interpreted as inverse semigroupC∗-algebras. Paterson
[56, 57], at the turn of the 21st century, organised the situation a bit better. He showed
that all graphC∗-algebras (of countable graphs, possibly with sinks, infinite emitters,
and infinite receivers) are inverse semigroup C∗-algebras, and that all inverse semi-
group C∗-algebras are groupoid C∗-algebras. The key innovation was defining the
universal groupoid of an inverse semigroup, which is an ample but not necessarily
Hausdorff topological groupoid.

It is unclear when the dots were first connected between Leavitt’s algebras and
Cuntz’s C∗-algebras (probably in [11], a very long time after they first appeared).
The Cuntz algebra On is the norm completion of the complex Leavitt algebra Ln,C.
Over any field K, the ring Ln,K and the C∗-algebra On are purely infinite simple,
and they have the same K0 group (but these concepts have a different meaning
for rings compared to C∗-algebras). This begins a process in which the algebraic
community generalises, classifies, and probes the structure of various classes of
rings inmuch the sameway as the operator algebra community did withC∗-algebras.
Leavitt path algebras were introduced in [2, 12] as universal K-algebras satisfying
path algebra relations and Cuntz–Krieger relations. Generalising the relationship
between the Leavitt and Cuntz algebras, the graph C∗-algebra of a graph E is the
norm completion of the complex Leavitt path algebra of E . The interplay with C∗-
algebras is not the only connection between Leavitt path algebras and other, older,
areas of mathematics—see for instance [1, Sect. 1] and [55].

Knowing what we know now, the next step was very natural. Is there a way of
defining a “groupoid K-algebra” in such a way that:

• When the input is the universal groupoid of an inverse semigroup S, the output is
the (discrete) inverse semigroup algebra KS;

• When the input is a graph groupoid GE , the output is the Leavitt path algebra
LK(E)?

This question was asked and answered by Steinberg [63], and Clark, Farthing,
Sims, and Tomforde [27]. Consistent with previous experiences of converting opera-
tor algebra constructions into K-algebra constructions, they found that the groupoid
C∗-algebra is the norm completion of the groupoidC-algebra. It is also worth noting
that Steinberg chose a broad scope and defined groupoid R-algebras over any com-
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mutative ring R, rather than just fields. We call these groupoid algebras Steinberg
algebras.

Each of the three parts in this paper can be read separately. However, we work
towards Leavitt path algebras as the eventual subject of interest, and this influences
the rest of the text. For example, in Sect. 2.2 we try not to impose the Hausdorff
assumption on groupoids if it is not necessary, but there are no examples here of non-
Hausdorff groupoids. Throughout, we use the graph theory notation and terminology
that is conventional in Leavitt path algebras. (In most of the C∗-algebra literature,
the orientation of paths is reversed.) And in Sect. 2.3, we ignore some topics like
amenability that would be important if we were intending to study the C∗-algebras
of boundary path groupoids.

A standing assumption throughout the paper is that R is a commutative ringwith 1.
We rarely need to draw attention to it or require it to be anything special.

2.1.2 Background: Leavitt Path Algebras

For an arbitrary graph E , there is an R-algebra, L R(E), called the Leavitt path
algebra of E . The role of the graph may seem unclear at the outset, because all it
does is serve as a kind of notational device for the generators and relations that define
L R(E). Surprisingly, it turns out that many of the ring-theoretic properties of L R(E)

are controlled by graphical properties of E . For example, the Leavitt path algebra
has some special properties if the graph is acyclic, cofinal, downward-directed, has
no cycles without exits, etc.

Since 2005, there has been an abundance of research on Leavitt path algebras. One
of the main goals has been to characterise their internal properties, ideals, substruc-
tures, andmodules.As a result,we have a rich supply of algebraswith “interesting and
extreme properties” [8]. This is useful for generating counterexamples to reasonable-
sounding conjectures, e.g. [6, 46], or for supporting other long-standing conjectures
by showing they hold within this varied class, e.g. [9, 15].

Another goal has been finding invariants that determine Leavitt path algebras up to
isomorphism, or Morita equivalence. This enterprise is known as the classification
question for Leavitt path algebras. Of course, something that is easier than classifying
all Leavitt path algebras is classifying those that have a certain property (like purely
infinite simplicity), or classifying the Leavitt path algebras of small graphs. This
has led to interesting developments in K -theory (see [7, Sect. 6.3] and [44]) and has
motivated the study of substructures of Leavitt path algebras, like the socle [14] and
invariant ideals [47].

A third goal is to explain why graph C∗-algebras and Leavitt path algebras have
so much in common. One expects a priori that these two different structures would
have little to do with one another. But in fact, many theorems about Leavitt path
algebras resemble theorems about graph C∗-algebras [1, Appendix 1]. For instance,
the graphs whose C∗-algebras are C∗-simple are exactly the same graphs whose
Leavitt path algebras are simple (over any base field). One conjecture in this general
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direction is the Isomorphism Conjecture for Graph Algebras [4]: if E and F are two
graphs such that LC(E) ∼= LC(F) as rings, then C∗(E) ∼= C∗(F) as ∗-algebras. In
the unital case, an affirmative answer has been given in [37, Theorem14.7].

2.1.3 Background: Steinberg Algebras

An ample groupoid is a special kind of locally compact topological groupoid. The
Steinberg algebra of such a groupoid is an R-module of functions defined on it. It
becomes an associative R-algebra once it is equipped with a generally noncommu-
tative operation called the convolution (generalising the multiplicative operation on
a group algebra). If the groupoid G is Hausdorff, one can characterise its Steinberg
algebra quite succinctly as the convolution algebra of locally constant, compactly
supported functions f : G → R. Steinberg algebras first appeared independently
in [27, 63]. The primary motivation was to generalise other classes of algebras,
especially inverse semigroup algebras and Leavitt path algebras.

Steinberg algebras do not only unify and generalise some seemingly disparate
classes of algebras, but they also provide an entirely new approach to studying them.
Many theorems about Leavitt path algebras and inverse semigroup algebras have
since been recovered as specialisations of more general theorems about Steinberg
algebras. For example, various papers [28, 64, 65, 67] have used groupoid tech-
niques to characterise, in terms of the underlying graph or inverse semigroup, when
a Leavitt path algebra or inverse semigroup algebra is (semi)prime, indecomposable,
(semi)primitive, noetherian, or artinian.

Simplicity theorems play a very important role in graph algebras and some related
classes of algebras. (In contrast, inverse semigroup algebras are never simple.) This
theme goes right back to the beginning, when Leavitt proved in [52] that the Leavitt
algebras Ln,K (n ≥ 2) are all simple. Likewise, Cuntz proved in [33] that the Cuntz
algebras On (n ≥ 2) are C∗-simple in the sense that they have no closed two-sided
ideals. When Leavitt path algebras were introduced, in the very first paper on the
subject, Abrams and Aranda Pino [2] wrote the simplicity theorem for Leavitt path
algebras of row-finite graphs. It was extended to Leavitt path algebras of arbitrary
graphs, as soon as these were defined in [3].

Once Steinberg algebras appeared on the scene, Brown, Clark, Farthing, and
Sims [20] proved a simplicity theorem for Steinberg algebras of Hausdorff ample
groupoids over C. That effort led them to unlock a remarkable piece of research in
which they derived a simplicity theorem for the C∗-algebras of second-countable,
locally compact, Hausdorff étale groupoids. It speaks to the significance of these new
ideas, that they were put to use in solving a problem that was open for many decades.
The effort has recently been repeated for non-Hausdorff groupoids, in [31], where
it is said that “We view Steinberg algebras as a laboratory for finding conditions to
characterisze C∗-simplicity for groupoid C∗-algebras.”
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Besides the ones we have already discussed, there are many interesting classes of
algebras that appear as special cases of Steinberg algebras. These include partial skew
group rings associated to topological partial dynamical systems [17], and Kumjian–
Pask algebras associated to higher -rank graphs [29]. In quite a different application,
Nekrashevych [54] has produced Steinberg algebras with prescribed growth prop-
erties, including the first examples of simple algebras of arbitrary Gelfand–Kirillov
dimension.

2.1.4 Background: Graph Groupoids

There are actually a few ways to associate a groupoid to a graph E ; see for example,
[50, p. 511], [56, pp. 156–159], and [26, Example 5.4]. The one that we are interested
in is called the boundary path groupoid, GE . Its unit space is the set of all paths
that are either infinite or end at a sink or an infinite emitter (i.e., boundary paths).
This groupoid was introduced in its earliest form, for row- and column-finite graphs
without sinks, by Kumjian, Pask, Raeburn, and Renault [50]. It bears a resemblance
to a groupoid studied a few years earlier by Deaconu [35]. The construction was
later generalised in a number of different directions, taking a route through inverse
semigroup theory [57], and going as far as topological higher-rank graphs [49, 61,
71].

The boundary path groupoid is an intermediate step towards proving that all
Leavitt path algebras are Steinberg algebras, and it becomes an important tool for
the analysis of Leavitt path algebras. For an arbitrary graph E , there is a Z-graded
isomorphism AR(GE ) ∼= L R(E), where AR(GE ) is the Steinberg algebra of GE and
L R(E) is theLeavitt path algebra of E . Consequently, ifwe understand someproperty
of Steinberg algebras (for example, the centre [30]) then we can understand that
property of Leavitt path algebras by translating groupoid terms into graphical terms
and applying the isomorphism AR(GE ) ∼= L R(E). Similarly, there is an isometric
∗-isomorphism C∗(GE ) ∼= C∗(E), where C∗(GE ) is the full groupoid C∗-algebra of
GE and C∗(E) is the graph C∗-algebra of E .

The diagonal subalgebra of a Steinberg algebra (resp., groupoid C∗-algebra) is
the commutative subalgebra (resp.,C∗-subalgebra) generated by functions supported
on the unit space. If two ample groupoids F and G are topologically isomorphic,
it is immediate that AR(F ) ∼= AR(G) and the isomorphism sends the diagonal to
the diagonal. The converse is a very interesting and current research topic called
“groupoid reconstruction”. It was shown in [13] that if F and G are topologically
principal, and R is an integral domain, then AR(F ) ∼= AR(G) with an isomorphism
that preserves diagonals if and only if F ∼= G. This was generalised in [23, 66]. For
C∗-algebras, there are results of a similar flavour [60].

For boundary path groupoids, groupoid reconstruction is essentially the question:
if E and F are graphs such that L R(E) ∼= L R(F), does it imply GE

∼= GF? Many
mathematicians [13, 19, 22, 66] have been working on this and they have given
positive answers after imposing various assumptions on the graphs, the ring R, or
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the types of isomorphism between the Leavitt path algebras. It seems likely that
more results will emerge. It is already known from [21, Theorem 5.1] that if there
exists a diagonal-preserving isomorphism of graph C∗-algebras C∗(E) ∼= C∗(F),
then GE

∼= GF . It is plausible that the groupoid reconstruction programme for graph
groupoids could eventually prove the general Isomorphism Conjecture for Graph
Algebras [4].

2.2 The Steinberg Algebra of a Groupoid

Section2.2 is structured as follows. It begins, in Sect. 2.2.1, by providing some
background on groupoids. In Sect. 2.2.2, we develop some facts about topologi-
cal groupoids and almost immediately specialise to étale and ample groupoids. We
give a very brief treatment of inverse semigroups and their role in the subject. In
Sect. 2.2.3, we introduce the Steinberg algebra of an ample groupoid, describing it
in a few different ways to make the definition more transparent. We develop the
basic theory in a self-contained way, paying attention to what can and cannot be said
about non-Hausdorff groupoids. In Sect. 2.2.4, we investigate some important prop-
erties, showing that these algebras are locally unital and enjoy a kind of symmetry
that comes from an involution (in other words, they are ∗-algebras). In Sect. 2.2.5,
we investigate the effects of groupoid-combining operations like products, disjoint
unions, and directed unions, and find applications with finite-dimensional Steinberg
algebras and the Steinberg algebras of approximately finite groupoids. In Sect. 2.2.6,
we discuss graded groupoids and graded Steinberg algebras.

2.2.1 Groupoids

This classical definition of a groupoid is modified from [59].We have chosen to paint
a complete picture; indeed, some parts of the definition can be derived from other
parts.

Definition 2.1 A groupoid is a system (G,G(0), d, c,m, i) such that:

(G1) G andG(0) are nonempty sets, called the underlying set and unit space, respec-
tively;

(G2) d, c are maps G → G(0), called domain and codomain;
(G3) m is a partially defined binary operation onG called composition: specifically,

it is a map from the set of composable pairs

G(2) = {
(g, h) ∈ G × G | d(g) = c(h)

}
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onto G, written as m(g, h) = gh, with the properties:

• d(gh) = d(h) and c(gh) = c(g) whenever the composition gh is defined;
• (gh)k = g(hk) whenever either side is defined;

(G4) For every x ∈ G(0) there is a unique identity 1x ∈ G such that 1x g = g when-
ever c(g) = x , and h1x = h whenever d(h) = x ;

(G5) i : G → G is a map called inversion, written as i(g) = g−1, such that g−1g =
1c(g), gg−1 = 1d(g), and (g−1)−1 = g.

The definition can be summarised by saying: a groupoid is a small category in
which every morphism is invertible. Having said this, the elements of G will usually
be called morphisms.

Remark 2.1 We always identify x ∈ G(0) with 1x ∈ G, soG(0) is considered a subset
of G. The elements of G(0) are called units.

Many authors write s (source) and r (range) instead of d and c in the definition
of a groupoid. Our notation is chosen to avoid confusion in the context of graphs,
where s and r refer to the source and range, respectively, of edges and directed paths.

A homomorphism between groupoids G and H is a functor F : G → H ; that
is, a map sending units of G to units of H and mapping all the morphisms in G to
morphisms inH in away that respects the structure. A subgroupoid is a subsetS ⊆ G
that is a groupoid with the structure that it inherits from G. For x ∈ G(0), we use the
notation xG = c−1(x), Gx = d−1(x), and xGy = c−1(x) ∩ d−1(y). The set xGx is
a group, called the isotropy group based at x , and the set Iso(G) = ⋃

x∈G(0) xGx is a
subgroupoid, called the isotropy subgroupoid of G. If Iso(G) = G(0) then G is called
principal. We say that G is transitive if for every pair of units x, y ∈ G(0) there is at
least one morphism in xGy.

The conjugacy class of g ∈ Iso(G) is the set ClG(g) = {
hgh−1 | h ∈ Gc(g)

}
.

The set of conjugacy classes partitions Iso(G). The conjugacy class of a unit is
called an orbit, and the set of orbits partitions G(0). Equivalently, the orbit of x ∈
G(0) is ClG(x) = c(d−1(x)) = d(c−1(x)), or the unit space of the maximal transitive
subgroupoid containing x . A subset U ⊆ G(0) is invariant if for all g ∈ G, d(g) ∈ U
implies c(g) ∈ U , which is to say that U is a union of orbits. If x, y ∈ G(0) belong to
the same orbit, then the isotropy groups xGx and yGy are isomorphic. In fact, there
can be many isomorphisms xGx → yGy. For every g ∈ yGx there is an “inner”
isomorphism xGx → yGy given by x 	→ gxg−1. This allows us to speak of the
isotropy group of an orbit.

Example 2.1 Many familiar mathematical objects are essentially groupoids:

(a) Any group G with identity ε can be viewed as a groupoid with unit space {ε}.
Conjugacy classes are conjugacy classes in the usual sense.

(b) If {Gi | i ∈ I } is a family of groups with identities {εi | i ∈ I }, then the disjoint
union

⊔
i∈I Gi has a groupoid structurewith d(g) = c(g) = εi for every g ∈ Gi .
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The composition, defined only for pairs (g, h) ∈ ⊔i∈I Gi × Gi , is just the rele-
vant group law. This is known as a bundle of groups. The isotropy subgroupoid
of any groupoid is a bundle of groups.

(c) Let X be a set with an equivalence relation ∼. We define the groupoid of
pairs GX = {(x, y) ∈ X × X | x ∼ y} with unit space X , and view (x, y) as a
morphism with domain y, codomain x , and inverse (x, y)−1 = (y, x). A pair of
morphisms (x, y), (w, z) is composable if and only if y = w, and composition
is defined as (x, y)(y, z) = (x, z). Every principal groupoid is isomorphic to a
groupoid of pairs. If ∼ is the indiscrete equivalence relation (where x ∼ y for
all x, y ∈ X ) then GX is called the transitive principal groupoid on X .

(d) Let G be a group with a left action on a set X . There is a groupoid structure
on G × X , where the unit space is {ε} × X , or simply just X . We understand
that the morphism (g, x) has domain g−1x and codomain x . Composition is
defined as (g, x)(h, g−1x) = (gh, x), and inversion as (g, x)−1 = (g−1, g−1x).
The isotropy group at x is isomorphic to the stabiliser subgroup associated to x .
Orbits are orbits in the usual sense, and the groupoid is transitive if and only if
the action is transitive. This is called the transformation groupoid associated
to the action of G on X .

(e) The fundamental groupoid of a topological space X is the set of homotopy
path classes on X . The unit space of this groupoid is X itself, and the isotropy
group at x ∈ X is the fundamental group π1(X, x). The groupoid is transitive
if and only if X is path-connected, and it is principal if and only if every path
component is simply connected.

2.2.2 Topological Groupoids

Briefly, here are some of our topological conventions. We use the word base to mean
a collection of open sets, called basic open sets, that generates a topology by taking
unions. A neighbourhood base is a filter for the set of neighbourhoods of a point.
In this paper, the word basis is reserved for linear algebra. A compact topological
space is one in which every open cover has a finite subcover, and a locally compact
topological space is one in which every point has a neighbourhood base of compact
sets. If X and Y are topological spaces, a local homeomorphism is a map f : X → Y
with the property: every point in X has an open neighbourhood U such that f |U is
a homeomorphism onto an open subset of Y . Every local homeomorphism is open
and continuous.

The definition of a topological groupoid is straightforward, but there is some
inconsistency in the literature on what it means for a groupoid to be étale or locally
compact. While some papers require germane conditions, our definitions are cho-
sen to be classical and minimally restrictive. We are mainly concerned with étale
and ample groupoids. Roughly speaking, étale groupoids are topological groupoids
whose topology is locally determined by the unit space.
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Definition 2.2 A groupoid G is

(a) a topological groupoid if its underlying set has a topology, and the maps m
and i are continuous, with the understanding that G(2) inherits its topology from
G × G;

(b) an étale groupoid if it is a topological groupoid and d is a local homeomorphism.

Some pleasant consequences follow from these two definitions. In any topological
groupoid, i is a homeomorphism because it is a continuous involution, and d and
c are both continuous because d(g) = m(i(g), g) and c = di . If G is étale, then
d, c, and m are local homeomorphisms, and G(0) is open in G (the openness of
G(0) is proved from first principles in [38, Proposition 3.2]). If G is a Hausdorff
topological groupoid, then G(0) is closed. Indeed (and this neat proof is from [62])
if (xi )i∈I is a net in G(0) with xi → g ∈ G, then xi = c(xi ) → c(g) because c is
continuous, so g = c(g) ∈ G(0) by uniqueness of limits. If G is any topological
groupoid, the maps d × c : G × G → G(0) × G(0) and (d, c) : G → G(0) × G(0) are
both continuous. If G(0) is Hausdorff, the diagonal � = {(x, x) | x ∈ G(0)} is closed
in G(0) × G(0); consequently, G(2) = (d × c)−1(�) is closed in G × G and Iso(G) =
(d, c)−1(�) is closed in G.

Let G be a topological groupoid. If U ⊆ G is an open set such that c|U and d|U
are homeomorphisms onto open subsets of G(0), then U is called an open bisection.
If G is étale and U ⊆ G is open, the restrictions c|U and d|U are continuous open
maps, so they need only be injective for U to be an open bisection. An equivalent
definition of an étale groupoid is a topological groupoid that has a base of open
bisections. If G is étale and G(0) is Hausdorff, then G is locally Hausdorff, because
all the open bisections are homeomorphic to subspaces of G(0). Another property of
étale groupoids is that for any x ∈ G(0), the fibres xG and Gx are discrete spaces.
Consequently, a groupoid with only one unit (i.e., a group) is étale if and only if it
has the discrete topology.

Definition 2.3 An ample groupoid is a topological groupoid with Hausdorff unit
space and a base of compact open bisections.

If G is an ample groupoid, the notation Bco(G) stands for the set of all nonempty
compact open bisections in G, and B(G(0)) stands for the set of nonempty compact
open subsets of G(0).

Recall that a topological space is said to be totally disconnected if the only
nonempty connected subsets are singletons, and 0-dimensional if every point has
a neighbourhood base of clopen (i.e., closed and open) sets. These two notions are
equivalent if the space is locally compact and Hausdorff [70, Theorems 29.5 and
29.7]. The following proposition is similar to [39, Proposition 4.1]. It is useful for
reconciling slightly different definitions in the literature (e.g., [27]) and for checking
when an étale groupoid is ample.
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Proposition 2.1 Let G be an étale groupoid such that G(0) is Hausdorff. Then the
following are equivalent:

(1) G is an ample groupoid;
(2) G(0) is locally compact and totally disconnected;
(3) Every open bisection is locally compact and totally disconnected.

Proof (1) ⇒ (2) LetU ⊆ G(0) be open. SinceG is ample andG(0) is open, for every
x ∈ U there is a compact open bisection B such that x ∈ B ⊆ U ⊆ G(0). More-
over, G(0) is Hausdorff, so B is closed. This shows that G(0) is locally compact and
0-dimensional (hence totally disconnected).

(2) ⇒ (3) Every open bisection is homeomorphic to an open subspace of G(0),
so it is totally disconnected and locally compact.

(3) ⇒ (1) Let U be open in G, and x ∈ U . Since G is étale, it has a base of open
bisections, so there is an open bisection B with x ∈ B ⊆ U . Moreover, B is Haus-
dorff, locally compact, and totally disconnected, so x has a compact neighbourhood
W ⊆ B and a clopen neighbourhood V ⊆ W . Since B is Hausdorff and V is closed
in W , it follows that V is compact. Moreover, V is an open bisection because B is
an open bisection. So, V is a compact open bisection. This shows that G has a base
of compact open bisections, so G is ample. �
Remark 2.2 If G is a topological groupoid and E is a subgroupoid of G, then E is
automatically a topological groupoid with the topology it inherits from G. If G is
étale, then so is E. However, if G is ample, then it is not guaranteed that E is ample.
Indeed, by Proposition2.1 (2), a subgroupoid E of an ample groupoid G is ample if
and only if E(0) is locally compact. In particular, E is ample if G is ample and E(0) is
either open or closed in G(0).

The following lemma is similar to [56, Proposition 2.2.4], but with slightly dif-
ferent assumptions.

Lemma 2.1 Let G be an étale groupoid where G(0) is Hausdorff. If A, B, C ⊆ G
are compact open bisections, then

(1) A−1 = {a−1 | a ∈ A} and AB = {ab | (a, b) ∈ (A × B) ∩ G(2)} are compact
open bisections.

(2) If G is Hausdorff, then A ∩ B is a compact open bisection.

Proof (1) Firstly, A−1 = i(A) is compact and open because i is a homeomorphism.
Clearly, A−1 is an open bisection. Secondly, note that AB might be empty, in which
case it is trivially a compact open bisection. Otherwise, (A × B) ∩ G(2) is com-
pact because G(2) is closed in G × G, and AB = m

(
(A × B) ∩ G(2)

)
is compact

because m is continuous. Since m is a local homeomorphism, it is an open map,
and AB = m

(
(A × B) ∩ G(2)

)
is open. To prove that it is a bisection, suppose (a, b)

is a composable pair in A × B and d(ab) = x . Since A and B are bisections, b is
the unique element in B having d(b) = x , and a is the unique element of A having
d(a) = c(b). So, d|AB is injective. Similarly, c|AB is injective.

(2) It is trivial that A ∩ B is an open bisection. The Hausdorff property on G
implies A and B are closed, so A ∩ B is closed, hence compact. �
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Lemma2.1 remains true if the words “compact” or “open”, or both, are removed
throughout the statement. Using Lemma2.1 (2) with mathematical induction shows
that when an ample groupoid is Hausdorff, its set of compact open bisections is
closed under finite intersections. The converse to this statement is also true: an ample
groupoid is Hausdorff if the set of compact open bisections is closed under finite
intersections (see [63, Proposition 3.7]).

The main takeaway from Lemma2.1 (1) is that the compact open bisections in an
ample groupoid are important for two reasons: they generate the topology, and they
can be multiplied and inverted in a way that is consistent with an algebraic structure
called an inverse semigroup. An inverse semigroup is a semigroup S such that every
s ∈ S has a unique inverse s∗ ∈ S with the property ss∗s = s and s∗ss∗ = s∗.

Example 2.2 If X is a set, a partial symmetry of X is a bijection s : dom(s) →
cod(s) where dom(s) and cod(s) are (possibly empty) subsets of X . Two partial
symmetries s and t are composed in the way that binary relations are composed,
so that st : dom(st) → cod(st) is the map st (x) = s(t (x)) for all x ∈ X such that
s(t (x))makes sense. It is not necessary to have dom(s) = cod(t) in order to compose
s and t . The semigroupIX of partial symmetries on X is called the symmetric inverse
semigroup on X . TheWagner–Preston Theorem is an analogue of Cayley’s Theorem
for groups: every inverse semigroup S has an embedding into IS .

The following result is an adaptation of [56, Proposition 2.2.3].

Proposition 2.2 If G is an ample groupoid, Bco(G) is an inverse semigroup with the
inversion and composition rules displayed in Lemma2.1 (1).

Proof Lemma2.1 (1) proves that Bco(G) is a semigroup and that A ∈ Bco(G) implies
A−1 ∈ Bco(G). If A ∈ Bco(G) then AA−1 = c(A) because all composable pairs in
A × A−1 are of the form (a, a−1) for some a ∈ A. Therefore AA−1A = c(A)A = A
and A−1 AA−1 = A−1c(A) = A−1d(A−1) = A−1. To show that the inverses are
unique, suppose B ∈ Bco(G) satisfies AB A = A and B AB = B. Then for all
a ∈ A there exists b ∈ B such that aba = a. But then b = a−1aa−1 = a−1. This
shows A−1 ⊆ B. Similarly, B AB = B implies B−1 ⊆ A and consequently B ⊆ A−1.
Therefore B = A−1. �

The proposition above has shown how to associate an inverse semigroup to an
ample groupoid. The connections between ample groupoids and inverse semigroups
runmuch deeper than this. There are at least twoways to associate an ample groupoid
G to an inverse semigroup S. The first is the underlying groupoid GS , where the
underlying set is S, the topology is discrete, the unit space is the set of idempotents in
S, and d(s) = s∗s while c(s) = ss∗, for every s ∈ S. Composition inGS is the binary
operation from S, just restricted to composable pairs. The second way to associate
an ample groupoid to an inverse semigroup S is more complicated. It is called the
universal groupoid of S, and it only differs from the underlying groupoid when S
is large (i.e., fails to have some finiteness conditions). The universal groupoid has a
topology that makes it ample but not necessarily Hausdorff. The universal groupoid
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of S is quite powerful (as shown in [63]) because its Steinberg algebra AR(G(S))

is isomorphic to the inverse semigroup algebra RS. This takes us beyond our scope
and, after all, we still need to define Steinberg algebras.

2.2.3 Introducing Steinberg Algebras

The purpose of this section is to define and characterise the Steinberg algebra of an
ample groupoid over a unital commutative ring R. Throughout this section, assume
G is an ample groupoid. In order to make sense of continuity for R-valued functions,
assume R has the discrete topology. The support of a function f : X → R is defined
as the set supp f = {x ∈ X | f (x) �= 0}. When X has a topology, we say that f
is compactly supported if supp f is compact. If every point x ∈ X has an open
neighbourhood N such that f |N is constant, then f is called locally constant. It is
easy to prove that f : X → R is locally constant if and only if it is continuous. We
use the following notation for the characteristic function of a subset U of G:

1U : G → R, 1U (g) =
{
1 if g ∈ U

0 if g /∈ U.

Let RG be the set of all functions f : G → R. Canonically, RG has the structure of
an R-module with operations defined pointwise.

Definition 2.4 (The Steinberg algebra) Let AR(G) be the R-submodule of RG gen-
erated by the set:

{1U | U is a Hausdorff compact open subset of G}.

The convolution of f, g ∈ AR(G) is defined as

f ∗ g(x) =
∑

y∈G
d(y)=d(x)

f (xy−1)g(y) =
∑

(z,y)∈G(2)

zy=x

f (z)g(y) for all x ∈ G. (2.1)

The R-module AR(G), with the convolution, is called the Steinberg algebra of G
over R.

Example 2.3 If � is a discrete group, then AR(�) is isomorphic to R�, the usual
group algebra of � with coefficients in R.

We have yet to justify the definition of the convolution in Eq.2.1. The two sums in
the formula are equal, by substituting z = xy−1. But it should not be taken for granted
that the sum is finite, that ∗ is associative, or even that AR(G) is closed under ∗. These
facts will be proved later. First, we prove the following result (inspired by [63]) that
leads to some alternative descriptions of AR(G) as an R-module.



2 The Groupoid Approach to Leavitt Path Algebras 33

Proposition 2.3 Let B be a base for G consisting of Hausdorff compact open sets,
with the property:

{
n⋂

i=1

Bi | Bi ∈ B,

n⋃

i=1

Bi is Hausdorff

}

⊆ B ∪ {∅}.

Then AR(G) = spanR{1B | B ∈ B}.
Proof Let A = spanR{1B | B ∈ B}. From the definition of AR(G), we have A ⊆
AR(G). To prove the other containment, suppose U is a Hausdorff compact open
subset of G. It is sufficient to prove that 1U is an R-linear combination of finitely
many 1Bi , where each Bi ∈ B. Since B is a base for the topology on G, we can write
U as a union of sets in B, and use the compactness of U to reduce it to a finite union
U = B1 ∪ · · · ∪ Bn , where B1, . . . , Bn ∈ B. By the principle of inclusion–exclusion:

1U =
n∑

k=1

(−1)k−1
∑

I⊆{1,...,n}
|I |=k

1∩i∈I Bi .

The main assumption ensures that the sets ∩i∈I Bi on the right hand side are either
empty or in B. Therefore AR(G) ⊆ A. �
Corollary 2.1 If G is Hausdorff and B is a base of compact open sets that is closed
under finite intersections, then AR(G) = spanR{1B | B ∈ B}.

We remarked after Lemma2.1 that if G is non-Hausdorff, Bco(G) is not closed
under finite intersections. Strange things can happen in non-Hausdorff spaces and the
problem lies in the fact that compact sets are not always closed, and the intersection of
two compact sets is not always compact. However, Bco(G) does satisfy the hypothesis
of Proposition2.3.

Corollary 2.2 ([63, Proposition 4.3]) The Steinberg algebra is generated as an
R-module by characteristic functions of compact open bisections. That is,

AR(G) = spanR{1B | B ∈ Bco(G)}.

Proof If B1, . . . , Bn ∈ Bco(G), and U = ∪i Bi is Hausdorff, then each Bi is closed
in U because U is compact, so ∩i Bi is closed in U . And, B1 is a compact set
containing the closed set∩i Bi , so∩i Bi is compact. Clearly∩i Bi is an open bisection,
so ∩i Bi ∈ Bco(G). �
Remark 2.3 If G is an ample groupoid and E is an open subgroupoid, then E is also
ample (see Remark2.2). Let ι : E ↪→ G be the inclusion homomorphism. There is
a canonical monomorphism m : AR(E) ↪→ AR(G), linearly extended from 1U 	→
1ι(U ) for every Hausdorff compact open set U ⊆ E. If E is closed, m has a left
inverse e : AR(G) � AR(E), linearly extended from1U 	→ 1U∩E for everyHausdorff
compact open set U ⊆ G.
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We still owe a proof that the convolution, from Eq.2.1, is well-defined and gives
an R-algebra structure to AR(G). The next two results are similar to [63, Propositions
4.5 and 4.6].

Lemma 2.2 Let A, B, C ∈ Bco(G) and r, s ∈ R. Then:

(1) 1A−1(x) = 1A(x−1) for all x ∈ G;
(2) 1A ∗ 1B = 1AB;

Proof (1) We have x ∈ A−1 if and only if x−1 ∈ A.
(2) Let x ∈ G. By definition:

1A ∗ 1B(x) =
∑

y∈G
d(y)=d(x)

1A(xy−1)1B(y) =
∑

y∈B
d(y)=d(x)

1A(xy−1). (2.2)

Assume x is of the form x = ab where a ∈ A and b ∈ B. Since B is a bisection, b
is the only element of B having d(b) = d(x), and it follows that

1A ∗ 1B(x) = 1A(xb−1) = 1A(a) = 1.

On the other hand, assume x /∈ AB. If there is y ∈ B such that d(y) = d(x), then
xy−1 /∈ A, for if it were, then xy−1y = x would be in AB. Therefore Eq.2.2 yields
1A ∗ 1B(x) = 0. �

Lemma2.2 (2) implies that characteristic functions of compact open subsets of the
unit space can be multiplied pointwise. That is, if V, W ∈ B(G(0)) then V W = V ∩
W = W V and 1V ∗ 1W (x) = 1V (x)1W (x) for all x ∈ G. AsG(0) is open in any ample
groupoidG, by Remark2.3, there is a commutative subalgebra AR(G(0)) ↪→ AR(G).

The ingredients of an R-algebra are an R-module A and a binary operation
A × A → A. The binary operation should be R-linear in the first and second argu-
ments (that is, bilinear), and it should be associative. There does not need to be a
multiplicative identity. It is tedious to prove that ∗ is associative from its definition
in Eq.2.1, so a proof was omitted in [63].

Proposition 2.4 The R-module AR(G), equipped with the convolution, is an
R-algebra.

Proof We need to show that the image of ∗ : AR(G) × AR(G) → RG is contained
in AR(G), and that ∗ is associative and bilinear. Bilinearity can be proved quite
easily from Eq.2.1. Recall from Corollary2.2 that the elements of AR(G) are
R-linear combinations of characteristic functions of compact open bisections. If
f = ∑

i ai1Ai , g = ∑
j b j1B j , and h = ∑

k ck1Ck , where the sums are finite, and
Ai , B j , Ck ∈ Bco(G) while ai , b j , ck ∈ R for all i, j, k, then

( f ∗ g) ∗ h =
∑

i

∑

j

∑

k

ai b j ck1(Ai B j )Ck =
∑

i

∑

j

∑

k

ai b j ck1Ai (B j Ck ) = f ∗ (g ∗ h),
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using Lemma2.2 (2) and the bilinearity of ∗. This proves ∗ is associative. Evidently,
f ∗ g = ∑

i, j ai b j1Ai B j ∈ AR(G), so AR(G) is closed under ∗. �

It is often useful to think of ∗ simply as the extension of the rule 1A ∗ 1B = 1AB

for all pairs A, B ∈ Bco(G), rather than the more complicated-looking Eq.2.1 that
we first defined it with.Moreover, one can infer from it that AR(G) is a homomorphic
image of the semigroup algebra of Bco(G) with coefficients in R.

Proposition 2.5 If G is Hausdorff and ample, then

AR(G) = { f : G → R | f is locally constant, compactly supported
}
. (2.3)

Moreover, if B is a base for G consisting of compact open sets, such that B is closed
under finite intersections and relative complements, then every nonzero f ∈ AR(G)

is of the form f = ∑m
i=1 ri1Bi , where r1, . . . , rn ∈ R \ {0} and B1, . . . , Bn ∈ B are

mutually disjoint.

Proof Let A be the set of locally constant, compactly supported R-valued functions
on G. Let B be a base of compact open sets for G, such that B is closed under finite
intersections and relative complements. (A worthy candidate for B is Bco(G).) If
0 �= f ∈ AR(G) then according to Corollary2.1, f = ∑n

i=1 si1Di for some basic
open sets Di ∈ B and non-zero scalars si ∈ R. We aim to rewrite it as a linear
combination of characteristic functions of disjoint open sets. If s ∈ im f \ {0}, then
we have the expression:

f −1(s) =
⋃

I⊆{1,...,n}
s=∑i∈I si

BI , where BI =
⋂

i∈I
j /∈I

Di \ D j . (2.4)

By assumption, each nonempty BI in the expression is an element ofB; in particular,
each BI is compact and open. Finite unions preserve openness and compactness, so
f −1(s) is open and compact for every nonzero s ∈ im f . It follows that f −1(0) =
G \

(⋃
s∈im f \{0} f −1(s)

)
is open. Therefore f is locally constant. As f is a linear

combination of n characteristic functions, it is clear that |im f \ {0}| ≤ 2n . Being a
finite union of compact sets, supp f = ⋃

s∈im f \{0} f −1(s) is compact. Thus f ∈A, and
this shows AR(G) ⊆ A. To prove the other containment, that A ⊆ AR(G), suppose
f ∈ A. As f is continuous and supp f is compact, f (supp f ) = im f \ {0} is compact
in R, so it must be finite. Let im f \ {0} = {r1, . . . , rn}. Then each set Ui = f −1(ri )

is clopen because f is continuous, and compact because Ui ⊆ supp f . Hence f =∑n
i=1 ri1Ui ∈ AR(G), and this shows A ⊆ AR(G).
To prove the “moreover” part, we look again at Eq.2.4. If I, J ⊆ {1, . . . , n} and

I �= J then BI ∩ BJ = ∅. Therefore, f ∈ AR(G) can be written as an R-linear com-
bination of characteristic functions of disjoint basic open sets in B:

f =
∑

s∈im f \{0}
s1 f −1(s) =

∑

s∈im f \{0}

∑

I⊆{1,...,n}
s=∑i∈I si

s1BI . �
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2.2.4 Properties of Steinberg Algebras

It is useful to knowwhen AR(G) is unital or has some property that is nearly as good.
The answer is quite easy, and we show it below. We use the definition that a ring
(or R-algebra) A is locally unital if there is a set of commuting idempotents E ⊆ A,
called local units, with the property: for every finite subset {a1, . . . , an} ⊆ A, there
is a local unit e ∈ E with eai = ai = ai e for every 1 ≤ i ≤ n. Equivalently, A is the
direct limit of unital subrings: A = lime∈E−→

eAe. The directed system is facilitated by

the partial order, e ≤ e′ if ee′ = e = e′e, and the connecting homomorphisms (which
need not be unit-preserving) are the inclusions eAe ↪→ e′ Ae′ for e ≤ e′.

In many respects, working with locally unital rings is like working with unital
rings. Every locally unital ring A is idempotent (i.e., A2 = A) and if I ⊆ A is an
ideal, then AI = I = I A. If A is an R-algebra with local units, then the ring ideals
of A are always R-algebra ideals (which, by definition, should be R-submodules of
A). These facts are not true in general for arbitrary non-unital rings. Locally unital
rings and algebras are always homologically unital, in the sense of [53, Definition
1.4.6], which essentially means that they have well-behaved homology. The classical
Morita Theorems, with slight adjustments, are valid for rings with local units (see
[10]).

Proposition 2.6 ([63, Proposition 4.11], [32, Lemma 2.6]) Let G be an ample
groupoid. Then AR(G) is locally unital. Moreover, AR(G) is unital if and only if
G(0) is compact.

Proof Weprove the “moreover” part first. IfG(0) is compact, then it is a compact open
bisection, and 1G(0) ∈ AR(G). Following Lemma2.2 (2), 1G(0) ∗ 1B = 1G(0) B = 1B =
1BG(0) = 1B ∗ 1G(0) , for every B ∈ Bco(G). Since {1B | B ∈ Bco(G)} spans AR(G), it
follows by linearity that 1G(0) ∗ f = f = f ∗ 1G(0) for every f ∈ AR(G). This proves
that 1G(0) is the multiplicative identity in AR(G).

Conversely, suppose AR(G) has a multiplicative identity called ξ . The first step is
to show that ξ = 1G(0) . Let x ∈ G and let V ⊆ G(0) be a compact open set containing
d(x). Then V must be Hausdorff because G(0) is, so 1V ∈ AR(G). If x /∈ G(0), then

0 = 1V (x) = ξ ∗ 1V (x) =
∑

y∈Gd(x)

ξ(xy−1)1V (y) =
∑

y∈V ∩Gd(x)

ξ(xy−1) = ξ(x)

because V ∩ Gd(x) = {d(x)}. Similarly, if x ∈ G(0) then x = d(x) ∈ V and

1 = 1V (x) = ξ ∗ 1V (x) = ξ(x).

This shows that ξ = 1G(0) . The second step is to show that 1G(0) ∈ AR(G) implies
G(0) is compact. By the definition of AR(G), there exist scalars r1, . . . , rn ∈ R \ {0}
and compact open sets U1, . . . , Un ⊆ G such that 1G(0) = r11U1 + · · · + rn1Un . Then
G(0) ⊆ U1 ∪ · · · ∪ Un and consequently G(0) = d(U1) ∪ · · · ∪ d(Un). Each of the
sets d(U1), . . . , d(Un) is compact (because d is continuous), so G(0) is compact.
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To show that AR(G) is locally unital for all ample groupoids G, suppose
F = { f1, . . . , fm} is a finite subset of AR(G). Since AR(G) is spanned by {1B |
B ∈ Bco(G)}, there exist finite subsets {B1, . . . , Bn} ⊆ Bco(G) and {ri, j | 1 ≤ i ≤
n, 1 ≤ j ≤ m} ⊆ R such that f j = r1, j1B1 + · · · + rn, j1Bn for all 1 ≤ j ≤ m. Let
X = d(B1) ∪ · · · ∪ d(Bn) ∪ c(B1) ∪ · · · ∪ c(Bn). Then X ⊆ G(0) is compact and
open because it is a finite union of compact open sets, and X is Hausdorff because it
is a subset of G(0), so 1X ∈ AR(G). Clearly, X Bi = Bi = Bi X , so 1X ∗ 1Bi = 1Bi =
1Bi ∗ 1X , for all 1 ≤ i ≤ n. By linearity, 1X ∗ f j = f j = f j ∗ 1X for all 1 ≤ j ≤ m.
The conclusion is that E = {1X | X ∈ B(G(0))} is a set of local units for AR(G). �

The characteristic of a ring A, written charA, is defined as the least positive
integer n such that n · a = 0 for all a ∈ A, or 0 if no such n exists. If A has a set of
local units E , the characteristic of A can be defined as the least n such that n · e = 0
for all e ∈ E , or 0 if no such n exists.

Proposition 2.7 For any ample groupoid G, charAR(G) = charR.

Proof If n is a positive integer, n · 1U = 0 for all U ∈ B(G(0)) if and only if
n · 1 = 0. �

Given a topological groupoid (G,G(0), d, c,m, i), the opposite groupoid is:

Gop = (G,G(0), dop, cop,mop, i)

where dop = c, cop = d, and mop(x, y) = m(y, x) for any x, y with c(x) = d(y).
We call the opposite groupoid Gop to distinguish it from G, even though they have
the same underlying sets. We assume Gop has the same topology as G. Naturally, the
inversion map i : G → Gop is an isomorphism of topological groupoids.

If A is a ring, an involution on A is an additive, anti-multiplicativemap τ : A → A
such that τ 2 = idA. If A has an involution, it is called an involutive ring or ∗-ring. If
G is an ample groupoid, f 	→ f ◦ i is a canonical involution on AR(G) that makes it
a ∗-algebra. More generally, if there is an involution : R → R, written as r 	→ r ,
then f 	→ f ◦ i is an involution on AR(G). To summarise:

Proposition 2.8 Let G be an ample groupoid. There are canonical isomorphisms
G ∼= Gop and AR(G) ∼= AR(Gop) ∼= AR(G)op. Moreover, to each involution : R→R
is associated a canonical involution on AR(G), namely, f 	→ f ◦ i for all f ∈
AR(G).

This kind of symmetry is very nice to work with. It implies, for example, that
the category of left AR(G)-modules is isomorphic to the category of right AR(G)-
modules, and the lattice of left ideals in AR(G) is isomorphic to the lattice of right
ideals. Many important notions, like left and right primitivity, are equivalent for
involutive algebras (or more generally, self-opposite algebras).
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2.2.5 First Examples

One or two of the results in this section will be useful later on, but mostly they are
just interesting in their own right. Presumably, most of this content is already known,
but we do not adhere closely to any references.

Given two groupoids (G1, d1, c1,m1, i1) and (G2, d2, c2,m2, i2), their disjoint
union G1 � G2 has the structure of a groupoid with unit space G(0)

1 � G(0)
2 , set of

composable pairs G(2)
1 � G(2)

2 , and the following structure maps: for all x1, y1 ∈ G1

and x2, y2 ∈ G2,

d(xi ) = d i (xi ), c(xi ) = ci (xi ), i(xi ) = i i (xi ), m(xi , yi ) = mi (xi , yi ).

The product G1 × G2 also has the structure of a groupoid with unit spaceG(0)
1 × G(0)

2 ,
and the following structure maps: for all x1, y1 ∈ G1 and x2, y2 ∈ G2,

d(x1, x2) = (d1(x1), d2(x2)), c(x1, x2) = (c1(x1), c2(x2)),

i(x1, x2) = (i1(x1), i2(x2)), m((x1, x2), (y1, y2)) = (m1(x1, y1),m2(x2, y2)).

These constructions work just as well for the disjoint union or product of arbitrarily
many (even infinitely many) groupoids. IfG1 andG2 are topological groupoids, then
G1 � G2 (with the coproduct topology) and G1 × G2 (with the product topology) are
again topological groupoids. The properties of being étale or ample are preserved by
arbitrary disjoint unions and finite products.

Proposition 2.9 Let G1 and G2 be ample groupoids. The Steinberg algebra of G1 �
G2 is a direct sum of two ideals: AR(G1 � G2) ∼= AR(G1) ⊕ AR(G2).

Proof Let I1 = { f1 ∈ AR(G1 � G2) | supp f1 ⊆ G1} and I2 = { f2 ∈ AR(G1 � G2) |
supp f2 ⊆ G2}. Recall from Remark2.3 that I1 ∼= AR(G1) and I2 ∼= AR(G2). Every
f ∈ AR(G1 � G2) decomposes as f = f1 + f2 where fi ∈ Ii are defined as:

fi (x) =
{

f (x) if x ∈ Gi

0 if x /∈ Gi

for i = 1, 2.Weclaim I1 and I2 are orthogonal ideals (that is, I1 ∗ I2 = 0). For all f1 ∈
I1, f2 ∈ I2, and x ∈ G1 � G2, f1 ∗ f2(x) = ∑

ab=x f1(a) f2(b). So, supp( f1 ∗ f2) ⊆
supp( f1)supp( f2) ⊆ G1G2 = ∅. This implies I1 and I2 are ideals, and AR(G1 �
G2) = I1 ⊕ I2 ∼= AR(G1) ⊕ AR(G2). �

By mathematical induction, the Steinberg algebra of a finite disjoint union of
ample groupoids is isomorphic to the direct sum of their respective Steinberg alge-
bras.

Like in [7, Notation 2.6.3], we have reasons to consider matrix rings of a slightly
more general nature than usual.
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Definition 2.5 (Matrix rings) Let A be a ring (not necessarily commutative or uni-
tal). If n is a positive integer, we write Mn(A) for the ring of n × n matrices with
entries in A. If 
 is a set (not necessarily finite) we define M
(A) to be the ring of
square matrices, with rows and columns indexed by 
, having entries in A and only
finitely many non-zero entries.

Note that M
(A) is the direct limit of the finite-sized matrix rings associated to
finite subsets of
. Also, M
(A) is unital if and only if A is unital and
 is finite. The
notation [ai j ] stands for the matrix in Mn(A), or M
(A), with ai j in its (i, j)-entry.
Let N = {1, . . . , n}2 be the transitive principal groupoid on n elements, with the
discrete topology, as seen in Example2.1 (c).

Proposition 2.10 If G is a Hausdorff ample groupoid, then AR(N × G) ∼= Mn

(AR(G)).

Proof Define the map F : AR(N × G) → Mn(AR(G)):

F( f ) = [ fi j ],

where fi j (x) = f
(
(i, j), x

)
for all f ∈ AR(N × G), (i, j) ∈ N , and x ∈ G. If

f ∈ AR(N × G), then f is compactly supported and locally constant. The restriction
of f to a clopen subset, such as {(i, j)} × G for some (i, j) ∈ N , is also compactly
supported and locally constant. Therefore fi, j ∈ AR(G) for all (i, j) ∈ N . Clearly,
F is bijective. Now, let f, g ∈ AR(N × G). For all (i, j) ∈ N and x ∈ G, the con-
volution formula yields

( f ∗ g)i j (x) = f ∗ g
(
(i, j), x

) =
∑

(k,�,y)∈N×G
(�,d(y))=( j,d(x))

f
[
((i, j), x)((k, �), y)−1]g((k, �), y)

=
∑

1≤k≤N

∑

y∈G
d(y)=d(x)

f ((i, k), xy−1)g((k, j), y)

=
∑

1≤k≤n

fik ∗ gkj (x)

This shows F( f ∗ g) = F( f )F(g), so F is an isomorphism. �

Remark 2.4 As a specialisation of Proposition2.10, we obtain AR(N) ∼= Mn(R).
It is well—known that when A is an R-algebra, Mn(A) ∼= Mn(R) ⊗R A (see [18,
Example 4.22]). It is also well-known (see [18, Example 4.20]) that if G and H are
groups, then R(G × H) ∼= RG ⊗R RH . One can showusing the standard techniques
that when G1 and G2 are arbitrary ample groupoids, there is a surjective homomor-
phism AR(G1) ⊗R AR(G2) → AR(G1 × G2). An interesting question is: under what
circumstances is it an isomorphism?

SupposeG is a topological groupoid and {Gi }i∈I is a family of open subgroupoids
indexed by a directed set (I,≤), such thatG = ⋃

i∈I Gi andGi ⊆ G j whenever i ≤ j
in I . If this happens, we say that G is the directed union of the subgroupoids {Gi }i∈I .
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Proposition 2.11 If a Hausdorff ample groupoid G is the directed union of a fam-
ily of open subgroupoids {Gi }i∈I , then AR(G) is the direct limit of subalgebras
{AR(Gi )}i∈I .

Proof For all i ≤ j in I , let ϕi j : AR(Gi ) ↪→ AR(G j ) and mi : AR(Gi ) ↪→ AR(G)

be the canonical embeddings (see Remark2.3). We claim that for every f ∈ AR(G),
there exists j ∈ I such that f ∈ m j (AR(G j )). If f ∈ AR(G) then supp f is compact
and open. Thus, there is a finite subcover of {Gi }i∈I that covers supp f . If supp f ⊆
Gi1 ∪ · · · ∪ Gin , then there exists j ∈ I with i1, . . . , in ≤ j , using the fact that (I,≤)

is directed. Thus, supp f ⊆ G j , and f |G j is compactly supported and locally constant,
whereby f |G j ∈ AR(G j ). Finally, this shows f = m j ( f |G j ) ∈ m j (AR(G j )).

Now assume B is an R-algebra and {βi }i∈I is a family of R-homomorphisms βi :
AR(Gi ) → B, such that βi = β jϕi j for all i ≤ j . Then, since every ϕi j : AR(Gi ) →
AR(G j ) is injective, β j is an extension of βi whenever i ≤ j . Since AR(G) =⋃

i∈I mi (AR(Gi )), it follows that there is a unique homomorphism β : AR(G) → B
such that βi = βmi for all i ∈ I . As such, AR(G) has the universal property for
the directed system {AR(Gi )}i∈I , so we can conclude it is the direct limit of that
system. �

We can now extend Propositions2.9 and 2.10 to allow infinite index sets. This
could have been proved directly, mentioning that the functions in AR(G) have com-
pact supports, but it is nice to demonstrate direct limits.

Proposition 2.12 Let G be a Hausdorff ample groupoid, and let 
 be an infinite set.

(1) If D = 
2 is the transitive principal groupoid on 
, equipped with the discrete
topology, then AR(D × G) ∼= M
(AR(G)).

(2) IfG = ⊔
λ∈
 Gλ is the disjoint union of an infinite family of clopen subgroupoids

{Gλ}λ∈
, then AR(G) ∼= ⊕
λ∈
 AR(Gλ).

Proof (1) Note that D × G is the directed union of the subgroupoids DF × G,
whereDF = {(d1, d2) ∈ D | d1, d2 ∈ F}, as F ranges over all the finite subsets of

ordered by inclusion. By Propositions2.10 and 2.11, AR(D × G) is the direct limit
of matrix algebras AR(DF × G) ∼= MF (AR(G)), and this direct limit is isomorphic
to M
(AR(G)).

(2) Note that G is the directed union of the subgroupoids GF = ⊔
λ∈F Gλ, as F

ranges over finite subsets of 
 ordered by inclusion. By Propositions2.9 and 2.11,
AR(G) is the direct limit of the subalgebras AR(GF ) ∼= ⊕

λ∈F AR(Gλ), and this direct
limit is isomorphic to

⊕
λ∈
 AR(Gλ). �

Here we describe a class of principal groupoids, called approximately finite
groupoids, that was defined by Renault in his influential monograph [59].

Example 2.4 Let X be a locally compact, totally disconnected Hausdorff space.
Consider it as a groupoid with unit space X and no morphisms outside the unit
space. Then AR(X) is the commutative R-algebra of locally constant, compactly
supported functions f : X → R, with pointwise addition and multiplication. We
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adopt the notation AR(X) = CR(X) and drop the ∗ notation for products, because
this serves as a reminder that CR(X) is commutative. An ample groupoid is called
elementary if it is of the form (N1 × X1) � · · · � (Nt × Xt ), where N1, . . .Nt are
discrete, finite, transitive principal groupoids on n1, . . . , nt elements, respectively,
and X1, . . . , Xn are locally compact, totally disconnected, Hausdorff topological
spaces. Using the results of this section:

AR

(
n⊔

i=1

(Ni × Xi )

)
∼=

t⊕

i=1

Mni

(
CR(Xi )

)
. (2.5)

A groupoid is called approximately finite if it is the directed union of an increasing
sequence of elementary groupoids. The Steinberg algebra of an approximately finite
groupoid is a direct limit of matricial algebras, each resembling Eq.2.5.

Definition 2.6 A ring A is called von Neumann regular if for every x ∈ A there
exists y ∈ A such that x = xyx .

If y ∈ A satisfies x = xyx then y is called a von Neumann inverse of x . If R is a
commutative von Neumann regular ring, then for every r ∈ R there exists a unique
element s ∈ R such that r = r2s and s = s2r (see [42, Proposition 3.6]).

Proposition 2.13 If F is an approximately finite groupoid and R is a von Neumann
regular unital commutative ring, then AR(F ) is von Neumann regular.

Proof Let X be a locally compact, totally disconnected,Hausdorff topological space,
and suppose R is von Neumann regular. To verify that CR(X) is von Neumann
regular, take f ∈ CR(X) and for every x ∈ X define g(x) to be the unique element
of R such that f (x) = f (x)2g(x) and g(x) = g(x)2 f (x). Note that g ∈ CR(X) and
f g f = f . Now, CR(X) being regular implies Mn(CR(X)) is regular (this could be
argued carefully with Morita equivalence, but one finds in [48, Theorem 24] a clever
direct proof by induction). A direct sum of regular rings is regular, so any ring of
the form Eq.2.5 is regular, provided R is regular. A direct limit of regular rings is
regular: each element in the direct limit must belong to a regular subring, and the
von Neumann inverse can be chosen from that same subring. Therefore AR(F ) is
von Neumann regular. �

Note that we did not use the assumption that F is a countable directed union of
elementary groupoids; any directed union will do. It is an open problem to char-
acterise von Neumann regularity for Steinberg algebras in groupoid terms; partial
progress is achieved in [9].

This next result is a “baby version” of [65, Proposition 3.1], with a new proof. In
preparation for it, we briefly remark that every transitive groupoidG is (algebraically,
but not necessarily topologically) isomorphic to the product of a transitive principal
groupoid and a group. To construct such an isomorphism, fix a unit b ∈ G(0). Let
� = bGb be the isotropy group based at b, and let P = [G(0)]2 be the transitive
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principal groupoid on G(0). Fix a morphism hy ∈ bGy for every y ∈ G(0), and define
the groupoid isomorphisms:

F : G → P × �, F(g) =
((
c(g), d(g)

)
, hc(g)gh−1

d(g)

)
for all g ∈ G;

F−1 : P × � → G, F−1((x, y), γ
) = h−1

x γ hy for all x, y ∈ G(0), γ ∈ �.

Proposition 2.14 Let K be a field and G an ample groupoid. Then AK(G) is finite-
dimensional if and only if G is finite and has the discrete topology. If O1, . . . ,Ot are
the orbits of G, and �1, . . . , �t are the corresponding isotropy groups, then

AK(G) ∼=
t⊕

i=1

MOi (R�i ).

Proof First of all, ifG is discrete, then dimK AK(G) = |G|, because {1{g} | g ∈ G} is
a basis for AK(G), by Corollary2.1. Thus, AK(G) is finite-dimensional if G is finite
and discrete. Conversely, suppose AK(G) is finite-dimensional, and let { f1, . . . , fn}
be a basis. The image of each fi is finite, so |im f1 ∪ · · · ∪ im fn| is bounded by
some M < ∞. If |G(0)| > Mn then, by the pigeonhole principle, there exists u �= v
in G(0) such that fi (u) = fi (v) for all 1 ≤ i ≤ n, and thus f (u) = f (v) for all
f ∈ AK(G). But G(0) is Hausdorff, locally compact, and totally disconnected, so
there is a compact open subset U ⊆ G(0) with u ∈ U and v /∈ U . Since G(0) is
open in G, it follows that U is a compact open bisection in G, so 1U ∈ AK(G).
We arrive at a contradiction, because 1U (u) �= 1U (v). Therefore |G(0)| ≤ Mn < ∞.
A finite Hausdorff space is discrete, so G(0) is discrete. As G is étale, it must also
be discrete. Thus dimK AK(G) = n = |G|. Given that G is finite and discrete, it is
isomorphic to a disjoint union of transitive groupoids (one for each orbit), each
of which is isomorphic to the product of a transitive principal groupoid (with
as many elements as the corresponding orbit), and a finite group (the isotropy
group of that orbit). The expression giving the structure of AK(G) follows from
Propositions2.9 and 2.10. �

2.2.6 Graded Groupoids and Graded Steinberg Algebras

Just as the Steinberg algebra of a groupoid inherits an involution from the groupoid,
so it can inherit a graded structure.Manywell-studied examples of Steinberg algebras
receive a canonical group-grading that comes from a grading on the groupoid itself.
We first introduce the concepts and terminology of graded groupoids and graded
algebras.

A standing assumption is that � is a group with identity ε. A ring A is called a
�-graded ring if it decomposes as a direct sum of additive subgroups A = ⊕

γ∈� Aγ

such that Aγ Aδ ⊆ Aγ δ for every γ, δ ∈ �. The meaning of Aγ Aδ is the addi-
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tive subgroup generated by all products ab where a ∈ Aγ , b ∈ Aδ . The additive
group Aγ is called the γ -component of A. The elements of

⋃
γ∈� Aγ in a graded

ring A are called homogeneous elements. The non-zero elements of Aγ are called
γ -homogeneous, and we write deg(a) = γ for a ∈ Aγ \ {0}. When it is clear from
context that a ring A is graded by the group �, we simply say that A is a graded ring.
If A is an R-algebra, then A is called a graded algebra if it is a graded ring and each
Aγ is an R-submodule.

An ideal I ⊆ A is a graded ideal if I ⊆ ∑
γ∈� I ∩ Aγ . Graded left ideals, graded

right ideals, graded subrings, and graded subalgebras are defined in a similar manner.
If H is a set of homogeneous elements in A, the ideal generated by H is a graded
ideal. Likewise, the left and right ideals generated by H are graded. A graded homo-
morphism of �-graded rings is a homomorphism f : A → B such that f (Aγ ) ⊆ Bγ

for every γ ∈ �. Finally, we say that a �-graded ring A has homogeneous local units
(or graded local units) if A is locally unital, and the set of local units can be chosen
to be a subset of Aε.

A topological groupoid G is called �-graded if it can be partitioned by clopen
subsets G = ⊔

γ∈� Gγ , such that GγGδ ⊆ Gγ δ for every γ, δ ∈ �. Equivalently G is
�-graded if there is a continuous homomorphism κ : G → �.We can show the defini-
tions are equivalent by settingGγ = κ−1({γ }). Ifκ : G → � defines the gradingonG,
we call it the degree map. We use the notationGγ x = Gγ ∩ Gx and xGγ = xG ∩ Gγ

for x ∈ G(0) and γ ∈ �.
We say a subset X ⊆ G is γ -homogeneous if X ⊆ Gγ . Obviously, the unit space is

ε-homogeneous and if X is γ -homogeneous then X−1 is γ −1-homogeneous. More-
over, Gγ

−1 = Gγ −1 for all γ ∈ �. For a �-graded ample groupoid, we write Bco
γ (G)

for the set of all γ -homogeneous compact open bisections of G. For the set of all
homogeneous compact open bisections, we use the notation:

Bco
∗ (G) =

⋃

γ∈�

Bco
γ (G) ⊆ Bco(G).

In Proposition2.2, we proved that Bco(G) is an inverse semigroup, and it is readily
apparent that Bco∗ (G) is an inverse subsemigroup of Bco(G). In addition, Bco∗ (G) is
a base of compact open bisections for G. Indeed, since Bco(G) is a base for G, it
suffices to show that every B ∈ Bco(G) is a union of sets in Bco∗ (G). This is almost
trivial, for if B ∈ Bco(G) then B = ⋃

γ∈� B ∩ Gγ and B ∩ Gγ ∈ Bco
γ (G). The next

two results are from [24, Lemma 3.1].

Proposition 2.15 If G = ⊔
γ∈� Gγ is a �-graded ample groupoid, then AR(G) =⊕

γ∈� AR(G)γ is a �-graded algebra with homogeneous local units, where:

AR(G)γ = {
f ∈ AR(G) | supp f ⊆ Gγ

}
for all γ ∈ �.
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Proof From Proposition2.3, it follows that

AR(G) = spanR{1B | B ∈ Bco
∗ (G)} =

∑

γ∈�

spanR{1B | B ∈ Bco
γ (G)} =

∑

γ∈�

AR(G)γ .

It is clear that AR(G)γ ∩ (∑δ �=γ AR(G)δ
) = {0} for all γ ∈ �, so we have AR(G) =⊕

γ∈� AR(G)γ . Now for all f ∈ AR(G)γ and g ∈ AR(G)δ , we have supp( f ∗ g) ⊆
supp( f )supp(g) ⊆ GγGδ ⊆ Gγ δ , and thus f ∗ g ∈ AR(G)γ δ . Therefore AR(G)γ ∗
AR(G)δ ⊆ AR(G)γ δ . It follows from Proposition2.6, and the fact that G(0) ⊆ Gε,
that AR(G) has homogeneous local units. �

Lemma 2.3 IfG is a �-graded Hausdorff ample groupoid, every f ∈ AR(G) can be
expressed as a finite sum f = ∑n

i=1 ri1Bi , where r1, . . . , rn ∈ R, and B1, . . . , Bn ∈
Bco∗ (G) are mutually disjoint.

Proof SinceG isHausdorff, everyhomogeneous compact openbisection is closed, so
Bco∗ (G) is closed under finite intersections and relative complements. The statement
now follows from Proposition2.5. �

Example 2.5 Recall, from Example2.1 (d), the definition of the transformation
groupoid G × X , associated to a group G and a G-set X . Now assume that X is
a locally compact, totally disconnected, Hausdorff topological space, and for each
g ∈ G the map ρg : X → X , ρg(x) = g · x , is continuous. If we assign the discrete
topology to G and the product topology to G × X , then G × X is an ample groupoid.
It is easy to verify that this is a G-graded groupoid with homogeneous components
(G × X)g = {g} × X for all g ∈ G. The Steinberg algebra of G × X turns out (see
[17]) to be the skew group ring CR(X) � G, associated to a certain action of G on
CR(X), canonically induced by the action of G on X .

One can generalise this example quite profitably, by replacing the group action
with something more general called a partial group action (see [40, Definition 2.1]).
In doing so, one obtains a class of algebras so general that it includes all Leavitt path
algebras (see [41, Theorem 3.3]) and other interesting things, like the partial group
algebras that were studied in [36, 45].

2.3 The Path Space and Boundary Path Groupoid
of a Graph

Section2.3 is structured as follows. In Sect. 2.3.1, we define directed graphs and
introduce some terminology. In Sect. 2.3.2, we introduce a topological space called
the path space of a graph. The path space of a graph is the set of all finite and infinite
paths, with a topology described explicitly by a base of open sets. Generalising [69,
Theorem 2.1], we prove in Theorem2.1 that for graphs of any cardinality, the path
space is locally compact and Hausdorff. We also determine which graphs have a
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second-countable, first-countable, or σ -compact path space. In Sect. 2.3.3, we use
the path space (or more precisely, a closed subspace called the boundary path space)
to define the boundary path groupoid associated to a graph. We prove it is ample and
study its local structure from a topological and an algebraic point of view.

Remark 2.5 Perhaps as an artefact of its history, many fundamental properties of the
boundary path groupoidwere absorbed into folklore. Someproofswere neverwritten,
and others werewritten at a higher level of generality, and not all in one place, making
them difficult to relate back to our present needs. For instance, we could not find a
complete proof that the boundary path groupoid is an ample groupoid, even though
this factwas used in all the early papers that pioneered the use of groupoidmethods for
Leavitt path algebras [24, 28, 30]. The groupoid approach to Leavitt path algebras
is particularly well-suited, compared to traditional, purely algebraic methods, for
dealing with graphs of large cardinalities. Therefore, it is important to make sure that
the theorems used to justify these methods can be proved without assuming graphs
are countable. This is something that we achieve here, in Theorems2.1 and 2.4.

2.3.1 Graphs

In this section, we introduce the necessary terminology and conventions pertaining to
graphs. We always use the word graph to mean a directed graph, defined as follows.

Definition 2.7 A graph is a system E = (E0, E1, r, s), where E0 is a set whose
elements are called vertices, E1 is a setwhose elements are called edges, r : E1 → E0

is a map that associates a range to every edge, and s : E1 → E0 is a map that
associates a source to every edge.

A countable graph is one where E0 and E1 are countable sets. A row-finite (resp.,
row-countable) graph is one in which s−1(v) is finite (resp., countable) for every
v ∈ E0. If e is an edge with s(e) = v and r(e) = w then we say that v emits e and w
receives e. A sink is a vertex that emits no edges and an infinite emitter is a vertex
that emits infinitely many edges. If v ∈ E0 is either a sink or an infinite emitter (that
is, s−1(v) is either empty or infinite) then v is called singular, and if v is not singular
then it is called regular. A vertex that neither receives nor emits any edges is called
an isolated vertex.

A finite path is a finite sequence of edges α = α1α2 . . . αn such that r(αi ) =
s(αi+1) for all i = 1, . . . , n − 1. The length of the pathα is |α| = n. Reusing notation
and terminology, we shall say that s(α) = s(α1) is the source of the path, and r(α) =
r(αn) is the range of the path. By convention, vertices v ∈ E0 are regarded as finite
paths of zero length, with r(v) = s(v) = v. If v, w ∈ E0, we write v ≥ w if there
exists a finite path α with s(α) = v and r(α) = w. If a finite path α of positive length
satisfies r(α) = s(α) = v, then α is called a closed path based at v. A closed path α

with the property that none of the vertices s(α1), . . . , s(α|α|) are repeated is called a
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cycle, and a graph that has no cycles is called acyclic. An exit for a finite path α is
an edge f ∈ E1 with s( f ) = s(αi ) for some 1 ≤ i ≤ |α|, but f �= αi .

An infinite path is, predictably, an infinite sequence of edges p = p1 p2 p3 . . .

such that r(pi ) = s(pi+1) for i = 1, 2, . . . . Again, s(p) = s(p1) is called the source
of the infinite path p. We let |p| = ∞ if p is an infinite path. We use the notation E�

for the set of finite paths (including vertices), and E∞ for the set of infinite paths.
Paths can be concatenated if their range and source agree. If α, β ∈ E� have

positive length and r(α) = s(β), then αβ = α1 . . . α|α|β1 . . . β|β| ∈ E�. If p ∈ E∞
has r(α) = s(p), then αp = α1 . . . α|α| p1 p2 . . . ∈ E∞. If v ∈ E0 and x ∈ E� ∪ E∞
has s(x) = v, then vx = x by convention. Likewise, if α ∈ E� has r(α) = v then
αv = α. If α ∈ E�, x ∈ E� ∪ E∞, and x = αx ′ for some x ′ ∈ E� ∪ E∞, then we
say that α is an initial subpath of x . In particular, s(α) is considered an initial
subpath of α.

Let E0
sing = {v ∈ E0 | v is singular} and E0

reg = {v ∈ E0 | v is regular}. Using the
terminology of [69], we define the set of boundary paths as

∂ E = E∞ ∪
{
α ∈ E� | r(α) ∈ E0

sing

}
.

We employ the following notation from now on:

vE1 = {e ∈ E1 | s(e) = v}, vE� = {α ∈ E� | s(α) = v},
vE∞ = {p ∈ E∞ | s(p) = v}, v∂ E = {x ∈ ∂ E | s(x) = v},
E� ×r E� = {

(α, β) ∈ E� × E� | r(α) = r(β)
}
.

2.3.2 The Path Space of a Graph

Throughout this section, assume E = (E0, E1, r, s) is an arbitrary graph. The path
space of E is E� ∪ E∞, the set of all finite and infinite paths, and the boundary path
space is ∂ E , the set of paths that are either infinite or end at a singular vertex. We
now set out to define a suitable topology on the path space. For a finite path α ∈ E�,
we define the cylinder set

C(α) = {
αx | x ∈ E� ∪ E∞, r(α) = s(x)

} ⊆ E� ∪ E∞. (2.6)

It is easy to see that the intersection of two cylinders is either empty or a cylinder.
Indeed, if x ∈ C(α) ∩ C(β) then x = αy = βz for some y, z ∈ E� ∪ E∞. If |α| ≤
|β| then α is an initial subpath of β, implying C(β) ⊆ C(α). In symbols:

C(α) ∩ C(β) =

⎧
⎪⎨

⎪⎩

C(β) if α is an initial subpath of β

C(α) if β is an initial subpath of α

∅ otherwise.
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This is all we need to conclude that the collection of cylinder sets is a base for
a topology on E� ∪ E∞. As the authors of [50] have stated, the subspace E∞ ⊆
E� ∪ E∞ with the cylinder set topology is homeomorphic (in the canonical way)
to a subspace of

∏∞
n=1 E1, where E1 is discrete and the product has the product

topology. In particular, the cylinder sets generate a Hausdorff topology on E∞, and
if E is row-finite, that topology is locally compact. However, the cylinder set topology
generated by the sets Eq. 2.6 is not Hausdorff (or even T1) on the whole set E� ∪ E∞,
because a finite path cannot be separated from a proper initial subpath. In order to
have enough open sets in hand for a Hausdorff topology, we define a base of open
sets called generalised cylinder sets:

C(α, F) = C(α) \
⋃

e∈F

C(αe); α ∈ E�, F ⊆ r(α)E1 is finite. (2.7)

We shallwrite F ⊆finite vE1 tomean that F is a finite subset of vE1. Thenext lemma (a
generalisation of [50, Lemma 2.1]) shows that the collection of generalised cylinders
is closed under intersections, so it is a base for a topology on E� ∪ E∞. With the
generalised cylinder set topology on E� ∪ E∞, every finite path is an isolated point
unless its range is an infinite emitter.

Lemma 2.4 If α, β ∈ E�, |α| ≤ |β|, F ⊆finite r(α)E1, and H ⊆finite r(β)E1, then

C(α, F) ∩ C(β, H) =

⎧
⎪⎨

⎪⎩

C(β, F ∪ H) if β = α

C(β, H) if ∃ δ ∈ E�, |δ| ≥ 1, β = αδ, and δ1 /∈ F

∅ otherwise.

Proof By definition of C(α, F) and C(β, H), we have

C(α, F) ∩ C(β, H) = C(α) ∩ C(β) \
(
⋃

e∈F

C(αe) ∪
⋃

e∈H

C(βe)

)

. (2.8)

If β = α, the right hand side of Eq.2.8 is C(β, F ∪ H). If β = αδ (|δ| ≥ 1) and
δ1 /∈ F then C(β) ∩ C(α) = C(β) does not meet

⋃
e∈F C(αe), so the right hand

side of Eq.2.8 is C(β, H). If β = αδ and δ1 ∈ F , then C(β) ∩ C(α) = C(β) =
C(αδ1 . . . δ|δ|) ⊆ C(αδ1) ⊆ ⋃

e∈F C(αe), so the right hand side of Eq.2.8 is empty.
If α is not an initial subpath of β then C(α) ∩ C(β) = ∅. �

To apply Steinberg’s theory from Sect. 2.2, it is critical that the induced topology
on the boundary path space ∂ E ⊆ E� ∪ E∞ is locally compact and Hausdorff. We
proceed by proving that the topology on the path space E� ∪ E∞, generated by the
base in Eq.2.7, is locally compact and Hausdorff, and that ∂ E is closed in E� ∪ E∞.
As it were, this base is well -chosen: the basic open sets themselves are compact in
the Hausdorff topology that they generate.

The proof of the theorem below is essentially the same as [69, Theorem 2.1], just
written slightly differently so that it does not use any assumptions of countability.
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The main idea is to equip P(E�), i.e., the power set of E�, with a compact Hausdorff
topology, and show that E� ∪ E∞ is homeomorphic to a locally compact subspace
S ⊂ P(E�).

Theorem 2.1 The collection Eq.2.7 of generalised cylinder sets is a base of compact
open sets for a locally compact Hausdorff topology on E� ∪ E∞.

Proof Let {0, 1} have the discrete topology. The product space {0, 1}E�

is compact
by Tychonoff’s Theorem, and Hausdorff because products preserve the Hausdorff
property. There is a canonical bijection from P(E�) to {0, 1}E�

, which transfers
a compact Hausdorff topology to P(E�). For the first part of the proof, we work
entirely in the space P(E�). The topology on P(E�), by definition, is generated by
the base of open sets:

[P, N ] = {
A ∈ P(E�) | P ⊆ A, N ⊆ E� \ A

}; P, N ⊆finite E�.

Note that [P, N ] = ∅ if P ∩ N �= ∅. Define the subspace S ⊂ P(E�) to be the set of
subsets A ⊆ E� such that:

• A �= ∅ and for all α ∈ A, every initial subpath of α is in A;
• For every 0 ≤ n < ∞, there is at most one path of length n in X .

We claim that S ∪ {∅} is closed in P(E�). Suppose A ∈ P(E�) \ (S ∪ {∅}). If A
contains two distinct paths α and β of the same length, then

[{α, β},∅] is open,
contains A, and does not meet S ∪ {∅}. If there is some α ∈ A and a proper initial
subpathβ ofα such thatβ /∈ A, then

[{α}, {β}] is open, contains A, and does notmeet
S ∪ {∅}. Failing this, A ∈ S ∪ {∅}, which we assumed is false. Therefore S ∪ {∅} is
closed in P(E�), which implies it is compact.

We now work out what the subspace topology is on S. Let P, N ⊆finite E�. If
[P, N ] ∩ S �= ∅ then P contains a unique path ρ of maximal length (because of the
way S is defined) and [P, N ] ∩ S = [{ρ}, N ′] ∩ S where

N ′ = {η ∈ N | ρ is an initial subpath of η}.

Therefore, the topology onS is generated by basic open sets of the form
[{ρ}, N ′] ∩ S

where ρ ∈ E� and N ′ ⊆ E� is a finite set of paths that are proper extensions of ρ.
Note that S = ⊔

v∈E0

[{v},∅] ∩ S. For each v ∈ E0, the set
[{v},∅] is closed in

P(E�) because P(E�) \ [{v},∅] = [∅, {v}] is open. Since [{v},∅] ∩ S = [{v},∅] ∩(
S ∪ {∅}) and S ∪ {∅} is closed inP(E�), we have that

[{v},∅] ∩ S is closed inP(E�),
and therefore compact. This proves that S is locally compact, because it is Hausdorff
and every point has a compact neighbourhood.

Now we show that E� ∪ E∞ is homeomorphic to S. Define the map

� : E� ∪ E∞ → S,

�(x) = {ν ∈ E� | ν is an initial subpath of x}.
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It is clear that � is a bijection. Let ρ ∈ E� and let N ′ ⊆ E� be a finite set of paths
that properly extend ρ. Then

�−1
([{ρ}, N ′] ∩ S

) = C(ρ) \
⋃

ρβ∈N ′
C(ρβ) =

⋂

ρβ∈N ′
C(ρ) \ C(ρβ).

It is not difficult to see that for each ρβ ∈ N ′, the set

C(ρ) \ C(ρβ) = C
(
ρ, {β1}

) ∪ C
(
ρβ1, {β2}

) ∪ · · · ∪ C
(
ρβ|β|−1, {β|β|}

)

is open. Therefore �−1
([{ρ}, N ′] ∩ S

)
is open in E� ∪ E∞. Consequently, � is

continuous. If α ∈ E� and F ⊆finite r(α)E1, then C(α, F) is mapped to an open set
in S:

�
(
C(α, F)

) = [{α}, N ′] ∩ S

where N ′ = {αe | e ∈ F}. It follows that � is a homeomorphism and E� ∪ E∞ is
Hausdorff.

Since we showed that
[{v},∅] ∩ S is compact, it follows that

C(v) = �−1([{v},∅] ∩ S
)

is compact, for all v ∈ E0. To show that C(α) is compact for all α ∈ E�, we proceed
by induction on the length of α. If e ∈ E1, then C(s(e)) \ C(e) = C(s(e), {e}) is
a basic open set, so C(e) is closed in C(s(e)), hence compact. Assume C(α) is
compact for any α ∈ E� with |α| = n. If μ ∈ E� has |μ| = n + 1 then let μ′ =
μ1μ2 . . . μn . We have that C(μ′) \ C(μ) = C(μ′, {μn+1}) is a basic open set, so
C(μ) is closed in C(μ′), hence compact. By induction, C(α) is compact for arbitrary
α ∈ E�. Finally, if F ⊆finite r(α)E1 then C(α) \ C(α, F) = ⋃

e∈F C(αe) is open,
so C(α, F) is compact. �

Recall that a topological space is called second-countable if it has a countable base,
first-countable if every point has a countable neighbourhood base, and σ -compact if
it is a countable union of compact subsets.

Theorem 2.2 The path space E� ∪ E∞ is:

(1) second-countable if and only if E is a countable graph;
(2) first-countable if and only if E is a row-countable graph;
(3) σ -compact if and only if E0 is countable.

Proof (1) If E is a countable graph (i.e., E0 ∪ E1 is countable) then E� is countable.
The base of open sets Eq.2.7 is countable too, because there are only countably many
pairs (α, F)where α ∈ E� and F ⊆finite r(α)E1. This proves the topology is second-
countable. Conversely, if one of E0 or E1 is uncountable, then one of {C(v) | v ∈ E0}
or {C(e) | e ∈ E1} is an uncountable set of pairwise disjoint open sets, so E� ∪ E∞
is not second-countable.
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(2) Notice that the following sets are neighbourhood bases at α ∈ E� and p ∈ E∞
respectively,:

Nα = {
C(α, F) | F ⊆finite r(α)E1

}
, Np = {

C(p1 . . . pm) | m ≥ 1
}
.

Regardless of the graph,Np is countable for every p ∈ E∞. If a finite pathα ∈ E� has
the property that r(α)E1 is countable, then Nα is countable, because there are only
countably many finite subsets F of r(α)E1. So, for every row-countable graph E ,
the path space E� ∪ E∞ is first-countable. Conversely, suppose there exists v ∈ E0

such that vE1 is uncountable. Towards a contradiction, assume v has a countable
neighbourhood base Bv = {B1, B2, . . . , }. By replacing Bn , for all n ≥ 1, with a set
of the formC(v, Fn) ⊆ Bn ,where Fn ⊆finite vE1,wehave a countable neighbourhood
base for v of the form Cv = {C(v, F1), C(v, F2), . . . }. Since⋃∞

n=1 Fn is countable,
one can choose e ∈ vE1 \⋃∞

n=1 Fn . Then every neighbourhoodof v contains e, which
is absurd, because the space is Hausdorff. Therefore E� ∪ E∞ is first-countable if
and only if E is row-countable.

(3) If E0 is countable then the path space is σ -compact, because E� ∪ E∞ =⋃
v∈E0 C(v) andC(v) is compact for every v ∈ E0, by Theorem2.1. For the converse,

suppose E� ∪ E∞ is σ -compact. Then there is a sequence of compact subsets (Kn)
∞
1

such that E� ∪ E∞ = ⋃∞
n=1 Kn . Each Kn is compact, so it can be covered by a finite

subcover of {C(v) | v ∈ E0}, implying that there is a countable set S ⊆ E0 such that
E� ∪ E∞ = ⋃

v∈S C(v). But this implies S = E0 becauseC(v) andC(w) are disjoint
unless v = w. �

We now prove an easy fact that forms a bridge to the next section, where we shall
construct a groupoid with unit space ∂ E = E∞ ∪ {α ∈ E� | r(α) ∈ E0

sing

}
.

Proposition 2.16 The boundary path space ∂ E is closed in E� ∪ E∞.

Proof The complement of ∂ E consists of isolated points. Indeed, if μ ∈ (E� ∪
E∞) \ ∂ E , then r(μ) is a regular vertex, and C(μ, r(μ)E1) = {μ} is open in
E� ∪ E∞. �

An immediate consequence of Theorem2.1 and Proposition2.16 is that ∂ E is a
locally compact Hausdorff space with the base of compact open sets:

Z(α, F) = C(α, F) ∩ ∂ E; α ∈ E�, F ⊆finite r(α)E1.

For α ∈ E�, we define Z(α) = Z(α,∅), which is the same as Z(α) = C(α) ∩ ∂ E .
As it were, the sets Z(α, F) are very rarely empty. In particular, Z(α) �= ∅ for all
α ∈ E�; in other words, every finite path can be extended to a boundary path.

Lemma 2.5 Let α ∈ E� and let F ⊆finite r(α)E1. Then Z(α, F) = ∅ if and only if
r(α) is a regular vertex and F = r(α)E1.

Proof (⇒)Assume Z(α, F) = ∅. If r(α)were a singular vertex then it would imply
α ∈ Z(α, F). Therefore r(α) is regular, so r(α)E1 �= ∅. Towards a contradiction,
assume F is a proper subset of r(α)E1. Then there exists some x1 ∈ r(α)E1 \ F .
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Assume that we have a path x1x2 . . . xn ∈ r(α)E�. If r(xn) is a sink, let x = x1 . . . xn .
Otherwise, let xn+1 ∈ r(xn)E1. Inductively, this constructs x ∈ r(α)∂ E such that
αx ∈ Z(α, F). Since this is a contradiction, it proves F = r(α)E1.

(⇐) If r(α) is regular, then Z(α) = ⋃
e∈r(α)E1 Z(αe), so Z(α, r(α)E1) = ∅. �

Theorem 2.3 The boundary path space ∂ E is:

(1) second-countable if and only if E is a countable graph;
(2) first-countable if and only if E is a row-countable graph;
(3) σ -compact if and only if E0 is countable.

Proof Together with Lemma2.5, the proof is almost identical to Theorem2.2. �

2.3.3 The Boundary Path Groupoid

In this section, we define the boundary path groupoid of a graph (see [24, Example
2.1]) and investigate some of its algebraic and topological properties. Throughout,
let E = (E0, E1, r, s) be an arbitrary graph.

Define the one-sided shift map σ : ∂ E \ E0 → ∂ E as follows:

σ(x) =

⎧
⎪⎨

⎪⎩

r(x) if x ∈ E� ∩ ∂ E and |x | = 1

x2 . . . x|x | if x ∈ E� ∩ ∂ E and |x | ≥ 2

x2x3 . . . if x ∈ E∞

The n-fold composition σ n is defined on paths of length ≥ n and we understand that
σ 0 : ∂ E → ∂ E is the identity map.

Definition 2.8 Let k be an integer and let x, y ∈ ∂ E . We say that x and y are tail
equivalent with lag k, written x ∼k y, if there exists some n ≥ max{0, k} such that

σ n(x) = σ n−k(y).

If an integer k exists such that x ∼k y, we say that x and y are tail equivalent, and
write x ∼ y.

An equivalent definition is that x ∼k y if there exists (α, β) ∈ E� ×r E� and z ∈
r(α)∂ E , such that x = αz, y = βz, and |α| − |β| = k. Something that is potentially
counter-intuitive about these relations is that the lag is not necessarily unique: it is
possible to have x ∼k y and x ∼� y even when k �= �. It is straightforward to prove
from the definition that for all x, y, z ∈ ∂ E :

x ∼0 x,

x ∼k y =⇒ y ∼−k x,

x ∼k y and y ∼� z =⇒ x ∼k+� z,
x ∼k y =⇒ x, y ∈ E� or x, y ∈ E∞.
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This shows that∼ is an equivalence relation on ∂ E that respects the partition between
finite and infinite paths.

Definition 2.9 The boundary path groupoid of a graph E is

GE = {
(x, k, y) | x, y ∈ ∂ E, x ∼k y

}

= {
(αx, |α| − |β|, βx) | (α, β) ∈ E� ×r E�, x ∈ r(α)∂ E

}

where a morphism (x, k, y) ∈ GE has domain y and codomain x . The composition
of morphisms and their inverses are defined by the formulae:

(x, k, y)(y, l, z) = (x, k + l, z), (x, k, y)−1 = (y,−k, x).

The unit space is G(0)
E = {(x, 0, x) | x ∈ ∂ E}, which we silently identify with ∂ E

(see Remark2.1). The orbits in ∂ E are tail equivalence classes.

Example 2.6 Consider this graph, called the rose with two petals:

R2 = •ve f

A standard diagonal argument proves that ∂ R2 is an uncountable set. There are
uncountably many orbits in ∂ R2, but the topology on ∂ R2 is second-countable and
even metrisable. In fact, it can be shown that ∂ R2 is homeomorphic to the Cantor set
{0, 1}N.

A boundary path p ∈ ∂ E is called eventually periodic if it is of the form p =
μεε . . . ∈ E∞ where μ, ε ∈ E� and ε is a closed path of positive length (note that ε
is not necessarily a cycle). The following result is [65, Proposition 4.2], but we prove
it a bit more formally here.

Proposition 2.17 If E is a graph and p ∈ ∂ E, then the isotropy group at p is:

(1) infinite cyclic if p is eventually periodic;
(2) trivial if p is not eventually periodic.

Proof (1) Assume p = μεε . . . ∈ E∞ where μ, ε ∈ E�, r(μ) = s(ε) = r(ε), and
assume ε is minimal in the sense that it has no initial subpath δ such that ε = δn for
some n > 1. Let (p, k, p) ∈ p(GE )p and suppose k ≥ 0. Then p ∼k p implies that
for all sufficiently large n ≥ 0, we have σ |μ|+n|ε|+k(p) = σ |μ|+n|ε|(p). This yields:

σ |μ|+n|ε|+k(p) = σ k(εε . . . ) = σ |μ|+n|ε|(p) = εε . . . .

Let m = k mod |ε|. Then 0 ≤ m < |ε| and

σ k(εε . . . ) = σ m(εε . . . ) = εm+1 . . . ε|ε|εε . . . = ε1 . . . εmεε . . . .
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Since ε is minimal, this implies m = 0, so k | |ε|. On the other hand, if k < 0 then
(p,−k, p) = (p, k, p)−1 ∈ p(GE )p and the same argument establishes k | |ε|. The
conclusion is that p(GE )p is the infinite cyclic group generated by (p, |ε|, p).

(2) Let (p, k, p) ∈ p(GE )p. Then p ∼k p implies p = αx = βx for some (α, β)

∈ E� ×r E� and x ∈ r(α)∂ E , with |α| − |β| = k. If p is finite, this implies α = β,
so k = 0. That is, the isotropy group at p is trivial. On the other hand, suppose p
is infinite and not eventually periodic. If |α| < |β|, then β = αβ ′ for some β ′ ∈ E�.
But then p = αx = βx = αβ ′x , so x = β ′x = β ′β ′x = β ′β ′β ′ . . . , and this proves
p is eventually periodic, a contradiction. Similarly, assuming |β| < |α| reaches the
same contradiction. Therefore, |α| = |β| and k = 0, implying that the isotropy group
at p is trivial. �

The next step is to define a topology on GE . Let (α, β) ∈ E� ×r E�, and let
F ⊆finite r(α)E1. Define the sets1:

Z(α, β) = {
(αx, |α| − |β|, βx) | x ∈ r(α)∂ E

};
Z(α, β, F) = Z(α, β) \

⋃

e∈F

Z(αe, βe).

Obviously,Z(α, β) = Z(α, β,∅). Next we present a pair of technical lemmas (gen-
eralising [50, Lemma 2.5]) which prove that the collection of sets of the form
Z(α, β, F) is closed under pairwise intersections, so it can serve as a base for a
topology on GE .

Lemma 2.6 Let (α, β), (γ, δ) ∈ E� ×r E�. Then

Z(α, β) ∩ Z(γ, δ) =

⎧
⎪⎨

⎪⎩

Z(α, β) if ∃ κ ∈ E�, α = γ κ, β = δκ

Z(γ, δ) if ∃ κ ∈ E�, γ = ακ, δ = βκ

∅ otherwise.

Proof We prove that when the intersection of the two sets is nonempty, then it must
be one of the first two cases in the piecewise expression. To this end, let (αx, |α| −
|β|, βx) = (γ x ′, |γ | − |δ|, δx ′) ∈ Z(α, β) ∩ Z(γ, δ), where x ∈ r(α)∂ E and x ′ ∈
r(γ )∂ E . Assume |γ | ≤ |α|, which implies |δ| ≤ |β|; if not, rearrange. Since αx =
γ x ′, it must be that α = γ κ where κ is the initial subpath of x ′ of length |α| − |γ |.
Similarly, β = δκ . So we are in the first case (or the second case, if a rearrangement
took place). In the first two cases in the piecewise expression, it is clear from the
definitions what the intersection of Z(α, β) and Z(γ, δ) must be. �

Lemma 2.7 Suppose (α, β), (γ, δ) ∈ E� ×r E�, F ⊆finite r(α)E1, and H ⊆finite

r(γ )E1. Then

1Note the subtle difference in notation: we were using Z for basic open sets in ∂ E and now we are
using Z for basic open sets in GE .
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Z(α, β, F) ∩ Z(γ, δ, H) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Z(α, β, F ∪ H) if α = γ, β = δ

Z(α, β, F) if ∃ κ ∈ E�, |κ| ≥ 1, α = γ κ, β = δκ, κ1 /∈ H

Z(γ, δ, H) if ∃ κ ∈ E�, |κ| ≥ 1, γ = ακ, δ = βκ, κ1 /∈ F

∅ otherwise.

Proof We make a calculation and then proceed by cases:

Z(α, β, F) ∩ Z(γ, δ, H) =
[

Z(α, β) \
⋃

e∈F

Z(αe, βe)

]
⋂
[

Z(γ, δ) \
⋃

e∈H

Z(γ e, δe)

]

(2.9)

= [Z(α, β) ∩ Z(γ, δ)
] \
[
⋃

e∈F

Z(αe, βe) ∪
⋃

e∈H

Z(γ e, δe)

]

.

Case 1: Ifα = γ andβ = δ, Eq. 2.9 yieldsZ(α, β, F) ∩ Z(γ, δ, H) = Z(α, β, F ∪
H).

Case 2: If there exists κ ∈ E� \ E0 such that α = γ κ and β = δκ then after
applying Lemma2.6, the right hand side of Eq.2.9 becomes

Z(α, β) \
[
⋃

e∈F

Z(αe, βe) ∪
⋃

e∈H

Z(γ e, δe)

]

.

Moreover,Z(α, β) ∩ Z(γ e, δe) = ∅ for all e ∈ H , provided e �= κ1. If e = κ1 then
Z(α, β) ∩ Z(γ e, δe) = Z(α, β). Therefore Eq.2.9 becomesZ(α, β, F) if κ1 /∈ H
and ∅ if κ1 ∈ H .

Case 3: If there existsκ ∈ E� \ E0 such thatγ = ακ and δ = βκ then the situation
is symmetric to the second case.

Case 4: Otherwise, Z(α, β) ∩ Z(γ, δ) = ∅, by Lemma2.6. �

From now on, we assume GE has the topology generated by all the sets:

Z(α, β, F); (α, β) ∈ E� ×r E�, F ⊆finite r(α)E1. (2.10)

Some of our references give a different base for the topology on GE , but all the
different bases that we know of contain the setsZ(α, β, F). There are advantages to
working with a base that is not too large, which is why we have chosen to focus on
this one.

Let E be a graph and consider Z with the discrete topology. The map

θ : GE → Z, (x, k, y) 	→ k,

is a continuous groupoid homomorphism. In fact, it is a degree map giving GE the
structure of a Z-graded groupoid. Some parts of this lemma are reminiscent of [50,
Proposition 2.6].
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Lemma 2.8 Let E be a graph.

(1) The topology on GE is Hausdorff.
(2) d : GE → ∂ E is a local homeomorphism.
(3) If (α, β) ∈ E� ×r E� and F ⊆finite r(α)E1, then Z(α, β, F) is compact.

Proof (1) Take (x, k, y) �= (w, �, z) in GE . If k �= � then θ−1(k) and θ−1(�) are
disjoint open sets separating the two points. Otherwise, either x �= w or y �= z. If
w �= x then either: w and x must differ on some initial segment, or one must be an
initial subpath of the other. Using Lemma2.7, it is not difficult to separate the two
points by disjoint open sets. If y �= z, the same reasoning applies.

(2) For (α, β) ∈ E� ×r E�, define

hα,β : Z(β) → Z(α, β), βx 	→ (αx, |α| − |β|, βx).

Clearly, hα,β is a bijection. By Lemma2.7, the basic open sets contained inZ(α, β)

are all of the form Z(ακ, βκ, F ′) where κ ∈ r(α)E� and F ′ ⊆finite r(κ)E1. Clearly

h−1
α,β

(Z(ακ, βκ, F ′)
) = Z(βκ, F ′)

is open in Z(β), so hα,β is continuous. A continuous map from a compact space
to a Hausdorff space is a closed map, so hα,β is a closed map. Therefore hα,β is
a homeomorphism. This proves that d|Z(α,β) is a homeomorphism onto its image
(because d|−1

Z(α,β) = hα,β).
(3)According to item (2), d restricts to a homeomorphismZ(α, β, F) ≈ Z(β, F),

and Z(β, F) is compact by Theorem2.1. �

SinceZ(α, β, F) ≈ Z(β, F), Lemma2.5 implies thatZ(α, β, F) = ∅ if and only
if r(α) = r(β) is a regular vertex and F = r(α)E1.

Remark 2.6 The groupoid GE admits continuous maps

c : (x, k, y) 	→ x, θ : (x, k, y) 	→ k, d : (x, k, y) 	→ y,

so it is tempting to think that the topology onGE coincides with the relative topology
that it gets from being a subset of the product space ∂ E × Z × ∂ E . However, this
is not the case: the topology on GE is much finer than the relative topology from
∂ E × Z × ∂ E .

The main theorem that follows is not new, and it has been in use for some time.
Indeed, it is implied by [61, Lemma 2.1], although not in a trivial way (see also [57,
Theorem 3.5] and [71, Theorem 3.16]). However, this is the first self-contained proof
that we know of that applies to ordinary directed graphs, and does not require the
graph to be countable.

Theorem 2.4 Let E be a graph. The groupoid GE is a Hausdorff ample groupoid
with the base of compact open bisections given in Eq.2.10.
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Proof Themost technical part that remains is showing that the compositionmapm is
continuous. If x, z ∈ E� ∩ ∂ E are tail equivalent finite paths, then (x, |x | − |z|, z)has
a neighbourhood base of open sets, N(x,|x |−|z|,z) = {Z(x, z, F) | F ⊆finite r(x)E1}.
If x, z ∈ E∞ are tail equivalent infinite paths, with lag t , then there exists N ≥ 0
such that σ N+t (x) = σ N (z). Consequently (x, t, z) has a neighbourhood base of
open sets, N(x,t,z) = {Z(x1 . . . xn+t , z1 . . . zn) | n > N }.

Now suppose U is an open set in GE containing a product of two morphisms
(x, k + �, z) = (x, k, y)(y, �, z). It must be that x, y, z are all finite paths or they are
all infinite paths. If x, y, z are finite paths, then they must have r(x) = r(y) = r(z)
and U must contain some Z(x, z, F) ∈ N(x,|x |−|z|,z). Then

(
(x, k, y), (y, �, z)

)
is

contained in the open set
(Z(x, y, F) × Z(y, z, F)

) ∩ G(2)
E which is mapped bijec-

tively by m into Z(x, z, F) ⊆ U . Otherwise x, y, z are all infinite paths, and there
must exist n large enough that σ n+k+�(x) = σ n+�(y) = σ n(z). Making n even larger
if necessary,we can assumeU contains someZ(x1 . . . xn+k+�, z1 . . . zn) ∈ N(x,k+�,z).
Define:

x ′ = x1 . . . xn+k+�, y′ = y1 . . . yn+�, z′ = z1 . . . zn.

Then
(
(x, k, y), (y, �, z)

)
is contained in the open set

(Z(x ′, y′) × Z(y′, z′)
) ∩

G(2)
E , which is mapped bijectively by m into Z(x ′, z′) ⊆ U . Since (x, k + �, z) =

(x, k, y)(y, �, z) was an arbitrary product in U , this shows that m−1(U ) is open in
G(2)

E , som is continuous. It is much easier to show that the inversion map i is continu-
ous, because i puts Z(α, β, F) in bijection with Z(β, α, F). We have provedGE is a
topological groupoid. In Lemma2.8 (2), it is shown that d is a local homeomorphism.
Therefore, GE is an étale groupoid. The remaining facts from Lemma2.8 establish
thatGE is a Hausdorff ample groupoid and that the base described in Eq.2.10 consists
of compact open bisections. �

2.4 The Leavitt Path Algebra of a Graph

In Sect. 2.4.1, we define the Leavitt path algebra of a graph. We define it in terms
of its universal property, and then describe how it can be realised as the quotient
of a path algebra. Path algebras are, in some sense, the definitive examples of
Z-graded algebras, and the Z-grading survives in their Leavitt path algebra quo-
tients. In Sect. 2.4.2, we prove the Graded Uniqueness Theorem for Leavitt path
algebras. In Sect. 2.4.3, we prove the cornerstone result: the Leavitt path algebra
of a graph is isomorphic to the Steinberg algebra of its boundary path groupoid.
Through this lens, we rederive some fundamentals of Leavitt path algebras, and clas-
sify finite-dimensional Leavitt path algebras. In Sect. 2.4.4, we prove the Graded and
Cuntz–Krieger Uniqueness Theorems for Steinberg algebras and use them to prove
the Cuntz–Krieger Uniqueness Theorem for Leavitt path algebras.

Remark 2.7 Historically, the theory of Leavitt path algebras was developed for the
case when R is a field, and E is a row-finite countable graph. Later, the methods were
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improved and R could be any unital commutative ring if E is a countable graph [3,
68]. Alternatively, E could be an arbitrary graph if R is a field [7, 43]. The proofs
of some key results, including the fact that the relations on L R(E) do not collapse
the algebra to zero ([43, Lemma 1.5] and [68, Proposition 3.4]) and the Graded
Uniqueness Theorem ([43, Proposition 3.6] and [68, Theorem 5.3]), have not yet
been recorded for the case where simultaneously E is uncountable and R is not a
field. Here, we fix this and complete the picture.

2.4.1 Introducing Leavitt Path Algebras

Let E = (E0, E1, r, s) be a graph. We introduce the set of formal symbols (E1)∗ =
{e∗ | e ∈ E1} and call the elements of (E1)∗ ghost edges. For clarity, we will some-
times refer to the elements of E1 as real edges. If α = α1 . . . α|α| ∈ E� is a finite
path of positive length, we define α∗ to be the sequence α∗

|α| . . . α
∗
1 , and call it a ghost

path. We also define v∗ = v for every v ∈ E0.

Definition 2.10 [68] Let E be a graph and let A be a ring. Assume

{v, e, e∗ | v ∈ E0, e ∈ E1}

is a subset of A; in other words, there is a function E0 � E1 � (E1)∗ → A whose
image inherits the notation of its domain. Then {v, e, e∗ | v ∈ E0, e ∈ E1} ⊂ A is
called a Leavitt E-family if the following conditions are satisfied:

(V) v2 = v and vw = 0 for all v, w ∈ E0, v �= w;
(E1) s(e)e = er(e) = e for all e ∈ E1;
(E2) e∗s(e) = r(e)e∗ = e∗ for all e ∈ E1;

(CK1) e∗e = r(e) and e∗ f = 0 for all e, f ∈ E1, e �= f ;
(CK2) v = ∑

e∈vE1 ee∗ for all v ∈ E0
reg.

The interpretation of (V) is that {v ∈ A | v ∈ E0} is a set of pairwise orthogonal
idempotents. The relations (CK1) and (CK2) are called the Cuntz–Krieger relations,
and they originate from operator theory. The relevant interpretation, at least in that
setting, is that vertices are represented by projections, and edges are represented by
partial isometries with mutually orthogonal ranges.

In any algebra A containing a Leavitt E-family {v, e, e∗ | v ∈ E0, e ∈ E1}, one
can consider paths μ = μ1 . . . μ|μ| and ghost paths μ∗ = μ∗

|μ| . . . μ
∗
1 as elements

of A in the obvious way: products of their constituent real edges and ghost edges
respectively. The following lemma is straightforward to prove using the relations
(E1), (E2), and (CK1). It is so fundamental that we will usually use the result without
referring to it.
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Lemma 2.9 If A is an R-algebra generated by a Leavitt E-family

{v, e, e∗ | v ∈ E0, e ∈ E1},

the elements of A obey the rule:

(rμν∗)(r ′γ λ∗) =

⎧
⎪⎨

⎪⎩

(rr ′)μκ∗λ∗ if γ is an initial subpath of ν, with ν = γ κ

(rr ′)μκλ∗ if ν is an initial subpath of γ , with γ = νκ

0 otherwise

for all r, r ′ ∈ R and all μ, ν, γ, λ ∈ E�, with r(μ) = r(ν) and r(γ ) = r(λ).

Corollary 2.3 Every R-algebra generated by a Leavitt E-family is generated, as an
abelian group, by the set {rαβ∗ | r ∈ R, (α, β) ∈ E� ×r E�}.
Proof By Lemma2.9, every word in the generators {v, e, e∗ | v ∈ E0, e ∈ E1}
reduces to an expression of the form αβ∗ where α, β ∈ E�. Moreover, αβ∗ = 0
unless r(α) = r(β), by (V), (E1), and (E2). �

Let B be an R-algebra generated by aLeavitt E-family {v, e, e∗ | v ∈ E0, e ∈ E1}.
We say that B is universal (for Leavitt E-families) if every R-algebra A containing
a Leavitt E-family {av, be, ce∗ | v ∈ E0, e ∈ E1} admits a unique R-algebra homo-
morphism π : B → A such that π(v) = av, π(e) = be, and π(e∗) = ce∗ for every
v ∈ E0 and e ∈ E1. The universal property determines B up to isomorphism.

Definition 2.11 Let E be a graph. The Leavitt path algebra of E with coefficients
in R, denoted by L R(E), is the universal R-algebra generated by a Leavitt E-family.

Technically, L R(E) is an isomorphism class in the category of R-algebras. If B
is a specific R-algebra having the universal property for Leavitt E-families, then B
is a model of L R(E). However, it is customary and natural to refer to L R(E) as if it
were a specificmodel with the standard generators {v, e, e∗ | v ∈ E0, e ∈ E1}. Every
element x ∈ L R(E), so to speak, is a finite sum of the form x = ∑

riαiβ
∗
i where

ri ∈ R and (α, β) ∈ E� ×r E� for all i . Such an expression for x is not necessarily
unique, owing to the (CK2) relation. If we have reason to consider a different model
of L R(E), say another R-algebra B, then we would write L R(E) ∼= B.

Example 2.7 Examples 7 [7, Sect. 1.3]. Sometimes L R(E) can be recognised as a
more familiar algebra. Four fundamental examples of Leavitt path algebras are:

(a) The finite line graph with n vertices is the graph pictured below:

An = •v1
e1 •v2

e2 •v3 •vn−1
en−1 •vn

It turns out that L R(An) ∼= Mn(R), the matrix algebra of n × n matrices over
R. Explicitly, the set of standard matrix units {Ei, j | 1 ≤ i, j ≤ n} ⊂ Mn(R)

contains a Leavitt E-family {av, be, ce∗ | v ∈ A0
n, e ∈ A1

n}, where:
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avi = Ei,i , be j = E j, j+1, ce∗
j
= E j+1, j , 1 ≤ i ≤ n, 1 ≤ j ≤ n − 1.

(b) The rose with n petals is the graph pictured below (see also Example 6):

Rn = •v e1

e2
e3

en

...

TheLeavitt path algebra L R(Rn), for n ≥ 2, is isomorphic to theLeavitt algebra
Ln,R , discovered by W. G. Leavitt in [51, Sect. 3]. It is from this example that
the Leavitt path algebras get their name.

(c) The rose with 1 petal,

R1 = v• e

gives rise to the algebra of Laurent polynomials R[x, x−1].
(d) The Toeplitz graph,

T = u•e
f •v

gives rise to the Toeplitz R-algebra, which has the presentation
R〈x, y | xy = 1〉. The isomorphism R〈x, y | xy = 1〉 → L K (T ) maps x 	→
e∗ + f ∗ and y 	→ e + f .

As an alternative to Definition2.11, it is popular to define the Leavitt path algebra
of a graph as a certain quotient of a path algebra. The path algebra of a graph (also
called the quiver algebra of a quiver) is an older concept, familiar to a wider audience
of algebraists and representation theorists. We have defined L R(E) by its universal
property, so we look towards path algebras to provide a model of L R(E), thereby
proving that L R(E) exists.

Let E = (E0, E1, r, s) be a graph. The path algebra of E with coefficients in R is
the free R-algebra generated by E0 � E1, modulo the ideal generated by the relations
(V) and (E1). The extended graph of E is defined as Ê = (E0, E1 � (E1)∗, r ′, s ′),
where r ′ and s ′ are extensions of r and s, respectively:

r ′(e) = r(e) for all e ∈ E1, r ′(e∗) = s(e) for all e∗ ∈ (E1)∗,

s ′(e) = s(e) for all e ∈ E1, s ′(e∗) = r(e) for all e∗ ∈ (E1)∗.

In other words, Ê is formed from E by adding a new edge e∗ for each edge e, such
that e∗ has the opposite direction to e. The path algebra RÊ can be characterised
as the free R-algebra generated by E0 � E1 � (E1)∗, subject to the relations (V),
(E1), and (E2). Let A be the quotient of RÊ by the ideal generated by the relations
(CK1) and (CK2). By virtue of its construction, A has the universal property for
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Leavitt E-families, and consequentlyA ∼= L R(E). The path algebra model is useful
for proving the following fact.

Proposition 2.18 The Leavitt path algebra L R(E) = ⊕
n∈Z L R(E)n is a Z-graded

algebra, where the homogeneous components are:

L R(E)n = spanR

{
μν∗ | (μ, ν) ∈ E� ×r E�, |μ| − |ν| = n

}
.

Proof Naturally, the free R-algebra R〈E0 ∪ E1 ∪ (E1)∗〉 is Z-graded by setting
deg(v) = 0 for all v ∈ E0, and deg(e) = 1, deg(e∗) = −1 for all e ∈ E1. Extending
the degree map (in the only possible way) yields deg(a1 . . . an) = ∑n

i=1 deg(an) for
any word a1 . . . an ∈ R〈E0 ∪ E1 ∪ (E1)∗〉. The relations (V), (E1), and (E2) are all
homogeneous with respect to the grading on R〈E0 ∪ E1 ∪ (E1)∗〉, so they generate a
graded ideal, and the quotient RÊ isZ-graded. Similarly, relations (CK1) and (CK2)
are homogeneous with respect to the grading on RÊ , so they generate a graded
ideal, and the quotient L R(E) is Z-graded. The word μν∗ has degree |μ| − |ν| in
R〈E0 ∪ E1 ∪ (E1)∗〉, which gives the expression for the homogeneous components
of L R(E). �

2.4.2 Uniqueness Theorems for Leavitt Path Algebras

Research on graph algebras has made extensive use of two main kinds of unique-
ness theorems: the Cuntz–Krieger uniqueness theorems, and the graded unique-
ness theorems. (In the analytic setting, graded uniqueness theorems are replaced by
gauge invariant uniqueness theorems.) These theorems give sufficient conditions for a
homomorphism to be injective, so they are very useful for establishing isomorphisms
between a graph algebra and another algebra that comes from somewhere else. They
are also very useful for studying structural properties like primeness and simplicity.
Appropriate versions of these theorems have been proved not just for Leavitt path
algebras but also (and we refer to [26, 29, 58, 61]) for graph C∗-algebras, as well as
Cohn path algebras, higher—rank graph algebras, and even algebras of topological
higher—rank graphs.

This section provides a brief account of the uniqueness theorems for Leavitt
path algebras. For the Graded Uniqueness Theorem, we adhere to Tomforde’s proof
from [68].

Lemma 2.10 ([68, Lemma 5.1]) Let I be a graded ideal of L R(E), where E is a
graph. Then I is generated as an ideal by its 0-component I0 = I ∩ L R(E)0.

Proof Since I is a graded ideal, I = ∑
k∈Z Ik , where Ik = I ∩ L R(E)k . Let k > 0

and x ∈ Ik . By Corollary2.3, we can write x = ∑n
i=1 αi xi where each xi ∈ L R(E)0,

and each αi ∈ E� is distinct with |αi | = k. Then for 1 ≤ j ≤ n, we have x j =
α∗

j

(∑n
i=1 αi xi

) = α∗
j x ∈ I0. So, Ik is spanned by elements of the form α j x j where

α j ∈ L R(E)k and x j ∈ I0. That is, Ik = L R(E)k I0. Similarly, if y ∈ I−k then we can
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write y = ∑m
i=1 yiβ

∗
i where each yi ∈ L R(E)0, and each βi ∈ E� is distinct with

|βi | = k. Then for 1 ≤ j ≤ n, we have y j = (∑n
i=1 yiβ

∗
i

)
β j = yβ j ∈ I0. Therefore

I−k , is spanned by elements of the form y jβ j where β j ∈ L R(E)−k and y j ∈ I0.
That is, I−k = I0L R(E)−k . Since I = ∑

n∈Z Ik , this shows I is the ideal generated
by I0. �

The next lemma is a slight variation of the Reduction Theorem [7, Theorem
2.2.11]. The lemma needs the assumption that rv ∈ L R(E) is nonzero for every
r ∈ R \ {0} and v ∈ E0. In fact, this is always true, but we shall only prove it later.

Lemma 2.11 ([68, Lemma 5.2]) Let E be an arbitrary graph. Assume rv ∈ L R(E)

is nonzero for every r ∈ R \ {0} and v ∈ E0. If x ∈ L R(E)0 is nonzero, then there
exists (α, β) ∈ E� ×r E� and s ∈ R \ {0}, such that α∗xβ = sr(α).

Proof The set Mn = spanR{αβ∗ | 1 ≤ |α| = |β| ≤ n} is an R-submodule of
L R(E)0, and indeed L R(E)0 = ⋃∞

n=0 Mn . The strategy is to prove inductively that
for all n ≥ 0 the claim holds: for all 0 �= x ∈ Mn there exists (α, β) ∈ E� ×r E� and
s ∈ R \ {0} such that α∗xβ = sr(α). The base case is n = 0. If x ∈ M0 then x is a
linear combination of vertices. Say x = ∑

i ri vi with the vi being distinct vertices
and the ri ∈ R \ {0}. Then v1xv1 = r1v1 proves the claim. Now assume the claim
holds for n − 1. Let 0 �= x ∈ Mn . We can write

x =
p∑

i=1

riαiβ
∗
i +

q∑

j=1

s j v j (2.11)

where for all 1 ≤ i ≤ p and all 1 ≤ j ≤ q: ri , s j ∈ R \ {0}, (αi , βi ) ∈ E� ×r E� with
1 ≤ |αi | = |βi | ≤ n, and v j ∈ E0. Further assume that all the (αi , βi ) are distinct
and all the v j are distinct. In the first case, if v j is a sink for some 1 ≤ j ≤ q, then
v j xv j = s j v j proves the claim. In the second case, if v j is an infinite emitter for some
1 ≤ j ≤ q, then there is an edge e ∈ v j E1 \ {(α1)1, . . . , (αp)1} and e∗xe = s jr(e)
proves the claim. Otherwise, in the third case, every v j is a regular vertex. Applying
(CK2), it is possible to expand v j = ∑

e∈v j E1 ee∗ for all 1 ≤ j ≤ q. Then Eq.2.11
can be rewritten as

x =
p∑

i=1

ti eiμiν
∗
i f ∗

i (2.12)

where ti ∈ R \ {0}, ei , fi ∈ E1, and (eiμi , fiνi ) ∈ E� ×r E� for all i ≤ 1 ≤ p. It is
safe to assume that

∑

1≤ j≤p
e j =e1, f j = f1

t j e jμ jν
∗
j f ∗

j = e1

( ∑

1≤ j≤p
e j =e1, f j = f1

t jμ jν
∗
j

)
f ∗
1 �= 0,

otherwise it could just be removed from the sum in Eq.2.12. Then, define
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x ′ =
∑

1≤ j≤p
e j =e1, f j = f1

t jμ jν
∗
j ,

noting that 0 �= x ′ ∈ Mn−1. By the inductive assumption there exists (α, β) ∈
E� ×r E� and s ∈ R \ {0} such that α∗x ′β = sr(α). Clearly x ′ = e∗

1x f1, so α∗x ′β =
α∗e∗

1x f1β = sr(α). By assumption, sr(α) �= 0; this implies e1α and f1β are legiti-
mate paths with the same range. The claim is now proved for n, and by mathematical
induction it holds for all n ≥ 0. �

Combining these lemmas proves the Graded Uniqueness Theorem for Leavitt
path algebras. This generalises both [68, Theorem 5.3] and [43, Theorem 3.2] by
removing any restrictions on the cardinality of E , and by not requiring R to be
a field. However, we emphasise that this is essentially Tomforde’s proof with the
insight that countability is not required.

Theorem 2.5 (Graded Uniqueness Theorem for Leavitt path algebras) Let E be a
graph, and R a unital commutative ring. If A is aZ-graded ring and π : L R(E) → A
is a graded homomorphism with the property that π(rv) �= 0 for every v ∈ E0 and
every r ∈ R \ {0}, then π is injective.

Proof The first observation is that rv �= 0 (because π(rv) �= 0) for every v ∈ E0

and r ∈ R \ {0}. The second observation is that ker π is a graded ideal, because π is
a graded homomorphism. Suppose x ∈ (ker π)0 = ker π ∩ L R(E)0. If x �= 0, then
by Lemma2.11, there exists (α, β) ∈ E� ×r E� and s ∈ R \ {0}, such that α∗xβ =
sr(α). Then π(sr(α)) = π(α∗)π(x)π(β) = 0, which is a contradiction. Therefore
x = 0, so (ker π)0 = 0. Lemma2.10 proves that ker π is generated as an ideal by
(ker π)0 = 0; consequently, ker π = 0, so π is injective. �

Corollary 2.4 For every non-zero graded ideal I of L R(E), there exists r ∈ R \ {0}
and v ∈ E0 such that rv ∈ I .

In fact, all of the uniqueness theorems have a corollary of this sort. We will not
always write it so explicitly. The Cuntz–Krieger Uniqueness Theorem is similar in
spirit to the Graded Uniqueness Theorem. We do not require the homomorphism
to be graded, this time, but pay the price of an extra condition on the graph, called
Condition (L).

Definition 2.12 A graph E satisfies Condition (L) if every cycle has an exit.

Note that E satisfies Condition (L) if and only if every closed path has an exit;
this is fairly intuitive and it is proved in [2, Lemma 2.5]. Combining [68, Theorem
6.5] and [43, Theorem 3.6] (see also [7, Theorem 2.2.16]) produces a version of the
Cuntz–Krieger Uniqueness Theorem for Leavitt path algebras.

Theorem 2.6 Let E be a graph satisfying Condition (L) and let R be a unital com-
mutative ring, such that either E is countable or R is a field. If A is a ring and
ψ : L R(E) → A is a homomorphism with the property that ψ(rv) �= 0 for every
v ∈ E0 and every r ∈ R \ {0}, then ψ is injective.
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This theorem can be proved for a field R = K, using the Reduction Theorem [7,
Theorem 2.2.11]. However, we shall prove it later using groupoid methods instead.
In doing so, we remove the awkward restrictions on E and R.

2.4.3 The Steinberg Algebra Model

Here, we prove the existence of a Steinberg algebra model for Leavitt path algebras,
and use it to prove some fundamental facts.

Theorem 2.7 ([24]) Let E be a graph and R a unital commutative ring. Then L R(E)

and AR(GE ) are isomorphic as Z-graded R-algebras.

Proof For v ∈ E0 and e ∈ E1, define

av = 1Z(v), be = 1Z(e,r(e)), be∗ = 1Z(r(e),e).

We can routinely validate that {av, be, be∗ | v ∈ E0, e ∈ E1} is a Leavitt E-family.
For all e, f ∈ E1, v, w ∈ E0, and u ∈ E0

reg:

avaw = 1Z(v)1Z(w) = 1Z(v)∩Z(w) = δv,w1Z(v), (V)

as(e)bear(e) = 1Z(s(e))Z(e,r(e))Z(r(e)) = 1Z(e,r(e)) = be, (E1)

ar(e)be∗as(e) = 1Z(r(e))Z(r(e),e)Z(s(e)) = 1Z(r(e),e) = be∗ , (E2)

be∗b f = 1Z(r(e),e)Z( f,r( f )) = δe, f 1Z(r(e)) = δe, f ar(e), (CK1)

1Z(u) = 1⊔
e∈uE1 Z(e) =

∑

e∈uE1

1Z(e) =
∑

e∈uE1

bebe∗ . (CK2)

By the universal property of Leavitt path algebras, there is a unique homomorphism
of R-algebras π : L R(E) → AR(GE ) such that

π(v) = av, π(e) = be, π(e∗) = be∗ ,

for all v ∈ E0 and e ∈ E1. Evidently, π is a graded homomorphism. The Graded
Uniqueness Theorem for Leavitt path algebras implies π is injective. For a path μ ∈
E�, if we define bμ = bμ1 . . . bμ|μ| and bμ∗ = bμ∗|μ| . . . bμ∗

1
then it turns out that bμ =

1Z(μ,r(μ)) andbμ∗ = 1Z(r(μ),μ).Moreover, if ν ∈ E� is another pathwith r(μ) = r(ν),
then bμbν∗ = 1Z(μ,ν). If F ⊆finite r(μ)E1, this yields

1Z(μ,ν,F) = 1Z(μ,ν) −
∑

e∈F

1Z(μe,νe) = bμbν∗ −
∑

e∈F

bμebe∗ν∗ = π
(
μν∗ −

∑

e∈F

μee∗ν∗).

(2.13)
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Therefore, 1Z(μ,ν,F) is in the image of π . Corollary2.1 implies that AR(G) is gener-
ated by functions of the form Eq.2.13. We conclude that π is surjective. Therefore,
π is an isomorphism. �

In the following, we generalise [68, Propositions3.4 and 4.9] and [43, Lemmas1.5
and 1.6] by removing restrictions on the graph and the base ring.

Corollary 2.5 Let E be a graph and R a unital commutative ring.

(1) L R(E) has homogeneous local units, and it has a unit if and only if E0 is finite.
(2) The set {μ,μ∗ ∈ L R(E) | μ ∈ E�} is R-linearly independent in L R(E).
(3) For every v ∈ E0 and r ∈ R \ {0}, rv �= 0.
(4) If r 	→ r is an involution on R, then there exists a unique involution L R(E) →

L R(E) such that rμν∗ 	→ rνμ∗ for every r ∈ R and (μ, ν) ∈ E� ×r E�.

Proof (1) From Proposition2.6, L R(E) has homogeneous local units, and it has a
unit if and only if ∂ E is compact. Since ∂ E = ⊔

v∈E0 Z(v), and each Z(v) is compact
and open, it is clear that ∂ E is compact if and only if E0 is finite.

(2) Since L R(E) = ⊕
n∈Z L R(E)n , it suffices to show that {μ | μ ∈ E�, |μ| = n}

and {μ∗ | μ ∈ E�, |μ| = n} are linearly independent in L R(E), for every n∈Z.
Equivalently, {1Z(μ,r(μ)) | μ ∈ E�, |μ| = n} and {1Z(r(μ),μ) | μ ∈ E�, |μ| = n} are
linearly independent in AR(GE ), for every n ∈ Z. This is clearly true, since
Z(μ, r(μ)),Z(ν, r(ν)) �= ∅ andZ(μ, r(μ)) ∩ Z(ν, r(ν)) = ∅ for everyμ, ν ∈ E�

such that μ �= ν and |μ| = |ν|.
(3) This follows directly from (2), or just the fact that Z(v) �= ∅ for all v ∈ E0.
(4) The existence follows from Proposition2.8. The uniqueness follows from the

universal property of L R(E). �

Item (3) in Corollary2.5 is entirely disarmed by the Steinberg algebra model. It
was noticed in the early years of Leavitt path algebras that a nontrivial proof was
needed for Corollary2.5 (3). The first proofs were written, separately, by Goodearl
[43] and Tomforde [68] and they involved a representation of L R(E) on a free
R-module of infinite rank ℵ ≥ card(E0 � E1). Here is another result from the early
years of Leavitt path algebras.

Proposition 2.19 ([5, Proposition 3.5]) If E is a graph and K a field, then LK(E)

is finite-dimensional if and only if E is acyclic and E0 ∪ E1 is finite. In this case, if
v1, . . . , vt are the sinks and n(vi ) = |{α ∈ E� | r(α) = vi }|, then

LK(E) ∼=
t⊕

i=1

Mn(vi )(K).

Proof From Proposition2.14 we have that LK(E) is finite-dimensional if and only
if GE is finite and discrete. If E had a cycle c, then the isotropy group based at
ccc . . . ∈ ∂ E would be infinite. If either E0 or E1 were infinite, then ∂ E would
be infinite, because ∂ E = ⊔

v∈E0 Z(v) = E0
sing � (⊔e∈E1 Z(e)

)
. Thus, GE is finite
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only if E is acyclic and E0 ∪ E1 is finite. Conversely, if E is acyclic and E0 ∪ E1

is finite, then there are no infinite paths, and only finitely many finite paths, so GE

is finite and discrete. To prove the final sentence, note that there are t orbits of sizes
n(v1), . . . , n(vt ), all with trivial isotropy groups. The structure of LK(E) is now
apparent from Proposition2.14. �

2.4.4 Uniqueness Theorems for Steinberg Algebras

Steinberg algebras also support a Cuntz–Krieger Uniqueness Theorem and a Graded
Uniqueness Theorem. These were first investigated in [20] and later improved in
[25, 64]. One can think of the Cuntz–Krieger Uniqueness Theorems as saying that a
certain property of a graph, namely, Condition (L), or a certain property of an ample
groupoid, namely, effectiveness, forces a homomorphism to be injective—provided
it does not annihilate any scalar multiples of a local unit. This is interesting as a
first example of how a Leavitt path algebra theorem translates into the more general
setting of Steinberg algebras.

Briefly, this is the order of events in this section. First, we prove the Graded
Uniqueness Theorem for Steinberg algebras of graded ample groupoids. Any
groupoid can be graded by the trivial group, and this simple trick obtains the Cuntz–
Krieger Uniqueness Theorem for Steinberg algebras. We then use the Cuntz–Krieger
Uniqueness Theorem for Steinberg algebras to prove the Cuntz–Krieger Uniqueness
Theorem for Leavitt path algebras.

Definition 2.13 An étale groupoid is

(1) effective if Iso(G)◦ = G(0), where ◦ denotes the interior in G;
(2) topologically principal if {x ∈ G(0) | xGx = {x}} is dense in G(0).

Recall that a groupoid is called principal if the isotropy group at every unit is
trivial. Being topologically principal amounts to having a dense set of units with
trivial isotropygroups.Obviously, principal implies topologically principal. Effective
does not imply topologically principal, with counterexamples in [20, Examples 6.3
and 6.4], and topologically principal does not imply effective, with counterexamples
in [31, Sect. 5.1]. For a deeper understanding of effective groupoids, the upcoming
lemma is essential. We state and prove the lemma for more general groupoids than
just ample groupoids, mainly because there was an error in its original proof and this
is an opportunity to correct it.

First, some topological comments are needed. Setswith compact closure are called
precompact. A locally compact, Hausdorff étale groupoid G need not have a base of
compact open bisections, but it does have a base of precompact open bisections [20].
Indeed, G has a base of open bisections. Since it is locally compact and Hausdorff,
G has a base of open bisections, each of which is contained in a (necessarily closed)
compact set, and thus has compact closure.
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Lemma 2.12 ([20, Lemma 3.1]) Let G be a locally compact Hausdorff étale
groupoid. Then the following are equivalent:

(1) Iso(G) \ G(0) has empty interior in G;
(2) G is effective;
(3) Every nonempty open bisection B ⊆ G \ G(0) contains a morphism g /∈ Iso(G);
(4) For every compact set K ⊆ G \ G(0) and every nonempty open U ⊆ G(0), there

exists an open subset V ⊆ U such that V K V = ∅.

Proof (1) ⇒ (2) Since G is étale and Hausdorff, G(0) is clopen in G, so G(0) ⊆
Iso(G)◦. Now assume (Iso(G) \ G(0))◦ = ∅. If S ⊆ Iso(G) is open, then S is a disjoint
union of two open sets: S ∩ G(0) and S ∩ (G \ G(0)). But S ∩ (G \ G(0)) ⊆ (

Iso(G) \
G(0)

)◦ = ∅, so S ⊆ G(0). This shows Iso(G) = G(0), which means G is effective.
(2) ⇒ (3) Suppose G is effective. If B ⊆ G \ G(0) is an open bisection, then

B ⊆ Iso(G) implies B ⊆ Iso(G)◦ = G(0) and therefore B = ∅.
(3) ⇒ (1) If there are no nonempty open bisections contained in Iso(G) \ G(0),

then there are no nonempty open subsets of Iso(G) \ G(0), and therefore Iso(G) \ G(0)

has empty interior.
(3) ⇒ (4) We begin by proving a claim: if B ⊆ G \ G(0) is an open bisection and

U ⊆ G(0) is open and nonempty, then there exists a nonempty open subset V ⊆ U
such that V BV = ∅. If U BU = ∅, then set U = V and we are done. Otherwise,
U BU ⊆ B ⊆ G \ G(0) is a nonempty open bisection. Applying (3), there exists some
g ∈ U BU with d(g) �= c(g). Naturally, d(g), c(g) ∈ U . By the Hausdorff property,
there exist disjoint open sets W, W ′ ⊆ U with c(g) ∈ W and d(g) ∈ W ′. Set V =
W ∩ c(BW ′). Then c(g) ∈ V , so V is nonempty, and

V B = (
W ∩ c(BW ′)

)
B = W B ∩ c(BW ′)B = W B ∩ BW ′.

The last equality uses the fact that B is a bisection, so c(BW ′)B = BW ′. Therefore,

V BV = (W B ∩ BW ′)V ⊆ (BW ′)V ⊆ (BW ′)W = ∅,

because W ′W = W ′ ∩ W = ∅. This proves the claim.
Now, let K ⊆ G \ G(0) be a compact set, and letU ⊆ G(0) be open and nonempty.

We set out to construct a nonempty open subset V ⊆ U such that V K V = ∅. The set
K , being compact, can be covered by finitely many open bisections: K ⊆ B1 ∪ · · · ∪
Bn . The claim in the previous paragraph proves the existence of a nonempty open set
V1 ⊆ U , such that V1B1V1 = ∅. Similarly, there is a nonempty open V2 ⊆ V1 such
that V2B2V2 = ∅. Inductively, this produces a chain of open sets ∅ �= Vn ⊆ Vn−1 ⊆
· · · ⊆ V1 ⊆ U such that Vi Bi Vi = ∅ for 1 ≤ i ≤ n. Setting V = Vn , we have

V K V ⊆ V (B1 ∪ · · · ∪ Bn)V ⊆ V1B1V1 ∪ · · · ∪ Vn Bn Vn = ∅.

(4) ⇒ (3) Suppose (3) does not hold, so there is a nonempty open bisection
B0 ⊆ G \ G(0) with B0 ⊆ Iso(G). By shrinking it if necessary, we can assume B0
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is precompact. Let K0 = B0, the closure of B0. As Iso(G) is closed in G, we have
that K0 ⊆ Iso(G). Let U0 = c(B0) and take any ∅ �= V ⊆ U0. Since K0 ⊆ Iso(G), it
follows that V K0 = K0V �= ∅, so V K0V �= ∅. Therefore (4) does not hold, because
there is no V ⊆ U0 such that V K0V = ∅. �

Remark 2.8 The original proof of the “(3) ⇒ (4)” part of [20, Lemma 3.1], does
not appear to be correct. There are examples for which the set V defined in the proof
is empty. Fortunately, this problem is resolved by defining V inductively, as we have
done in the proof of Lemma2.12.

Lemma 2.13 ([60, Proposition 3.6 (i)]) If a Hausdorff étale groupoid G is topolog-
ically principal, then it is effective.

Proof Suppose G is topologically principal: the set D = {x ∈ G(0) | xGx = {x}} is
dense in G(0). If U ⊆ Iso(G) \ G(0) is an open bisection (i.e., open in G) then d(U )

is an open subset of G(0) \ D, but D is dense in G(0), so d(U ) = ∅, which implies
U = ∅. This proves Iso(G) \ G(0) has empty interior, which implies G is effective
(noting that the proof of (1) ⇒ (2) in Lemma2.12 only requires G to be Hausdorff
and étale). �

The following result is an analogue of [7, Corollary 2.2.13], and it is just an
alternative way of presenting some content from [25, 64].

Proposition 2.20 Let G be a �-graded Hausdorff ample groupoid such that Gε

is effective. Given a non-zero homogeneous element h ∈ AR(G)γ , there exists C ∈
Bco

γ −1(G), nonempty V ∈ B(G(0)), and nonzero r ∈ R such that 1C ∗ h ∗ 1V = r1V .

Proof Step 1 [25, Lemma 3.1]: We show that there exists B ∈ Bco
γ −1(G) such that the

function f = 1B ∗ h is ε-homogeneous and its support has nonempty intersection
with G(0). Applying Lemma2.3, we can write h = ∑n

i=1 ri1Di , where r1, . . . , rn ∈
R \ {0} and D1, . . . , Dn ∈ Bco∗ (G) are mutually disjoint. Since the Di are disjoint
and the ri are nonzero, we can assume each Di ⊆ Gγ . Let B = D−1

1 and define
f = 1B ∗ h. Then

f = 1B ∗ h =
n∑

i=1

ri1B ∗ 1Di =
n∑

i=1

ri1B Di = r11B B−1 +
n∑

i=2

ri1B Di ∈ AR(G)ε.

Note that B D1, . . . , B Dn ∈ Bco
ε (G) are mutually disjoint. Indeed, if x ∈ B and y ∈

Di are composable, then xy ∈ B D j implies y = x−1xy ∈ B−1B D j = d(B)D j ⊆
D j . But y ∈ Di ∩ D j implies i = j because D1, . . . , Dn are disjoint. To show that
(supp f ) ∩ G(0) �= ∅, let x ∈ B. Then xx−1 ∈ B Di if and only if i = 1.Consequently,
f (xx−1) = r1 �= 0, so xx−1 ∈ (supp f ) ∩ G(0).

Step 2 [25, 64]: We show that there exists V ∈ B(G(0)) such that 1V ∗ f ∗ 1V =
r11V , where f is from Step 1. The set K = (supp f ) \ B B−1 = B D2 ∪ · · · ∪ B Dn

is a compact subset of Gε \ G(0). Since Gε is effective, Lemma2.12 (4) proves that a
nonempty open set V ⊆ B B−1 = c(B) exists such that V K V = ∅. By shrinking if
necessary, we can assume V is compact. This yields
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1V ∗ f ∗ 1V = r11V (B B−1)V +
n∑

i=2

ri1V (B Di )V = r11V .

For completion: set C = V B and r = r1. Then C ∈ Bco
γ −1(G), V ∈ B(G(0)) is

nonempty, r ∈ R is nonzero, and 1C ∗ h ∗ 1V = 1V ∗ 1B ∗ h ∗ 1V = 1V ∗ f ∗ 1V =
r1V . �

We are now in a position to prove the Graded Uniqueness Theorem for Steinberg
algebras, from [25, Theorem 3.4].

Theorem 2.8 (Graded Uniqueness Theorem for Steinberg algebras) Let G be a
�-graded Hausdorff ample groupoid such that Gε is effective. If A is a �-graded ring
and φ : AR(G) → A is a graded homomorphism with the property that φ(r1V ) �= 0
for every nonempty V ∈ B(G(0)) and every r ∈ R \ {0}, then φ is injective.

Proof The kernel of φ is a graded ideal. Let h ∈ (ker φ)γ . If h �= 0 then, accord-
ing to Proposition2.20, there exists a compact open bisection C ⊆ Gγ −1 and a
nonempty compact open set V ⊆ G(0) such that 1C ∗ h ∗ 1V = r1V for some r �= 0.
Then φ(r1V ) = φ(1C)φ(h)φ(1V ) = 0, which contradicts the assumption about φ.
Therefore h = 0, so (ker φ)γ = 0. Since this is true for every γ ∈ �, ker φ =⊕

γ∈�(ker φ)γ = 0. �

Remark 2.9 If G = GE is the groupoid of a graph E , then

G0 =
⋃{Z(α, β) | (α, β) ∈ E� ×r E�, |α| = |β|}

so Iso(G0) = Iso(G0)
◦ = G(0), which shows that G satisfies the hypotheses of Theo-

rem2.8. The Graded Uniqueness Theorem for Steinberg algebras is a generalisation
of the Graded Uniqueness Theorem for Leavitt path algebras, notwithstanding the
fact that the latter theorem is usually called upon to prove that all Leavitt path algebras
are Steinberg algebras.

Any groupoid can be graded by the trivial group {ε}. With this observation, we
immediately obtain the Cuntz–Krieger Uniqueness Theorem for Steinberg algebras
[25, Theorem 3.2].

Corollary 2.6 (Cuntz–Krieger Uniqueness Theorem for Steinberg algebras) Let G
be an effective Hausdorff ample groupoid. If A is a ring and φ : AR(G) → A is a
homomorphism with the property that φ(r1V ) �= 0 for every nonempty V ∈ B(G(0))

and every r ∈ R \ {0}, then φ is injective.

We now show how Condition (L) translates to the groupoid setting.

Proposition 2.21 If E is a graph, then GE is effective if and only if GE is topologi-
cally principal, if and only if E satisfies Condition (L).
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Proof [67] Assume that E satisfies Condition (L), so that every closed path has an
exit. Then every basic open set in ∂ E contains a path that is not eventually periodic.
Such paths have trivial isotropy groups inG, by Proposition2.17, soG(0) has a dense
subset with trivial isotropy. This impliesG is topologically principal, hence effective,
by Lemma2.13. On the other hand, if E does not satisfy Condition (L), then there
exists a cycle c without an exit, and GE is not effective because there is an open set:
Z(cc, |c|, c) = {(ccc . . . , |c|, ccc . . . )} ⊆ Iso(G) \ G(0). �

Having proved the Cuntz–Krieger Uniqueness Theorem for Steinberg algebras,
we can prove the Cuntz–Krieger Uniqueness Theorem for Leavitt path algebras (see
Theorem2.6), once and for all, in its full generality.

Theorem 2.9 (Cuntz–Krieger Uniqueness Theorem for Leavitt path algebras) Let
E be a graph satisfying Condition (L) and let R be a unital commutative ring. If A
is a ring and ψ : L R(E) → A is a homomorphism with the property that ψ(rv) �= 0
for every v ∈ E0 and every r ∈ R \ {0}, then ψ is injective.

Proof First of all, suppose r ∈ R \ {0}, μ ∈ E�, and F is a finite proper subset of
r(μ)E1. Let x = rμμ∗ − r

∑
e∈F μee∗μ∗. Then 0 �= x ∈ L R(E)0, so Lemma2.11

yields (α, β) ∈ E� ×r E�, v ∈ E0, and s ∈ R \ {0} such thatα∗xβ = sv. This implies
that ψ(α∗)ψ(x)ψ(β) = ψ(sv) �= 0, so ψ(x) �= 0.

By Proposition2.21, the groupoid GE is effective. Let φ : AR(GE ) → A be the
map φ = ψ ◦ π−1, where π : L R(E) → AR(GE ) is the isomorphism from The-
orem2.7. Suppose V ⊆ ∂ E is compact and open, and r ∈ R \ {0}. We can find
μ ∈ E� and F ⊆finite r(μ)E1 such that Z(μ, F) is a nonempty open subset of V .
Then Z(μ, F)V = Z(μ, F) ∩ V = Z(μ, F), so r1Z(μ,F) = 1Z(μ,F) ∗ r1V . Noting
that π−1

(
r1Z(μ,F)

) = rμμ∗ − r
∑

e∈F μee∗μ∗, the first paragraph proves that 0 �=
ψ ◦ π−1(r1Z(μ,F)) = φ

(
r1Z(μ,F)

) = φ
(
1Z(μ,F)

)
φ(r1V ); consequently φ(r1V ) �=0.

Applying Corollary2.6, the map φ is injective. Conclude that ψ = φ ◦ π is
injective. �
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Chapter 3
Étale Groupoids and Steinberg Algebras
a Concise Introduction

Lisa Orloff Clark and Roozbeh Hazrat

Keep fibbing and you’ll end up with the truth!
No truth’s ever been discovered without fourteen fibs along the
way, if not one hundred and fourteen, and there’s honour in that.

Dostoyevsky, Crime and Punishment.

3.1 Introduction

In the last couple of years, étale groupoids have become a focal point in several areas
of mathematics. The convolution algebras arising from étale groupoids, considered
both in analytical setting [50] and algebraic setting [23, 54], include many deep
and important examples such as Cuntz algebras [27] and Leavitt algebras [40] and
allow systematic treatment of them. Partial actions and partial symmetries can also be
realised as étale groupoids (via inverse semigroups), allowing us to relate convolution
algebras to partial crossed products [28, 30].
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Realising that the invariants long studied in topological dynamics can bemodelled
on étale groupoids (such as homology, full groups and orbit equivalence [41]) and
that these are directly related to invariants long studied in analysis and algebra (such
as K -theory) allows interaction between areas; we can use techniques developed in
algebra in analysis and vice versa. The étale groupoid is the Rosetta stone.

The study of representations of étale groupoids onHilbert space and the associated
C∗-algebras was pioneered by Renault in [50]. In this seminal work, he showed
that Cuntz algebras can be realised using groupoid machinery. In [38] the authors
associated an étale groupoid to a directed graph and the subject of graphC∗-algebras
was born. The universal construction of these graph C∗-algebras via generators and
relations was then established in [6]. The analytic activities then exploded in several
directions; to describe the properties of the graph C∗-algebras directly from the
geometry of the graph, to classify these algebras and to extend the definition to other
types of graphs (such a higher rank graphs [37]).

There has long been a trend of ‘algebraisation’ of concepts from operator theory
into a purely algebraic context. This seems to have started with von Neumann and
Kaplansky who devised ways of seeing operator algebraic properties in underlying
discrete structures [35]. As Berberian puts it in [8], ‘if all the functional analysis is
stripped away...what remains should stand firmly as a substantial piece of algebra,
completely accessible through algebraic avenues’.

This translation did happen in the setting of graph algebras in the reverse order
(and with about 30year lag): in [2, 3] the algebraic analogue of graph C∗-algebras
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were defined using generators and relations (called Leavitt path algebras) and then
the algebraic analogue of groupoid C∗-algebras was developed in [23, 54] (now
called Steinberg algebras).

Another strand is the work of Exel on partial actions of groups on spaces and
their correspondingC∗-algebras. Again, the algebraic version of this theory is devel-
oped [28] and the close connections with groupoids are established [7, 30].

This survey exclusively concentrates on étale groupoids with totally disconnected
unit spaces (aka ample groupoids) and their convolution algebras (aka, Steinberg
algebras). One reason over such groupoids our R-algebras are just R-valued con-
tinuous functions with compact support over the groupoid and there is a known
universal description for such algebras, at least when the groupoid is Hausdorff. We
will briefly describe the situation when the groupoid is not Hausdorff as well. We
describe their connections with groupoid C∗-algebras and Exel’s partial construc-
tions. The concepts of inverse semigroup and groupoid are tightly related (as the
diagram in the first page shows) and are models for partial symmetries. In Sects. 3.2
and 3.3 we study these concepts with a view towards the algebras that arise from
them which we describe in Sect. 3.4.

The use of groupoids extends to many areas of mathematics, from ergodic theory
and functional analysis (such as work of Connes in noncommutative geometry [25])
to homotopy theory [12], algebraic geometry, differential geometry and group theory.
The reader is encouraged to consult [13, 34, 60] for more details on the history and
the development of groupoids.

3.2 Inverse Semigroups

There is a tight relation between the notion of groupoids and its ‘dual’ inverse semi-
groups. We start the survey with a description of inverse semigroups.

3.2.1 Inverse Semigroups

Recall that a semigroup is a non-empty set with an associative binary operation. For
a semigroup S, the element x ∈ S is called regular if xyx = x . In this case, we can
arrange that xyx = x and yxy = y and we say x has an inner inverse. We say a
semigroup is regular if each element has an inner inverse.

An inverse semigroup is a semigroup that each element has a unique inner inverse.
Namely, an inverse semigroup is a semigroup S such that, for each s ∈ S, there exists
a unique element s∗ ∈ S such that

ss∗s = s and s∗ss∗ = s∗.

The uniqueness guarantees that the map s → s∗ induces an involution on S. One can
check that
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E(S) := {ss∗ | s ∈ S},

is the set of idempotents of S and is an abelian subsemigroup. One way to prove that
a semigroup is an inverse semigroup is to show that it is a regular semigroup and the
set of idempotents are abelian. In fact E(S) is a meet semilattice with respect to the
partial ordering e ≤ f if e f = e; the meet is the product. The partial order extends to
the entire inverse semigroup by putting s ≤ t if s = te for some idempotent e ∈ E(S)

(or, equivalently, s = f t for some f ∈ E(S)). This partial order is preserved under
multiplication and inversion.

Most of the inverse semigroups we encounter have a zero element. An inverse
semigroup S has a zero element 0 if 0x = 0 = x0 for all x ∈ S. The zero element
is unique when it exists and often corresponds to the empty set in our concrete
examples. Any semigroup homomorphism p : S → T of inverse semigroups auto-
matically preserves the involution, i.e., p(s∗) = p(s)∗.

Parallel to the group of symmetries and the theorem of Cayley, we next define the
inverse semigroup of partial symmetries and recall the theorem of Wagner–Preston.
Let X be a set and A, B ⊆ X . A bijectivemap f : A → B is called a partial symmetry
of X . Denote by I(X) the collection of all partial symmetries of X . The set I(X)

is an inverse semigroup with zero under the operation given by the composition
of functions in the largest domain in which the composition may be defined. The
zero element corresponds to the map assigned to an empty set. The Wagner–Preston
theorem guarantees that any inverse semigroup is a subsemigroup of I(X) for some
set X .

A majority of inverse semigroups we encounter here are naturally ‘graded’. If S
is an inverse semigroup with possibly 0 and � is a discrete group, then S is called
a �-graded inverse semigroup if there is a map c : S \ {0} → � such that c(st) =
c(s)c(t), whenever st �= 0. For γ ∈ �, if we set Sγ := c−1(γ ), then S decomposes
as a disjoint union

S \ {0} =
⊔

γ∈�

Sγ ,

and we have SβSγ ⊆ Sβγ , if the product is not zero. We say that S is strongly graded
if SβSγ = Sβγ , for all β, γ , understanding that we exclude the zero if a product is
zero. The reader is referred to Mark Lawson’s book [39] for the theory of inverse
semigroups.

3.2.2 Examples of Inverse Semigroups

Clearly, any group is an inverse semigroup without zero unless it is a trivial group.
The Theorem ofWagner–Preston shows that the partial symmetries are the ‘mothers’
of all inverse semigroups.
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Example 3.1 (Graph inverse semigroups) Directed graphs provide concrete exam-
ples for constructing a variety of combinatorial structures, such as semigroups,
groupoids and algebras. We briefly recall the definition of a directed graph and
the construct the first combinatorial structure out of them, namely, graph inverse
semigroups.

A directed graph E is a tuple (E0, E1, r, s), where E0 and E1 are sets and r, s are
maps from E1 to E0. We think of each e ∈ E1 as an arrow pointing from s(e) to r(e).
We use the convention that a (finite) path p in E is a sequence p = α1α2 · · ·αn of
edges αi in E such that r(αi ) = s(αi+1) for 1 ≤ i ≤ n − 1. We define s(p) = s(α1),
and r(p) = r(αn). If s(p) = r(p), then p is said to be closed. If p is closed and
s(αi ) �= s(α j ) for i �= j , then p is called a cycle. An edge α is an exit of a path
p = α1 · · ·αn if there exists i such that s(α) = s(αi ) and α �= αi . A graph E is
called acyclic if there are no closed path in E . For a path p, we denote by |p| the
length of p, with the convention that |v| = 0.

A directed graph E is said to be row-finite if for each vertex u ∈ E0, there are at
most finitely many edges in s−1(u). A vertex u for which s−1(u) is empty is called
a sink, whereas u ∈ E0 is called an infinite emitter if s−1(u) is infinite. If u ∈ E0 is
neither a sink nor an infinite emitter, then it is called a regular vertex.

Definition 3.1 Let E = (E0, E1, r, s) be a directed graph. The graph inverse semi-
group SE is the semigroup with zero generated by the sets E0 and E1, together with
a set E∗ = {e∗ | e ∈ E1}, satisfying the following relations:

(0) uv = δu,vv for every u, v ∈ E0;
(1) s(e)e = er(e) = e for all e ∈ E1;
(2) r(e)e∗ = e∗ = e∗s(e) for all e ∈ E1;
(3) e∗ f = δe, f r(e) for all e, f ∈ E1.

For a path p = e1e2 · · · en , denoting p∗ = e∗
n · · · e∗

2e
∗
1, one can show that elements

of SE are of the form pq∗ for some paths p and q and the unique inner inverse of
pq∗ is qp∗.

This definition was first given in [5] and then in [48] in relation with groupoids
and groupoids C∗-algebras. The fact that Definition 3.1 gives an inverse semigroup
was checked in details in [48, Propositions 3.1, 3.2]. The graph inverse semigroup
associatedwith a graphwith one vertex and n loops is calledCuntz inverse semigroup
and it was defined in [50, p. 141]. We remark that the universal groupoid of SE (see
[54]) is the graph groupoid GE which will be studied in Sect. 3.3.5.

For a graph E , the inverse semigroup SE has a natural Z-grading where c(pq∗) =
|p| − |q|. We also refer the reader to [44] for further study on these inverse semi-
groups.

Example 3.2 (Exel’s inverse semigroup associated to a group) Any group is an
inverse semigroup. In [29], Exel defined a semigroup S(G) associated to the partial
actions of the group G on sets (Example 3.5) and proved that this semigroup is, in
fact, an inverse semigroup. He then established that the partial actions ofG on a set X
are in one-to-one correspondence with the action of S(G) on X . As the construction
of S(G) is very natural we give it here.
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Let G be a group with unit ε. We define S(G) to be the semigroup generated by
{[g] | g ∈ G} subject to the following relations: for g, h ∈ G:

(i) [g−1][g][h] = [g−1][gh];
(ii) [g][h][h−1] = [gh][h−1]; and
(iii) [g][ε] = [g].

Observe that [ε][g] = [gg−1][g] = [g][g−1][g] = [g][g−1g] = [g][ε] = [g].
Then S(G) is a semigroup with unit [ε]. It was proved in [29, Theorem 3.4] that
S(G) is an inverse semigroup and each element of x ∈ S(G) can be written uniquely
as x = [t1][t−1

1 ] · · · [tr ][t−1
r ][g]. This gives that S(G) is also a G-graded inverse

semigroup.
Further in [16] Buss and Exel showed that starting from an inverse semigroup G,

a similar construction as above (replacing g−1 by g∗) is also an inverse semigroup.

3.3 Groupoids

3.3.1 Groupoids

The use of groupoids to study structures whose operations are partially defined is
firmly recognised [12, 34, 39, 60]. We start by recalling the definition of a groupoid
with a suitable topology, i.e., an ample groupoid. We will eventually describe a ring
of R-valued continuous functions on an ample groupoid, where R is a (commutative,
unital) ring. These are the main objects of this survey, namely Steinberg algebras.

A groupoid is a small category in which every morphism is invertible. It can
also be viewed as a generalisation of a group which has a partially defined binary
operation. Let G be a groupoid. If x ∈ G, d(x) := x−1x is the domain of x and
r(x) := xx−1 is its range. Thus, the pair (x, y) in the category G is composable if
and only if r(y) = d(x) and in this case xy ∈ G. Denote G(2) := {(x, y) ∈ G × G :
d(x) = r(y)}. The set G(0) := d(G) = r(G) is called the unit space of G. Note that
we identify the objects of the categoryGwithG(0). which are the identity morphisms
of the category G in the sense that xd(x) = x and r(x)x = x for all x ∈ G.

The collection of morphisms whose domain and range are a fixed unit u ∈ G(0) is
a group and the collection of all of these groups is called the isotropy bundle Iso(G),
that is,

Iso(G) := {γ ∈ G : d(γ ) = r(γ )}.

For subsets U, V ⊆ G, we define

UV = {
xy | x ∈ U, y ∈ V and d(x) = r(y)

}
, (3.1)

and
U−1 = {

x−1 | x ∈ U
}
. (3.2)
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If G is a groupoid and � is a group, then G is called a �-graded groupoid if there
is functor c : G → �, i.e., there is a function c : G → � such that c(x)c(y) = c(xy)
for all (x, y) ∈ G(2). For γ ∈ �, if we set Gγ := c−1(γ ), then G decomposes as a
disjoint union

G =
⊔

γ∈�

Gγ ,

and we have GβGγ ⊆ Gβγ . We say that G is strongly graded if GβGγ = Gβγ , for
all β, γ . For γ ∈ �, we say that X ⊆ G is γ -graded if X ⊆ Gγ . We have G(0) ⊆ Gε,
so G(0) is ε-graded, where ε is the identity of the group �. Graded groupoids were
studied in [20].

3.3.2 Topological Groupoids

A topological groupoid is a groupoid endowed with a topology under which the
inverse map is continuous, and composition is continuous with respect to the relative
product topology on G(2). An étale groupoid is a topological groupoid G such that
the domain map d is a local homeomorphism. In this case, the range map r is also
a local homeomorphism. Further, for a fixed u ∈ G(0), d−1(u) and r−1(u) are both
discrete with respect to the subspace topology.1 An open bisection of G is an open
subset U ⊆ G such that d|U and r|U are homeomorphisms onto an open subset of
G(0). Notice that a groupoid is étale if and only if it has a basis of open bisections.

We say that a topological groupoid G is ample if there is a basis of compact open
bisections. An ample groupoid is automatically étale, locally compact and G(0) is an
open subset of G. The terminology in the literature is inconsistent: sometimes the
term ‘étale’ also includes the assumptions of local compactness and G(0) Hausdorff.
We will focus on the situation whereG is Hausdorff ample so these two assumptions
are automatically true.

In an ample Hausdorff groupoid, compact open bisections are also closed so
that any finite collection of such sets can be ‘disjointified’ to form a disjoint finite
collection whose union is equal to the original collection. This is very powerful. We
discuss non-Hausdorff groupoids briefly in Sect. 3.7.

In the topological setting,we call a groupoidG, a�-graded groupoid, if the functor
c : G → � is continuous with respect to the discrete topology on �; such a function
c is called a cocycle on G.
Lemma 3.1 Let G be an étale groupoid. If G(0) is finite, then G is a discrete topo-
logical space.

1Historically, the term r-discrete was used in place of étale and there are some inconsistencies in
the literature surrounding these terms.
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Proof Since G(0) is finite and Hausdorff, it is discrete. Fix γ ∈ G. We show that {γ }
is open. Since G is étale, γ is contained in an open bisection U . Also, since r is
continuous, r−1({r(γ )}) is open. But r is injective on U so

r−1({r(γ )}) ∩U = {γ }.

�

Wewill determine theSteinberg algebra associated tofiniteG(0) in Proposition 3.1.

3.3.3 Examples of Groupoids

Example 3.3 (Transitive groupoids) A groupoid is called connected or transitive if
for any u, v ∈ G(0), there is a x ∈ G such that u = d(x) and r(x) = y.

Let G be a group and I a non-empty set. The set I × G × I , considered as
morphisms, forms a groupoid where the composition defined by (i, g, j)( j, h, k) =
(i, gh, k). One can show that this is a transitive groupoid and any transitive groupoid
is of this form [39, Chap. 3.3, Proposition 6]. If I = {1, . . . , n}, we denote I × G × I
by n × G × n. Note that this groupoid is naturally strongly G-graded. This seems
to be the first appearance of groupoids after they were introduced by Brandt in 1926
[11] (see in [13] for a nice history of groupoids).

In the next three examples, we explore how a group action on a (combinatorial)
structure can be naturally captured by a groupoid. The first example is the action of
a group on a set, and we then continue with a partial action of a group and inverse
semigroup on a set. Although the (partial) action of an inverse semigroup on a set
would be themost general case covering the previous two examples, for a pedagogical
reason, we introduce these step by step.

Example 3.4 (Transformation groupoid arising from a group action) Let G be a
group acting on a set X , i.e., there is a group homomorphism G −→ Iso(X), where
Iso(X) consists of bijective maps from X to X which is a group with respect to
composition. Let

G = G × X (3.3)

and define the groupoid structure: (g, hy) · (h, y) = (gh, y), and (g, x)−1 =
(g−1, gx). ThenG is a groupoid, called the transformation groupoid arising from the
action of G on X (for short, G � X ). The unit space G(0) is canonically identified
with X via the map (ε, x) 	→ x . The natural cocycle G → G, (g, x) 	→ g, makes G
a stronglyG-graded groupoid. Note that the range and source map would distinguish
an element of this groupoid up to the stabiliser. Namely, d(g, x) = x = d(h, x) and
r(g, x) = gx = hx = r(h, x). But when we consider the grading then we can dis-
tinguish these elements as well. When X is a Hausdorff topological space and G is
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a discrete group, then G is an étale topological groupoid with respect to the product
topology. If, in addition, X has a basis of compact open sets, then G is ample.

Example 3.5 (Transformation groupoid arising from a partial group action) A par-
tial action of a group G on a set X is a data φ = (φg, Xg, X)g∈G , where for each
g ∈ G, Xg is a subset of X and φg : Xg−1 −→ Xg is a bijection such that

(i) Xε = X and φε is the identity on X , where ε is the identity of the group G;
(ii) φg(Xg−1 ∩ Xh) = Xg ∩ Xgh for all g, h ∈ G;
(iii) φg(φh(x)) = φgh(x) for all g, h ∈ G and x ∈ Xh−1 ∩ Xh−1g−1 .

Although the above construction gives a well-define map π : G → I(X), g 	→
φg , this map is not a homomorphism, i.e. φgh �= φgφh . However there is a one-to-one
correspondence between these partial actions and the actions of inverse semigroup
S(G) on X (see Example 3.2)

Let φ = (φg, Xg, X)g∈G be a partial action of G on X . Consider the G-graded
groupoid

Gφ =
⋃

g∈G
g × Xg, (3.4)

whose composition and inverse maps are given by (g, x)(h, y) = (gh, x) if y =
φg−1(x) and (g, x)−1 = (g−1, φg−1(x)). Here the range and source maps are given by
r(g, x) = (ε, x), d(g, x) = (ε, φg−1(x)) with ε the identity of G. The unit space of
Gφ is identified with X .

In case that X is a topological space, we assume Xg ⊆ X is an open subset and
each φg : Xg−1 −→ Xg is a homeomorphism, for g ∈ G. In order to obtain an ample
groupoid, we further assume that X is a Hausdorff topological space that has a basis
of compact open sets, each Xg is a clopen subset of X , and G is a discrete group.
The topology of Gφ which inherited from the product topology G × X gives us an
Hausdorff ample groupoid.

In fact, one can further generalise this to the setting of partial action of an inverse
semigroup on sets, topological spaces and rings. In Sect. 3.6 we will relate partial
inverse semigroup rings coming out of this partial actions to Steinberg algebras.

Example 3.6 (Transformation groupoid arising from an inverse semigroup action;
groupoid of germs) We start with a more concrete example of the groupoid of germs
and then move to a more abstract construction of the groupoid of germs of an inverse
semigroup acting on a space. In the topological setting, these are one of the main
sources of étale groupoids.

Let X be a non-empty set and let S = I(X) be the inverse semigroup of partial
symmetries. The S-germ is a pair (s, x) ∈ S × X , where x ∈ dom(s), modulo the
equivalence relation of germs (s, x) ∼ (t, y) if x = y and the restriction of s and t
coincides on a subset containing x . The groupoid operations defined by

(s, t y)(t, y) = (st, y), (s, x)−1 = (s−1, sx).
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In a more abstract setting, let S be an inverse semigroup acting on a set X , i.e.,
there is a semigroup homomorphism S → I(X). Let

G =
⋃

s∈S
s × Xs∗s . (3.5)

and define the groupoid structure: (s, t y) · (t, y) = (st, y), and (s, x)−1 = (s∗, sx).
One can check that these operations are well-defined and G is a groupoid. However,
this groupoid is too large for us and we need to invoke the equivalence of germs.

The groupoid of germs G = S � X is defined (with an abuse of notation) as G
modulo the equivalence relation (s, x) ∼ (t, y) if x = y and there exists an idem-
potent e such that x ∈ Xe and se = te. We denote the equivalence class of (s, x)
by [s, x] and call it the germ of s at x . It is a routine exercise to show that G with
[s, t y][t, y] = [st, y] and [s, x]−1 = [s∗, sx] is in fact a groupoid. Note that if S is a
group, then there are no identifications and we retrieve the transformation groupoid
of Example 3.4.

When X is a Hausdorff topological space, one can show that [s ×U ] := {[s, x] |
x ∈ U }, where U ⊆ Xs∗s is open, is a basis for a topology on G. With this topology,
G is étale and [s ×U ] is an open bisection. If X has a basis of compact open sets,
then G is Hausdorff ample. Further, by [30, Proposition 6.2] if S is a semilattice and
Xe are clopen for e ∈ E(S), then G is Hausdorff.

Example 3.7 (Underlying groupoid of an inverse semigroup) Let S be an inverse
semigroup. The maps

d : S −→ E(S) r : S −→ E(S)

s 	−→ s∗s s 	−→ ss∗

considered as the source and range maps make S into a groupoid with the product of
the semigroup as the composition of the groupoid. The unit space is E(S). Note that
if S is graded inverse semigroup so is the underlying groupoid of S and the strongly
graded property passes from one structure to another.

3.3.4 Inverse Semigroup of Bisections of a Groupoid

Given an ample Hausdorff groupoid, the inverse semigroup made up of all the com-
pact open bisections plays an important role. In fact, the Steinberg algebra associ-
ated to a Hausdorff ample groupoid is the inverse semigroup ring of compact open
bisections modulo their unions (see Definition 3.2). In the following, we describe
this inverse semigroup for a graded topological groupoid. Both the grading and the
topology can be stripped away.
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Let G be a �-graded Hausdorff ample groupoid. Set

Gh = {U | U is a graded compact open bisection of G}. (3.6)

Then Gh is an inverse semigroup under the multiplication U.V = UV and inner
inverse U ∗ = U−1 as in (3.1) and (3.2) (see [47, Proposition 2.2.4]). Furthermore,
the map c : Gh\∅ → �,U 	→ γ , if U ⊆ Gγ , makes Gh a graded inverse semigroup
with Gh

γ = c−1(γ ), γ ∈ �, as the graded components. Observe that in the inverse
semigroup Gh , B ≤ C if and only if B ⊆ C for B,C ∈ Gh . If from the outset we
consider G as a trivially graded groupoid, then we have an inverse semigroup con-
sisting of all compact open bisections. In this case we denote the inverse semigroup
by Ga . There are other notations for this semigroup in literature, such as S(G) in
[30] or Gco in [47].

There is a natural action of inverse semigroupGh on theG(0). In fact the groupoid
of germs (as in Example 3.6) of this action is G itself and this allows us to relate
the partial crossed product construction to the concept of Steinberg algebras (see
Theorem 3.9). We describe this action next. In fact, in what follows we will construct
a homomorphism of semigroups π : Gh → I(G(0)).

For each B ∈ Gh , BB−1 and B−1B are compact open subsets of G(0). Define

πB : B−1B −→ BB−1 (3.7)

u 	−→ r(Bu)

Since B is a bisection, Bu consists of only one element of G and thus the map
πB is well-defined. Observe that πB is a bijection with inverse πB−1 . We claim that
πB is a homeomorphism for each B ∈ Gh . Take any open subset O ⊆ UB . Observe
that π−1

B (O) = d(r−1(O) ∩ B) is an open subset of UB−1 . Thus, πB is continuous.
Similarly, π−1

B is continuous. One can check that for compact open bisections B
and C , πBπC = πBC , and thus π : Gh → I(G(0)) is a homomorphism of inverse
semigroups. If the grade group � is considered to be trivial, then we have a homo-
morphism π : Ga → I(G(0)). This homomorphism is injective if, in some sense,
there isn’t too much isotropy which we show in Lemma 3.2 after introducing some
more terminologies.

We say a topological groupoid G is effective if the interior of the isotropy bundle
is just the unit space, that is

Iso(G)◦ = G(0).

Thus, in an effective ample groupoid, if we have a compact open bisection B such
that every element γ ∈ B has the property s(γ ) = r(γ ), then B ⊆ G(0).

We say a subset U of the unit space G(0) of G is invariant if d(γ ) ∈ U implies
r(γ ) ∈ U ; equivalently,

r(d−1(U )) = U = d(r−1(U )).
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For an invariantU ⊆ G(0), we writeGU := d−1(U )which coincides with the restric-
tion

G|U = {x ∈ G | d(x) ∈ U, r(x) ∈ U }.

Notice that GU is a groupoid with unit space U .
We say G is strongly effective if for every non-empty closed invariant subset D

of G(0), the groupoid GD is effective. These assumptions play important roles when
classifying ideals of Steinberg algebras (see Sect. 3.4.5).

Lemma 3.2 Let G be an ample groupoid. Then the morphism π : Gh → I(G(0)) is
injective if and only if G is effective.

For more equivalences of effective groupoids, see [14, Lemma 3.1].

3.3.5 Graph Groupoids

Our next goal is to describe groupoids associated to directed graphs. There is a general
construction of a groupoid from a topological space X and a local homeomorphism
σ : X → X , called a Deaconu–Renault groupoid (see [51]). The graph groupoids
are a special case. We briefly recall this general construction.

Let σ : X → X be a local homeomorphism. Consider

G(X, σ ) = {(x,m − n, y) | m, n ∈ N, σm(x) = σ n(y)}, (3.8)

with the groupoid structure inherited from the transitive groupoid X × Z × X . Note
that G(X, σ ) is not transitive in general.

When X is a Hausdorff space, sets of the form

Z(U,m, n, V ) = {(x,m − n, y) | (x, y) ∈ U × V, σm(x) = σ n(y)},

whereU and V are open subsets of X are a basis for a topology on G(X, σ ) making
it a Hausdorff étale groupoid. When X also has a basis of compact open sets, the
groupoid is Hausdorff ample.

To any graph, E one can associate a groupoid GE , called the boundary path
groupoid, which we will just call the graph groupoid of E . This is the groupoid that
relates the Steinberg algebras to the subject of Leavitt path algebras, as it’s foundation
is to relate graphC∗-algebras and groupoidC∗-algebras. To be precise, one can show
there is a Z-graded ∗-isomorphism AR(GE ) ∼= LR(E) (see Example 3.9).

Let E = (E0, E1, r, s) be a directed graph (see Example 3.1). We denote by E∞
the set of infinite paths in E and by E∗ the set of finite paths in E . Set

X := E∞ ∪ {μ ∈ E∗ | r(μ) is not a regular vertex}.
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Let

GE := {
(αx, |α| − |β|, βx) | α, β ∈ E∗, x ∈ X, r(α) = r(β) = s(x)

}
.

We view each (x, k, y) ∈ GE as a morphism with range x and source y. The formu-
las (x, k, y)(y, l, z) = (x, k + l, z) and (x, k, y)−1 = (y,−k, x) define composition
and inverse maps on GE making it a groupoid with

G(0)
E = {(x, 0, x) | x ∈ X},

which we will identify with the set X .
Next, we describe a topology on GE which is ample and Hausdorff. For μ ∈ E∗

define
Z(μ) = {μx | x ∈ X, r(μ) = s(x)} ⊆ X.

For μ ∈ E∗ and a finite F ⊆ s−1(r(μ)), define

Z(μ \ F) = Z(μ) \
⋃

α∈F
Z(μα).

The sets Z(μ \ F) constitute a basis of compact open sets for a locally compact
Hausdorff topology on X = G(0)

E (see [59, Theorem 2.1]).
For μ, ν ∈ E∗ with r(μ) = r(ν), and for a finite F ⊆ E∗ such that r(μ) = s(α)

for α ∈ F , we define

Z(μ, ν) = {(μx, |μ| − |ν|, νx) | x ∈ X, r(μ) = s(x)},

and then
Z((μ, ν) \ F) = Z(μ, ν) \

⋃

α∈F
Z(μα, να).

The sets Z((μ, ν) \ F) constitute a basis of compact open bisections for a topology
under which GE is a Hausdorff ample groupoid.

In the case of the graph groupoid GE , the topological assumptions on GE can be
described in terms of the geometry of the graph E . We collect them here.

Theorem 3.1 Let E be a directed graph and GE the graph groupoid associated to
E. We have the following:

1. The unit space G(0)
E is finite if and only if E is a no exit finite graph [56].

2. The unit space G(0)
E is compact if and only if E has finite number of vertices.

3. The unit spaceG(0)
E is topologically transitive if and only if E is downward directed

[57].
4. The unit space G(0)

E is effective if and only if E satisfies condition (L) [57].

The following table summarises the properties of the graph E and the correspond-
ing properties of the graph groupoid GE .
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Graph E property Groupoid GE property
no cycles principal (istropy trivial)
condition (L) effective
condition (K) strongly effective
cofinal minimal
E0 finite G(0) compact
E finite and no cycles discrete

3.4 Steinberg Algebras

3.4.1 Steinberg Algebras

Steinberg algebras (for Hausdorff ample groupoids) are universal algebras that can
be defined in terms of inverse semigroup algebras. We present the details below and
then provide a concrete realisation as a convolution algebra consisting of certain
continuous functions with compact support. In the last section, we describe the
algebra when the groupoid is not Hausdorff.

Recall that if R is a commutative ring with unit, then the semigroup algebra RS
of an inverse semigroup S is defined as the R-algebra with basis S and multiplication
extending that of S via the distributive law. If S is an inverse semigroup with zero
element z, then the contracted semigroup algebra is R0S = RS/Rz. For a �-graded
groupoid G, recall the graded inverse semigroup Gh from Sect. 3.3.4.

Definition 3.2 Let G be a �-graded Hausdorff ample groupoid with the inverse
semigroup Gh . Given a commutative ring R with identity, the Steinberg R-algebra
associated to G, and denoted AR(G), is the contracted semigroup algebra R0Gh ,
modulo the ideal generated by B + D − B ∪ D, where B, D, B ∪ D ∈ Gh

γ , γ ∈ �

and B ∩ D = ∅.
So the Steinberg algebra AR(G), is the algebra generated by the set {tB | B ∈ Gh}
with coefficients in R, subject to the relations

(R1) t∅ = 0;
(R2) tBtD = tBD , for all B, D ∈ Gh ; and
(R3) tB + tD = tB∪D , whenever B and D are disjoint elements of Gh

γ , γ ∈ �, such
that B ∪ D is a bisection.

Thus, the Steinberg algebra is universal with respect to the relations (R1), (R2)
and (R3) in that if A is any algebra containing {TB : B ∈ Gh} satisfying (R1), (R2)
and (R3), then there is a homomorphism from AR(G) to A that sends tB to TB .
The uniqueness theorems would tell us when this natural homomorphism is injec-
tive (Sect. 3.4.4).

Example 3.8 (Classical groupoid algebras) IfG is a groupoid and A is a ring then A
is said to be aG-graded ring if A = ⊕

γ∈G Aγ , where Aγ is an additive subgroup of A
and Aβ Aγ ⊆ Aβγ , if (β, γ ) ∈ G(2) and Aβ Aγ = 0, otherwise. A prototype example
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of G-graded rings are classical groupoid algebras which we describe next. Let R be
a ring. Let RG be a free left R-module with basis G, i.e., RG = ⊕

γ∈G Rγ , where
Rγ = R. We define a multiplication as follows:

∑

σ∈G
rσ σ .

∑

τ∈G
sτ τ =

∑

σ,τ∈G
rσ sτ σ τ,

when (σ, τ ) ∈ G(2), and 0 otherwise. This makes RG an associative ring and setting
(RG)γ = Rγ , clearly gives this ring a G-graded structure.

It is not difficult to see that ifG(0) is finite, then RG is a direct sum of matrix rings
over corresponding isotropy group rings as follows: Let O1, . . . , Ok be the orbits of
G(0). Note that for x, y ∈ Oi , there is an isomorphism between the isotropy groups
Gx

x
∼= Gy

y . Choosing xi ∈ Oi , 1 ≤ i ≤ k, we then have

RG ∼=
k⊕

i=1

Mni (RGi ), (3.9)

where Gi = Gxi
xi and ni = |Oi |.

Now if G has a discrete topology, one can easily establish that AR(G) ∼= RG. On
the other hand, for the case of étale groupoid, finiteness of G(0) implies G is discrete
(Lemma 3.1). Putting these together we have the following.

Proposition 3.1 [56, Proposition 3.1] Let G be an ample groupoid with G(0) finite.
Let O1, . . . , Ok be the orbits ofG(0) and let Gi be isotropy group of Oi and ni = |Oi |.
Then

AR(G) ∼=
k⊕

i=1

Mni (RGi ),

Consider the set I = {1, . . . , n}, n ∈ N and G = {e} a trivial group. Then the
transitive groupoid I × I (see Example 3.3) with discrete topology is ample. Propo-
sition 3.1 now immediately gives

AR(I × I ) ∼= Mn(R).

Example 3.9 (Leavitt path algebras) Let E be a graph. The Leavitt path algebra
associated to the graph E was introduced as a purely algebraic version of the graph
C∗-algebras. We refer the reader to the book [1] for a general introduction to the
theory and [53] for an excellent survey on the connection of these algebras with
Steinberg algebras. We briefly give an account of how to model Leavitt path algebras
as Steinberg algebras.

For a graph E , let GE be the associated graph groupoid (see Sect. 3.3.5). By [22,
Example 3.2] the map
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πE : LR(E) −→ AR(GE ), (3.10)

μν∗ −
∑

α∈F
μαα∗ν∗ −→ 1Z((μ,ν)\F)

extends to a Z-graded algebra isomorphism. Observe that the isomorphism of alge-
bras in (3.10) satisfies

πE (v) = 1Z(v), πE (e) = 1Z(e,r(e)), πE (e∗) = 1Z(r(e),e), (3.11)

for each v ∈ E0 and e ∈ E1.
If w : E1 → � is a function, we extend w to E∗ by defining w(v) = 0 for v ∈ E0,

and w(α1 · · · αn) = w(α1) · · ·w(αn). Thus LR(E) is a �-graded ring. On the other
hand, defining w̃ : GE −→ � by

w̃(αx, |α| − |β|, βx) = w(α)w(β)−1, (3.12)

gives a cocycle [36, Lemma 2.3] and thus AR(G) is a �-graded ring as well. A quick
inspection of isomorphism (3.10) shows that πE respects the �-grading.

3.4.2 Convolution Algebra of Continuous Functions
From G to R

In this subsection we give an alternative definition for Steinberg algebras. Let
Cc(G, R) be the algebra of continuous functions from G to R (where R is a topo-
logical discrete space) that vanish outside a compact set. For f ∈ Cc(G, R) we have
that the support of f denoted supp( f ) := {γ ∈ G | f (γ ) �= 0} is compact. Since R
is discrete,

Cc(G, R) = { f : G → R | f is locally constant and has compact support}.

Note that when R = C, Cc(G, C) is not the same as the usual Cc(G), which is the set
of continuous functions from G to C with the standard topology that vanish outside
a compact set.

Addition and scalar multiplication are defined pointwise in Cc(G, R) and multi-
plication is given by convolution where

f ∗ g(γ ) =
∑

αβ=γ

f (α)g(β).

That convolution is well-defined, in that the sum is always finite, uses that G is étale:
for a fixed γ , we are summing over the set
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{αβ | αβ = γ, f (α) �= 0 and g(β) �= 0}. (3.13)

Since γ is fixed, so is r(γ ) and d(γ ). We claim that

{α | r(α) = r(γ ) and f (α) �= 0} = r−1(r(γ )) ∩ supp( f ) (3.14)

is finite. SinceG is étale, r−1(r(γ )) is closed and discrete. Thus, (3.14) is the intersec-
tion of a discrete closed subspace and a compact set so is finite as claimed. Similarly,
the set {β : d(β) = d(γ ) and g(β) �= 0} is finite and hence (3.13) is finite as well.

SinceG is Hausdorff, for each B ∈ Gh , B is clopen. So the characteristic function
1B (where 1B(γ ) = 1 for γ ∈ B and 0 otherwise) is inCc(G, R). For B, D ∈ Gh , one
can check that 1B ∗ 1D = 1BD and the set of all characteristic functions {1B : B ∈ G}
satisfies the relations (R1), (R2) and (R3). So the universal property gives us a
homomorphism from AR(G) to Cc(G, R) that takes tB to 1B for B ∈ Gh . The range
of this homomorphism is the subalgebra

span{1B : B ∈ Gh}.

Further, this homomorphism is bijective by [54, Theorem 6.3] and hence an isomor-
phism. Thus, one can write

AR(G) = span
{
1B | B is a homogeneous compact open bisection

}
,

=
{ ∑

B∈F
rB1B | F : mutually disjoint finite collection of

homogeneous compact open bisections
}
,

• addition and scalar multiplication of functions are pointwise,

• multiplications on the generators are 1B1D = 1BD.

Remark 3.1 One reason we restrict our attention to ample groupoids is to maintain
a connection with groupoid C∗-algebras, which is the completion of Cc(G) with
respect to a particular norm. If we only require our groupoids to be étale, there might
not be any locally constant functions soCc(G, C)might be empty. On the other hand,
when G is ample, Cc(G, C) is a dense subset of Cc(G).

3.4.3 Centre of a Steinberg Algebra

The centre of Steinberg algebras were determined in [54] and it has a very pleasant
description. We describe it here. We view AR(G) as Cc(G, R) where the elements
are functions. We say f ∈ AR(G) is a class function if f satisfies the following
conditions:
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1. if f (x) �= 0 then d(x) = r(x);
2. if d(x) = r(x) = d(z) then f (zxz−1) = f (x).

Proposition 3.2 [54, Proposition 4.13] The centre of AR(G) is the set of class func-
tions.

Note that if f is a class function, then supp( f ) ⊆ Iso(G)◦. Thus if G is effective,
then the centre is contained in the diagonal subalgebra AR(G(0)). The diagonal pre-
serving isomorphisms play an important role in realising groupoids from the algebra
isomorphisms (see Theorem 3.7).

3.4.4 Uniqueness Theorems

A uniqueness theorem gives criteria under which a homomorphism from the Stein-
berg algebra to another R-algebra is injective. Uniqueness theorems are useful when
studying other concrete realisations of Steinberg algebras. The most general unique-
ness theorem is the following which is [24, Theorem 3.1]:

Theorem 3.2 LetGbe a second countable, ample,Hausdorff groupoid and let R be a
unital commutative ring. Suppose that A is an R-algebra and thatπ : AR(G) → A is
a ring homomorphism. Thenπ is injective if and only ifπ is injective on AR(Iso(G)o),
the subalgebra generated by elements of Gh that are also contained in the interior
of the isotropy bundle.

Theorem 3.2 has the assumption of second countability because the proof requires
the unit space to be a ‘Baire space’. The graded uniqueness theorem, below (which
is [21, Theorem 3.4] ) does not have this assumption. Instead it requires a particular
graded structure.

Theorem 3.3 Let G be a Hausdorff, ample groupoid, R a commutative ring with
identity,� a discrete group, and c : G → � a continuous functor such thatGe is effec-
tive. Suppose π : AR(G) → A is a graded ring homomorphism. Then π is injective
if and only if π(r tK ) �= 0 for every nonzero r ∈ R and compact open K ⊆ G(0).

3.4.5 Ideal Structures of Steinberg Algebras

There is a satisfactory description of ideals of a Steinberg algebra Ak(G) based on
the geometry of the groupoid G, where the algebra is over a field k (so the ideals
of the coefficient ring does not interfere) and the groupoid is Hausdorff ample and
(strongly) effective.

The first result is the simplicity of these algebras.
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Theorem 3.4 [14]LetG be anHausdorff, ample groupoid, and k a field. Then Ak(G)

is simple if and only if G is effective and G(0) has no open invariant subsets.

A glance at the table of properties of the graph versus the graph groupoids
(Sect. 3.3.5) shows that Theorem 3.4 is parallel to the first theorem proved in the
theory of Leavitt path algebras, namely, for an arbitrary graph E , the Leavitt path
algebra Lk(E) is simple if and only if E satisfies condition (L) and E0 has no non-
trivial saturated hereditary subsets [2], [1, Sect. 2.9].

For an invariant U ⊆ G(0), one can easily see that the set

I (U ) := span{tB | s(B) ⊆ U },

is an ideal of Ak(G). In fact, if the groupoid is strongly effective, this is the only way
one can construct ideals in these algebras.

Theorem 3.5 [18] Suppose G is a strongly effective ample groupoid. Then the cor-
respondence

U 	−→ I (U ),

is a lattice isomorphism from the lattice of open invariant subsets of G(0) onto the
lattice of ideals of Ak(G).

Theorem 3.6 [24] Let G be a �-graded ample groupoid such that Gε is strongly
effective. Then the correspondence

U 	−→ I (U ),

is an isomorphism from the lattice of open invariant subsets ofG(0) onto to the lattice
of graded ideals in Ak(G).

We refer the reader to [18, 24] for further results on the ideal theory of Steinberg
algebras.

3.5 Combinatorial and Dynamical Invariants of étale
Groupoids

There are several ‘combinatorial’ invariants one can associate to a groupoid such
as the full group and homology groups. For certain groupoids these combinatorial
invariants are related to very interesting Higman–Thompson groups or K -groups as
we describe next in this section.
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3.5.1 Full Groups

For an étale groupoid G with the compact unit space G(0), the full group [[G]] was
defined by Matui [41]. The full group [[Z × X ]] of the transformation groupoid of
the action of Z on a Cantor set X via a minimal homeomorphism (see Example 3.3)
coincides with the full group defined and studied in [32]. We define the full group of
a groupoid here and collect results related to this group.

Recall thatGa is the inverse semigroup of compact open bisections and π : Ga →
I(G(0)) the action of Ga on G(0) (Sect. 3.3.4). Let G := {U ∈ Ga | d(U ) = r(U ) =
G(0)} be a subgroup ofGa (hereG(0) considered to be compact). Then the full group of
G, denoted by [[G]] isπ(G). In fact, for a noncompactG(0), one can give a generalised
version of this notion and define the full inverse semigroup by [[G]] = π(Ga).

If the Hausdorff ample groupoids G and H are isomorphism, then clearly
AR(G) ∼= AR(H). Further, since from the outset, G ∼= H induces G(0) ∼= H (0), we
have the diagonal isomorphism AR(G(0)) ∼= AR(H (0)) as well. Renault in [52] estab-
lished the converse of this statement for certain groupoidC∗-algebras. Several recent
papers progressively improved this result in the algebraic setting (see [4, 17, 58]).
Combining with the full group invariant, we have the following theorem, relating
groupoids, inverse semigroups and algebras.

Theorem 3.7 Let R be a unital commutative ring without nontrivial idempotents
and let G and H be Hausdorff effective ample groupoids. Then the following are
equivalent.

(1) G and H are isomorphic;
(2) the inverse semigroups Ga and Ha are isomorphic;
(3) the inverse semigroups [[G]] and [[H ]] are isomorphic;
(4) there exists a diagonal-preserving isomorphism between the Steinberg algebras

AR(G) and AR(H).

Consider a graph with one vertex and two loops

E : •

and its graph groupoidGE as described in Sect. 3.3.5. The unit spaceG(0)
E is compact

(Theorem3.1) andwe can consider the full group [[GE ]]. On the other hand, let Lk(E)

be the Leavitt path algebra associated to E over a field k. An element a ∈ Lk(E) is
called unitary if aa∗ = a∗a = 1. Consider the set

P2,1 =
{
a ∈ Lk(E) is unitary | a =

l∑

i=1

αiβ
∗
i

}
,

where αi , βi are distinct paths in E and the coefficients in the sum are all 1. One can
prove that

P2,1 ∼= [[GE ]],
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and they are isomorphic to the Thompson group T2,1, which was constructed in 1965
and was the first infinite finitely presented simple group. In fact, considering a graph
with one vertex and n loops, we retrieveHigman–Thompson groupsGn,1 constructed
by Higman in 1974. We refer the reader to [15, 46] for this line of research.

3.5.2 Homology and K-Theory

The homology theory for étale groupoids was introduced by Crainic and Moerdijk
[26] who showed these groups are invariant under Morita equivalences of étale
groupoids and established some spectral sequences which used for the computa-
tion of these homologies. Matui [41–43] considered this homology theory in rela-
tion to the dynamical properties of groupoids and their full groups. In [41] Matui
proved, using Lindon–Hochschild–Serre spectral sequence established by Crainic
and Moerdijk that for an étale groupoid G arising from subshifts of finite type,
the homology groups H0(G) and H1(G) coincide with K -groups K0(C∗(G)) and
K1(C∗(G)), respectively. Here C∗(G) is the groupoid C∗-algebra associated to G
which were first systematically studied by Renault in his seminal work [50]. In the
language of graphs, Matui proved that for a finite graph E with no sinks

K0(C
∗(E)) ∼= H0(GE ) and, K1(C

∗(E)) ∼= H1(GE ). (3.15)

In this section, we recall the construction of the homology of an ample groupoids
and recount Matui’s conjecture relating K -groups of groupoid C∗-algebras to the
homology of its groupoid (Conjecture 3.1). It would be very desirable to establish a
relation between the homology groups and K -groups of Steinberg algebras, as here
we have higher K -theories available and strong K -theory machinery which works
on them [49].

Let X be a locally compact Hausdorff space and R a topological abelian group.
Denote byCc(X, R) the set of R-valued continuous functions with compact support.
With pointwise addition, Cc(X, R) is an abelian group. Let π : X → Y be a local
homeomorphism between locally compact Hausdorff spaces. For f ∈ Cc(X, R),
define the map π∗( f ) : Y → R by

π∗( f )(y) =
∑

π(x)=y

f (x).

Thus, π∗ is a homomorphism from Cc(X, R) to Cc(Y, R) which makes Cc(−, R) a
functor from the category of locally compact Hausdorff spaces with local homeo-
morphisms to the category of abelian groups.

Let G be an étale groupoid. For n ∈ N, we write G(n) for the space of composable
strings of n elements in G, that is,
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G(n) = {(g1, g2, . . . , gn) ∈ Gn | d(gi ) = r(gi+1) for all i = 1, 2, . . . , n−1}.

For i = 0, 1, . . . , n, with n ≥ 2 we let di : G(n) → G(n−1) be a map defined by

di (g1, g2, . . . , gn) =

⎧
⎪⎨

⎪⎩

(g2, g3, . . . , gn) i = 0

(g1, . . . , gi gi+1, . . . , gn) 1 ≤ i ≤ n−1

(g1, g2, . . . , gn−1) i = n.

When n = 1, we let d0, d1 : G(1) → G(0) be the source map and the range map,
respectively (i.e., the d and r maps). Clearly, the maps di are local homeomorphisms.

Define the homomorphisms ∂n : Cc(G(n), R) → Cc(G(n−1), R) by

∂1 = d∗ − r∗ and ∂n =
n∑

i=0

(−1)i di∗. (3.16)

One can check that the sequence

0
∂0←− Cc(G(0), R)

∂1←− Cc(G(1), R)
∂2←− Cc(G(2), R)

∂3←− · · · (3.17)

is a chain complex of abelian groups.
The following definition comes from [26, 41].

Definition 3.3 (Homology groups of a groupoidG) Let G be an étale groupoid.
Define the homology groups of G with coefficients R, Hn(G, R), n ≥ 0, to be the
homology groups of the Moore complex (3.17), i.e., Hn(G, R) = ker ∂n/ Im ∂n+1.
When R = Z, we simply write Hn(G) = Hn(G, Z). In addition, we define

H0(G)+ = {[ f ] ∈ H0(G) | f (x) ≥ 0 for all x ∈ G(0)},

where [ f ] denotes the equivalence class of f ∈ Cc(G(0), Z).

ExtendingMatui’s result (3.15), in [33] using the description of monoid of Leavitt
path algebras, it could be proved that for any graph (with sinks, source and infinite
emitters), we have

H0(GE ) ∼= K0(A(GE )) ∼= K0(L(E)) ∼= K0(C
∗(E)) ∼= K0(C

∗(GE )).

Before stating Matui’s conjecture (Conjecture 3.1) we also state a class of
groupoids that the zeroth homology H0 coincides with Grothendieck group K0 and
their algebras fall into Elliott’s class of algebras that can be classified by K0-groups.

Let G be a second countable étale groupoid whose unit space is compact and
totally disconnected. Then the subgroupoidH ⊆ G is an elementary subgroupoid if
H is a compact open principal subgroupoid ofG such thatH (0) = G(0). The groupoid
G is called an AF groupoid if it can be written as an increasing union of elementary
subgroupoids.
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If G is an AF groupoid, then Steinberg algebra AR(G), for a field R, is an ultra-
matricial algebra (or the reduced groupoid C∗-algebra C∗(G) is an AF algebra and
thus the terminology). For such groupoids, there is an order-preserving isomorphism

π : H0(G) −→ K0(AR(G)),

[1G(0)] 	−→ [1AR(G(0) ].

We have then the following theorem.

Theorem 3.8 Let R be a field and G and H are AF groupoids. Then the following
are equivalent.

(1) G and H are isomorphic;
(2) There is an order-preserving isomorphism H0(G) ∼= H0(H) which sends [1G(0) ]

to [1H (0)];
(3) there exists a R-algebra isomorphism between the Steinberg algebras AR(G)

and AR(H).

This theorempoints to a directionwhich is gaining evermore importance of finding
a class of étale groupoids that a variant of K -theory and homology theory can be a
complete invariant.

Recall that an étale groupoid G is said to be effective if the interior of its isotropy
coincides with its unit space G(0) and minimal if every orbit is dense.

The following conjecture of Matui [43, Conjecture 2.6] expresses the K -theory
of a groupoid C∗-algebra as a direct sum of homology groups of the associated
groupoid. For one thing, this indicates that the homology groups provide much finer
invariants than the K -groups.

Conjecture 3.1 (Matui’s HKConjecture) LetG be a locally compact Hausdorff étale
groupoid such thatG(0) is a Cantor set. Suppose thatG is both effective and minimal.
Then

K0(C
∗
r (G)) ∼=

∞⊕

i=0

H2i (G) (3.18)

K1(C
∗
r (G)) ∼=

∞⊕

i=0

H2i+1(G) (3.19)

Apart from (arbitrary graphs) Matui proved this conjecture for AF groupoids
with compact unit space and in [43] for all finite Cartesian products of groupoids
associated with shifts of finite type. Ortega also showed in [45] that the conjecture is
valid for theKatsura-Exel-Pardo groupoidGA,B associated to square integermatrices
with A ≥ 0.
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3.6 Partial Crossed Product Rings

In this section, we consider the ‘partially’ group ring-like algebras and relate them to
Steinberg algebras. This is also another demonstration of how the inverse semigroups
and algebras arising from them are related to groupoids and algebras coming from
them.

Let π = (πs, As, A)s∈S be a partial action of the inverse semigroup S on an
algebra A. Here As ⊆ A, s ∈ S is an ideal of A and πs : As∗ −→ As an isomorphism
such that for all s, t ∈ S
(i) π−1

s = πs∗ ;
(ii) πs(As∗ ∩ At ) ⊆ Ast ;
(iii) if s ≤ t , then As ⊆ At ;
(iv) For every x ∈ At∗ ∩ At∗s∗ , πs(πt (x)) = πst (x).

This is a generalisation of the concept of partial group actions (see Sect. 3.5).
Define L as the set of all formal forms

∑
s∈S asδs (with finitely many as nonzero),

where as ∈ As and δs are symbols, with addition defined in the obvious way and
multiplication being the linear extension of

(asδs)(atδt ) = πs
(
πs−1(as)at

)
δst .

ThenL is an algebra which is possibly not associative. Exel and Vieira proved under
which condition L is associative (see [31, Theorem 3.4]). In particular, if each ideal
As is idempotent or non-degenerate, thenL is associative (see [31, Theorem 3.4] and
[28, Proposition 2.5]). This algebra is too large for us andwe need to consider this ring
modulo idempotents, as follows. Consider N = 〈aδs − aδt : a ∈ As, s ≤ t〉, which
is the ideal generated by aδs − aδt . The partial skew inverse semigroup ring A �π S
is defined as the quotient ring L/N .

Next, we equip these algebras with a graded structure. Suppose S is a �-graded
inverse semigroup (see Sect. 3.2.1). Observe that the algebraL is aG-graded algebra
with elements asδs ∈ L with as ∈ As are homogeneous elements of degree w(s).
Furthermore, if s ≤ t , then s = ts∗s. It follows that w(s) = w(t)w(s∗)w(s) = w(t).
Hence aδs − aδt with s ≤ t and a ∈ As is a homogeneous element in L. Thus, the
ideal N generated by homogeneous elements is a graded ideal and, therefore, the
quotient algebra A �π S = L/N is �-graded.

Let X be a Hausdorff topological space and R a unital commutative ring with a
discrete topology. Let CR(X) be the set of R-valued continuous function (i.e. locally
constant) with compact support (see also Sect. 3.4.2). If D is a compact open subset
of X , the characteristic function of D, denoted by 1D , is clearly an element ofCR(X).
In fact, every f in CR(X) may be written as

f =
n∑

i=1

ri1Di , (3.20)
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where ri ∈ R and the Di are compact open, pairwise disjoint subsets of X . CR(X) is
a commutative R-algebra with pointwise multiplication. The support of f , defined
by supp( f ) = {x ∈ X | f (x) �= 0}, is clearly a compact open subset.

We observe that CR(X) is an idempotent ring. We have

n∑

i=1

1Di · f = f ·
n∑

i=1

1Di =
n∑

i=1

ri1Di = f (3.21)

for any f ∈ CR(X) which is written as (3.20). So CR(X) is a ring with local units
and thus an idempotent ring.

For �-graded Hausdorff ample groupoid G, recall the inverse semigroup Gh

from (3.6) and the action of Gh on G(0) from (3.7). There is an induced action
(πB,CR(BB−1),CR(G(0)))B∈Gh of Gh on an algebra CR(G(0)). Here the map πB :
CR(B−1B) −→ CR(BB−1) is given byπB( f ) = f ◦ π−1

B .We still denote the induced
action byπ . In this case,L = {∑

B∈Gh aBδB | aB ∈ CR(BB−1)
}
is associative, since

each ideal CR(BB−1) is idempotent. Since Gh is �-graded, CR(G(0)) �π Gh is a
�-graded algebra.

We are in a position to relate partial skew inverse semigroup rings to Steinberg
algebras.

Theorem 3.9 Let G be a �-graded Hausdorff ample groupoid and

π =
(
πB,CR(BB−1),CR(G(0))

)

B∈Gh
,

the induced action of Gh on CR(G(0)). Then there is a �-graded isomorphism of
R-algebras

AR(G) ∼=gr CR(G(0)) �π Gh . (3.22)

Proof For each D ∈ G(h), define

tD = 1r(D)δD ∈ CR(G(0)) �π Gh .

One can check that the set {tD | D ∈ G(h)} satisfies (R1), (R2) and (R3) relations
in the Definition 3.2 of Steinberg algebras. Thus, we obtain a homomorphism

f : AR(G) → CR(G(0)) �π Gh .

Next define a map g : CR(G(0)) �π G(h) −→ AR(G). For each B ∈ G(h) and
aBδB ∈ L, we define

g(aBδB) =
{
aB(r(x)), if x ∈ B,

0, otherwise.
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One can check that the map g is well-defined and g f = idAR(G) and f g =
1CR(G(0))�πGh . �

We refer the reader to [9, 10, 33] for more results relating the partial inverse
semigroup algebras toSteinberg algebras and [30] for theC∗-versions of these results.

3.7 Non-Hausdorff Ample Groupoids

We finish this paper with a brief discussion about non-Hausdorff groupoids. When
relaxing the Hausdorff assumption on G, we still insist that the unit space G(0) be
Hausdorff so that, in the setting of étale and ample groupoids, they are locally Haus-
dorff. With this weakened hypothesis the universally defined Steinberg algebra of
Definition 3.2 no longer works. However, we can still study the Steinberg algebra of
such a groupoid using one of the other characterisations, such as

AR(G) = span{1B : B ∈ Gh}.

Since G is not Hausdorff, compact open bisections are no longer closed and hence
characteristic functions might not be continuous.

Other fundamental results in the theory of Steinberg algebras fail for non-
Hausdorff groupoids, for example, the Uniqueness theorems (see [24, Example 3.5]).
Still, progress is slowly being made to develop a theory. Recall that in an ample
groupoid G(0) is always open in G. It turns out that G(0) is closed in G if and only if
G is Hausdorff. So an important step for understanding non-Hausdorff groupoids is
to understand the closure of G(0).

3.7.1 Non-Hausdorff Simplicity

For non-Hausdorff groupoids, necessary and sufficient groupoid conditions that
ensure the Steinberg algebra is simple are not known. The forward implication of
Theorem 3.4 does hold in the non-Hausdorff setting (see [55, Theorem 3.5]). But the
reverse implication uses Theorem 3.2 which fails for non-Hausdorff groupoids. Here
is why it fails: The proof of Theorem 3.2 assumes that for every function f ∈ Ak(G),
the set

supp( f ) := {γ ∈ G : f (γ ) �= 0} = f −1(0)

has non-empty interior. This is clearly true if f is continuous but can fail when G is
not Hausdorff. We call a function f such that supp( f ) has empty interior a singular
function. The collection of all singular functions forms an ideal in Ak(G). It turns
out this is the only obstruction to simplicity.
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Theorem 3.10 [19, Theorem 3.14] Let G be a second countable, ample groupoid
such that G(0) is Hausdorff and let k be a field. Then Ak(G) is simple if and only if
the following three conditions are satisfied:

1. G is minimal,
2. G is effective, and
3. for every nonzero f ∈ Ak(�), supp( f ) has non-empty interior.

It is not known whether condition (3) is an automatic given conditions (1) and (2).
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Chapter 4
The Injective and Projective Leavitt
Complexes

Huanhuan Li

4.1 Introduction

Let A be a finite dimensional algebra over a field k. We denote by Kac(A-Inj) the
homotopy category of acyclic complexes of injective A-modules which are called
the stable derived category of A in [16]. This category is a compactly generated trian-
gulated category such that its subcategory of compact objects is triangle equivalent
to the singularity category [4, 22] of A.

In general, it seems very difficult to give an explicit compact generator for the sta-
ble derived category of an algebra. An explicit compact generator called the injective
Leavitt complex, for the homotopy categoryKac(A-Inj) in the case that the algebra A
is with radical square zero was constructed in [18]. This terminology is justified by
the following result: the differential graded endomorphism algebra of the injective
Leavitt complex is quasi-isomorphic to the Leavitt path algebra in the sense of [2,
3]. Here, the Leavitt path algebra is naturally Z-graded and viewed as a differential
graded algebra with trivial differential.

We denote byKac(A-Proj) the homotopy category of acyclic complexes of projec-
tive A-modules. This category is a compactly generated triangulated category whose
subcategory of compact objects is triangle equivalent to the opposite category of
the singularity category of the opposite algebra Aop. An explicit compact generator,
called the projective Leavitt complex, for the homotopy category Kac(A-Proj) in the
case that A is an algebra with radical square zero was constructed in [19]. It is shown
that the opposite differential graded endomorphism algebra of the projective Leavitt
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complex of a finite quiver without sources is quasi-isomorphic to the Leavitt path
algebra of the opposite graph [19].

We recall the constructions of the injective and projective Leavitt complexes.
We overview the connection between the injective and projective Leavitt complexes
and the Leavitt path algebras of the given graphs. A differential graded bimodule
structure, which is right quasi-balanced, is endowed to the injective and projective
Leavitt complex in [18, 19]. We prove that neither the injective nor the projective
Leavitt complex is not left quasi-balanced.

4.2 Preliminaries

In this section, we recall some notation on compactly generated triangulated cate-
gories and differential graded algebras.

4.2.1 Triangulated Categories

The construction of derived categories for an arbitrary abelian category goes back to
the inspiration of Grothendieck in the early sixties in order to formulate
Grothendieck’s duality theory for schemes [10]. The formulation in terms of tri-
angulated categories was achieved by Verdier in the sixties and an account of this
is published in Verdier [29]. Happel [11, 12] investigated the derived category of
bounded complexes of the category of modules over a finite dimensional algebra.
Rickard introduced the concept of tilting complex [24–26] in order to investigate the
derived category. Now triangulated categories and derived categories have become
important tools in many branches of algebraic geometry, in algebraic analysis, non-
commutative algebraic geometry, representation theory, and so on.

For the definition of a triangulated category, refer to [12, Sect. 1.1], [21, Sect. 1.3],
etc. Homotopy categories and derived categories over an abelian category are clas-
sical examples of triangulated categories (refer to [12, Sect. 1.3] etc.).

We recall the triangulated structure for the homotopy category. We first recall that
a complex X• = (Xi , di

X )i∈Z over an abelian categoryA is by definition a collection
of objects Xi in A and morphisms di

X : Xi −→ Xi+1 in A such that di+1
X ◦ di

X = 0
for all i ∈ Z. Usually we write a complex X• = (Xi , di

X )i∈Z as

· · · −→ Xi−1 di−1
X−→ Xi di

X−→ Xi+1 −→ · · · .

Let A be a finite dimensional algebra over a field k. Denote by A-Mod the
category of left A-modules and K(A-Mod) its homotopy category. For a com-
plex X• = (Xi , di

X )i∈Z of A-modules, the complex X•[1] is given by (X•[1])i =
Xi+1 and di

X [1] = −di+1
X for i ∈ Z. For a chain map f • : X• −→ Y •, its mapping
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cone Con( f •) is a complex such that Con( f •) = X•[1] ⊕ Y • with the differential

di
Con( f •) =

(−di+1
X 0

f i+1 di
Y

)
. Each triangle in K(A-Mod) is isomorphic to

X• f •−−−−→ Y •

⎛
⎝0
1

⎞
⎠

−−−−→ Con( f •)

(
1 0

)
−−−−→ X•[1]

for some chain map f •.

4.2.2 Compactly Generated Triangulated Categories

For a triangulated categoryT , a thick subcategory ofT is a triangulated subcategory
of T which is closed under direct summands. Let S be a class of objects in T .
We denote by thick〈S〉 the smallest thick subcategory of T containing S. If T has
arbitrary coproducts, we denote by Loc〈S〉 the smallest triangulated subcategory of
T which containsS and is closed under arbitrary coproducts. By [6, Proposition 3.2]
we have that thick〈S〉 ⊆ Loc〈S〉.

For a triangulated category T with arbitrary coproducts, an object M in T is
compact if the functor HomT (M,−) commutes with arbitrary coproducts. Denote
by T c the full subcategory consisting of compact objects; it is a thick subcategory.

A triangulated category T with arbitrary coproducts is compactly generated [14,
20] if there exists a set S of compact objects such that any nonzero object T satisfies
that HomT (S, T [n]) 	= 0 for some S ∈ S and n ∈ Z. Here, [n] is the n-th power of
the shift function ofT . This is equivalent to the condition thatT = Loc〈S〉, in which
case we have T c = thick〈S〉; see [20, Lemma 3.2]. If the above set S consists of a
single object S, we call S a compact generator of T .

Let A-Inj be the category of injective A-modules. Denote byK(A-Inj) the homo-
topy category of complexes of injective A-modules, which is a triangulated subcat-
egory of K(A-Mod) that is closed under coproducts. By [16, Proposition 2.3(1)]
K(A-Inj) is a compactly generated triangulated category.

Denote by Kac(A-Inj) the full subcategory of K(A-Inj) formed by acyclic com-
plexes of injective A-modules. The homotopy categoryKac(A-Inj) is called the stable
derived category of A in [16]. This category is a compactly generated triangulated
category such that its subcategory of compact objects is triangle equivalent to the
singularity category [4, 22] of A.

We denote byKac(A-Proj) the homotopy category of acyclic complexes of projec-
tive A-modules. This category is a compactly generated triangulated category whose
subcategory of compact objects is triangle equivalent to the opposite category of the
singularity category of the opposite algebra Aop.

In the last decade, Leavitt path algebras of directed graphs [2, 3] were introduced
as an algebraisation of graph C∗-algebras [17, 23] and in particular Cuntz–Krieger
algebras [8].
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For a finite directed graph E , Smith [28] described the quotient category

QGr(k E) := Gr(k E)/Fdim(k E)

of graded k E-modules modulo those that are the sum of their finite dimensional
submodules in terms of the category of graded modules over the Leavitt path algebra
of Eo over a field k. Here, k E is the path algebra of E and Eo is the graph without
sources or sinks that are obtained by repeatedly removing all sinks and sources
from E . The full subcategory qgr(kE) of finitely presented objects in QGr(kE) is
triangulated equivalent to the singularity category of the radical square zero algebra
k E/k E≥2; see [28, Theorem 7.2].

The homotopy categories Kac(A-Inj) and Kac(A-Proj) were described as derived
categories of Leavitt path algebras, in the case that A is an algebra with radical
square zero associated to a certain finite directed graph; see [7, Theorem 6.1] and [7,
Theorem 6.2].

In general, it seems very difficult to give an explicit compact generator for the
stable derived category of algebra or the homotopy category of acyclic complexes of
projective modules over an algebra. An explicit compact generator for the homotopy
categoriesKac(A-Inj) andKac(A-Proj), were constructed in [18, 19] respectively, in
the case that the algebra A = k E/k E≥2 is with radical square zero, where E is a
finite directed graph without sources or sinks.

4.2.3 Differential Graded Algebras

Differential graded (dg for short) algebras appeared in [15]. They found applications
in the representation theory of finite dimensional algebras in the seventies; see [9,
27]. The idea to use dg categories to ‘enhance’ triangulated categories goes back
at least to Bondal-Kapranov [5], who were motivated by the study of exceptional
collections of coherent sheaves on projective varieties.

We recall from [14] some notation on differential graded modules. Let A =⊕
n∈Z An be a Z-graded algebra. For a (left) graded A-module M = ⊕

n∈Z Mn ,
elements m in Mn are said to be homogeneous of degree n, denoted by |m| = n.

A differential graded algebra (dg algebra for short) is a Z-graded algebra A with
a differential d : A −→ A of degree one such that d(ab) = d(a)b + (−1)|a|ad(b) for
homogenous elements a, b ∈ A.

A (left) differential graded A-module (dg A-module for short) M is a graded
A-module M = ⊕

n∈Z Mn with a differential dM : M −→ M of degree one such
that dM(a·m) = d(a)·m + (−1)|a|a·dM(m) for homogenous elements a ∈ A and
m ∈ M . A morphism of dg A-modules is a morphism of A-modules preserving
degrees and commuting with differentials. A right differential graded A-module
(right dg A-module for short) N is a right graded A-module N = ⊕

n∈Z N n with a dif-
ferential dN : N −→ N of degree one such that dN (m · a) = dN (m) · a + (−1)|m|m ·
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d(a) for homogenous elements a ∈ A andm ∈ N . Here, we use central dots to denote
the A-module action.

Let B be another dg algebra. Recall that a dg A-B-bimodule M is a left dg
A-module aswell as a right dg B-module such that (a · m) · b = a · (m · b) fora ∈ A,
m ∈ M and b ∈ B.

Let M, N be (left) dg A-modules. We have a Z-graded vector space

HomA(M, N ) =
⊕
n∈Z

HomA(M, N )n

such that each component HomA(M, N )n consists of k-linear maps f : M −→ N
satisfying f (Mi ) ⊆ N i+n for all i ∈ Z and f (a · m) = (−1)n|a|a · f (m) for all
homogenous elements a ∈ A. The differential on HomA(M, N ) sends
f ∈ HomA(M, N )n to dN ◦ f − (−1)n f ◦ dM ∈ HomA(M, N )n+1. Furthermore,
EndA(M) := HomA(M, M) becomes a dg algebrawith this differential and the usual
composition as multiplication. The dg algebra EndA(M) is usually called the dg
endomorphism algebra of M .

We denote by Aopp the opposite dg algebra of a dg algebra A. More precisely,
Aopp = A as graded spaces with the same differential, and the multiplication ‘◦’ on
Aopp is given by a ◦ b = (−1)|a||b|ba.

Let B be another dg algebra. Recall that a right dg B-module is a left dg Bopp-
module via bm = (−1)|b||m|m · b for homogenous elements b ∈ B, m ∈ M . For a dg
A-B-bimodule M , the canonical map A −→ EndBopp(M) is a homomorphism of dg
algebras, sending a to la with la(m) = a · m for a ∈ A and m ∈ M . Similarly, the
canonical map B −→ EndA(M)opp is a homomorphism of dg algebras, sending b to
rb with rb(m) = (−1)|b||m|m · b for homogenous elements b ∈ B and m ∈ M .

A dg A-B-bimodule M is called right quasi-balanced provided that the canonical
homomorphism B −→ EndA(M)opp of dg algebras is a quasi-isomorphism; see [7,
2.2]. Dually a dg A-B-bimodule M is called left quasi-balanced provided that the
canonical homomorphism A −→ EndBopp(M) of dg algebras is a quasi-isomorphism.

Denote byK(A) the homotopy category and by D(A) the derived category of left
dg A-modules; they are triangulated categories with arbitrary coproducts. For a dg
A-B-bimodule M and a left dg A-module N , HomA(M, N ) has a natural structure
of left dg B-module.

Recall that Loc〈M〉 ⊆ K(A) is the smallest triangulated subcategory of K(A)

which contains M and is closed under arbitrary coproducts. If M is a compact object
in Loc〈M〉 and a dg A-B-bimodule which is right quasi-balanced, then we have a
triangle equivalence

HomA(M,−) : Loc〈M〉 ∼−→ D(B),

see [7, Proposition 2.2]; compare [14, 4.3] and [16, Appendix A].



108 H. Li

4.3 The Injective Leavitt Complex of a Finite Graph
Without Sinks

In this section, we recall the construction of the injective Leavitt complex of a finite
graph without sinks and prove that the injective Leavitt complex is not left quasi-
balanced.

4.3.1 The Injective Leavitt Complex

Let E = (E0, E1; s, t) be a finite (directed) graph.Apath in the graph E is a sequence
p = αn · · · α2α1 of edges with t (α j ) = s(α j+1) for 1 ≤ j ≤ n − 1. The length of p,
denoted by l(p), is n. The starting vertex of p, denoted by s(p), is s(α1). The
terminating vertex of p, denoted by t (p), is t (αn). We identify an edge with a path
of length one. We associate to each vertex i ∈ E0 a trivial path ei of length zero. Set
s(ei ) = i = t (ei ). Denote by En the set of all paths in E of length n for each n ≥ 0.
Recall that a vertex of E is a sink if there is no edge starting at it and a vertex of E
is a source if there is no edge terminating at it.

Let E be a finite graph without sinks. For any vertex i ∈ E0, fix an edge γ with
s(γ ) = i . We call the fixed edge the special edge starting at i . For a special edge α,
we set

S(α) = {β ∈ E1 | s(β) = s(α), β 	= α}. (4.1)

We mention that the terminology ‘special edge’ is taken from [1].
The following notion is inspired by a basis for Leavitt path algebra (refer to [1,

13] for the basis).

Definition 4.1 For two paths p = αm · · ·α1 and q = βn · · · β1 in E with m, n ≥ 1,
we call the pair (p, q) an admissible pair in E if t (p) = t (q), and either αm 	= βn ,
or αm = βn is not special. For each path r in E , we define two additional admissible
pairs (r, et (r)) and (et (r), r) in E . �

For each vertex i ∈ E0 and l ∈ Z, set

Bl
i = {(p, q) | (p, q) is an admissible pair with l(q) − l(p) = l and s(q) = i}.

(4.2)
The above set Bl

i is not empty for each vertex i and each integer l; see [18, Lemma
1.2].

Let E be a finite graph without sinks. Set A = k E/k E≥2 to be the corresponding
finite dimensional algebra with radical square zero. Indeed, A = k E0 ⊕ k E1 as a
k-vector space and its Jacobson radical radA = k E1 satisfying (radA)2 = 0.

Denote by Ii = D(ei A) the injective left A-module for each i ∈ E0, where (ei A)A

is the indecomposable projective right A-module and D = Homk(−, k) denotes the
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standard k-duality. Denote by {e�

i } ∪ {α�|α ∈ E1, t (α) = i} the basis of Ii , which is
dual to the basis {ei } ∪ {α|α ∈ E1, t (α) = i} of ei A.

For a set X and an A-module M , the coproduct M (X) will be understood as⊕
x∈X Mζx , where each component Mζx is M . For an element m ∈ M , we use mζx

to denote the corresponding element in Mζx .
For a path p = αn · · · α2α1 in E of length n ≥ 2, we denote by p̂ = αn−1 · · ·α1

and p̃ = αn · · ·α2 the two truncations of p. For an edge α, denote by α̂ = es(α) and
α̃ = et (α).

Definition 4.2 Let E be a finite graph without sinks. The injective Leavitt complex
I• = (Il, ∂ l)l∈Z of E is defined as follows:

(1) the l-th component Il = ⊕
i∈E0 Ii

(Bl
i );

(2) the differential ∂ l : Il −→ Il+1 is given by ∂ l(e�

i ζ(p,q)) = 0 and

∂ l(α�ζ(p,q)) =

⎧⎪⎨
⎪⎩

e�

s(α)ζ( p̂,es(α)) − ∑
β∈S(α)

e�

s(α)ζ(β p̂,β),
if q = ei , p = α p̂

and α is special;
e�

s(α)ζ(p,qα), otherwise,

for any i ∈ E0, (p, q) ∈ Bl
i and α ∈ E1 with t (α) = i . Here, the set S(α) is

defined in (4.1). �

Each componentIl is an injective A-module. The differentials ∂ l are A-module mor-
phisms. Indeed,I• is an acyclic complex of injective A-modules; see [18, Proposition
1.9].

Example 4.1 Let E be the following graph with one vertex and n loops with n ≥ 2.

• α1

α2
α3

αn

Wechooseα1 to be the special edge. Let e be the trivial path corresponding the unique
vertex. Set Bl to be the set of admissible pairs (p, q) in E with l(q) − l(p) = l for
each l ∈ Z. A pair (p, q) of paths lies in Bl if and only if l(q) − l(p) = l and p, q
do not end with α1 simultaneously. In particular, the set Bl is infinite.

The corresponding algebra Awith radical square zerohas a k-basis {e, α1, . . . , αn}.
Set I = D(AA). Then the injective Leavitt complex I• of E is as follows.

· · · −→ I (B−1) ∂−1−→ I (B0) ∂0−→ I (B1) −→ · · ·

Wewrite the differential ∂−1 explicitly: ∂−1(e�ζ(p,q)) = 0, ∂−1(α
�

i ζ(p,q)) = e�ζ(p,qαi )

for 2 ≤ i ≤ n and
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∂−1(α
�
1ζ(p,q)) =

{
e�ζ(e,e) − ∑n

i=2 e�ζ(αi ,αi ), if q = e and p = α1;
e�ζ(p,qα1), otherwise,

for (p, q) ∈ B−1.

Recall that the Leavitt path algebra Lk(E) of a finite graph E is the k-algebra gen-
erated by the set {v | v ∈ E0} ∪ {e | e ∈ E1} ∪ {e∗ | e ∈ E1} subject to the following
relations:

(0) vw = δv,wv for every v, w ∈ E0;
(1) t (e)e = es(e) = e for all e ∈ E1;
(2) e∗t (e) = s(e)e∗ = e∗ for all e ∈ E1;
(3) e f ∗ = δe, f t (e) for all e, f ∈ E1;
(4)

∑
{e∈E1 | s(e)=v} e∗e = v for every v ∈ E0 which is not a sink.

Here, δ is the Kronecker symbol. The relations (3) and (4) are called Cuntz–
Krieger relations. The relation (3) is called (CK1)-relation and (4) is called (CK2)-
relation. The elements α∗ for α ∈ E1 are called ghost arrows.

If p = en · · · e2e1 is a path in E of length n ≥ 1, we define p∗ = e∗
1e∗

2 · · · e∗
n . For

convention, we set v∗ = v for v ∈ E0. We observe by (2) that for paths p, q in E ,
p∗q = 0 for t (p) 	= t (q).

Recall that the Leavitt path algebra is naturally Z-graded by the length of paths.
In what follows, we write B = Lk(E)op, which is the opposite algebra of Lk(E).
Then B is a Z-graded algebra. We view B as a dg algebra with trivial differential.

Consider A = k E/k E≥2 as a dg algebra concentrated on degree zero. Recall
the injective Leavitt complex I• = ⊕

l∈Z Il , which is a left dg A-module. By [18,
Proposition 3.6], I• is a right dg B-module and a dg A-B-bimodule.

The following theorem demonstrates the role of the injective Leavitt complex
in the stable category and establishes a connection between the injective Leavitt
complex and the Leavitt path algebra, which justifies the terminology.

Theorem 4.1 Let E be a finite graph without sinks, and let A = k E/k E≥2 be the
corresponding algebra with radical square zero.

(1) The injective Leavitt complex I• of E is a compact generator for the homotopy
category Kac(A-Inj).

(2) The dg A-B-bimodule I• is right quasi-balanced. In particular, the dg endo-
morphism algebra EndA(I•) is quasi-isomorphic to the Leavitt path algebra
Lk(E). Here, Lk(E) is naturally Z-graded and viewed as a dg algebra with
trivial differential.

For the proof of Theorem 4.1, refer to [18, Theorem 2.13] and [18, Theorem 4.2].
There is a unique right B-module morphism ψ : B −→ I• with

ψ(1) =
∑
i∈E0

e�

i ζ(ei ,ei ).
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Here, 1 is the unit of B. For each edge β ∈ E1, there is a unique right B-module
morphismψβ : B −→ I• withψβ(1) = β�ζ(et (β),et (β)). Let (p, q) be an admissible pair

in E . We have
∑

i∈E0 e�

i ζ(ei ,ei ) · p∗q = e�

s(q)ζ(p,q) and β�ζ(ei ,ei ) · p∗q = δi,s(q)β
�ζ(p,q)

for each edge β ∈ E1 with t (β) = i . It follows that

ψ(p∗q) = e�

s(q)ζ(p,q) and ψβ(p∗q) = δs(q),t (β)β
�ζ(p,q). (4.3)

It follows that ψ is injective and Imψβ
∼= et(β)B for each β ∈ E1. Consider the

gradings of B and I•. We have that ψ and ψβ for β ∈ E1 are right graded B-module
morphisms.

Set 
 = (
ψ (ψβ)β∈E1

) : B ⊕ B(E1) −→ I•. The map 
 is a graded right B-
module morphism.

Lemma 4.1 The above morphism 
 is surjective and the injective Leavitt complex
I• of E is a graded projective right B-module.

Proof For each i ∈ E0, l ∈ Z and (p, q) ∈ Bl
i , we have that e�

i ζ(p,q) = ψ(p∗q) and
α�ζ(p,q) = ψα(p∗q) for each edge α ∈ E1 with t (α) = i . Then 
 is surjective and
I• = Im
. Observe that Im
 = Imψ + ∑

β∈E1 Imψβ = Imψ ⊕ (⊕β∈E1 Imψβ).
Then Im
 ∼= B ⊕ (⊕β∈E1et(β)B) and we are done. �

The following observation implies that the dg A-B-bimodule I• is not left quasi-
balanced. In otherwords, the canonical dg algebra homomorphism A −→ EndBopp(I•)
is not a quasi-isomorphism. Indeed, we infer from the observation that the dg endo-
morphism algebra EndBopp(I•) is acyclic.

Proposition 4.1 We have that I• = 0 in the homotopy category of right dg B-
modules.

Proof Recall from (4.3) the right B-module morphisms ψ and ψβ for β ∈ E1. For
each l ∈ Z, the set {e�

i ζ(p,q), α
�ζ(p,q) | i ∈ E0, (p, q) ∈ Bl

i and α ∈ E1 with t (α) =
i} is a k-basis of Il . We define a k-linear map hl : Il −→ Il−1 such that

{
hl(α�ζ(p,q)) = 0;
hl(e�

i ζ(p,q)) = ∑
{β∈E1 | s(β)=i} ψβ(p∗qβ∗),

for each i ∈ E0, l ∈ Z, (p, q) ∈ Bl
i , and α ∈ E1 with t (α) = i . Here, p∗qβ∗ is the

multiplication of p∗q and β∗ in Lk(E). For any element b ∈ Lk(E)l ei , we have

hl(ψ(b)) =
∑

{β∈E1 | s(β)=i}
ψβ(bβ∗).

Recall that ψ and ψβ for β ∈ E1 are right B-module morphisms. Then we have that
h = (hl)l∈Z is a right graded B-module morphism of degree −1. In other words, we
have h ∈ EndBopp(I•)−1.
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It suffices to prove that

∂ l−1 ◦ hl + hl+1 ◦ ∂ l = IdIl for each l ∈ Z. (4.4)

For each i ∈ E0, l ∈ Z and (p, q) ∈ Bl
i , we have that

(∂ l−1 ◦ hl + hl+1 ◦ ∂ l)(e�

i ζ(p,q))

=
∑

{β∈E1 | s(β)=i}(∂
l−1 ◦ ψβ)(p∗qβ∗)

=
∑

{β∈E1 | s(β)=i} ψ(p∗qβ∗β)

= e�

i ζ(p,q),

where the second equality uses [18, Lemma 3.7] and the last equality uses the (CK2)-
relation for the Leavitt path algebra. Similarly, we have

(∂ l−1 ◦ hl + hl+1 ◦ ∂ l)(α�ζ(p,q))

= hl+1((∂ l ◦ ψα)(p∗q))

= hl+1(ψ(p∗qα))

=
∑

{β∈E1 | s(β)=s(α)} ψβ(p∗qαβ∗)

= α�ζ(p,q)

for α ∈ E1 with t (α) = i . Here, the last equality uses the (CK1)-relation for the
Leavitt path algebra. �

Remark 4.1 Note that the Eq. (4.4) implies that the injective Leavitt complex I is
acyclic.

4.3.2 The Independence of the Injective Leavitt Complex

We show that the definition of the injective Leavitt complex of E is independent of
the choice of special edges in E .

Denote by S and S′ two different sets of special edges of E . For each i ∈ E0 and
l ∈ Z, let Bl

i and (Bl
i )

′ be the corresponding sets of admissible pairs with respect
to S and S′ respectively; see (4.6). Define a map �li : Bl

i −→ (Bl
i )

′ such that for
(p, q) ∈ Bl

i

�li ((p, q)) =
{

(α p̂, αq̂), if p = α′ p̂, q = α′q̂ and α′ ∈ S′;
(p, q), otherwise,
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where α ∈ S with s(α) = s(α′). The map �li : Bl
i −→ (Bl

i )
′ is a bijection. In fact, the

inverse map of �li can be defined symmetrically.
Denote by I• = (Il, ∂ l)l∈Z and I•′ = (Il ′, (∂ l)′)l∈Z the injective Leavitt com-

plexes of E with S and S′ sets of special edges, respectively. Let �′ be the k-basis
of Lk(E) given by [1, Theorem 1] and [13, Corollary 17] with S′ the set of special
edges.

Recall that B = Lk(E)op. The maps ψ ′ : B −→ I•′, p∗q �→ e�

s(q)ζ(p,q) and ψ ′
β :

B −→ I•′, p∗q �→ δs(q),t (β)β
�ζ(p,q) for p∗q ∈ �′ and β ∈ E1 are graded right B-

module morphisms.
For each l ∈ Z, define a k-linear map ωl : Il −→ (Il)′ such that ωl(e�

i ζ(p,q)) =
ψ ′(p∗q) and ωl(α�ζ(p,q)) = ψ ′

α(p∗q) for i ∈ E0 and (p, q) ∈ Bl
i and α ∈ E1 with

t (α) = i . Let ω• = (ωl)l∈Z : I• −→ I•′. By definitions we have ω• ◦ ψ = ψ ′ and
ω• ◦ ψβ = ψ ′

β for each edge β ∈ E1. Then we have ω• ◦ 
 = 
 ′ with 
 ′ =(
ψ ′ (ψ ′

β)β∈E1

) : B ⊕ B(E1) −→ I•′ a morphism of graded right B-modules.

Proposition 4.2 (1) The above map ω• : I• −→ I•′ is an isomorphism of complexes
of A-modules.

(2) The above map ω• : I• −→ I•′ is an isomorphism of right dg B-modules.

Proof (1) We can directly check that ωl is an A-module map for each l ∈ Z.
The inverse map of ωl can be defined symmetrically. We have that ωl is
an isomorphism of A-modules for each l ∈ Z. It remains to prove that ω•
is a chain map of complexes. For each i ∈ E0, l ∈ Z and (p, q) ∈ Bl

i , since
((∂ l)′ ◦ ωi )(e�

i ζ(p,q)) = 0 = (ωl+1 ◦ ∂ l)(e�

i ζ(p,q)), it suffices to prove that ((∂ l)′ ◦
ωl)(α�ζ(p,q)) = (ωl+1 ◦ ∂ l)(α�ζ(p,q)) for α ∈ E1 with t (α) = i . By [18, Lemma
3.7], we have that ((∂ l)′ ◦ ωl)(α�ζ(p,q)) = (∂ l)′(ψ ′

α(p∗q)) = ψ ′(p∗qα) and
(ωl+1 ◦ ∂ l)(α�ζ(p,q)) = ωl+1(ψ(p∗qα)) = ψ ′(p∗qα). Then we are done.

(2) It remains to prove thatω• is a graded right B-modulemorphism. By Lemma 4.1,
there exists a graded right B-module morphism� : I• −→ B ⊕ B(E1) such that

 ◦ � = IdI• . Since ω• ◦ 
 = 
 ′, we have that ω• = ω• ◦ (
 ◦ �) = 
 ′ ◦ �

is a composition of graded right B-module morphisms. �

4.4 The Projective Leavitt Complex of a Finite Graph
Without Sources

In this section, we recall the construction of the projective Leavitt complex of a
finite graph without sources and prove that the projective Leavitt complex is not left
quasi-balanced.
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4.4.1 The Projective Leavitt Complex

Let E be a finite graph without sources. For a vertex i ∈ E0, fix an edge γ with
t (γ ) = i .Wecall thefixed edge theassociated edge terminating at i . For an associated
edge α, we set

T (α) = {β ∈ E1 | t (β) = t (α), β 	= α}. (4.5)

Definition 4.3 For two paths p = αm · · ·α2α1 and q = βn · · · β2β1 with m, n ≥ 1,
we call the pair (p, q) an associated pair in E if s(p) = s(q), and either α1 	= β1,
or α1 = β1 is not associated. In addition, we call (p, es(p)) and (es(p), p) associated
pairs in E for each path p in E . �

For each vertex i ∈ E0 and l ∈ Z, set

�l
i = {(p, q) | (p, q) is an associated pair with l(q) − l(p) = l and t (p) = i}.

(4.6)
The set �l

i is not empty for each vertex i and each integer l; see [19, Lemma 2.2].
Recall that A = k E/k E≥2 is a finite dimensional algebrawith radical square zero.

Denote by Pi = Aei the indecomposable projective left A-module for i ∈ E0.

Definition 4.4 Let E be a finite graph without sources. The projective Leavitt com-
plex P• = (Pl, δl)l∈Z of E is defined as follows:
(1) the l-th component Pl = ⊕

i∈E0 Pi
(�l

i ).
(2) the differential δl : Pl −→ Pl+1 is given by δl(αζ(p,q)) = 0 and

δl(eiζ(p,q)) =
{

βζ( p̂,q), if p = β p̂;∑
{β∈E1 | t (β)=i} βζ(es(β),qβ), if l(p) = 0,

for any i ∈ E0, (p, q) ∈ �l
i and α ∈ E1 with s(α) = i . �

Each componentPl is a projective A-module and the differential δl is an A-module
morphism. P• is an acyclic complex of projective A-modules; see [19, Proposition
2.7].

Example 4.2 Let E be the following graph with one vertex and n loops with n ≥ 2.

• α1

α2
α3

αn

We choose α1 to be the associated edge. Let e be the trivial path corresponding the
unique vertex. Set�l to be the set of associated pairs (p, q) in E with l(q) − l(p) = l
for each l ∈ Z. A pair (p, q) of paths lies in �l if and only if l(q) − l(p) = l and
p, q do not begin with α1 simultaneously. In particular, the set �l is infinite.
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The corresponding algebra Awith radical square zerohas a k-basis {e, α1, . . . , αn}.
Set P = A. Then the projective Leavitt complex P• of E is as follows.

· · · −→ P (�0) δ0−→ P (�1) δ1−→ P (�2) −→ · · ·

We write the differential δ1 explicitly: δ1(eζ(p,q)) =
{

βζ( p̂,q), if p = β p̂;∑n
i=1 αiζ(e,qαi ), if l(p) = 0,

δ1(α jζ(p,q)) = 0 for 1 ≤ j ≤ n and (p, q) ∈ �1.

For notation, Eop is the opposite graph of E . For a path p in E , denote by pop the
corresponding path in Eop. The starting and terminating vertices of pop are t (p) and
s(p), respectively. For convention, eopj = e j for each vertex j ∈ E0.

In what follows, we write B = Lk(Eop), which is a Z-graded algebra. We view
B as a dg algebra with trivial differential.

Consider A = k E/k E≥2 as a dg algebra concentrated on degree zero. The pro-
jective Leavitt complex P• = ⊕

l∈Z Pl is a left dg A-module. By [19, Proposition
4.6], P• is a right dg B-module and a dg A-B-bimodule.

The following theorem establishes a connection between the projective Leavitt
complex and the Leavitt path algebra, which justifies the terminology.

Theorem 4.2 Let E be a finite graph without sources, and let A = k E/k E≥2 be the
corresponding algebra with radical square zero.

(1) The projective Leavitt complex P• of E is a compact generator for the homotopy
category Kac(A-Proj).

(2) The dg A-B-bimodule P• is right quasi-balanced. In particular, the opposite
dg endomorphism algebra of the projective Leavitt complex of E is quasi-
isomorphic to the Leavitt path algebra Lk(Eop). Here, Eop is the opposite graph
of E; Lk(Eop) is naturally Z-graded and viewed as a dg algebra with trivial
differential.

For the proof of Theorem II, refer to [19, Theorem 3.7] and [19, Theorem 5.2].
There is a unique right B-module morphism φ : B −→ P• with

φ(1) =
∑
i∈E0

eiζ(ei ,ei ).

Here, 1 is the unit of B. For each edge β ∈ E1, there is a unique right B-module
morphismφβ : B −→ P• withφβ(1) = βζ(es(β),es(β)). Let (p, q) be an associated pair in
E . We have

∑
i∈E0 eiζ(ei ,ei ) · (pop)∗qop = et (p)ζ(p,q); and βζ(es(β),es(β)) · (pop)∗qop =

δs(β),t (p)βζ(p,q) for each edge β ∈ E1; see [19, Lemma 4.5]. It follows that

φ((pop)∗qop) = et (p)ζ(p,q) and φβ((pop)∗qop) = δt (p),s(β)βζ(p,q). (4.7)
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It follows that φ is injective and Imφβ
∼= es(β)B for each β ∈ E1. Consider the grad-

ings of B and P•. We have that φ and φβ for β ∈ E1 are right graded B-module
morphisms.

Set� = (
φ (φβ)β∈E1

) : B ⊕ B(E1) −→ P•. Themap� is a graded right B-module
morphism.

Lemma 4.2 The above morphism � is surjective and the projective Leavitt complex
P• of E is a graded projective right B-module.

Proof For each i ∈ E0, l ∈ Z and (p, q) ∈ �l
i , we have that eiζ(p,q) = φ((pop)∗qop)

and αζ(p,q) = φα((pop)∗qop) for each edge α ∈ E1 with s(α) = i . Then � is surjec-
tive and P• = Im�. Observe that Im� = Imφ + ∑

β∈E1 Imφβ = Imφ ⊕
(⊕β∈E1Imφβ). Then Im� ∼= B ⊕ (⊕β∈E1es(β)B) and we are done. �

We prove that the dg A-B-bimodule P• is not left quasi-balanced. In other
words, the canonical dg algebra homomorphism A −→ EndBopp(P•) is not a quasi-
isomorphism. Indeed, we infer from the observation that the dg endomorphism alge-
bra EndBopp(P•) is acyclic.

Proposition 4.3 We have that P• = 0 in the homotopy category of right dg B-
modules.

Proof Recall from (4.7) the right B-module morphisms φ and φβ for β ∈ E1. For
each l ∈ Z, the set {eiζ(p,q), αζ(p,q) | i ∈ E0, (p, q) ∈ �l

i and α ∈ E1 with
s(α) = i} is a k-basis of Pl . We define a k-linear map hl : Pl −→ Pl−1 such that
hl(eiζ(p,q)) = 0 and

hl(αζ(p,q)) =

⎧⎪⎨
⎪⎩

et (α)ζ(et (α) ,̃q) − ∑
β∈T (α) et (α)ζ(β,̃qβ); if l(p) = 0, q = q̃α

and α is associated;
et (α)ζ(αp,q), otherwise.

for each i ∈ E0, l ∈ Z, (p, q) ∈ �l
i , and α ∈ E1 with s(α) = i . It follows that

hl(φα((pop)∗qop)) = φ((αop)∗(pop)∗qop). For any element b ∈ ei Lk(E)l , we have

hl(φα(b) = φ((αop)∗b). (4.8)

Here, (αop)∗b is the multiplication of b and (αop)∗ in B = Lk(Eop). Recall that φ

and φα for α ∈ E1 are right B-module morphisms. Then we have that h = (hl)l∈Z
is right graded B-module morphisms of degree −1. In other words, we have h ∈
EndBopp(P•)−1.

It suffices to prove that

δl−1 ◦ hl + hl+1 ◦ δl = IdPl for each l ∈ Z. (4.9)

For each i ∈ E0, l ∈ Z and (p, q) ∈ �l
i , we have that
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(δl−1 ◦ hl + hl+1 ◦ δl)(eiζ(p,q))

= 0 + hl+1(δl(eiζ(p,q)))

=
{

hl+1(βζ( p̂,q)); if p = β p̂;
hl+1(

∑
{γ∈E1 | t (γ )=i} γ ζ(es(γ ),qγ )), if l(p) = 0.

= eiζ(p,q)

where the last equality uses the definition of hl+1. Similarly, we have

(δl−1 ◦ hl + hl+1 ◦ δl)(αζ(p,q))

= (δl−1 ◦ hl)(αζ(p,q))

= δl−1
(
(hl ◦ φα)((pop)∗qop)

)
= δl−1(φ((αop)∗(pop)∗qop))

=
∑

β∈E1 | t (β)=t (α)

φβ(βop(αop)∗(pop)∗qop)

= αζ(p,q)

for α ∈ E1 with s(α) = i . Here, the third equality uses (4.8), the fourth equality uses
[19, Lemma 4.7], and the second last equality uses the (CK1)-relation for the Leavitt
path algebra Lk(Eop). �

Remark 4.2 Note that Eq. (4.9) implies that the projective Leavitt complex P• is
acyclic.

4.4.2 The Independence of the Projective Leavitt Complex

We show that the definition of the projective Leavitt complex of E is independent of
the choice of associated edges in E .

Denote by H and H ′ two different sets of associated edges of E . For each i ∈ E0

and l ∈ Z, let �l
i and �l

i
′
be the corresponding sets of associated pairs with respect

to H and H ′ respectively; see (4.6). Define a map τli : �l
i −→ �l

i
′
such that for

(p, q) ∈ �l
i

τli ((p, q)) =
{

( p̃α, q̃α), if p = p̃α′, q = q̃α′ and α′ ∈ H ′;
(p, q), otherwise,

where α ∈ H with t (α) = t (α′). The map τli : �l
i −→ �l

i
′
is a bijection. In fact, the

inverse map of τli can be defined symmetrically.
Denote byP• = (Pl , δl)l∈Z andP•′ = ((Pl)′, (δl)′)l∈Z the projective Leavitt com-

plexes of E with H and H ′ sets of associated edges, respectively.
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Recall that B = Lk(Eop). The maps φ′ : B −→ P•′, (pop)∗qop �→ et (p)ζ(p,q) and
φ′

β : B −→ P•′, (pop)∗qop �→ δt (p),s(β)βζ(p,q) with (p, q) an associated pair and
β ∈ E1 are graded right B-module morphisms.

For each l ∈ Z, define a k-linear map θ l : Pl −→ (Pl)′ such that θ l(eiζ(p,q)) =
φ′((pop)∗qop) and θ l(αζ(p,q)) = φ′

α((pop)∗qop) for i ∈ E0 and (p, q) ∈ �l
i and

α ∈ E1 with s(α) = i . Let θ• = (θ l)l∈Z : P• −→ P•′. By definitions we have θ• ◦
φ = φ′ and θ• ◦ φβ = φ′

β for each edge β ∈ E1. Then we have θ• ◦ � = �′ with
�′ = (

φ′ (φ′
β)β∈E1

) : B ⊕ B(E1) −→ P•′ a morphism of graded right B-modules.

Proposition 4.4 (1) The above map θ• : P• −→ P•′ is an isomorphism of complexes
of A-modules.

(2) The above map θ• : P• −→ P•′ is an isomorphism of right dg B-modules.

Proof (1) We can directly check that θ l is an A-module map for each l ∈ Z. The
inverse map of θ l can be defined symmetrically.We have that θ l is an isomorphism of
A-modules for each l ∈ Z. It remains to prove that θ• is a chain map of complexes.
For each i ∈ E0, l ∈ Z and (p, q) ∈ �l

i , since ((δl)′ ◦ θ i )(αζ(p,q)) = 0 = (θ l+1 ◦
δl)(αζ(p,q)), it suffices to prove that ((δl)′ ◦ θ l)(eiζ(p,q)) = (θ l+1 ◦ δl)(eiζ(p,q)) for
α ∈ E1 with s(α) = i . By [19, Lemma 4.7], we have that

((δl)′ ◦ θ l)(eiζ(p,q)) = (δl)′(φ′((pop)∗qop)) =
∑

{β∈E1 | t (β)=i}
φ′

β(αop(pop)∗qop))

and

(θ l+1 ◦ δl)(eiζ(p,q)) =
{

φ′
α1

(α
op
1 (pop)∗qop)), if p = α1 p̂;∑

{β∈E1 | t (β)=i} φ′
β(αop(pop)∗qop)), if l(p) = 0.

=
∑

{β∈E1 | t (β)=i}
φ′

β(αop(pop)∗qop)).

Then we are done.
(2) It remains to prove that θ• is a graded right B-module morphism. By Lemma

4.2, there exists a graded right B-module morphism � : P• −→ B ⊕ B(E1) such
that � ◦ � = IdP• . Since θ• ◦ � = �′, we have that θ• = θ• ◦ (� ◦ �) = �′ ◦ � is
a composition of graded right B-module morphisms. �
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Chapter 5
A Survey on the Ideal Structure
of Leavitt Path Algebras

Müge Kanuni and Suat Sert

5.1 Introduction

Leavitt path algebras are introduced independently by Abrams and Aranda Pino
in [3] and by Ara, Moreno and Pardo in [6] around 2005. When the Leavitt path
algebra is defined over the complex field it is the dense subalgebra of the graph
C∗-algebra. (For a comprehensive survey on the graph C∗-algebras by Raeburn, see
[11]). This close connection between algebra and analysis flourished with many
similar results on the algebraic and analytic structures. A survey article by Abrams
[1] summarized this interaction, also listed the similarities/differences of algebraic
and analytic results giving an extensive list of references. This topic attracted the
interest of many mathematicians immediately as the structure reveals itself in the
graph properties on which it is constructed. Leavitt path algebras produced examples
to answer somewell-known open problems. Hence, hundreds of papers are published
within a decade.

For a detailed discussion onLeavitt path algebras, interactionswith various topics,
we refer the interested reader to a well-written introductory level book published in
2017 by Abrams, Ara, and Siles Molina [2] which covers most of the literature.

Our main aim in this article is to focus only on the prime, primitive, and maximal
two-sided ideals of Leavitt path algebras over a field, we gather and cite the known
results that are either included in the book [2] or some recent to appear results [9,
14]. To keep the survey short and to avoid overlap with other expository papers, we
did not include many other important and interesting topics in the ideal structure of
Leavitt path algebras. We also did not extend the discussion to the results on Leavitt
path algebras over commutative rings.
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5.2 Preliminaries

The first section consists of preliminary definitions all of which can be found in the
book [2].

5.2.1 Graph Theory

We first start with the basic definitions on graphs that is the main discrete structure
of our interest. In this paper, E = (E0, E1, s, r) will denote a directed graph with
vertex set E0, edge set E1, source function s, and range function r . In particular, the
source vertex of an edge e is denoted by s(e), and the range vertex by r(e). The graph
E is called finite if both E0 and E1 are finite sets, and called row-finite if every vertex
emits only finitely many edges. A vertex which emits infinitely many edges is called
an infinite emitter. A sink is a vertex v for which the set s−1(v) = {e ∈ E1 | s(e) = v}
is empty, i.e., emits no edges. A vertex is a regular vertex if it is neither a sink nor
an infinite emitter.

A proper pathμ is a sequence of edgesμ = e1e2...en such that s(ei ) = r(ei−1) for
i = 2, ..., n. Any vertex is considered to be a trivial path of length zero. The length
of a path μ is the number of edges forming the path, i.e. l(μ) = n and the set of all
paths is denoted by Path(E). If n = l(μ) ≥ 1, and v = s(μ) = r(μ), thenμ is called
a closed path based at v. Again, μ is a closed simple path based at v if s(e j ) �= v for
every j > 1. If μ = e1e2...en is a closed path based at v and s(ei ) �= s(e j ) for every
i �= j , then μ is called a cycle based at v. An exit for a path μ = e1 . . . en is an edge
e such that s(e) = s(ei ) for some i and e �= ei . A cycle of length 1 is called a loop.
A graph E is said to be acyclic in case it does not have any closed paths based at any
vertex of E .

There are some graph properties that deserve to be named which will be used in
the sequel.

Definition 5.1 For v,w ∈ E0, we write v ≥ w in case there is a path μ ∈ Path(E)

such that s(μ) = v and r(μ) = w.
If v ∈ E0 then the tree of v, denoted T (v), is the set

T (v) = {w ∈ E0 | v ≥ w}.

Also, define M(v) = {w ∈ E0 : w ≥ v}.
Definition 5.2 A graph E satisfies Condition (K ) if for each v ∈ E0 which lies on
a closed simple path, there exist at least two distinct closed simple paths α, β based
at v.

A graph E satisfies Condition (L) if every cycle in E has an exit.
A cycle c in a graph E is called a cycle without K , if no vertex on c is the base of

another distinct cycle in E (where distinct cycles possess different sets of edges).
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A graph E satisfies the Countable Separation Property, if there exists a countable
set S of vertices in E such that, for each vertex u ∈ E , there exists w ∈ S for which
u ≥ w.

A graph E is said to be countably directed if there is a non-empty atmost countable
subset S of E0 such that, for any two u, v ∈ E0, there is a w ∈ S such that u ≥ w
and v ≥ w.

Definition 5.3 Let E be a graph, and H ⊆ E0. H is hereditary if whenever v ∈ H
and w ∈ E0 for which v ≥ w, then w ∈ H .

H is saturated if whenever a regular vertex v has the property that {r(e)|e ∈
E1, s(e) = v} ⊆ H , then v ∈ H .

We denote HE the set of those subsets of E0 which are both hereditary and
saturated.

For a given graph, there are many different new graph constructions that play a role
in the ideal theory of Leavitt path algebras.

Definition 5.4 (The restriction graph EH ) Let E be an arbitrary graph, and let H
be a hereditary subset of E0. We denote by EH the restriction graph:

E0
H := H, E1

H := {e ∈ E1|s(e) ∈ H},

and the source and range functions in EH are the source and range functions in E ,
restricted to H .

(The quotient graph by a hereditary subset E/H ) Let E be an arbitrary graph,
and let H be a hereditary subset of E0. We denote by E/H the quotient graph of E
by H , defined as follows:

(E/H)0 = E0\H, and (E/H)1 = {e ∈ E1|r(e) /∈ H}.

The range and source functions for E/H are defined by restricting the range and
source functions of E to (E/H).

(The hedgehog graph for a hereditary subset FE (H)) Let E be an arbitrary
graph. Let H be a non-empty hereditary subset of E0. We denote by FE (H) the set

FE (H) = {α ∈ Path(E)|α = e1....en, with s(e1) ∈ E0\H, r(ei ) ∈ E0\H for all

1 ≤ i < n, and r(en) ∈ H}

We denote by FE (H) another copy of FE (H). If α ∈ FE (H), we will write α to refer
to a copy of α in FE (H). We define the graph H E = (H E0,H E1, s ′, r ′) as follows:

H E
0 = H ∪ FE (H), and H E

1 = {e ∈ E1|s(e) ∈ H} ∪ FE (H).

The source and range functions s ′ and r ′ are defined by setting s ′(e) = s(e) and
r ′(e) = r(e) for every e ∈ E1 such that s(e) ∈ H ; and by setting s ′(α) = α and
r ′(α) = r(α) for all α ∈ FE (H).
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Intuitively, FE (H) can be viewed as H , together with a new vertex corresponding
to each path in E which ends at a vertex in H , but for which none of the previous
edges in the path ends at a vertex in H . For every such new vertex, a new edge is
added going into H . In FE (H), the only paths entering the subgraph H have common
length 1; (the new graph looks like a hedgehog where the body is H and the quills
are the edges into H ).

Example 5.1 Consider the graph E below and take the hereditary saturated subset
H = {v,w},

•u •v •w

The restriction graph is
EH

•v •w

The quotient graph E/H is
E/H

•u

Example 5.2 Consider the graph E below and take the hereditary saturated subset
H = {v,w},

•ue
f •v •w

The hedgehog graph H E is

•e2 f
e2 f

· · · •en f
en f

•e f e f •v •w

• f

f

When we have infinite emitters in a graph, the graph is not row-finite and we need
to introduce the notion of breaking vertices.

Definition 5.5 Let E be an arbitrary graph and K be any field. Let H be a hereditary
subset of E0, and let v ∈ E0. We say that v is a breaking vertex of H if v belongs to
the set

BH := {v ∈ E0\H | v is an infinite emitter and 0 < |s−1(v) ∩ r−1(E0\H)| < ∞}.
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In words, BH consists of those vertices of E which are infinite emitters, which do
not belong to H , and for which the ranges of the edges they emit are all, except for
a finite (but non-zero) number, inside H . For v ∈ BH , we define the element vH of
LK (E) by setting

vH := v −
∑

e∈s−1(v)∩r−1(E0\H)

ee∗.

We note that any such vH is homogeneous of degree 0 in the standard Z-grading on
LK (E). For any subset S ⊆ BH , we define SH ⊆ LK (E) by setting SH = {vH |v ∈
S}. Given a hereditary saturated subset H and a subset S ⊂ BH , (H, S) is called an
admissible pair. Given an admissible pair (H, S), the ideal generated by H ∪ SH is
denoted by I (H, S).

Now, the new graph constructions that we defined in definition 5.4, can be extended
to graphs with infinite emitters.

Definition 5.6 (Thequotient graph E/(H, S)) Let E be an arbitrary graph, H ∈ HE ,
and S ⊆ BH . We denote by E/(H, S) the quotient graph of E by (H, S), defined as
follows:

(E/(H, S))0 = (E0\H) ∪ {v′|v ∈ BH\S},

(E/(H, S))1 = {e ∈ E1|r(e) /∈ H} ∪ {e′|e ∈ E1 and r(e) ∈ BH\S},

and range and sourcemaps in E/(H, S) are defined by extending the range and source
maps in E when appropriate, and in addition setting s(e′) = s(e) and r(e′) = r(e)′.

(The generalized hedgehog graph construction (H,S)E) Let E be an arbitrary
graph, H a non-empty hereditary subset of E , and S ⊆ BH . We define

F1(H, S) := {α ∈ Path(E)|α = e1...en, r(en) ∈ H and s(en) /∈ H ∪ S}, and

F2(H, S) := {α ∈ Path(E)| |α| ≥ 1 and r(α) ∈ S}.

For i = 1, 2 we denote a copy of Fi (H, S) by Fi (H, S). We define the graph (H,S)E
as follows:

(H,S)E
0 := H ∪ S ∪ F1(H, S) ∪ F2(H, S), and

(H,S)E
1 := {e ∈ E1|s(e) ∈ H} ∪ {e ∈ E1|s(e) ∈ S and r(e) ∈ H} ∪ F1(H, S) ∪ F2(H, S).

The range and source map for (H,S)E are described by extending r and s to (H,S)E1,
and by defining r(α) = α and s(α) = α for all α ∈ F1(H, S) ∪ F2(H, S).

Definition 5.7 A graph F is a subgraph of a graph E , if F0 ⊂ E0 and F1 ⊂ E1

where for any f ∈ F1, s( f ), r( f ) ∈ F0.
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A subgraph F of a graph E is called full in case for each v,w ∈ F0,

{ f ∈ F1|s( f ) = v, r( f ) = w} = {e ∈ E1|s(e) = v, r(e) = w}.

In other words, the subgraph F is full in case whenever two vertices of E are in the
subgraph, then all of the edges connecting those two vertices in E are also in F .

A non-empty full subgraph M of E is a maximal tail if it satisfies the following
properties:

(MT – 1) If v ∈ E0,w ∈ M0 and v ≥ w, then v ∈ M0;
(MT – 2) If v ∈ M0 and s−1

E (v) �= ∅, then there exists e ∈ E1 such that s(e) = v and
r(e) ∈ M0; and

(MT – 3) If v,w ∈ M0, then there exists y ∈ M0 such that v ≥ y and w ≥ y.

Condition MT − 3 is now more commonly called downward directedness in litera-
ture, however we will use the term MT − 3 for consistency throughout the text.

5.2.2 Leavitt Path Algebra

Definition 5.8 Given an arbitrary graph E and a field K , the Leavitt path algebra
LK (E) is defined to be the K -algebra generated by a set {v : v ∈ E0} of pair-wise
orthogonal idempotents together with a set of variables {e, e∗ : e ∈ E1}which satisfy
the following conditions:

(1) s(e)e = e = er(e) for all e ∈ E1.
(2) r(e)e∗ = e∗ = e∗s(e) for all e ∈ E1.
(3) (CK-1 relations) For all e, f ∈ E1, e∗e = r(e) and e∗ f = 0 if e �= f .
(4) (CK-2 relations) For every regular vertex v ∈ E0,

v =
∑

e∈E1, s(e)=v

ee∗.

The Leavitt path algebra is spanned as a K -vector space by the set of monomials

{γ λ∗|γ, λ ∈ Path(E) such that r(γ ) = r(λ)}

That is, any x ∈ LK (E),

x =
n∑

i=1

kiγiλ
∗
i for any ki ∈ K , γi , λi ∈ Path(E).

Some familiar rings appear as examples of Leavitt path algebras, for instance:
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Example 5.3 Take the graph E as

•v1 e1 •v2 •vn−1
en−1 •vn

LK (E) ∼= Mn(K ).

Example 5.4 Take the graph R1 as

•v e

In this case, LK (R1) ∼= K [x, x−1] via v �→ 1, e �→ x, e∗ �→ x−1.

Example 5.5 For n ≥ 2, consider the graph

Rn = •v e1

e2
e3

en

...

Then LK (Rn) ∼= LK (1, n) which is Leavitt algebra of type (1, n).

Recall that a ring R is said to have a set of local units F , where F is a set of
idempotents in R having the property that, for each finite subset r1, . . . , rn of R,
there exists f ∈ F with f ri f = ri for all 1 ≤ i ≤ n. A ring R with unit 1 is, clearly,
a ring with a set of local units where F = {1}.

In the case of Leavitt path algebras, for each x ∈ LK (E) there exists a finite set of
distinct vertices V (x) for which x = f x f , where f = ∑

v∈V (x) v. When E0 is finite,

LK (E) is a ring with unit element 1 =
∑

v∈E0

v. Otherwise, LK (E) is not a unital ring,

but is a ring with local units consisting of sums of distinct elements of E0.
One of the most important properties of the class of Leavitt path algebras is that

each LK (E) is a Z-graded K -algebra. that is, LK (E) =
⊕

n∈Z
Ln induced by defining,

for all v ∈ E0 and e ∈ E1, deg(v) = 0, deg(e) = 1, deg(e∗) = −1. Further, for each
n ∈ Z, the homogeneous component Ln is given by

Ln = {∑
kiαiβ

∗
i ∈ L : l(αi ) − l(βi ) = n, ki ∈ K , αi , βi ∈ Path(E)

}
.

An ideal I of LK (E) is said to be a graded ideal if I =
⊕

n∈Z
(I ∩ Ln). In the sequel,

all ideals of our concern will be two-sided.
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5.3 Ideals in Leavitt Path Algebras

Recall that an (not necessarily unital) algebra R is called simple, if R2 �= 0 and R
has no proper non-trivial ideals. Simple Leavitt path algebras are characterized in
[3] by Abrams and Aranda Pino.

Theorem 5.1 Let E be an arbitrary graph and K be any field. Then LK (E) is simple
if and only if E has Condition (L) and the only hereditary saturated subsets of E0

are ∅ and E0.

In a Leavitt path algebra, the intersection of any ideal with the set of vertices is
always a hereditary set.

Lemma 5.1 ([3, Lemma 3.9]) Let E be an arbitrary graph, K be any field and N
be an ideal of LK (E). Then N ∩ E0 ∈ HE .

N ∩ E0 may very well be the empty set, however if the Leavitt path algebra is over a
graph that satisfies Condition (L) then N definitely contains a vertex (an idempotent).

Proposition 5.1 ([3, Corollary 3.8]) Let E be an arbitrary graph satisfying Condi-
tion (L) and K be any field. Then every non-zero ideal of LK (E) contains a vertex.

Proposition 5.2 Let E be an arbitrary graph, K be any field and H be a hereditary
subset of E0. Then there is a Z-graded monomorphism ϕ from LK (EH ) into LK (E)

via v �→ v, e �→ e, e∗ �→ e∗ for all v ∈ E0
H , e ∈ E1

H .

We give a description of the elements in the ideal generated by a hereditary subset
of vertices.

Lemma 5.2 ([15, Lemma 5.6]) Let E be an arbitrary graph and K be any field.
(i) Let H be a hereditary subset of E0. Then the ideal I(H) is

I (H) = spanK ({γ λ∗|γ, λ ∈ Path(E) such that r(γ ) = r(λ) ∈ H})

=
{ n∑

i=1

kiγiλ
∗
i |n ≥ 1, ki ∈ K , γi , λi ∈ Path(E) such that r(γi ) = r(λi ) ∈ H

}

(ii) Let H be a hereditary subset of E0 and S a subset of BH . Then the ideal

I (H, S) = spanK ({γ λ∗|γ, λ ∈ Path(E) such that r(γ ) = r(λ) ∈ H})

+spanK ({αvHβ∗|α, β ∈ Path(E) and v ∈ S}).

5.3.1 Graded Ideals

First, we mention the result on graded simplicity, that is when LK (E) has no non-
trivial graded ideals. As stated in [2, Corollary 2.5.15], LK (E) is graded simple if and
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only if the only hereditary saturated subsets of E0 are ∅ and E0. A typical example
of a graded simple Leavitt path algebra is K [x, x−1], see Example 5.4. However,
since 〈1 + x〉 is a (non-graded) ideal, K [x, x−1] is not simple. Hence, it is possible
to have non-trivial non-graded ideals in a graded simple ring.

Now, we are ready to describe the graded ideals in Leavitt path algebras which is
in [7, Remark 2.2].

Theorem 5.2 Let E be an arbitrary graph and K be any field. Then every graded
ideal N of LK (E) is generated by H ∪ SH , where H = N ∩ E0 ∈ HE , and S =
{v ∈ BH |vH ∈ N }, i.e. N = I (H, S).

In particular, every graded ideal of LK (E) is generated by a set of homogeneous
idempotents.

Observe that if N = I (H, S) is a graded ideal, so that N = 〈H, vH : v ∈ S〉, the
generators u in H and vH are all idempotents. So they all belong to N 2, that is if
N is a graded ideal, then N = N 2. Conversely, if N is an ideal such that N = N 2,
we use a result from [10]. In [10, Theorem 3.6], it was shown that for any ideal N ,
the intersection of {Nn : n > 0} is a graded ideal. So, if N 2 = N , then N = ∩{Nn :
n > 0} is a graded ideal. Thus, we obtain the following characterization of graded
ideals of a Leavitt path algebra (which also appears in [2, Corollary 2.9.11] via a
different proof.)

Theorem 5.3 Let E be an arbitrary graph and K be any field. Then, an ideal N of
LK (E) is graded if and only if N 2 = N.

The correspondence between the quotient Leavitt path algebra and the Leavitt
path algebra of the quotient graph is noteworthy to state at this point. Part (i) of the
following theorem appears as [7, Lemma 2.3] and part (ii) appears in [15, Theorem
5.7].

Theorem 5.4 Let K be any field,

(i) E be a row-finite graph, and H ∈ HE . Then LK (E)/I (H) ∼= LK (E/H) as Z-
graded K -algebras.

(ii) E be an arbitrary graph, H ∈ HE and S ⊂ BH . Then LK (E)/I (H, S) ∼=
LK (E/(H, S)) as Z-graded K -algebras.

5.3.2 The Structure Theorem of Graded Ideals

Now, we are ready to give a complete description of the lattice of graded ideals of a
Leavitt path algebra in terms of specified subsets of E0, that is the Structure Theorem
for Graded Ideals. The results in this section first appeared for row-finite graphs in
[6] and for arbitrary graphs in [15].

Definition 5.9 Let E be an arbitrary graph and K be any field. DenoteLgr (LK (E))

the lattice of graded ideals of LK (E), whose order is inclusion, also supremum and
infimum are the usual operations of ideal sum and intersection.
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Remark 5.1 Let E be an arbitrary graph. We define inHE a partial order by setting
H ≤ H ′ in case H ⊆ H ′. So,HE is a complete lattice,with supremum∨ and infimum
∧ inHE given by setting ∨i∈�Hi := ∪i∈�Hi and ∧i∈�Hi := ∩i∈�Hi respectively.

Definition 5.10 Let E be an arbitrary graph. We set

S =
⋃

H∈HE

P(BH ),

where P(BH ) denotes the set of all subsets of BH .
We denote by TE the subset of HE × S consisting of pairs of the form (H, S),

where S ∈ P(BH ). We define in TE the following relation:

(H1, S1) ≤ (H2, S2) if and only if H1 ⊆ H2 and S1 ⊆ H2 ∪ S2.

Proposition 5.3 Let E be an arbitrary graph. For (H1, S1), (H2, S2) ∈ TE , we have

(H1, S1) ≤ (H2, S2) ⇐⇒ I (H1, S1) ⊆ I (H2, S2).

In particular, ≤ is a partial order on TE .

For more details on the lattice structure of TE , see [2].

Theorem 5.5 ([15, Theorem 5.7]) Let E be an arbitrary graph and K be any field.
Then the map ϕ given here provides a lattice isomorphism:

ϕ : Lgr (LK (E)) → TE via I �→ (I ∩ E0, S).

where S = {v ∈ BH |vH ∈ I } for H = I ∩ E0. The inverse ϕ′ of ϕ is given by:

ϕ′ : TE → Lgr (LK (E)) via (H, S) �→ I (H ∪ SH ).

Theorem 5.6 ([6, Theorem 5.3]) Let E be a row-finite graph and K be any field.
The following map ϕ provides a lattice isomorphism:

ϕ : Lgr (LK (E)) → HE via ϕ(I ) = I ∩ E0,

with inverse given by

ϕ′ : HE → Lgr (LK (E)) via ϕ′(H) = I (H).

Let E be an arbitrary graph and K be any field. Then every graded ideal of LK (E)

is K -algebra isomorphic to a Leavitt path algebra. Part (i) of the following theorem
first appears in [7, Lemma5.2] under the hypothesis that graph EH satisfiesCondition
(L).
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Theorem 5.7 Let E be an arbitrary graph and K be any field. Let H be a non-
empty hereditary subset of E and S ⊆ BH . Then (i) I (H) is K-algebra isomorphic
to LK (H E);
(ii) I (H, S) is isomorphic as K-algebras to LK ((H,S)E).

5.3.3 Structure of Two-Sided Ideals

The generators of an ideal are studied in [13] and gives a useful characterization of the
graded and non-graded part of an ideal. The following results are due to Rangaswamy
and finally achieving that in a Leavitt path algebra, any finitely generated ideal is
principal [13].

Theorem 5.8 Let E be an arbitrary graph and K be any field. Then any non-zero
ideal of the LK (E) is generated by elements of the form

(
u +

k∑

i=1

ki g
ri

)(
u −

∑

e∈X
ee∗

)

where u ∈ E0, ki ∈ K, ri are positive integers, X is a finite (possibly empty) proper
subset of s−1(u) and, whenever ki �= 0 for some i , then g is a unique cycle based at
u.

The main result of [13] is the following theorem:

Theorem 5.9 Let I be an arbitrary non-zero ideal of LK (E) with I ∩ E0 = H and
S = {v ∈ BH : vH ∈ I }. Then I is generated by H ∪ {vH : v ∈ S} ∪ Y where Y is
a set of mutually orthogonal elements of the form (u + ∑n

i=1 ki g
ri ) in which the

following statements hold:

(i) g is a (unique) cycle with no exits in E0\H based at a vertex u in E0\H; and
(ii) ki ∈ K with at least one ki �= 0.

If I is non-graded, then Y is non-empty.

Corollary 5.1 Every finitely generated ideal of LK (E) is a principal ideal. More-
over, if E is a finite graph, then every ideal is principal.

5.3.4 Prime and Primitive Ideals

The structure of prime ideals has played a key role in ring theory. In the Leavitt path
algebra setting the first paper to focus on the prime and primitive ideals of Leavitt
path algebras on row-finite graphs have been [8]. Later the prime ideal structure on
an arbitrary graph was studied in [12], while the primitive Leavitt path algebras are
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described in [4]. The primitive algebras have also been important as a consequence
of Kaplansky’s question: “Is a regular prime ring necessarily primitive?”

We recall a few ring-theoretic definitions. A two-sided ideal P of a ring R is
prime in case P �= R and P has the property that for any two-sided ideals I, J of
R, if I J ⊆ P then either I ⊆ P of J ⊆ P . The ring R is called prime in case {0}
is a prime ideal of R. It is easily shown that P is a prime ideal of R if and only if
R/P is a prime ring. The set of all prime ideals of R is denoted by Spec(R), call the
prime spectrum of R. A ring R is called left primitive if R admits a simple faithful
left R-module. It is easy to show that any primitive ring is prime.

A ring is von Neumann regular (or regular) in case for each a ∈ R there exists
x ∈ R for which a = axa. In the theory of Leavitt path algebras, the necessary and
sufficient condition for LK (E) to be regular is given by Abrams and Rangaswamy
[5].

Theorem 5.10 Let E be an arbitrary graph and K be any field. LK (E) is von
Neumann regular if and only if E is acyclic.

Recall the one vertex, one loop graph R1 of the Example 5.4. The prime ideals
of the principal ideal domain K [x, x−1] ∼= LK (R1) provides a model for the prime
spectra of general Leavitt path algebras. The key property of R1 in this setting is
that it contains a unique cycle without exits. Specifically, Spec(K [x, x−1]) consists
of the ideal {0}, together with ideals generated by the irreducible polynomials of
K [x, x−1]. The irreducible polynomials are of the form xn f (x), where f (x) is an
irreducible polynomial in the standardpolynomial ring K [x], andn ∈ Z. In particular,
there is exactly one graded prime ideal (namely,{0}) in LK (R1). All the remaining
prime ideals of LK (R1) are non-graded corresponding to irreducible polynomials in
K [x, x−1].

The prime ideals of a Leavitt path algebra are completely characterized in the
following theorem. Recall that M(u) is defined in Definition 5.1.

Theorem 5.11 ([12, Theorem 3.12]) Let E be an arbitrary graph and K be any
field. Let P be an ideal of LK (E) with P ∩ E0 = H. Then P is a prime ideal of
LK (E) if and only if P satisfies one of the following conditions:

(i) P = 〈H, {vH : v ∈ BH }〉 and E0\H satisfies the MT − 3 condition;
(ii) P = 〈H, {vH : v ∈ BH\{u}}〉 for some u ∈ BH and E0\H = M(u);
(iii) P = 〈H, {vH : v ∈ BH }, f (c)〉 where c is a cycle without K in E based at a

vertex u, E0\H = M(u) and f (x) is an irreducible polynomial in K [x, x−1].
Recall that a ring R is prime if {0} is a prime ideal, hence the immediate corollary
to Theorem 5.11 follows.

Corollary 5.2 Let E be an arbitrary graph and K any field. Then LK (E) is prime
if and only if E is MT − 3.

When E is row-finite, the characterization of a primitive LK (E) is given in [8].

Theorem 5.12 Let E be a row-finite graph and K be any field. Then LK (E) is
primitive if and only if E has MT − 3 and Condition(L).
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When E is an arbitrary graph, the result requires a new condition on the graph [4].

Theorem 5.13 Let E be any graph and K be any field. Then LK (E) is primitive if
and only if E has MT − 3, Condition(L) and Countable Separation Property.

We pause here to construct a Leavitt path algebra which is a counter example to
Kaplansky’s question “Is a regular prime ring necessarily primitive?”, (see [4] for
details).

Example 5.6 Let X be an uncountable set and S be the set of finite subsets of X .
Define the graph E with

(1) Vertices indexed by S, and
(2) Edges induced by proper subset relationship.

Then LK (E) is a regular, prime and not primitive Leavitt path algebra.

The following results are from [12].

Lemma 5.3 ([12, Lemma 3.8]) Let P be a prime ideal of LK (E) with H = P ∩ E0

and let S = {v ∈ BH : vH ∈ P}. Then the ideal I (H, S) is also a prime ideal of
LK (E).

Corollary 5.3 ([12, Corollary 3.9]) Let E be an arbitrary graph and K be any field.
Then the Leavitt path algebra LK (E) is a prime ring if and only if there is a prime
ideal of LK (E) which does not contain any vertices.

A natural question that arose is to answer the graded version of Kaplansky’s
question, namely whether every graded prime von Neumann regular Leavitt path
algebra is graded primitive. This question is solved by the recent unpublished work
of Rangaswamy [14].

Theorem 5.14 For any arbitrary graph E given, the following are equivalent

(i) LK (E) is graded primitive;
(ii) E0 is countably directed;
(iii) LK (E) is graded prime and, for some vertex v ∈ E0, the tree T (v) satisfies the

Countable Separation Property.

The author in [14], provides many examples of graded von Neumann regular rings
which are graded prime but not graded primitive.

5.3.5 Maximal Ideals

This section is quoted from [9] by Esin and the first named author.
In a unital ring, any maximal ideal is also a prime ideal. However, this is not

necessarily true for a non-unital ring. Consider, for instance, the non-unital ring 2Z,
and it’s ideal 4Z. Notice that 4Z is a maximal ideal, but not prime ideal in 2Z. The
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Leavitt path algebra is a unital ring, only if E0 is finite. So it is worthwhile to study
the maximal ideals in a non-unital setting. The following argument on maximal and
prime ideals in non-unital Leavitt path algebras appears in [12, pp. 86–87].

Proposition 5.4 In a ring R satisfying R2 = R, any maximal ideal is a prime ideal.
Hence, in any Leavitt path algebra, any maximal ideal is a prime ideal.

Proof Suppose R2 = R, and let M be a maximal ideal of R such that A�M and
B � M for some ideals A, B of R. Then R = R2 = (M + A)(M + B) = M2 +
AM + MB + AB ⊆ M + AB. Then M + AB = R, and AB � M . Thus M is a
prime ideal. Now, since any Leavitt path algebra, R is a ring with local units, R2 = R
is satisfied and the result holds.

As stated in [12, Lemma 3.6], in a Leavitt path algebra LK (E), the largest graded
ideal contained in any ideal N (which is denoted by gr(N )) is the ideal generated
by the admissible pair (H, S) where H = N ∩ E0, and S = {v ∈ BH |vH ∈ N }, i.e.
gr(N ) = I (H, S). One useful observation is that: if a non-graded ideal N is a maxi-
mal element inL(LK (E)), the lattice of all two-sided ideals of a Leavitt path algebra,
then gr(N ) is a maximal element inLgr (LK (E)), the lattice of all two-sided graded
ideals of this Leavitt path algebra (e.g. Example 5.10).

Maximal ideals always exist in a unital ring; however, this is not always true in a
non-unital ring. Consider the Leavitt path algebra of the next example:

Example 5.7 Let E be the row-finite graph with E0 = {vi : i = 1, 2, . . .} and for
each i , there is an edge ei with r(ei ) = vi , s(ei ) = vi+1, also at each vi there are two
loops fi , gi so that vi = s( fi ) = r( fi ) = s(gi ) = r(gi ):

•v3
f3 g3

e2
•v2

f2 g2

e1
•v1

f1 g1

The non-empty proper hereditary saturated subsets of vertices in E are the sets
Hn = {v1, . . . , vn} for some n ≥ 1 and they form an infinite chain under set inclusion.
Graph E satisfies Condition (K), so all ideals are graded, generated by Hn for some n
and they form a chain under set inclusion. As the chain of ideals does not terminate,
LK (E) does not contain any maximal ideals. Note also that, E0\(Hn,∅) is MT − 3
for each n, thus all ideals are prime ideals.

A well-established question is to find out when a maximal ideal exists in a non-
unital Leavitt path algebra. The necessary and sufficient condition depends on the
existence of a maximal hereditary and saturated subset of E0 as proved in [9].

Theorem 5.15 (Existence Theorem) LK (E) has a maximal ideal if and only ifHE

has a maximal element.

Proof (Sketch: see [9] for details) Assume LK (E) has a maximal ideal M , then there
are two cases:
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If M is a graded ideal, then M = I (H, S) for some H ∈ HE and S = {v ∈
BH |vH ∈ M}. However, M = I (H, S) ≤ I (H, BH ), and as M is a maximal ideal,
S = BH . Then it can be shown that: I (H, BH ) is a maximal ideal in LK (E) if
and only if H is a maximal element in HE and the quotient graph E\(H, BH ) has
Condition(L).

If M is a non-graded maximal ideal, then gr(M) = I (H, S) is a maximal graded
ideal where H = M ∩ E0, and S = {v ∈ BH |vH ∈ M}. Similarly since gr(M) is
maximal, S = BH . Again, it can be shown that: H is a maximal element inHE with
E\(H, BH ) not satisfying Condition(L), if and only if there is amaximal non-graded
ideal M containing I (H, BH ) with H = M ∩ E0.

This completes the proof.

Moreover, the poset structure ofHE determines whether every ideal of the Leavitt
path algebra is contained in a maximal ideal.

Theorem 5.16 The following assertions are equivalent:

(i) Every element X ∈ HE is contained in a maximal element Z ∈ HE .
(ii) Every ideal of LK (E) is contained in a maximal ideal.

Example 5.8 Let E be the graph

•u •v •w c

Then E does not satisfy Condition (K), so the Leavitt path algebra on E has both
graded and non-graded ideals. Let Q be the graded ideal generated by the hereditary
saturated set H = {v,w}. Q is a maximal ideal as L/Q is isomorphic to LK (E\H)

which is also isomorphic to the simple Leavitt algebra L(1, 2) (See Example 5.1). By
using Theorem 5.11, we classify the prime ideals in L . There are infinitelymany non-
graded prime ideals each generated by f (c)where f (x) is an irreducible polynomial
in K [x, x−1] which are all contained in Q. Also, the trivial ideal {0} is prime as E
satisfies condition MT − 3 and LK (E) has a unique maximal element Q.

We now give an example of a graph with infinitely many hereditary saturated
sets and the corresponding Leavitt path algebra has a unique maximal ideal which is
graded.

Example 5.9 Let E be a graph with E0 = {vi : i = 1, 2, . . .}. For each i , there is an
edge ei with s(ei ) = vi and r(ei ) = vi+1 and at each vi there are two loops fi , gi so
that vi = s( fi ) = r( fi ) = s(gi ) = r(gi ). Thus E is the graph

•v3
f3 g3

•v2
f2 g2

e2 •v1
f1 g1

e1

Now E is a row-finite graph and the non-empty proper hereditary saturated subsets of
vertices in E are the sets Hn = {vn, vn+1, . . .} for some n ≥ 2 and Hn+1 � Hn form
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an infinite chain under set inclusion and H2 = {v2, v3, . . .} is the maximal element
in HE . The graph E satisfies Condition (K), so all ideals are graded, generated by
Hn for some n. So LK (E) contains a unique maximal ideal I (H2). Note also that,
E0\Hn is MT − 3 for each n, thus all ideals of L are prime ideals.

In a Leavitt path algebra, if a unique maximal ideal exists, then it is a graded
ideal. Also, every maximal ideal is graded in LK (E) if and only if for every maximal
element H inHE , E\(H, BH ) satisfies Condition(L). Note that there are Leavitt path
algebras with both graded and non-graded maximal ideals as the following example
illustrates.

Example 5.10 Let E be the graph

•u •v •w c

Then the Leavitt path algebra on E has both graded and non-graded maximal
ideals. The setHE is finite and hence any ideal is contained in a maximal ideal. The
trivial ideal {0} which is a graded ideal generated by the empty set, is not prime as
E does not satisfy condition MT − 3. There are infinitely many non-graded prime
ideals each generated by f (c) where f (x) is an irreducible polynomial in K [x, x−1]
which all contain {0}. Let N be the graded ideal generated by the hereditary saturated
set H = {u} and in this case, the quotient graph E\H does not satisfy condition (L).
Then there are infinitely many maximal non-graded ideals each generated by f (c)
where f (x) is an irreducible polynomial in K [x, x−1] which all contain N . Also,
let Q be the graded ideal generated by the hereditary saturated set H = {w}. In this
case, the quotient graph E\H satisfy condition (L). Hence, Q is a maximal ideal.

LK (E) has infinitely many maximal ideals, one of them is graded, namely Q and
infinitely many are non-graded ideals whose graded part is N .

It is an interesting question to answer when all non-zero prime ideals aremaximal,
as these rings are called ringswithKrull dimension zero. In fact, Leavitt path algebras
with prescribed Krull dimension are studied in [12]. We conclude this article with
two results from [12].

Theorem 5.17 ([12, Theorem 6.1]) Let E be an arbitrary graph and K be any field.
Then every non-zero prime ideal of the Leavitt path algebra LK (E) is maximal if
and only if E satisfies one of the following two conditions:

Condition I: (i) E0 is a maximal tail; (ii) The only hereditary saturated subsets
of E0 are E0 and ∅; (iii) E does not satisfy the Condition(K ).

Condition II: (a) E satisfies the Condition(K ); (b) For each maximal tail M, the
restricted graph EM contains no proper non-empty hereditary saturated subsets; (c)
If H is a hereditary saturated subset of E0, then for each u ∈ BH , M(u) � E0\H
When E is finite, the answer is much simpler.

Corollary 5.4 Let E be a finite graph. Then every non-zero prime ideal of LK (E)

is maximal if and only if either LK (E) ∼= Mn(K [x, x−1]) for some positive integer n
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or E satisfies the Condition(K ) and, for each maximal tail M, the restricted graph
EM contains no proper non-empty hereditary saturated subsets of vertices.
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Chapter 6
Gröbner Bases and Dimension Formulas
for Ternary Partially Associative Operads

Fatemeh Bagherzadeh and Murray Bremner

6.1 Introduction

We consider nonsymmetric operads in the category of Z-graded vector spaces over a
field of characteristic 0. The product is the tensor product (with Koszul signs) and the
coproduct is the direct sum. Gröbner bases for operads were introduced byDotsenko,
Khoroshkin and Vallette [5, 6]; see also [2].

Let LT be the free nonsymmetric operad with one ternary operation t = (∗∗∗).
Let α denote ternary partial associativity, which may be written as a tree polynomial,
using partial compositions or as a nonassociative polynomial:

α = + + t ◦1 t + t ◦2 t + t ◦3 t,
((∗∗∗)∗∗) + (∗(∗∗∗)∗) + (∗∗(∗∗∗)). (6.1)

We compute a Gröbner basis for the ideal 〈α〉 when t has even (homological) degree
so that Koszul signs are irrelevant, and when t has odd degree so that Koszul signs
are essential. We include details of the calculations to clarify the Gröbner basis
algorithm for nonsymmetric operads. As an application, we calculate dimension
formulas for the quotient operads. Similar results have been obtained independently
in unpublished work of Vladimir Dotsenko.

For earlier work on partial associativity and its applications, see [1, 3, 7, 9–
11, 13–15]. Recent results of Dotsenko, Shadrin and Vallette [8] have shown that
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the ternary partially associative operad with an odd generator arises naturally in the
homology of the poset of interval partitions into intervals of odd length and in certain
De Concini–Procesi models of subspace arrangements [4] over the real numbers.

6.2 Preliminaries

Definition 6.1 Anm-ary tree is a rooted plane tree p in which every node has either
no children (leaf ) or m children (internal node). The weight w(p) counts internal
nodes; the arity �(p) = 1 + w(p)(m−1) counts leaves indexed 1, . . . , �(p) from left
to right. The basic tree t is the m-ary tree of weight 1. Set [n] = {1, . . . , n}.
Definition 6.2 If n ≡ 1 (mod m−1) then T (n) is the set of m-ary trees of arity n,
and T is the disjoint union of the T (n) for n ≥ 1.

Definition 6.3 If p, q ∈ T then for i ∈ [�(p)] the partial composition p ◦i q ∈ T
is obtained by identifying leaf i of p with the root of q.

Lemma 6.1 Starting with t , every m-ary tree of weight w can be obtained by a
sequence of w−1 partial compositions.

Lemma 6.2 Let p, q, r be m-ary trees. Partial composition satisfies [2, p. 72]:

(p ◦i q) ◦ j r =

⎧
⎪⎨

⎪⎩

p ◦i (q ◦ j−i+1 r), i ≤ j ≤ i+�(q)−1;
(p ◦ j−�(q)+1 r) ◦i q, i+�(q) ≤ j ≤ �(p)+�(q)−1;
(p ◦ j r) ◦i+�(r)−1 q, 1 ≤ j ≤ i−1.

Lemma 6.3 The set T with partial compositions is isomorphic to the free nonsym-
metric (set) operad with one m-ary operation t.

Definition 6.4 If n ≡ 1 (modm−1) thenLT (n) is the vector spacewith basisT (n),
and LT is the direct sum of LT (n) for n ≥ 1. A tree polynomial of arity n is an
element of LT (n). Partial composition in T extends bilinearly to LT .

Lemma 6.4 The vector space LT with partial compositions is isomorphic to the
free nonsymmetric (vector) operad with one m-ary operation t.

Definition 6.5 A relation of arity n is an element of LT (n) \ 0. The operad
ideal I = 〈 f1, . . . , fk〉 generated by relations f1, . . . , fk is the intersection of all
homogeneous subspaces S ⊆ LT such that f1, . . . , fk ∈ S, and for all f ∈ S(m),
g ∈ LT (n) we have f ◦i g, g ◦ j f ∈ S (i ∈ [m], j ∈ [n]).

The following results come from [2, Sect. 3.4] and [6, Sects. 2.4, 3.1] with minor
changes.

Definition 6.6 The path sequence of p ∈ T (n) is path(p) = (a1, . . . , an), where ai
is the length of the path from the root to the leaf i .
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Lemma 6.5 If p, q ∈ T then p = q if and only if path(p) = path(q).

Definition 6.7 For p, q ∈ T (n) we write p ≺ q and say p precedes q in path-lex
order if and only if path(p) ≺ path(q) in lex order on n-tuples of positive integers.
If f ∈ LT (n) then its leading monomial �m( f ) ∈ T (n) is the greatest monomial in
path-lex order, and its leading coefficient �c( f ) is the coefficient of �m( f ).

Definition 6.8 If p, q ∈ T then q is divisible by p (written p | q) if p is a subtree of
q: that is, q = · · · p · · · where the dots denote sequences of partial compositions with
parentheses. If p ∈ T (m), q ∈ T (n), p | q, and f ∈ LT (m) then we may replace p
by f in q and use linearity and the same partial compositions to obtain the substitution
of f for p in q:

M(q, p, f ) = · · · f · · · ∈ LT (n).

Definition 6.9 If f , g ∈ LT and �m(g) | �m( f ) then the reduction of f by g (which
eliminates the leading term of f ) is

R( f, g) = f − �c( f )

�c(g)
M

(
�m( f ), �m(g), g

)
.

This extends to reduction of f by g1, . . . , gk ; see [2, Algorithm 3.4.2.16].

Definition 6.10 If p, q, r ∈ T then we call p a small common multiple (SCM) of
q and r if q | p, r | p, every node of p is a node of q or r (or both), and �(p) <

�(q) + �(r).

Definition 6.11 If f , g, h are monic tree polynomials and �m( f ) is an SCM of
�m(g), �m(h) then the resulting S-polynomial is

S( f, g, h) = M
(
�m( f ), �m(g), g

) − M
(
�m( f ), �m(h), h

)
.

Definition 6.12 Let G be a finite set of relations and let I = 〈G〉. If for all f ∈ I
there exists g ∈ G such that �m(g) | �m( f ) then we call G a Gröbner basis for I .
We say G is reduced if �m(g) is not divisible by �m(h) for all g, h ∈ G.

Lemma 6.6 Every operad ideal has a unique reduced Gröbner basis.

Theorem 6.1 If I = 〈G〉 then G is a Gröbner basis for I if and only if for every
SCM f of elements g, h ∈ G the reduction of S( f, g, h) by G is 0.
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6.3 Gröbner Bases and Dimension Formulas

In the rest of this paper, we consider a ternary operation (m = 3).We usually indicate
the leadingmonomial of a tree polynomial by a bullet at the root, andwrite the termsof
a tree polynomial from left to right in reverse path-lex order. The partially associative
relation α corresponds to this rewrite rule:

t ◦1 t = −−→ − − = − t ◦2 t − t ◦3 t (6.2)

Theorem 6.2 For the path-lex monomial order, the following tree polynomials form
the reduced Gröbner basis for 〈α〉 with an operation of even degree:

α =
•

+ +
β =

•
+ +

η =
•

+ θ =
•

ν =

•

Proof The proof consists of Lemmas6.7 to 6.13. �

Remark 6.1 As nonassociative polynomials, the relations of Theorem6.2 are

((∗∗∗)∗∗) + (∗(∗∗∗)∗) + (∗∗(∗∗∗)),

(∗(∗∗(∗∗∗))∗) + (∗∗(∗(∗∗∗)∗)) + (∗∗(∗∗(∗∗∗))),

(∗(∗∗∗)(∗(∗∗∗)∗)) + (∗(∗∗∗)(∗∗(∗∗∗))), (∗∗(∗(∗∗∗)(∗∗∗))), (∗∗(∗∗(∗∗(∗∗∗)))).

Lemma 6.7 There is only one SCM of �m(α) with itself; this produces reduced
S-polynomial β, and the set {α, β} is self-reduced:

β =
•

+ + = t ◦2 (t ◦3 t) + t ◦3 (t ◦2 t) + t ◦3 (t ◦3 t).

Proof We have �m(α) = t ◦1 t and hence

�m(α) ◦1 t = = t ◦1 �m(α).

From this, we obtain these tree polynomials by substitution (Definition6.8):
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α ◦1 t = (t ◦1 t) ◦1 t + (t ◦2 t) ◦1 t + (t ◦3 t) ◦1 t

=
•

+ +

t ◦1 α = t ◦1 (t ◦1 t) + t ◦1 (t ◦2 t) + t ◦1 (t ◦3 t)

=
•

+ +

The difference is this (non-reduced) S-polynomial:

α ◦1 t − t ◦1 α = (t ◦2 t) ◦1 t + (t ◦3 t) ◦1 t − t ◦1 (t ◦2 t) − t ◦1 (t ◦3 t)

= + −
•

−

= (t ◦1 t) ◦4 t + (t ◦1 t) ◦5 t − (t ◦1 t) ◦2 t − (t ◦1 t) ◦3 t.

We have rewritten the partial compositions (Lemma6.2). We apply rewrite rule (6.2)
to the top subtree �m(α) = t ◦1 t of each monomial (reduce using α):

− (t ◦2 t) ◦4 t − (t ◦3 t) ◦4 t − (t ◦2 t) ◦5 t − (t ◦3 t) ◦5 t
+ (t ◦2 t) ◦2 t + (t ◦3 t) ◦2 t + (t ◦2 t) ◦3 t + (t ◦3 t) ◦3 t.

Terms 3 and 6 cancel since both monomials represent the same tree:

(t ◦2 t) ◦5 t = (t ◦3 t) ◦2 t =

Six terms remain:

− (t ◦2 t) ◦4 t − (t ◦3 t) ◦4 t − (t ◦3 t) ◦5 t
+ (t ◦2 t) ◦2 t + (t ◦2 t) ◦3 t + (t ◦3 t) ◦3 t

= − − − +
•

+ +

= − t ◦2 (t ◦3 t) − t ◦3 (t ◦2 t) − t ◦3 (t ◦3 t)
+ t ◦2 (t ◦1 t) + t ◦2 (t ◦2 t) + t ◦3 (t ◦1 t).

In terms 4 and 6, we reduce the bottom subtree �m(α) = t ◦1 t using α:

− t ◦2 (t ◦3 t) − t ◦3 (t ◦2 t) − t ◦3 (t ◦3 t) − t ◦2 (t ◦2 t)
− t ◦2 (t ◦3 t) + t ◦2 (t ◦2 t) − t ◦3 (t ◦2 t) − t ◦3 (t ◦3 t).
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Terms 4 and 6 cancel and the others combine in pairs:

−2
(
t ◦2 (t ◦3 t) + t ◦3 (t ◦2 t) + t ◦3 (t ◦3 t)

) = −2

⎛

⎜
⎝

•
+ +

⎞

⎟
⎠

No further reduction is possible. The monic form of this polynomial is β. �

The relation β corresponds to this rewrite rule:

t ◦2 (t ◦3 t) = −t ◦3 (t ◦2 t) − t ◦3 (t ◦3 t)•
−→ − − (6.3)

We consider separately the four SCMs of �m(α) = t ◦1 t and �m(β) = t ◦2
(t ◦3 t).
Lemma 6.8 Identifying the second t of �m(α) = t ◦1 t with the first t of �m(β) =
t ◦2 (t ◦3 t) produces the reduced S-polynomial γ , and {α, β, γ } is self-reduced:

γ = 2

•
+ = 2(t ◦3 (t ◦2 t)) ◦7 t + t ◦3 (t ◦3 (t ◦3 t)).

Proof We have the following equations:

�m(α) ◦2 (t ◦3 t) = (t ◦1 t) ◦2 (t ◦3 t) = = t ◦1 (t ◦2 (t ◦3 t)) = t ◦1 �m(β).

We apply the same partial compositions to α and β:

α ◦2 (t ◦3 t) = (t ◦1 t) ◦2 (t ◦3 t) + (t ◦2 t) ◦2 (t ◦3 t) + (t ◦3 t) ◦2 (t ◦3 t),
t ◦1 β = t ◦1 (t ◦2 (t ◦3 t)) + t ◦1 (t ◦3 (t ◦2 t)) + t ◦1 (t ◦3 (t ◦3 t)).

Taking the difference, we obtain this (non-reduced) S-polynomial:

(t ◦1 t) ◦2 (t ◦3 t) + (t ◦2 t) ◦2 (t ◦3 t) + (t ◦3 t) ◦2 (t ◦3 t)
− t ◦1 (t ◦2 (t ◦3 t)) − t ◦1 (t ◦3 (t ◦2 t)) − t ◦1 (t ◦3 (t ◦3 t)).

Terms 1 and 4 cancel, leaving
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(t ◦2 t) ◦2 (t ◦3 t) + (t ◦3 t) ◦2 (t ◦3 t)
− t ◦1 (t ◦3 (t ◦2 t)) − t ◦1 (t ◦3 (t ◦3 t))

= + −

•

−

= t ◦2 ((t ◦1 t) ◦3 t) + (t ◦3 t) ◦2 (t ◦3 t)
− (t ◦1 t) ◦3 (t ◦2 t) − (t ◦1 t) ◦3 (t ◦3 t).

Terms 1, 3, 4 contain the subtree �m(α) = t ◦1 t , so we reduce them using α:

− t ◦2 ((t ◦2 t) ◦3 t) − t ◦2 ((t ◦3 t) ◦3 t) + (t ◦3 t) ◦2 (t ◦3 t)
+ (t ◦2 t) ◦3 (t ◦2 t) + (t ◦3 t) ◦3 (t ◦2 t) + (t ◦2 t) ◦3 (t ◦3 t)
+ (t ◦3 t) ◦3 (t ◦3 t).

We write this polynomial in terms of trees:

− − + + + + +

Terms 1 and 4 cancel, leaving

− + + +

•

+

The leading monomial is divisible by �m(β) but not �m(α); we reduce using β:

−

•

+ + − − +

The leading monomial is divisible by α (bottom) and β (top). Using α gives

+ + + − − +

Terms 1, 5 and terms 2, 6 cancel, leaving
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•
+ +

We reduce the leading monomial using β:

− − +

•

+

Terms 1, 2 cannot be reduced; terms 3, 4 can be reduced by α:

−2 − − − −

We reduce terms 3, 5 by α:

−2 +

•

+

If we reduce term 2 using β, then two terms cancel and we obtain −γ . �

Lemma 6.9 Identifying the first t of �m(α) = t ◦1 t and the first t of �m(β) =
t ◦2 (t ◦3 t) we obtain the S-polynomial δ, and {α, β, δ} is self-reduced:

δ =
•

+ +

= (t ◦3 (t ◦2 t)) ◦2 t) + (t ◦3 (t ◦3 t)) ◦2 t) + (t ◦3 (t ◦3 (t ◦3 t)).

Proof We have the equations

�m(α) ◦4 (t ◦3 t) = (t ◦1 t) ◦4 (t ◦3 t) = = (t ◦2 (t ◦3 t)) ◦1 t = �m(β) ◦1 t.

We apply the same partial compositions to α and β:
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α ◦4 (t ◦3 t) = (t ◦1 t) ◦4 (t ◦3 t) + (t ◦2 t) ◦4 (t ◦3 t) + (t ◦3 t) ◦4 (t ◦3 t),
β ◦1 t = (t ◦2 (t ◦3 t)) ◦1 t + (t ◦3 (t ◦2 t)) ◦1 t + (t ◦3 (t ◦3 t)) ◦1 t.

The resulting S-polynomial is

(t ◦1 t) ◦4 (t ◦3 t) + (t ◦2 t) ◦4 (t ◦3 t) + (t ◦3 t) ◦4 (t ◦3 t)
− (t ◦2 (t ◦3 t)) ◦1 t − (t ◦3 (t ◦2 t)) ◦1 t − (t ◦3 (t ◦3 t)) ◦1 t.

Terms 1, 4 cancel, leaving

(t ◦2 t) ◦4 (t ◦3 t) + (t ◦3 t) ◦4 (t ◦3 t) − (t ◦3 (t ◦2 t)) ◦1 t − (t ◦3 (t ◦3 t)) ◦1 t

= + −
•

−

We reduce terms 3, 4 using α:

•

+ + + + +

Reducing term 1 using β gives

− − + +

+ + +

Terms 1, 3 and 2, 5 cancel; no further reduction is possible, producing δ. �
Lemma 6.10 Identifying the first t of �m(α) = t ◦1 t with the second t of �m(β) =
t ◦2 (t ◦3 t) we obtain the S-polynomial ε and {α, β, ε} is self-reduced:

ε =
•

+ − −

= ((t ◦3 t) ◦2 t) ◦6 t + ((t ◦3 t) ◦2 t) ◦7 t − (t ◦3 (t ◦3 t)) ◦4 t − (t ◦3 (t ◦3 t)) ◦7 t.
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Proof We have the equations

t ◦2 (�m(α) ◦5 t) = t ◦2 ((t ◦1 t) ◦5 t) = = (t ◦2 (t ◦3 t)) ◦2 t = �m(β) ◦2 t.

The resulting S-polynomial t ◦2 (α ◦5 t) − β ◦2 t is

t ◦2 ((t ◦1 t) ◦5 t) + t ◦2 ((t ◦2 t) ◦5 t) + t ◦2 ((t ◦3 t) ◦5 t)
− (t ◦2 (t ◦3 t)) ◦2 t − (t ◦3 (t ◦2 t)) ◦2 t − (t ◦3 (t ◦3 t)) ◦2 t.

Terms 1, 4 cancel, leaving

t ◦2 ((t ◦2 t) ◦5 t) + t ◦2 ((t ◦3 t) ◦5 t) − (t ◦3 (t ◦2 t)) ◦2 t − (t ◦3 (t ◦3 t)) ◦2 t

=
•

+ − −

We reduce terms 1, 2 using β:

− − − − −
•

−

Reducing terms 1, 2 using α gives

+ + +

− − −
•

−

Terms 1, 6 and 2, 5 cancel. No further reduction is possible, giving −ε. �

Lemma 6.11 Identifying the first t of �m(α) = t ◦1 t with the third t of �m(β) =
t ◦2 (t ◦3 t) we obtain new S-polynomial ζ , and {α, β, ζ } is self-reduced:

ζ =
•

− = t ◦3 ((t ◦2 t) ◦5 t) − t ◦3 (t ◦3 (t ◦3 t)).
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Proof We have the equations

(t ◦2 t) ◦4 �m(α) = (t ◦2 t) ◦4 (t ◦1 t) = = (t ◦2 (t ◦3 t)) ◦4 t = �m(β) ◦4 t.

The resulting S-polynomial (t ◦2 t) ◦4 α − β ◦4 t is

(t ◦2 t) ◦4 (t ◦1 t) + (t ◦2 t) ◦4 (t ◦2 t) + (t ◦2 t) ◦4 (t ◦3 t)
− (t ◦2 (t ◦3 t)) ◦4 t − (t ◦3 (t ◦2 t)) ◦4 t − (t ◦3 (t ◦3 t)) ◦4 t.

Terms 1, 4 cancel, leaving

(t ◦2 t) ◦4 (t ◦2 t) + (t ◦2 t) ◦4 (t ◦3 t) − (t ◦3 (t ◦2 t)) ◦4 t − (t ◦3 (t ◦3 t)) ◦4 t

=

•

+ − −

We use β to reduce terms 1, 2:

− − − − −

•

−

We use α to reduce terms 2, 5:

− + + −

− + + −

Terms 1, 6 and 2, 5 and 4, 7 cancel. No further reductions are possible, and the monic
form of the last polynomial is ζ . �
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Lemma 6.12 The polynomials γ , δ, ε, ζ span a subspace with basis η, θ , ν.

Proof It is easy to see that

η = 1

3

(
γ + δ + 2ε

)
, θ = 1

3

(
2γ − δ + ε

)
, ν = −1

3

(
γ − 2δ + 2ε

)
,

and that these three polynomials form a basis of span(γ, δ, ε, ζ ). �

Lemma 6.13 Every S-polynomial obtained from α, β, η, θ , ν reduces to 0.

Proof If either f or g is a monomial then clearly every S-polynomial obtained from
f and g reduces to 0. We have already considered S-polynomials from α and β; the
other cases are α, η and β, η and η, η with many subcases. We give details for the
most difficult subcase and leave the others as exercises. These calculations can be
simplified using the triangle lemma for nonsymmetric operads [2, Prop. 3.5.3.2].

We identify the second t of �m(α) with the first t of �m(η) and obtain this SCM:

�m(α) = t ◦1 t, �m(η) = (t ◦2 t) ◦5 (t ◦2 t), (�m(α) ◦2 t) ◦5 (t ◦2 t) = t ◦1 �m(η).

To save space, we switch to nonassociative notation. We obtain the S-polynomial

(α ◦2 t) ◦5 (t ◦2 t) − t ◦1 η =
(∗((∗∗∗)(∗(∗∗∗)∗)∗)∗) + (∗(∗∗∗)((∗(∗∗∗)∗)∗∗)) − ((∗(∗∗∗)(∗∗(∗∗∗))∗∗).

Rewrite rules (6.2) and (6.3) have this form; the letters represent submonomials:

((vwx)yz) 
−→ − (v(wxy)z) − (vw(xyz)), (6.4)

(t (uv(wxy))z) 
−→ − (tu(v(wxy)z)) − (tu(vw(xyz))). (6.5)

When we apply (6.4) or (6.5), we use bars to indicate the submonomials. To begin
we reduce all three monomials in the S-polynomial using α and obtain

(∗((∗̄∗̄∗̄)(∗(∗∗∗)∗)∗̄)∗) + (∗(∗∗∗)((∗̄(∗∗∗)∗̄)∗̄∗̄)) − ((∗̄(∗∗∗) (∗∗(∗∗∗))∗̄∗̄) =
− (∗(∗(∗∗(∗(∗∗∗)∗))∗)∗) − (∗(∗∗(∗(∗(∗∗∗)∗)∗))∗) − (∗(∗∗∗)(∗((∗̄∗̄∗̄)∗̄∗̄)∗))

− (∗(∗∗∗)(∗(∗∗∗)(∗∗∗))) + (∗((∗̄∗̄∗̄)(∗∗(∗∗∗))∗̄)∗) + (∗(∗∗∗)((∗̄∗̄(∗∗∗))∗̄∗̄)).

Terms 3, 5, 6 reduce using α as indicated; term 4 is θ ◦2 t and reduces to 0:

− (∗(∗̄(∗̄∗̄(∗̄(∗∗∗)∗̄)∗̄)∗) − (∗̄(∗̄∗̄(∗̄(∗(∗∗∗)∗)∗̄))∗̄) + (∗(∗∗∗)(∗(∗(∗∗∗)∗)∗))

+ (∗(∗∗∗)(∗̄(∗̄∗̄(∗̄∗̄∗̄))∗̄)) − (∗(∗̄(∗̄∗̄(∗̄∗̄(∗∗∗))∗̄)∗) − (∗̄(∗̄∗̄(∗̄(∗∗(∗∗∗))∗̄)∗̄)

− (∗(∗∗∗)(∗(∗(∗∗∗)∗)∗)) − (∗(∗∗∗)(∗∗(∗∗∗)∗)∗)).

Terms 3, 7 cancel, and terms 1, 2, 4, 5, 6 reduce using β as indicated:
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(∗̄(∗̄∗̄(∗̄(∗(∗∗∗)∗))∗̄)∗̄) + (∗̄(∗̄∗̄(∗̄∗̄((∗∗∗)∗∗)))∗̄) + (∗∗(∗(∗(∗(∗∗∗)∗)∗)∗))

+ (∗∗(∗∗((∗(∗∗∗)∗)∗∗)) − (∗(∗∗∗)(∗∗(∗(∗∗∗)∗))) − (∗(∗∗∗)(∗∗(∗∗(∗∗∗))))

+ (∗̄(∗̄∗̄(∗̄(∗∗(∗∗∗))∗̄))∗̄) + (∗̄(∗̄∗̄(∗̄∗̄(∗(∗∗∗)∗))∗̄) + (∗∗(∗(∗(∗∗(∗∗∗))∗))∗)

+ (∗∗(∗∗((∗∗(∗∗∗))∗∗))) − (∗(∗∗∗)(∗∗((∗∗∗)∗∗))).

Terms 1, 2, 7, 8 reduce using β as indicated; term 6 is ν ◦2 t and reduces to 0; omitting
terms which cancel, we obtain

(∗∗(∗(∗∗((∗̄∗̄∗̄)∗̄∗̄))∗)) + (∗∗(∗∗(∗((∗̄∗̄∗̄)∗̄∗̄)∗))) − (∗(∗∗∗)(∗∗(∗(∗∗∗)∗)))

− (∗∗(∗(∗(∗∗(∗∗∗))∗)∗)) − (∗∗(∗(∗∗(∗(∗∗∗)∗))∗)) − (∗∗(∗∗(∗(∗(∗∗∗))∗)∗))

+ (∗∗(∗∗((∗∗(∗∗∗))∗∗))) − (∗(∗∗∗)(∗∗((∗̄∗̄∗̄)∗̄∗̄))).

Terms 1, 2, 8 reduce using α as indicated; omitting terms which cancel, we obtain

− 2(∗∗(∗̄(∗̄∗̄(∗̄(∗∗∗)∗̄))∗̄)) − 2(∗∗(∗∗(∗(∗(∗∗∗)∗)∗))) − (∗∗(∗̄(∗̄∗̄(∗̄∗̄(∗∗∗)))∗̄))

− (∗∗(∗∗(∗̄(∗̄∗̄(∗̄∗̄∗̄))∗̄))).

Terms 1, 3, 4 reduce using β as indicated. Some terms cancel, and others reduce to
0 using ν, leaving the single term (∗∗(∗∗(∗̄(∗̄∗̄(∗̄∗̄∗̄))∗̄))). We reduce using β and
then both terms reduce to 0 using ν. �

We use Theorem6.2 to calculate the dimensions of the homogeneous components
of the ternary partially associative operadTPA = LT /〈α〉with an operation of even
(homological) degree. Theorem6.3 below implies the conditional result of Goze and
Remm [11, Theorem 15]; our proof using Gröbner bases is much simpler. For a more
general conjecture, see [2, Conjecture 10.3.2.6, case 6].

Lemma 6.14 For n = 1, 3, 5, 7 we have

dimTPA(1) = dimTPA(3) = 1, dimTPA(5) = 2, dimTPA(7) = 4.

For TPA(5) a monomial basis in increasing path-lex order is

T1 = T2 =

For TPA(7) a monomial basis in increasing path-lex order is

T3 = T4 = T5 = T6 =

Proof The case n = 1 is trivial, and for n = 3 we have only the basic tree t . For
n = 5, the monomial t ◦1 t reduces by α, leaving only T1 = t ◦2 t and T2 = t ◦3 t .
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For n = 7, we have (i) T1 ◦i t : if i = 1, 3 the result reduces by α, and if i = 2, 4, 5
we obtain T5, T4, T3; (ii) t ◦i T1: if i = 1, 2 the result reduces by α, β, and if i = 3
we obtain T3; (iii) T2 ◦i t : if i = 1, 2 the result reduces by α, if i = 3 we obtain
T6, if i = 4 the result reduces by β, and if i = 5 we obtain T5; (iv) t ◦i T2: if i = 1
the result reduces by α, if i = 2, 3 we obtain T6, T4. Clearly T3, . . . , T6 cannot be
reduced using α or β, which proves linear independence. �

Theorem 6.3 For weight k ≥ 3 we have dimTPA(2k+1) = k+1.

Proof Let M0 be the tree with one vertex, set M1 = t , and for � ≥ 2 set

M� = t ◦2 (t ◦2 (t ◦2 · · · (t ◦2 t) · · · )) (� copies of t).

Consider the following k+1 monomials of weight k in increasing path-lex order; to
save space we write � = M�:

f1 f2 fi (3 ≤ i ≤ k−1) fk fk+1

(k, 3, k−2) (k, 2, k−1) (k, 3, k−2) (k, 2, k−1) (k, 1, k)

k−2
k−1 i−2

k−i
k−2

k

We say a leaf is left (middle, right) if it is the left (middle, right) child of its parent.
The ordered triples above give the number of left (middle, right) leaves. We have
f1 = t ◦3 (t ◦3 Mk−2), f2 = t ◦3 Mk−1, and

fi = (t ◦3 (t ◦3 Mk−i )) ◦2 Mi−2 (3 ≤ i ≤ k).

For 3 ≤ i ≤ k−1, we obtain fi+1 from fi by moving the bottom t of the right–
right subtree to the middle subtree. We will show that f1, . . . , fk+1 form a basis of
TPA(2k+1). For linear independence, we simply observe that no fi (1 ≤ i ≤ k)
can be reduced using any Gröbner basis element α, β, η, θ , ν.

To prove that f1, . . . , fk+1 span TPA(2k+1) we use induction on k ≥ 3. Basis:
Lemma6.14 gives f1 = T3, f2 = T4, f3 = T5, f4 = T6. Induction: Assume that
f1, . . . , fk+1 span TPA(2k+1) and write f ′

1, . . . , f ′
k+2 for the monomials of weight

k+1. For each fi in TPA(2k+1)we obtain monomials of weight k+1 in two ways:

(1) t ◦ j fi for j ∈ [3], i ∈ [k+1]; (2) fi ◦ j t for i ∈ [k+1], j ∈ [2k+1].

Case 1: If j = 1 then t ◦1 fi reduces by α. If j = 2 then t ◦2 fi reduces by β

for i ∈ [k], and t ◦2 fk+1 = Mk+1 = f ′
k+2. If j = 3 then t ◦3 f1 reduces using ν,

t ◦3 f2 = f ′
1, t ◦3 fi reduces using θ for i ∈ [k], and t ◦3 fk+1 = f ′

2.
Case 2 has three subcases depending on where we attach t . If we attach to a left

leaf of fi then the result reduces by α. If we attach to a right leaf then for f1 the result
reduces by ν or β, for f2, . . . , fk the result reduces by β or θ , and for fk+1 either we
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obtain f ′
k+1 or the result reduces by β. If we attach to a middle leaf of f1 then we

obtain either f ′
3 or f ′

1 or the result reduces by θ . If we attach to a middle leaf of f2
then we obtain either f ′

3 or f ′
2. If we attach to a middle leaf of fi for 3 ≤ i ≤ k then

we obtain f ′
j for 3 ≤ j ≤ k+1 or the result reduces by θ . If we attach to the middle

leaf of fk+1 then we obtain f ′
k+2. �

We now assume that the ternary operation t has odd (homological) degree. Thus
every tree has even or odd parity depending the number of internal nodes. We write
| f | ∈ {0, 1} for the parity of f . We must include Koszul signs in the relations for
partial compositions: transposing two odd elements introduces a minus sign.

Lemma 6.15 ([12, Def. 1.1]) If p, q, r ∈ T then

(p ◦i q) ◦ j r =

⎧
⎪⎨

⎪⎩

p ◦i (q ◦ j−i+1 r) i ≤ j ≤ i + �(q) − 1

(−1)|q||r | (p ◦ j−�(q)+1 r) ◦i q i + �(q) ≤ j ≤ �(p) + �(q) − 1

(−1)|q||r | (p ◦ j r) ◦i+�(r)−1 q 1 ≤ j ≤ i − 1

Theorem 6.4 The relation α is a Gröbner basis for 〈α〉 in the free nonsymmetric
operad with a ternary operation of odd homological degree.

Proof The first few steps are identical to those for an even operation. The leading
monomial �m(α) = t ◦1 t overlaps with itself in one way to produce this SCM:

= �m(α) ◦1 t = t ◦1 �m(α).

We apply the same partial compositions to α instead of �m(α):

α ◦1 t = (t ◦1 t) ◦1 t + (t ◦2 t) ◦1 t + (t ◦3 t) ◦1 t

=
•

+ +

t ◦1 α = t ◦1 (t ◦1 t) + t ◦1 (t ◦2 t) + t ◦1 (t ◦3 t)

=
•

+ +

The difference is this (non-reduced) S-polynomial:

α ◦1 t − t ◦1 α = (t ◦2 t) ◦1 t + (t ◦3 t) ◦1 t − t ◦1 (t ◦2 t) − t ◦1 (t ◦3 t) =

+ −
•

− (6.6)
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Lemma6.15 (case 3), p = q = r = t , with i, j = 2, 1 and i, j = 3, 1 gives

(t ◦2 t) ◦1 t = − (t ◦1 t) ◦4 t, (t ◦3 t) ◦1 t = − (t ◦1 t) ◦5 t.

Lemma6.15 (case 1), p = q = r = t , with i, j = 2, 2 and i, j = 1, 3 gives

− t ◦1 (t ◦2 t) = − (t ◦1 t) ◦2 t. − t ◦1 (t ◦3 t) = − (t ◦1 t) ◦3 t.

Therefore (6.6) equals

− (t ◦1 t) ◦4 t − (t ◦1 t) ◦5 t − (t ◦1 t) ◦2 t − (t ◦1 t) ◦3 t.

We reduce each monomial using α and obtain

(t ◦2 t) ◦4 t + (t ◦3 t) ◦4 t + (t ◦2 t) ◦5 t + (t ◦3 t) ◦5 t
+ (t ◦2 t) ◦2 t + (t ◦3 t) ◦2 t + (t ◦2 t) ◦3 t + (t ◦3 t) ◦3 t.

Terms 3, 6 cancel by Lemma6.15 (case 2), (t ◦2 t) ◦5 t = − (t ◦3 t) ◦2 t , leaving

(t ◦2 t) ◦4 t + (t ◦3 t) ◦4 t + (t ◦3 t) ◦5 t
+ (t ◦2 t) ◦2 t + (t ◦2 t) ◦3 t + (t ◦3 t) ◦3 t

= + + +
•

+ +

We reduce terms 4, 6 using α; this cancels terms 1, 5 and terms 2, 3. �

Theorem 6.5 For an odd operation, the dimension of the ternary partially associa-
tive operad is the binary Catalan number (in the weight grading).

Proof Relation α shows that any left subtree reduces, so the dimension for weight
w is the number of binary trees of weight w. �
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Chapter 7
A Survey on Koszul Algebras and Koszul
Duality

Neeraj Kumar

7.1 Introduction

Let k be a field and A a standard graded k-algebra. We say that A is Koszul if the
minimal graded free A-resolution of k has only linear maps. The study of Koszul
algebras has greatly been accelerated in the past three decades, with an influx of new
tools and ideas coming from diverse areas of mathematics. In this survey paper, we
will discuss the appearance of Koszul algebras and Koszul duality phenomena in the
literature in various fronts of mathematical topics.

There are many survey articles on this topic, namely on the theory of Koszul
algebras due to Fröberg [22], on Koszul algebras and Gröbner basis of quadrics due
to Conca [14], on Koszul algebras and regularity due to Conca, DeNegri and Rossi
[15], Koszul algebras and their syzygies due to Conca [13], Koszul algebras in non-
commutative settings due to Martínez-Villa [31], and a book containing several facts
about Koszul algebras and Koszul duality due to Polishchuk [37].

Keeping inmind all these survey articles, we have tried to give an exposition on the
topics that developed at a later stage. However, for the sake of completeness we have
listed many old results and new results from these survey articles too for the optimal
synchronization of results for an easy reading. Section 7.1 contains preliminaries,
to set up the notation and basis terminologies of the paper, e.g. free resolution,
Betti numbers, Hilbert series and Poincaré–Betti series, etc., with several examples.
In Sect. 7.2, Koszul algebras are defined and several equivalent interpretation of
it is discussed. We discuss Fröberg formula which gives a relation describing the
Koszulness via Hilbert series and Poincaré–Betti series. Then we define quadratic
dual algebra and discuss several classical examples. The notion of Koszul duality is
discussed in Sect. 7.3. In Sect. 7.5, we reprove a theorem of Tate on the Poincaré–
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Betti series of quadratic complete intersection ring. Section 7.6 is devoted to highlight
the study of Koszul algebras in combinatorics such as Stanley–Reisner rings, finite
simple graphs, Hilbert series of algebras arising from finite directed graphs. The
classical results on the Koszul algebras for combinatorial rational varieties and non-
combinatorial non-rational varieties are discussed in Sect. 7.6. In this section, we
discuss in detail the concept of diagonal subalgebra, recall classical results, construct
defining equations for the diagonal subalgebras, and present recent published results.
For the Koszul phenomena in the affine semigroup rings and for monomial projective
curve, see Sect. 7.7.We end this survey articlewith an open problemdue toReiner and
Welker: For which Koszul algebras, is the Hilbert series a Polya frequency sequence?

7.2 Preliminaries

Notations and Basic Facts

Let k be a field, and V be a finite-dimensional vector space over k with basis
{x1, . . . , xn}. The notation V ⊗n is short for V ⊗k V ⊗k · · · ⊗k V (n factors). Let
T(V) = ⊕i≥0V ⊗i be the tensor algebra of V over k. The tensor algebra (or the non-
commutative polynomial ring) is a graded k-algebra with dimk V ⊗i = ni . We will
use the notation k〈x1, . . . , xn〉 for T(V).

Let V ∗ = Hom(V, k) be a dual k-vector space of V via (a f )(v) = a f (v) for any
f ∈ V ∗, v ∈ V and a ∈ k. One may identify V ∗ ⊗k V ∗ with V ⊗k V by the rule
( f ⊗ g)(v ⊗ w) = f (v)g(w) for all f, g ∈ V ∗ and v, w ∈ V . Inductively, one may
identify (V ∗)⊗ j with (V ⊗ j )∗ for any j ∈ N.

Let A be a finitely generated graded k-algebra, i.e., A = ⊕i≥0 Ai is a graded ring
with A0 = k. Let A+ = ⊕i≥1Ai be the graded maximal ideal of A. We say that A is
standard graded if A+ is generated by A1.

By a graded (non-commutative) k-algebra A, we mean an algebra of the form
A = k〈x1, . . . , xn〉/I or simply T(V) /I , where I is a two-sided ideal generated
by homogeneous elements. By a graded (commutative) k-algebra A, we will mean
an algebra of the form A = k[x1, . . . , xn]/I , where I is a homogeneous ideal in
the polynomial ring k[x1, . . . , xn]. The graded algebra A is called quadratic if I is
generated by elements of degree two.

Given a finitely generated graded A-module M and j ∈ Z, the shifted module
M( j) is the graded A-module with i th graded component M( j)i = Mi+ j . In partic-
ular, A(− j) = ⊕i≥ j Ai− j is the graded free A-module of rank one, with generator in
degree j .

Hilbert Series

The Hilbert series FA(z) of a graded algebra A = ⊕i≥0 Ai is a formal sum
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FA(z) =
∑

i≥0

(dimk Ai ) zi .

Since A is finitely generated, the dimension of Ai as a k- vector space is finite for
each i , and so the Hilbert series FA(z) is well defined. Similarly, If M = ⊕i∈ZMi is
finitely generated graded A-module, then it has awell-definedHilbert series FM (z) =∑

i∈Z (dimk Mi ) zi . It is well known that if A is a commutative graded algebra, then
FA(z) is a rational function.

Example 7.1 (i) If A = k〈x1, . . . , xn〉, then dimk Ai = ni , so the Hilbert series
FA(z) = 1 + nz + n2z2 + · · · = 1

1−nz .

(ii) If A = k[x1, . . . , xn], then dimk Ai = (i+n−1
n−1

)
, and so FA(z) = 1

(1−z)n .
(iii) If A = k[x1, . . . , xn]/I , where I = (xi x j | i 	= j, i, j ∈ {1, . . . , n}), then

dimk Ai = n and FA(z) = 1 + nz + nz2 + · · · = 1+(n−1)z
1−z .

Free Resolution and Betti Numbers

To describe certain structures of a module, Hilbert introduced the idea of associating
a free resolution to a finitely generatedmodule [28]. Aminimal graded free resolution
of a finitely generated A-module M is a complex of free A-modules

F• · · · −→ Fn
ψn−→ · · · · · · ψ2−→ F1

ψ1−→ F0
ψ0−→ 0,

such that H0(F•) = M , Hi (F•) = 0 for all i > 0, and ψi+1(Fi+1) ⊆ A+Fi for every
i . Such a minimal graded free resolution always exists and it is unique up to an
isomorphism of complexes. The minimal graded free resolution of an A-module M
in terms of shifted A-modules is

F• · · · −→ ⊕ j A(− j)βi j −→ · · · −→ ⊕ j A(− j)β1, j −→ ⊕ j A(− j)β0, j −→ 0,

where A(− j) is the graded free A-module A(− j) = ⊕i≥ j Ai− j . Since the resolu-
tion F• is graded, it means that the differential maps ψi of the complex are homo-
geneous homomorphisms of degree zero or equivalently non-zero entries of the
matrices corresponding to differentials are homogeneous. The minimality condition
ψi+1(Fi+1) ⊆ A+Fi for every i is equivalent to the fact that F• ⊗A k has differential
zero, that is, all non-zero entries corresponding to differentials have positive degrees.
Hence by construction

TorA
i (M, k) = Hi (F• ⊗A k) = Fi ⊗A k = Aβ A

i (M),

where β A
i (M) = dimk TorA

i (M, k), and β A
i j (M) = dimk TorA

i (M, k) j are called i th
Betti number and (i, j)th graded Betti number of A-module M , respectively. For
convenience, we simply write βi and βi j instead of β A

i (M) and β A
i, j (M).
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Example 7.2 If A = k[x1, . . . , xn], the Koszul complex on x1, . . . , xn ,

0 −→ A(−n)βn
∂n−→ · · · −→ A(−2)β2

∂2−→ A(−1)β1
∂1−→ A → k → 0

is a minimal graded free resolution of k = A/A+ over A, where βi = (n
i

)
.

Poincaré–Betti Series

Now we define the Poincaré–Betti series and bi-series.

(a) The Poincaré–Betti series PA(z) of A is the generating function for the
k-dimensions of TorA

i (k, k),

PA(z) =
∑

i≥0

dimk
(
TorA

i (k, k)
)

zi .

(b) The Poincaré–Betti bi-series P A
M(t, z) of a graded A-module M is a formal sum

P A
M(t, z) =

∑

i≥0

(
TorA

i (M, k) j
)

t j zi =
∑

i≥0

βi j t j zi .

(c) The Poincaré–Betti series PM(z) of a graded A-module M is a formal sum

P A
M(z) =

∑

i≥0

(
TorA

i (M, k)
)

zi =
∑

i≥0

βi zi .

Notice that P A
M(z) = P A

M(1, z).

Examples for Poincaré–Betti Series

(i) If A = k〈x1, . . . , xn〉, a minimal free A-resolution of k is

0 −→ An φ1−→ A → k.

with φ1 = [
x1 x2 . . . xn

]
and hence it is linear. We get that the Poincaré–Betti

series of k = A/A+ over A is 1 + nz, and the Poincaré–Betti bi-series is 1 + ntz.
(ii) If A = k[x1, . . . , xn], the Poincaré–Betti series of k = A/A+ over A is

1 + (n
1

)
z + · · · + (n

n

)
zn = (1 + z)n , and the Poincaré–Betti bi-series is given by

(1 + t z)n .

Definition 7.1 Let R be a standard graded k-algebra, and M be a finitely generated
graded R-module with (i, j)th graded Betti number β A

i j (M) = dimk
(
TorA

i (M, k) j
)
.
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(a) The Castelnuovo–Mumford regularity of M over A is

regA(M) = sup
i≥0

{
j − i | β A

i j (M) 	= 0
}
.

(b) Let I be a homogeneous ideal in A generated in degree d. Then I has a linear
resolution if regA(I ) = d, i.e., if for all i , β A

i j (I ) = 0 for j 	= i + d.
(c) We say that A is a Koszul algebra if regA(k) = 0, i.e., if for all i , we have

β A
i j (k) = 0 for j 	= i [41].

Remark 7.1 [18, Lemma 6.5] Let A be a standard graded k-algebra. Let I be a
homogeneous ideal in A with regA(A/I ) ≤ 1. If A is Koszul, then so is A/I .

7.3 Koszul Algebras

7.3.1 Poincaré Series and Hilbert Series Formula

Proposition 7.1 Given a finitely generated graded A-module M, a formula relating
the Hilbert series of A and M, and the Poincaré–Betti bi-series of M is given by

FM(z) = FA(z)P A
M(z,−1). (7.1)

Proof The minimality of resolution F• implies that min βi, j ≥ min βi−1, j . Notice
that for a given j , there exists only finitely many i such that βi, j 	= 0. This implies
that the series P A

M(z,−1) is well defined. By selecting the j th degree component from
the minimal graded free resolution F•, we obtain a finite exact complex of finite-
dimensional k-vector spaces. Now use the fact that Euler characteristic (alternating
sum of the dimensions) of a finite exact complex of finite-dimensional k-vector space
vanishes to get the relation (7.1). �

Definition 7.2 Let M be a finitely generated graded A-module. We say that M has
a linear resolution if βi j = 0 for all i 	= j . If M is generated in degree d, we say that
M has a d-linear resolution if βi j = 0 for all j 	= i + d.

A resolution is called linear if the non-zero entries of the matrices representing the
differential maps between the free modules A(− j)βi j are homogeneous of degree 1.

Remark 7.2 Notice that if the minimal graded free resolution F• is linear, then the
formula (7.1) becomes

FM(z) = FA(z)P A
M(−z). (7.2)

Now we focus on the minimal free graded A-resolution of k (we may consider
k = A/A+ as an A-module).
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Definition 7.3 If the minimal free graded A-resolution of k is linear, then we say
that A is a Koszul algebra.

7.3.2 Fröberg Formula

Taking M = k in the formula (7.2), we get an equivalent definition of Koszul algebra,
namely the following:

Definition 7.4 If A is a Koszul algebra then

FA(z)P A
k (−z) = 1. (7.3)

Let A be a Koszul algebra. We may also conclude (7.3) by using Euler character-
istic in each degree of the following graded exact sequence:

· · · −→ A(−m)βm
φm−→ · · · −→ A(−2)β2

φ2−→ A(−1)β1
φ1−→ A → k.

We have from Fröberg formula (7.3) that 1
FA(−z) = P A

k (z) ∈ N[[t]].
Remark 7.3 In [30], Lofwall called (7.3) a Fröberg formula.

Theorem 7.1 ([30, Lofwall]) A standard graded k-algebra A is Koszul if and only
if FA(z)P A

k (−z) = 1.

One direction is clear from the previous discussion that Koszulness implies
FA(z)P A

k (−z) = 1. Hence we shall show that FA(z)P A
k (−z) = 1 implies that A

is Koszul.

Proof Let F• = (Fi , ∂i ) be the minimal graded free resolution of k over A. Then we
have

1 = Fk(z) =
∑

i≥0

FFi (z)(−1)i .

On the other hand, since Fi = ⊕A(− j)βi, j , we see that FFi (z) = ∑
i≥0 βi, j FA(z)zi ,

and hence
1 =

∑

i≥0

∑

j

βi, j FA(z)z j (−1)i = FA(z)G A(−1, z),

where G A(−1, z) = ∑
i≥0 βi, j z j (−1)i . By uniqueness of inverse in the power series

ring k[|z|], it is enough to show that A is Koszul if and only if G A(−1, z) ≡ P A
k (−z),

that is,

∑

i≥0

∑

j

βi, j z
j (−1)i ≡

∑

i≥0

βi z
i (−1)i . (7.4)
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Note that if A is Koszul then βi = βi,i and βi, j = 0 for all i 	= j , hence (7.4) holds.
Now assume that A is not Koszul. Let s be the smallest index such that βs,s 	= βs .

Also note that βi, j = 0 for j < i . Therefore

∑

i≥0

∑

j≥i

βi, j z
j (−1)i −

∑

i≥0

βi z
i (−1)i

is still a formal series with βs,s − βs(−1)s zs as lowest non-zero term. Then (7.4)
does not hold which is a contradiction. �

Theorem 7.2 [30, Lofwall] A standard graded k-algebra A = S/I is Koszul then
I is generated by quadrics.

Proof For the proof see [22] and references therein. �

Serre–Kaplansky Problem

J.P. Serre and Kaplansky asked the following question independently: Let A be a
local Artinian ring with maximal idealmA and residue field k = A/mA. Is it true that
the Poincaré–Betti series

PA(z) =
∑

i≥0

dimk
(
TorA

i (k, k)
)

zi

is rational?

Remark 7.4 In [2], Anick gave the following example for which the Poincaré–Betti
series PA(z) is irrational,

A = Q[x1, x2, . . . , x5]
(x2

1 , x2
2 , x2

4 , x2
5 , x1x2, x4x5, x1x3 + x3x4 + x2x5) + m3

A

.

Remark 7.5 By formula (7.3), we see that if the Hilbert series FA(z) is rational, so
is the Poincaré–Betti series. Hence for Koszul algebras, Poincaré–Betti series is a
rational function.

Example 7.3 Note that k[x1, . . . , xn] and k〈x1, . . . , xn〉 are examples of Koszul
algebras, since k has a linear resolution over these algebras.

Example 7.4 Let A = k[x1, . . . , xn]/I , where I = (xi x j | 1 ≤ i, j ≤ n). Then A is
Koszul, see [24].
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7.4 Koszul Duality

Notations

(a) For any subspace Q ⊆ (V )⊗ j , define the perpendicular subspace Q⊥ = {α ∈
(V ∗)⊗ j | α(q) = 0 for all q ∈ Q}. Denote by (Q) the two-sided ideal of T(V),
and by (Q⊥) the two-sided ideal of T(V∗).

(b) Let S(V) be the symmetric algebra of V . Then S(V) = T(V) /(QS), where (QS)

is an ideal in T(V) generated by QS = {v ⊗ w − w ⊗ v | v, w ∈ V }.
(c) In order to be consist with literature on the theory of Koszul duality, for a given

algebra (), we shall denote by ()! for the Koszul duality in stead of ()∗.

Definition 7.5 Let A = T(V) /(Q) be a quadratic algebra, where (Q) is generated
by the quadratic relation set Q ⊆ V ⊕k V . The Quadratic dual algebra of A is
defined as A! = T(V∗)/(Q⊥).

Notice that A! is a quadratic algebra. Thus, we can write A! = ⊕i≥0 A!
i as a graded

k-algebra with A!
0 = k and A!

1 = V ∗.

Proposition 7.2 Let A be a quadratic algebra, then we have (A!)! = A.

The proof of (A!)! = A follows immediately from the following two observations
dim(Q⊥)⊥ = dim Q and Q = (Q⊥)⊥, whose proof is left to the reader as an exercise.

Example 7.5 By definition, S(V) is a quadratic algebra.Wewant to find dual algebra
S(V)!.

To find dual algebra of S(V), It is enough to find Q⊥
S . Define Q A = { f ⊗ f | f ∈

V ∗}. Then for any f ∈ V ∗ and any v, w ∈ V , we have ( f ⊗ f )(v ⊗ w − w ⊗ v) =
f (v) f (w) − f (w) f (v) = 0. Hence Q A ⊆ Q⊥

S . Now regarding v, w as elements in
V ∗∗, we have (v ⊗ w − w ⊗ v)( f ⊗ f ) = 0. We get that Q⊥

S ⊆ Q A, and so Q⊥
S =

Q A. Hence we conclude that

S(V)! = T(V∗)/(QA) = ∧V∗, and (∧V∗)! = S(V)! ! = S(V) .

More Examples

(i) Note that the tensor algebra T(V) is naturally a quadratic algebra, since T(V) =
T(V) /(Q), where (Q) is the ideal generated by the quadratic relation set Q =
{0} ⊆ V ⊗k V . Then, Q⊥ = (V ⊗k V )∗ = V ∗ ⊗k V ∗. Thus,

T(V)! = T(V∗)/(Q⊥) = T(V∗)/(V∗ ⊗k V
∗).

(ii) Let V be the k vector space generated by x . Then T(V) = k[x]. Thus,

(k[x])! = k[x]/(x2) and (k[x]/(x2))! = k[x].
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(iii) More generally, let V be the vector space with basis {x1, . . . , xn}. Then
the symmetric algebra S(V) is a polynomial ring k[x1, . . . , xn]. By def-
inition, S(V) = k[x1, . . . , xn] = k〈x1, . . . , xn〉/(QS), where QS = {v ⊗ w −
w ⊗ v | v, w ∈ V }. Note that if xi ⊗ x j − x j ⊗ xi = 0 for all 1 ≤ i < j ≤ n,
then v ⊗ w − w ⊗ v = 0, where v = a1x1 + · · · + an xn and w = b1x1 + · · · +
bn xn for some ai , bi ∈ k. Recall that we denote by k〈x1, . . . , xn〉 the tensor
algebra T(V). Then,

S(V) = k〈x1, . . . , xn〉/(xi ⊗ x j − x j ⊗ xi | 1 ≤ i < j ≤ n).

Let V ∗ be the dual space of V with the dual basis {ζ1, . . . , ζn}. Then,

ζi ⊗ ζi , (ζi + ζ j ) ⊗ (ζi + ζ j ) ∈ Q A = { f ⊗ f | f ∈ V ∗}

for all i, j ∈ {1, . . . , n}. The second relation implies that ζi ⊗ ζ j + ζ j ⊗ ζi ∈
(Q A) for all i, j ∈ {1, . . . , n}.
Conversely, if ζi ⊗ ζi = 0 and ζi ⊗ ζ j + ζ j ⊗ ζi = 0 for all 1 ≤ i < j ≤ n,
then f ⊗ f = 0, where f = a1ζ1 + · · · + anζn for some ai ∈ k. We get

∧V ∗ = T(V∗)/(QA) = T(V∗)/(ζi ⊗ ζi, ζi ⊗ ζj + ζj ⊗ ζi | 1 ≤ i < j ≤ n).

By previous example, we have

S(V)! = k〈ζ1, . . . , ζn〉/(ζ 2
i , ζiζ j + ζ jζi | 1 ≤ i < j ≤ n).

(iv) Let V be the vector space over the field k with basis {x, y}. Consider the
quadratic algebra A = k[x1, x2]/(x2

1 ). Then, A = T(V) /(Q),where Q = {x1 ⊗
x1, x1 ⊗ x2 − x2 ⊗ x1} is the quadratic relation set. Let V ∗ be the dual space
of V with the basis {ζ1, ζ2}. Then T(V∗) = k〈ζ1, ζ2〉 and Q⊥ is generated by
{ζ1ζ2 + ζ2ζ1, ζ

2
2 }. Thus

A! = T(V∗)/(Q⊥) = k〈ζ1, ζ2〉/(ζ1ζ2 + ζ2ζ1, ζ
2
2 ).

(v) If A = k〈x1, . . . , xn〉/I , where I is generated bymonomials of degree two, then
A! = k〈ζ1, . . . , ζn〉/J , where J is generated by those monomials ζiζ j such that
xi x j /∈ I .

Definition 7.6 We say that A is Koszul if PA(z) = FA!(z), where A! = Hom(A, k)
is the Koszul dual of A.

FA!(−z)FA(z) = 1.

Example 7.6 If A = k[x1, . . . , xn], then A! = k〈ζ1, . . . , ζn〉/(ζ 2
i , ζiζ j + ζ jζi | 1 ≤

i < j ≤ n). hence FA(z) = 1
(1−z)n , FA!(z) = (1 + z)n . Therefore

FA!(−z)FA(z) = (1 − z)n 1

(1 − z)n
= 1.
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7.5 Koszul Phenomena in Literature

Poincaré–Betti Series of Complete Intersection

An (ideal theoretic) complete intersection ring is of the form S/I , where S =
k[x1, . . . , xn] is a polynomial ring and I an ideal of S generated by a regular sequence
of homogeneous forms. We say that the homogeneous polynomials g1, g2, . . . , gr

form a regular sequence if gi is a non-zero divisor on S/(g1, g2, . . . , gi−1) for every
i = 2, . . . , r − 1. Now using Koszul algebra technique, we prove the following the-
orem due to Tate [43].

Theorem 7.3 ([43, Theorem 6]) Let A = k[x1, . . . , xn]/(g1, g2, . . . , gr ) be a com-
plete intersection ring with deg gi = 2. Then the Poincaré–Betti series of k over A
is (1+z)n

(1−z2)r .

Proof Let Bi = k[x1, . . . , xn]/(g1, g2, . . . , gi−1). We have the following graded
short exact sequence of Bi -modules

0 −→ Bi (−2)
gi−→ Bi −→ Bi/(gi ) −→ 0.

Using this short exact sequence repeatedly, we can compute the Hilbert series of
A, namely FA(z) = (1−z2)r

(1−z)n . If we show that A is Koszul, then the Poincaré series

formula follows immediately from the following relation FA(z)P A
k (−z) = 1. We

know that B1 = k[x1, . . . , xn] is Koszul. Now using induction on i and applying
regularity lemma (e.g., [20, Corollary 20.19]) we conclude that regBi

Bi/(gi ) ≤ 1
for all i . Using (7.1) we conclude that Br+1 = A is Koszul. �

7.6 Combinatorics

There are interesting classes of quadratic monomial ideals coming from combina-
torics.

Stanley–Reisner Rings

A simplicial complex � over a set of vertices V = {x1, . . . , xn} is a subset of the
power set of V with the property that F ∈ � and G ⊆ F imply G ∈ �. If F ∈ �,
we define xF = ∏

xi ∈F xi ∈ S = k[x1, . . . , xn] over the field k. The Stanley–Reisner
ideal of �, denoted by I� is the ideal (xF | F /∈ �) in S, and the Stanley–Reisner
ring of � is k[�] = S/I�. For more information on the theory of Stanley–Reisner
ideals we refer the reader to [8]. Notice that I� is a monomial ideal. We record the
following theorem, see discussion [Section 3.1, [22]].
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Theorem 7.4 The Stanley–Reisner ring k[�] = S/I� is Koszul if and only if I� is
quadratic if and only if � is a flag (clique) complex.

Recall that a simplicial complex � is called flag (clique), if all minimal nonfaces
consist of two elements, equivalently, I� is generated by quadratic monomials.

Theorem 7.5 Let P be a finite partially ordered set on {x1, . . . , xn}. The Stanley–
Reisner ring associated to P is Koszul.

Finite Simple Graphs

Let G be a graph on the vertex set V = {x1, . . . , xn}. Given a field k we define the
edge ideal I (G) of the polynomial ring S = k[x1, . . . , xn] generated by the set of
monomials xi x j such that xi is adjacent to x j . The following theorem follows from
[24].

Theorem 7.6 Let S = k[x1, . . . , xn] be a polynomial ring and I (G) an edge ideal
of S associated to a finite simple graph. Then S/I (G) is Koszul.

Matroids

Given v1, . . . , vn spanning vector space V , define the Orlik–Solomon algebra

A =
∧

(x1, . . . , xn)/I,

where I is spanned by
∑r

s=1(−1)s xi1 ∧ · · · x̄is ∧ · · · ∧ xir for all circuits, that is,
minimal dependent subsets of {vi1 , . . . , vir }.
Question (Yuzvinskiı̆ [45]) When is the Orlik–Solomon algebra A Koszul? �

Finite Directed Graphs

Let AG be an algebras arising fromwalks in directed graphsG on [n] = {1, 2, . . . , n}.
The following theorem is obtained by multiple authors, see Fröberg [24], Bruns,
Herzog, and Vetter [9].

Theorem 7.7 Let G be a directed graphs on [n] = {1, 2, . . . , n}, that is, a collection
of ordered pairs (i, j) (with i = j allowed). Then

AG = k〈x1, . . . , xn〉/(xi x j | (i, j) /∈ G)

is Koszul.
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The Koszul dual of AG is AḠ , where Ḡ is the complementary directed graph
of G. There is a nice description for the Hilbert series of AG ,

FAG =
∑

i≥0

|{walks of length i in G}| · zi .

7.7 Geometry

Mumford’s theorem [32] says that for any projective variety X ⊂ P
n , its Veronese

embedding vd0(X) ⊂ P
N0 is cut out by quadrics, for d0 � 0. Backlin [4] proved that

Veronese embedding vd1(X) ⊂ P
N1 for some d1 � 0 is Koszul.

Eisenbud, Reeves, and Totaro in [21] proved that under sufficiently high Veronese
embedding, vd2(X) ⊂ P

N2 for some d2 � 0, is defined by Gröbner basis of quadrics.
In general, we have d2 ≥ d1 ≥ d0, and hence we have

Gröbner basis of quadrics =⇒ Koszul =⇒ Quadratic.

Example 7.7 An example of Quadratic algebra but not Koszul, let

R = K [x, y, z, t]/(x2, y2, z2, t2, xy + zt)

then one has βR
34(K ) = 5 and hence R is not Koszul. We may also see via Poincaré–

Betti series

FR(z) = 1 + 4z + 5z2 and
1

FR(−z)
= 1 + 4z + · · · + 44z5 − 29z6 · · ·

Example 7.8 An example of algebra with Gröbner basis of quadrics but not Koszul,
let

R = K [x, y, z]/(x2 + yz, y2 + xz, z2 + xy).

The Gröbner basis of ideal I = (x2 + yz, y2 + xz, z2 + xy) is (x2 + yz, y2 + xz,
z2 + xy, 2yz2, 2xz2, z4).

Kemph in [25] proved that any ringwith a straightening lawwhose discrete algebra
is defined by quadratic monomials is Koszul. He further gave an estimate for high
enough bound to improve the Backlin result for the high Veronese subring of any
graded k-algebra to be Koszul. There are several examples of coordinate rings of
projective varieties that are Koszul.

Koszulness of Combinatorial Rational Varieties

Many combinatorial rational varieties, such as Grassmannians, Schubert varieties,
determinantal varieties, etc., are cut out by quadrics. In fact, with respect to the system
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of coordinates and term orders, Grassmannians, Schubert varieties, determinantal
varieties, etc., are definedbyGröbner basis of quadrics andhence areKoszul algebras.

Koszulness of Non-combinatorial, Non-rational Varieties:

For the non-combinatorial, non-rational varieties, the classical result is Petri’s the-
orem [35] states that a smooth non-hyperelliptic curve of genus g ≥ 4 in its canon-
ical embedding is cut out by quadrics, with the exceptions of trigonal curves and
plane quintics. Vishik and Finkelberg in [44] proved that the coordinate ring of gen-
eral curve of genus g ≥ 5 is Koszul. Pareschi and Purnaprajna [33] proved that the
homogeneous coordinate ring of a canonical curve is Koszul unless the curve is
hyperelliptic, trigonal, or isomorphic to a plane quintic. Butler in [19] proved that
for a curve of genus g embedded by a complete linear system of degree≥ 2g + 2, the
homogeneous coordinate ring is Koszul. Polishchuk in [37] studied the Koszul prop-
erty for the homogeneous coordinate ring of certain embeddings of degree ≥ g + 3.
Conca, Rossi andValla [16] proved that for a smooth, non-hyperelliptic, non-trigonal
curve of genus g ≥ 5which is not a plane quintic, then its canonical ring is are defined
by Gröbner basis of quadrics and hence are Koszul algebras.

Let X be a set of s distinct points in Pn
k and let RX be their coordinate ring. Kempf

[26] proved that if s ≤ 2n and the points are in general linear position then RX is
Koszul (Kempf used the termWonderful rings for Koszul). This result of Kempf was
further extended by Conca, Trung, and Valla [17] in the following way: Let X be
a set of generic points in P

n
k , then the coordinate ring RX is Koszul if and only if

|X | ≤ 1 + n + (n2/4).

Diagonal Subalgebras

Let c, e positive integers, and � = {(cs, es) | s ∈ Z} be the (c, e)-diagonal of Z2.
Given a bigraded k-algebra R = ⊕u,v≥0R(u,v), one can associate a graded k-algebra
R� = ⊕s∈ZR(cs,es), the (c, e)-diagonal subalgebra of R. The diagonal subalgebra
methods were introduced by Simis, Trung, and Valla, see [40]. The diagonal subal-
gebra R�, being a graded k-algebra has a presentation of the form S/I , where S is
some polynomial ring and I a homogeneous ideal of S, and hence R� represents a
homogeneous coordinate ring. See example 7.10 is discussed to illustrate this.

Example 7.9 Let S = k[x1, . . . , xn, y1, . . . , ym] be a bigraded polynomial ring with
deg xi = (1, 0) and deg t j = (0, 1) for all i, j . Let� = (c, e) and set A = k[x1, . . . ,
xn] and B = k[y1, . . . , ym]. Then the diagonal subalgebra S� is the Segre product of
the Veronese subrings A(c) and B(e), respectively, and is given by k[xi y j |1 ≤ i ≤ n,

1 ≤ j ≤ m].
Example 7.10 Let J = (x3

1 , x3
2) ⊂ A = k[x1, x2] and let� = (1, 1). The Rees alge-

bra of an ideal J is A[J t] = k[x1, x2, x3
1 t, x3

2 t]. It is a well-known fact that the Rees
algebra A[J t] is isomorphic to the quotient
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k[x1, x2, y1, y2]
(x3

1 y2 − x3
2 y1)

.

Let B = k[x1, x2, y1, y2] and K = (x3
1 y2 − x3

2 y1) an ideal in B. Set A[J t] = B/K
and define deg xi = (1, 0) and deg y j = (0, 1), then A[J t] is a bigraded k-algebra.
The (1, 1)-diagonal subalgebra of A[J t] is the graded k-algebra

A[J t]� = B�
K�

= k[x1y1, x1y2, x2y1, x2y2]
K�

,

where

K� =
(
(x1y1)

2(x1y2) − (x2y1)
3, (x2y1)(x2y2)

2 − (x1y2)
3, (x1y1)(x1y2)

2 − (x2y1)
2(x2y2)

)
.

Using the isomorphism

k[z0, . . . , z3]
(z1z2 − z0z3)

−→ k[x1y1, x1y2, x2y1, x2y2]

where z0 �→ x1y1, z1 �→ x1y2, z2 �→ x2y1, z3 �→ x2y2,we can describe the (1, 1)-
diagonal subalgebra of the Rees algebra A[J t] as follows:

A[J t]� = k[z0, . . . , z3]
(z1z2 − z0z3, z31 − z2z23, z32 − z20z1, z0z21 − z22z3)

.

A twisted quartic curve is defined from P −→ P
3 by the map [x0, x1] �→

[x4
0 , x3

0 x1, x2
0 x2

1 , x0x3
1 , x4

1 ]. The vanishing locus of the map above is the polynomials
z1z2 − z0z3, z31 − z2z23, z32 − z20z1, z0z21 − z22z3. Therefore, the diagonal subalgebra
A[J t]� is the homogeneous coordinate ring of the twisted quartic curve in the pro-
jective space P3.

Let S = k[x1, . . . , xn] be a polynomial ring. Let I = 〈 f1, . . . , fr 〉 be an ideal of S
generated by a regular sequence of homogeneous formsof degreed. TheRees algebra
of I is the subalgebra of k[x1, . . . , xn, t] defined as R(I ) = k[x1, . . . , xn, f1t, . . . ,
fr t]. We list some important results in this direction of koszulness of diagonal sub-
algberas of bigraded algebras:

(a) Given any standard bigraded k-algebra R, one has R� is Koszul for large � [18,
Theorem 6.2].

(b) If standard bigraded k-algebra R (when viewed as a graded algebra) is Koszul,
then R� is Koszul for all � [6, Theorem 2.1].

(c) If c ≥ d(r−1)
r and e > 0, then, R(I )� is Koszul [18, Corollary 6.10].

(d) Let n = 3 and f1 = x2, f2 = y2, f3 = z2, and � = (1, 1), then R(I )� is the
subring

R = k[x3, y3, z3, x2y, xy2, x2z, xz2, y2z, yz2]

of k[x, y, z]. R is Koszul [11].
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(e) Let r = 3 and deg( fi ) = 2. ThenR(I )� is Koszul for � = (1, 1) [12, Theorem
3.2].

(f) Let r = 3 and deg( fi ) = d. If c ≥ d
2 and e > 0, then, R(I )� is Koszul [29].

(g) Suppose that S is replaced by a Koszul ring A and = 〈 f1, . . . , fr 〉 be an ideal of
A, then if c ≥ d(r−1)

r and e > 0, then, R(I )� is Koszul [29].
(h) Let S = k[x1, . . . , xm, t1, . . . , tn] be a polynomial ring bigraded by deg xi =

(1, 0) for i = 1, . . . , m and deg ti = (0, 1) for i = 1, . . . , n. Let I be an ideal of
S generated by a regular sequence with elements all of bidegree (d, 1) and R =
S/I . Let d

2 ≤ c < 2d
3 and e > 0. Then R� is Koszul. Moreover R(−a,−b)�

have a linear resolution over R� [29].

Question (Conca, Herzog, Trung, and Valla, [18]) Let S = k[x1, . . . , xn] be a poly-
nomial ring. Let I = 〈 f1, . . . , fr 〉 be an ideal of S generated by a regular sequence
of homogeneous forms of degree d. Let � be the (c, e)-diagonal of Z2, where c, e
are positive integers. Is it true that R(I )� is Koszul for all c ≥ d

2 and e > 0? �

This question is open for all r ≥ 4.

Residual Intersections

Let R be aNoetherian local ring. Two ideals I and J are linkedwhen I = K : J , J =
K : I , and K is an ideal of R generated by a regular sequence. Residual intersection
generalizes the notion of linkage. An ideal J of R is an m-residual intersection of
I if there exists an m-generated ideal K = 〈z1, . . . , zm〉 ⊂ I such that J = K : I
and ht(J ) ≥ m, see [3]. An m-residual intersection J of I is a geometric m-residual
intersection of I if ht(I + J ) ≥ m + 1.

Given positive integers m ≥ n, consider an ideal J = 〈z1, . . . zm〉 + In(φ) in the
polynomial ring S = k[x1, . . . , xn, y1, . . . , yp], where φ is an n × m matrix, with
entries linear in y1, . . . , yp, such that

[
z1 z2 . . . zm

] = [
x1 x2 . . . xn

] · φ. Such an
ideal is shown to be a geometric residual intersection in [10, Lemma 4.7], when
ht(J ) ≥ m, and ht(In(φ)) ≥ m − n + 1. The authors in [1] prove the following.

Theorem 7.8 If c ≥ 1 and e ≥ n
2 , then (S/J )� is Koszul.

7.8 Koszulness of Affine Semigroup Rings

A numerical semigroup is a set of non-negative integers N closed under addition,
containing the zero element, and with finite complement in the set of non-negative
integers. By an affine semigroup we mean a finitely generated sub-semigroup S
of the additive monoid N

d , where d is some positive integer. Let k[S] denote the
semigroup ring of S over a field k. Then one can identify k[S] with the subring
of a polynomial ring k[y1, . . . , yd ] generated by the monomials yμ = yμ1

1 · · · yμd
d ,
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whereμ = (μ1, . . . , μd) ∈ N
d . Define themapφ : k[x1, . . . , xn] �−→ k[y1, . . . , yd ]

by sending xi to the generatingmonomials yλi = yλ1,i

1 · · · yλd,i

d of the affine semigroup
S. The toric ideal IS is the kernel of the map φ. Hence we have

k[x1, . . . , xn]/(IS) ∼= k[S] ⊂ k[y1, . . . , yd ].

Let J be a semigroup ideal generated by semigroup elements in k[S]. The following
theorem is due to Herzog, Reiner, and Welker [27].

Theorem 7.9 Let S be an affine semigroup and let J be a semigroup ideal in the
affine semigroup ring k[S]. Set A = k[S]/J . Then A is Koszul in the following case:

(i) S = N
d (so A = k[x1, . . . , xd ]) and J is a quadratic monomial ideal, or

(ii) J = 0 and S has minimal generators λ1, . . . , λd for which the toric ideal IS has
a quadratic Gröbner basis.

The following theorem is due to Peeva, Reiner, and Sturmfels [34].

Theorem 7.10 k[S] is Koszul if and only if S is a Cohen–Macaulay poset over k
when ordered by divisibility.

Monomial Projective Curves

It is a standard fact thatGröbner basis of quadrics impliesKoszulness, andKoszulness
implies quadratic defining ideal, however the converse may not be true in general.
In the context of monomial projective curves (let d = 2 in the definition of affine
semigroup rings), the following two questions have been extensively studied in the
literature.

Question Whether all monomial projective curves with quadratic defining ideal are
Koszul? �

Question Whether all Koszul monomial projective curves have quadratics Gröbner
basis? �

The following Table7.1 due to Roos and Sturmfels [39, Sect. 2] discusses the
computational outcome for the monomial projective curves (toric curves) in P

n for
n ≤ 8.

Example 7.11 We refer to Table 7.1.

(i) For n = 3, we have precisely two toric curves which are the twisted cubic
[0, 1, 2, 3] and the complete intersection [0, 1, 2, 4], see [42].

(ii) For n ≤ 6, positive answer for 7.8 that all Koszul algebras have quadratic
Gröbner bases. This is not true if n = 7, see [42].
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Table 7.1 Census analysis of
toric curves defined by
quadrics in Pn

n Candidates Quadratics Koszul Quadratics
Gröbner
basis

2 1 1 1 1

3 2 2 2 2

4 9 8 8 8

5 67 47 46 46

6 752 384 358 358

7 11320 3794 ≥ 3321 3320

8 ≥ 60000 – – –

(iii) For n = 5, there is precisely one case, for which quadratically defined ideal
does not imply koszulness. Let S = [0, 3, 5, 7, 11], then the corresponding
toric ideal IS is defined by quadratic relations

(x2
2 − x1x4, x2

3 − x2x5, x2
4 − x3x5, x2

5 − x2x6, x3x4 − x1x6).

The semigroup ring k[S] = k[x1, . . . , x6]/(IS) is quadratic but not Koszul, see
[42].

(iv) In P8, let S be the monoid generated by

(36, 0), (33, 3), (30, 6), (28, 8), (26, 10), (25, 11), (24, 12), (18, 18), (0, 36).

Then the Poincaré–Betti series of k[S] is irrational [39, Theorem 1].
(v) Following [39, Theorem 1], it was asked whether affine numerical semigroup

ring has a irrational Poincaré–Betti series. Fröberg and Roos [23] modified the
example given by Roos and Sturmfels [39] and proved that an affine numerical
semigroup ring can have irrational Poincaré–Betti series.

The following theorem is due to Bermejo, García-Llorente and García-Marco [5].

Theorem 7.11 Let a1 < · · · < an be a generalized arithmetic sequence of relatively
prime integers. Consider the projective monomial curve C ⊂ P

n over k parametri-
cally defined by

x1 = sa1 tan−a1 , . . . , xn−1 = san−1 tan−an−1 , xn = san , xn+1 = tan .

Then, the homogeneous coordinate ring k[C] is Koszul if and only if a1 < · · · < an

are consecutive numbers and n > a1.
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7.9 Koszulness and Pólya Frequency Sequences

Let A be a finitely generated graded k-algebra. Note that FA(z) and PA(z) are only
power series in z, and not rational functions of z in general. If we assume that A is
commutative, then FA(z) is a rational and can be written in the form

FA(z) =
∑

i≥0

(dimk Ai ) zi = h(A, z)

(1 − z)d
,

where h(A, z) = h0 + h1z + · · · + hα(A)zα(A), where α(A) 	= 0 is the degree of the
Hilbert polynomial h(A, z) and d is the Krull dimension of A. If A is Cohen–
Macaulay, then h(A, z) ∈ N[z]. Moreover if A is commutative and Gorenstein then
A is Cohen–Macaulay and h(A, z) = h0 + h1z + · · · + hα(A)zα(A) with hα(A)−i = hi

for i ∈ {0, 1, . . . , α(A)}, see [8].

Pólya Frequency Sequences

Let H(z) = ∑
i≥0 si zi ∈ R[[t]] be a formal sum. We say that a sequence of real

numbers (s0, s1, s2, . . .) is a Pólya frequency (in short, PF) sequence if the (infinite)
Toeplitz matrix

(
a j−i

)
i, j=0,1,2,... has all minor determinants non-negative, see [7].We

say that a formal power series H(z) = ∑
i≥0 si zi ∈ R[[t]] generates a PF-sequence

if the sequence (s0, s1, s2, . . .) is a PF-sequence.

Question (Reiner and Welker [38]) For which Koszul algebras, is the Hilbert func-
tion a Pólya frequency sequence? �
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Part II
Classical K-Theory

The theory of Leavitt path algebras has created an astonishingly large amount of
recent activities in ring theory. Besides being a beautiful subject in its own right, it is
closely related to several other areas in mathematics, which might explain the burst
of activity in the subject. The first part of this volume exclusively deals with Leavitt
path algebras and the related areas.

With initial impetus from the theory of graph C*-algebras, theK-theory of Leavitt
Path Algebras has also begun to be developed. For instance, the deep Kirchberg-
Philips theorem asserting that a surprisingly small amount of similarity between
the K-theoretic data of two such C*-algebras is sufficient to yield an isomorphism
between them, has been applied to LPAs corresponding to certain Cayley graphs
by Abrams and others. In order to introduce K-theory to the whole community of
researchers, the second part of the volume carries some articles in K-theory and on
other aspects of K-theory not necessarily connected with LPAs directly also appear
here.



Chapter 8
Symplectic Linearization
of an Alternating Polynomial Matrix

Ravi A. Rao and Ram Shila

8.1 Introduction

Let R be a commutative ring with 1. Let Mr (R[X ]) denote the set of all polynomial
matrices over R. Let α(X) ∈ Mr (R[X ]) be a polynomial matrix of degree d ≥ 1,
where degree of a polynomial matrix is defined as the maximum degree of its entries.

One can ask if α(X) can ‘stably’ bemade a linear polynomial matrix. Specifically,
one asks if one can find a linearmatrix (α(0) ⊥ Is) + nX , for some s, and for some
n ∈ Mr+s(R), by making elementary row and column operations on (α(X) ⊥ Is),
for some s; i.e. is there an ε(X) ∈ Er+s(R[X ]) such that

(α(X) ⊥ Is)ε(X) = (α(0) ⊥ Is) + nX.

The process of linearization of a polynomial matrix was started by thewell-known
‘Higman trick’; which solved the linearization problem above.

This idea can also be appliedwhenwe dealwith alternatingmatrices (of Pfaffian 1)
with respect to stable equivalence under congruence with respect to the subgroup of
elementarymatrices. The reader will find a treatment in [7, p. 945] of how to linearize
an alternating polynomial matrix (of Pfaffian 1) in this way; viz. given an alternating
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matrix ϕ(X) ∈ SL2r (R[X ]), there is a s ≥ 0, and an ε(X) ∈ E2(r+s)(R[X ]) such
that

ε(X)(ϕ(X) ⊥ ψs)ε(X)t = (ϕ(0) ⊥ ψs) + nX,

for some n ∈ M2(r+s)(R).
We prove an ‘elementary symplectic analogue’ of Karoubi’s linearization pro-

cess. This asserts that one can stably linearize an alternating polynomial matrix by
conjugating it by an elementary symplectic matrix.

8.2 Preliminaries

Formatricesα ∈ Mr (A),β ∈ Ms(A), wewill denote the operations⊥,� as follows:

α ⊥ β =
(

α 0
0 β

)
∈ Mr+s(A),

α�β =
(
0 α

β 0

)
∈ Mr+s(A).

⊥, � are associative operations.
The standard hyperbolic matrix {1}�{−1} will be denoted by ψ1, and ψr will

denote ψ1 ⊥ · · · ⊥ ψ1, the sum being over r terms.
In [4], we found it useful to work with a cousin of ψr , which we denote by

�r ∈ SL2r (Z). The notation is suggestive, �r is the alternating matrix of size 2r
whose anti-diagonal entries are 1 to the right, and −1 to the left, and all other entries
are zero. Thus

�r = ({1}� · · · �{1})�({−1}� · · · �{−1}) (each r times)

= �
+
r ��

−
r ,where

�
+
r = ({1}� · · · �{1}) (r times),

�
−
r = ({−1}� · · · �{−1}) (r times).

We will also, for the sake of simplicity, let � denote �r for some r , etc., when we
do not wish to specify the size.

Note that �r is of Pfaffian 1: It is easy to show directly that �r ∼E ψr : Let
τ2r = I2r−1�{−1} ∈ E2r (Z), then τ2r (�r−1 ⊥ ψ1)τ

t
2r = �r . Now induct on r and

conclude that �r ∼E ψr .
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8.3 Elementary Symplectic Linearization

We will use the following notation below:

ϕ(0)∗ = ϕ(0) ⊥ ϕ(0) ⊥ ϕ(0),

ϕ∗∗ = ϕ ⊥ (ϕ(0)�ϕ(0)).

Letϕ(X) = ϕ0 + ϕ1X + . . . + ϕk Xk . Linearization is usually achievedby spread-
ing a degree k term ak Xk as two terms ak Xk−1 and X in space. In the usual lineariza-
tion process, andone just ‘eliminates’ϕk first, by conjugating by a suitable elementary
symplectic matrix—the ‘elimination’ being done by the intersection at the center.
This is illustrated in the key Proposition 8.1 next.

The main aim of Proposition 8.1 is to show that stably one can reduce the degree
of an invertible alternating polynomial matrix by conjugating it with an elementary
symplecticmatrix (w.r.t. some alternating form) equivalent to the standard hyperbolic
form ψt , for t >> 0.

In the sequel, we use the notation Ei j (Z) to denote the block matrix with the
block Z on the (i j)th entry, the Identity block matrix of the same size as that of Z in
the diagonal entries, and the 0 block matrices elsewhere.

Proposition 8.1 Let ϕ(X) ∈ GL2r (R[X ]) be an alternating polynomial matrix of
degree k > 1. Then there is an elementary symplectic matrix

ε ∈ ESp(�−
6r� �3r ��

+
6r )

such that ε�εt has degree (k − 1), where � = ϕ(0)∗�ϕ∗∗�ϕ(0)∗

Proof We shall think of� as a 9 × 9 blockmatrix with blocks of size 2r × 2r below.
Similarly, we think of

�
−
6r� �3r ��

+
6r = �

−
2r� �

−
2r � �

−
2r � �

−
2r � �r � �

+
2r � �

+
2r � �

+
2r ��

+
2r ,

as a 9 × 9 block matrix.
LetY , Z ∈ M2r (R[X ]), Z1 = Zϕ(0)−1

�
+
2r , Z

t
2 = Zt

1 �
+
2r ϕ(0),Y1 = Yϕ(0),Y2 =

−Y�
+
2r , Y3 = −Y t

2 �
+
2r ϕ(0). Let

ε = E36(−Y t
2�

+
2r )E47(Y )E96(−Zt

1�
+
2r )E41(Zϕ(0)−1).

Then a direct check shows that ε is symplectic.Moreover, ε is the image of a symplec-
tic matrix overZ[t1, . . . , tN ], for some N . Using the Quillen–Suslin theory principles
established in [3, 6], it is proved in [2] that Sp(Z[t1, . . . , tN ]) = ESp(Z[t1, . . . , tN ]).
Hence, ε is elementary symplectic.

Letϕ(X) = ϕ0 + ϕ1X + · · · + ϕk Xk , for someϕ ∈ M2r (R), 0 ≤ i ≤ k, andϕk =
ν − ν t , for some ν ∈ M2r (R). Take Z = −νXk−1, Y = X I2r , above. Then
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ϕ′ = ϕ − Y Zt + ZY t has degree (k − 1). Therefore if one calculates ε�εt we find
that it has degree (k − 1). �

Theorem 8.1 An invertible alternating polynomial matrix ϕ(X) can be stably
reduced to a linear form �(X) = �(0) + N X, by conjugating it by an elemen-
tary symplectic matrix ε(X) ∈ ESp(θ), with θ an alternating matrix over Z which
is a conjugate of ψt , for some t >> 0.

Proof We have shown in the above Proposition 8.1 that degree reduction can be
achieved by conjugating by an elementary symplecticmatrix.Apply the same process
successively to reduce to the linear case. �

Remark 8.1 We shall refer to �(0) as the stable constant form, and θ as the stable
form of the symplectic matrix, in the sequel.

Remark 8.2 Elementary Symplectic Higman Linearization: By using a similar argu-
ment as in the above proposition, one can show that a polynomial matrix can be
stably linearized by means of elementary symplectic matrices.

Remark 8.3 In the above process, the reader will notice that the ‘stable constant
form’ i.e. �(0) of the given alternating matrix �(X) and the ‘stable form’ of the
symplectic matrix θ do not commute. It is a moot point if one can do the linearization
process so that these two forms commute. This is work in progress; and we hope to
write up our results in [5] shortly.
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Chapter 9
Actions on Alternating Matrices
and Compound Matrices

Bhatoa Joginder Singh and Selby Jose

9.1 Introduction

In this note, we consider the action of SLn(R) on Altn(R), the space of alter-
nating matrices of order n over R, by conjugation: V �→ σVσ t , for σ ∈ SLn(R),
V ∈ Altn(R). We prove (See Theorem 9.2) that the matrix of the above linear trans-
formation (associated to σ ) is ∧2σ .

These results are well known to experts when R is a field, but we worked it, as
we will need it, in a sequel, over any commutative ring R. (The book [5] gives some
details.)

In the last section, we restrict to the case when n = 4. We show that by taking a
suitable basis of Alt4(R) we can get a map from SL4(R) to SO6(R). Moreover, this
map induces an injection from SL4(R)/E4(R) to SO6(R)/EO6(R) (See Theorem 9.3).
The case when R = C is proved in [1].

In some sense, this result is reminiscent to the Jose–Rao Theorem in
[3, Theorem 4.14], when n = 2, where it was shown that

SUmr(R)/EUmr(R) → SO2(r+1)(R)/EO2(r+1)(R)

is injective. (We refer the reader to [3] for details.)
In recent article [4], Jose–Rao have shown that for v,w ∈ Rr+1, σ ∈ SLr+1(R),

the Suslin matrix
Sr(vσ,wσ t−1

) = ASr(v,w)B,
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for some A,B ∈ SL2r (R), with AB, the Euler characteristic of σ . We may regard
Theorem 9.2 as a prelude to this result; it signifies that the Suslin form brings out the
Euler characteristic, whereas the alternating form only displays the initial∧1 and∧2.

9.2 Preliminaries

In this section, we recall a few definitions, state some results and fix some notations
which will be used throughout this paper.

Let R be a commutative ring with 1. Let Mr(R) denote the set of all r × r matrices
with entries in R.

Definition 9.1 The General Linear group GLr(R) is defined as the group of r × r
invertible matrices with entries in R.

Definition 9.2 The Special Linear group is denoted by SLr(R) and is defined as
SLr(R) = {α ∈ GLr(R) : det(α) = 1}. It is a normal subgroup of GLr(R).

Definition 9.3 The group of elementary matrices Er(R) is a subgroup of GLr(R)

generated by matrices of the form Eij(λ) = Ir + λeij, where λ ∈ R, i �= j and eij ∈
Mr(R) with ijth entry is 1 and all other entries are zero.

Note that eijers =
{
eis if j = r

0 if j �= r
.

Following are some well-known properties of the elementary generators:

Lemma 9.1 For λ,μ ∈ R,

(1) (Splitting Property) Eij(λ + μ) = Eij(λ)Eij(μ), 1 ≤ i, j ≤ r, i �= j.
(2) (Steinberg relation) [Eij(λ),Ejk(μ)] = Eik(λμ), 1 ≤ i, j, k ≤ r, i �= j, i �= k,

j �= k.

Remark 9.1 In view of the Steinberg relation, Er(R) is generated by

{E1i(λ),Ei1(μ) : 2 ≤ i ≤ r, λ, μ ∈ R}.

Note thatEij(λ), i �= j,λ ∈ R, is invertiblewith inverseEij(−λ). In fact,Eij(λ)belongs
to SLr(R). Hence, Er(R) ⊆ SLr(R) ⊆ GLr(R).

We now recall the notion of the compound matrix:

Definition 9.4 (Minors of a matrix) Given an n × m matrix A = (aij) over R, a
minor of A is the determinant of a smaller matrix formed from its entries by selecting
only some of the rows and columns. LetK = {k1, k2, . . . , kp} and L = {l1, l2, . . . , lp}
be subsets of {1, 2, . . . , n} and {1, 2, . . . ,m}, respectively. The indices are chosen
such that k1 < k2 < · · · < kp and l1 < l2 < · · · < lp. The pth-order minor defined
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by K and L is the determinant of the submatrix of A obtained by considering the
rows k1, k2, . . . , kp and columns l1, l2, . . . , lp of A. We denote this submatrix as

A

(
k1 k2 · · · kp
l1 l2 · · · lp

)
or A(K | L).

Theorem 9.1 (The Cauchy–Binet formula) Let A be an m × n matrix and B an
n × m matrix over R, where m ≤ n. Then the determinant of their product C = AB
can be written as a sum of products of minors of A and B, i.e.,

|C| =
∑

1≤k1<k2<···<km≤n

det A

(
1 2 · · · m
k1 k2 · · · km

)
det B

(
k1 k2 · · · km
1 2 · · · m

)
.

The sum is over the maximal (mth order) minors of A and the corresponding minor
of B. In particular, det(AB) = det(A) det(B), if A, B are n × n matrices.

Definition 9.5 Suppose that A is an m × n matrix with entries from a ring R and
1 ≤ r ≤ min{m, n}. The rth compound matrix Cr(A) or rth adjugate of A is the(m
r

) × (n
r

)
matrix whose entries are the minors of order r, arranged in lexicographic

order, i.e.

Cr(A) =
(
det A

(
i1 i2 . . . ir
j1 j2 . . . jr

))
.

Lemma 9.2 (Properties, See [2, 5]) Let A and B be n × nmatrices over R and r ≤ n.
Then

(i) C1(A) = A.
(ii) Cn(A) = det(A).
(iii) Cr(AB) = Cr(A)Cr(B).
(iv) Cr(At) = (Cr(A))t .

9.3 Associated Linear Transformations

We shall always work over a commutative ring R with 1. In this section, we find the
linear transformation of the action of SLn(R) on the space of alternating matrices.

Definition 9.6 AmatrixA ∈ Mn(R) is said to be alternating if aij = −aji and aii = 0,
for 1 ≤ i, j ≤ n.

Notation The space of all alternating n × nmatrices over a commutative ring Rwill
be denoted by Altn(R). It is clearly a free R-module of rank 1 + 2 + · · · + (n − 1) =
( n
2 ) with basis Bij = eij − eji, 1 ≤ i < j ≤ n. �
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One has the action of SLn(R) on Altn(R) by

SLn(R) × Altn(R) → Altn(R)

(σ,A) �→ σAσ t .

This action enables one to associate a linear transformation Tσ : Altn(R) → Altn(R)

for σ ∈ SLn(R), via Tσ (A) = σAσ t .
We input the next observation for completeness; which can be found in [5, pp.

399–400].

Lemma 9.3 Let σ : Rn −→ Rm be a R-linear map. Then the matrix of the linear
transformation ∧rσ : ∧rRn −→ ∧rRm is Cr(M (σ )), where M (σ ) is the matrix of σ
and r ≤ min{n,m}.
Proof This is well-known to experts when R is a field. We compute it as follows:

Let e1, . . . , en be a basis of Rn and f1, . . . , fm be a basis of Rm. Let us compute
the matrix of ∧rσ w.r.t. the standard basis ei1 ∧ · · · ∧ eir of ∧rRn and fi1 ∧ · · · ∧ fir
of ∧rRm ordered lexicographically. Suppose 1 ≤ i1 < · · · < ir ≤ n as usual. Then

∧r(σ )(ei1 ∧ · · · ∧ eir ) = σ(ei1) ∧ · · · ∧ σ(eir )

=
m∑

j1=1

dj1i1 fj ∧ · · · ∧
m∑

jr=1

djr ir fj

=
∑

1≤j1<···<jr≤n

det A

(
j1 j2 . . . jr
i1 i2 . . . ir

) (
fj1 ∧ · · · ∧ fjr

)
,

where At denotes the matrix of the linear transformation σ . �

Since ∧r(σ ◦ τ) = ∧r(σ ) ◦ ∧r(τ ), it is clear from Lemma 9.3 that the multiplicative
property of compound matrices hold, i.e.

Cr(AB) = Cr(A)Cr(B),

where A is an m × n matrix, B is an n × m matrix and r ≤ min{m, n}.
Let us compute the matrix associated to Tσ for σ ∈ SLn(R). We prove that it is

the matrix ∧2σ .

Theorem 9.2 Let σ ∈ SLn(R). Then the matrix of the linear transformation Tσ w.r.t.
the basis {Bij : 1 ≤ i < j ≤ n} is the same as the matrix of the linear transformation
∧2σ : ∧2Rn −→ ∧2Rn; which is the compound matrix of order 2 associated to σ .

Proof Let σ = (aij). For 1 ≤ i < j ≤ n, by definition,
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Tσ (Bij) = σBijσ
t = σ(eij − eji)σ

t = σeijσ
t − σejiσ

t

=
n∑

r=1

n∑
s=r+1

ariasjBrs −
n∑

r=1

n∑
s=r+1

arjasiBrs

=
n∑

r=1

n∑
s=r+1

(ariasj − arjasi)Brs

=
n∑

r=1

n∑
s=r+1

det σ

(
r s
i j

)
Brs.

Thus [Tσ ] =
(
det σ

(
i j
r s

))
= C2(σ ). The rest follows via Lemma 9.3. �

The following Corollary gives the explicit form of [TE1i(λ)], where E1i(λ) ∈ En(R).
Since Ei1(λ) = E1i(λ)t , by Lemma 9.2(iv) one has, [TEi1(λ)] = [TE1i(λ)]t .
Corollary 9.1 Let A = E1i(λ) ∈ En(R), λ ∈ R. Let α = {i1, i2}, β = {j1, j2}, where
1 ≤ i1 < i2 ≤ n and 1 ≤ j1 < j2 ≤ n. Then the (αβ)th entry det A(α|β) of ∧2A is
given by

det A(α|β) =

⎧⎪⎨
⎪⎩
1 if α = β

(−1)rλ if |α ∩ β| = 1, 1 ∈ α, i ∈ β and 1, i /∈ α ∩ β

0 otherwise,

where r is the number of integers in α ∩ β between 1 and i.

Proof Clearly if α = β, then det A(α|β) = 1 as the submatrix A(α|β) = A

(
i1 i2
j1 j2

)

is either I2 or an upper triangular matrix

(
1 λ

0 1

)
.

If 1 ∈ α, i ∈ β and 1, i /∈ α ∩ β, then for r ∈ α ∩ β,A(α|β) is of the formA

(
1 r
r i

)

if 1 < r < i and is of the form A

(
1 r
i r

)
if i < r ≤ n. Note that if A = (aij), then

ajk =

⎧⎪⎨
⎪⎩
1 if j = k

λ if j = 1, k = i

0 otherwise .

.

Thus if 1 < r < i, A

(
1 r
r i

)
=

(
a1r a1i
arr ari

)
=

(
0 λ

1 0

)
and hence det A(α|β) = −λ.

Also if i < r ≤ n, A

(
1 r
i r

)
=

(
a1i a1r
ari arr

)
=

(
λ 0
0 1

)
and hence det A(α|β) = λ. All

other entries of ∧2A contains either a zero row or a zero column. �
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9.4 The 4× 4 Case

L. N. Vaserstein studied the case when n = 4 in [6].We consider the Vaserstein space
V = Alt4(R) of dimension 6.

Definition 9.7 Let π denote the permutation (1 r + 1) · · · (r 2r) corresponding to

the form

(
0 Ir
Ir 0

)
. The elementary orthogonal matrices over R are defined by

oeij(λ) = I2r + λeij − λeπ(j)π(i), if i �= π(j),

where 1 ≤ i, j ≤ 2r and λ ∈ R.

Definition 9.8 Theelementaryorthogonal groupEO2r(R) is the subgroupofSO2r(R)

generated by the matrices oeij(λ), where 1 ≤ i < j ≤ 2r, i �= π(j) and λ ∈ R.

It is observed that the matrix [Tσ ] w.r.t. the basis {B12, B13, B14, B23, B24, B34},
where σ = E1i or Ei1, 2 ≤ i ≤ 4 are not orthogonal w.r.t. the standard form

(
0 I3
I3 0

)
.

However, we have the following lemma.

Lemma 9.4 With respect to the ordered basis {B12,B13,B14,B34,−B24,B23}, the
matrix [TE1i(λ)] and [TEi1(λ)], 2 ≤ i ≤ 4 are elementary orthogonal w.r.t. the standard
form.

Proof By Lemma 9.3, w.r.t. the basis B1 = {B12, B13, B14, B23, B24, B34}, the
matrix of TE12(λ) is the compound matrix of order 2 associated to A = E12(λ). By
Corollary 9.1, det A({1, 3}, {2, 3}) = λ and det A({1, 4}, {2, 4}) = λ and all other
det A(α|β) = 0 if α �= β. If α = β, then det A(α|β) = 1. Thus (24)th and (35)th
entry of [TE12(λ)]B1 are λ. Hence we have [TE12(λ)]B1 = E24(λ)E35(λ). Then w.r.t. the
basis B2 = {B12,B13,B14,B34,−B24,B23}, the matrix [TE12(λ)]B2 = E26(λ)E35(−λ)

which is by definition oe26(λ) w.r.t. the permutation π = (14)(25)(36). Similarly
w.r.t. the basis B2 one has[

TE13(λ)

]
B2

= E34(λ)E16(−λ) = oe34(λ).[
TE14(λ)

]
B2

= E15(λ)E24(−λ) = oe15(λ).[
TE21(λ)

]
B2

= E62(λ)E53(−λ) = oe62(λ).[
TE31(λ)

]
B2

= E43(λ)E61(−λ) = oe43(λ).[
TE41(λ)

]
B2

= E51(λ)E42(−λ) = oe51(λ).

Hence the result. �

In general one has the following.



9 Actions on Alternating Matrices and Compound Matrices 189

Proposition 9.1 Let σ ∈ SL4(R). Then the matrix of the linear transformation Tσ

on the Vaserstein space V w.r.t. the ordered basis {B12, B13, B14, B34, −B24, B23} is
an orthogonal matrix w.r.t. the standard form.

Proof Let ψ̃3 =
(
0 I3
I3 0

)
. Let β be the matrix of Tσ . We show that β is in the orthog-

onal group of ψ̃3.
Let p be a prime ideal of R. It suffices to show that βp is in the orthogonal group of

ψ̃3, for all prime ideals p of R. (Note that of Tσp
is the same as the matrix of (Tσ )p.)

As Rp is a local ring, SLr(Rp) = Er(Rp), for all r ≥ 2. Hence, σp is an elementary
matrix, i.e. it is a product of elementary generators ε1, . . . , εk , for some k. We may
assume that εi is of type E1i(x) or Ei1(x), for some i, and arbitrary x ∈ R.

Now, Tσp
= ∏

Tεk . By Lemma 9.4, thematrix of each Tεj is an elementary orthog-
onal matrix w.r.t. the ordered basis {B12,B13,B14,B34,−B24,B23}. Hence, so is Tσp

,
for all prime ideals p of R. �
But one has the following:

Remark 9.2 Let σ ∈ SL4(R). Then the matrix of the linear transformation Tσ on
the Vaserstein space V w.r.t. the ordered basis {B12, B13, B14, B23, B24, B34} is an

orthogonal matrix with respect to the form

(
0 α

α 0

)
, where α =

⎛
⎝0 0 1
0 −1 0
1 0 0

⎞
⎠.

Proof Let A and B denote the matrices of Tσ w.r.t. the bases

B1 = {B12,B13,B14,B34,−B24,B23} and B2 = {B12,B13,B14,B23,B24,B34},

respectively. Let P denote the transition matrix from B1 to B2. Then clearly P = I3 ⊥
α and P−1AP = B. Note that P−1 = PT = P. Hence P−1AtP = (P−1AP)t = Bt . By

Proposition 9.1, A is orthogonal w.r.t. the standard form ψ̃3 =
(
0 I3
I3 0

)
. Thus we have

Aψ̃3A
t = ψ̃3 ⇒ P−1(Aψ̃3A

t)P = P−1ψ̃3P ⇒ B(P−1ψ̃3P)Bt = P−1ψ̃3P,

which means B is orthogonal w.r.t. the form P−1ψ̃3P =
(
0 α

α 0

)
. �

9.5 Injectivity

In this section, we show that we can obtain a map from SL4(R) → SO6(R) and this

map induces an injection
SL4(R)

E4(R)
↪→ SO6(R)

EO6(R)
.

Proposition 9.2 The map ϕ : E4(R) → EO6(R) is defined as ϕ(σ) = [Tσ ] is sur-
jective.
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Proof Note that EO6(R) is generated by the elementary orthogonal matrices oe12(λ),
oe21(λ), oe13(λ), oe31(λ), oe23(λ), oe32(λ), oe24(λ), oe42(λ), oe34(λ), oe43(λ),
oe35(λ) and oe53(λ). By the same argument as that of Lemma 9.4, one has

[
TE23(λ)

] = oe12(λ),
[
TE32(λ)

] = oe21(λ),
[
TE24(λ)

] = oe13(λ),[
TE42(λ)

] = oe31(λ),
[
TE34(λ)

] = oe23(λ),
[
TE43(λ)

] = oe32(λ),[
TE14(−λ)

] = oe24(λ),
[
TE41(−λ)

] = oe42(λ),
[
TE13(λ)

] = oe34(λ),[
TE31(λ)

] = oe43(λ),
[
TE12(−λ)

] = oe35(λ),
[
TE21(−λ)

] = oe53(λ).

Hence ϕ is surjective. �

Lemma 9.5 Let u be a unit in R with u2 = 1. Then uI4 ∈ E4(R).

Proof This follows from Whitehead’s lemma. Explicitly, if

α1 =
(
I2 (1 − u)I2
0 I2

)
, α2 =

(
I2 0

−I2 I2

)
, α3 =

(
I2 0
uI2 I2

)
,

then clearly α1, α2, α3 ∈ E4(R) and the direct computation shows uI4 = α1α2α1α3.
Hence the result. �

Proposition 9.3 Let α ∈ M4(R) such that αAαt = A for all A ∈ Alt4(R). Then α =
uI4, where u2 = 1.

Proof Let α = (αij)4×4. Consider the generators {Bij : 1 ≤ i < j ≤ 4} of Alt4(R).
From αB1iα

t = B1i, 2 ≤ i ≤ 3, one has

α11αki − α1iαk1 = 0, i + 1 ≤ k ≤ 4, (9.1)

αi1αki − αiiαk1 = 0, i + 1 ≤ k ≤ 4, (9.2)

α11αii − α1iαi1 = 1. (9.3)

Now (9.1) ×αii− (9.2) ×α1i ⇒ (α11αii − α1iαi1)αki = 0. Thus by (9.3),

αki = 0, i + 1 ≤ k ≤ 4.

Also (9.1) ×αi1− (9.2) ×α11 ⇒ (α11αii − α1iαi1)αk1 = 0. Again by (9.3), αk1 = 0
for k = 3, 4.

Now we show that α21 = 0. Consider αB13α
t = B13, we get

α11α23 − α13α21 = 0, (9.4)

α21α33 − α23α31 = 0, (9.5)

α11α33 − α13α31 = 1. (9.6)

Now (9.4) ×α31− (9.5) ×α11 ⇒ (α11α33 − α13α31)α21 = 0. Thus by (9.6), α21 = 0.
Hence
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αij = 0 for 1 ≤ j < i ≤ 4. (9.7)

Similarly using αBi4α
t = Bi4, 1 ≤ i ≤ 3, one can show that

αij = 0 for 1 ≤ i < j ≤ 4. (9.8)

From (9.7) and (9.8), αij = 0, ∀ i �= j.
Now from (9.3) and the relations obtained from αBi4α

t = Bi4, 1 ≤ i ≤ 3 one
get,α11α22 = α11α33 = α11α44 = α22α44 = 1 andhenceα11 = α22 = α33 = α44 = u,
where u ∈ R with u2 = 1. Hence the result. �

Theorem 9.3 One has an injective homomorphism

ϕ : SL4(R)

E4(R)
↪→ SO6(R)

EO6(R)

(ϕ is induced by the homomorphism ϕ : SL4(R) → SO6(R)).

Proof Letα ∈ SL4(R)with [Tα] = I6. ThenαVαt = V , for allV ∈ Alt4(R). Thus by

Proposition 9.3, α = uI4 with u2 = 1. By Lemma 9.5, α ∈ E4(R). Hence
SL4(R)

E4(R)
↪→

SO6(R)

EO6(R)
. �
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Chapter 10
A Survey on the Non-injectivity
of the Vaserstein Symbol
in Dimension Three

Neena Gupta, Dhvanita R. Rao and Sagar Kolte

10.1 Introduction

L. N. Vaserstein in [20] proved that the orbit space of unimodular rows of length
three modulo elementary action have a Witt group structure over two-dimensional
rings.

R. A. Rao–W. van der Kallen in [14] showed that the Vaserstein symbol VA is not
injective for A = �(S3

R
), the coordinate ring of the real 3-sphere but is injective over

three-dimensional smooth affine algebras over a field of cohomological dimension
one whose characteristic �=2, 3.

R. G. Swan–R. A. Rao–J. Fasel in [17] gave another example of a real affine
algebra of dimension three for which the Vaserstein symbol is not injective.

It was shown by N. Gupta–D. Rao in [12] that there is an uncountable family of
affine algebras of dimension three over the real field for which the Vaserstein symbol
is not injective.

It was also shown by S. Kolte–D. Rao in [13] that there is a countable family of
smooth affine threefold for which the Vaserstein symbol is not injective.

We recall these results in this article.
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We finally recall the conjecture of J. Fasel about when one can expect the Vaser-
stein symbol to be injective or not in the case of a real threefold. And end with a
brief description of his solution to it in [5].

10.2 The Witt Group WG(A)

Let A be a commutative ring with 1. We shall also assume that A is a noetherian ring.
A matrix from Mr(A) is said to be alternating if it has the form ν − ν t , where

ν ∈ Mr(A) and the superscript ‘t’ denotes the transpose, i.e. it is skew-symmetric
and its diagonal elements are equal to zero.

For α fromMr(A) and β fromMs(A) we denote by α ⊥ β the matrix inMr+s(A)

given by (
α 0
0 β

)

The operation ⊥ is obviously associative.
We define inductively an alternating matrix ψr in E2r(A), setting

ψ1 =
(

0 1
−1 0

)

ψr = ψr−1 ⊥ ψ1

It is well known that there exists a Pfaffian—a polynomial pf in the matrix elements
with coefficients ±1 such that det(ϕ) = (pf (ϕ))2, for all alternating matrices ϕ.

On matrices of odd order the Pfaffian is identically equal to 0, and on matrices of
even order it is defined up to sign, to fix which we insist that pf (ψr) = 1, for all r.

For any α from Mr(A) and any alternating ϕ from Mr(A) we have pf (αtϕα) =
pf (ϕ).det(α). For any alternating matrices ϕ1, ϕ2, it is easy to check that pf (ϕ1 ⊥
ϕ2) = pf (ϕ1)pf (ϕ2).

As usual, GLr(A) is the group of all invertible matrices over A, and SLr(A) is the
subgroup of GLr(A) consisting of matrices of determinant one.

Let SL(A) denote the infinite linear group ∪rSLr(A), where SLr(A) is thought of
as a subgroup of SLr+1(A) under the usual identification α �→ (1) ⊥ α.

Let E(A) denote the infinite elementary subgroup of SL(A) consisting of∪rEr(A),
where Er(A) denotes the usual subgroup of SLr(A) generated by the elementary
generators Eij(a), i �= j, a ∈ A. (Of course, here Er(A) is regarded as a subgroup of
SLr(A), and so sits inside Er+1(A) by the previous identification.)

Note that by Whitehead’s Lemma [SL(A), SL(A)] = E(A).
In particular, E(A) is a normal subgroup of SL(A) (and even GL(A)). In fact,

Suslin showed in [16, Corollary 1.4] that Er(A) is a normal subgroup of GLr(A), for
r ≥ 3.
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We fix some subgroup G of SL(A), containing E(A). This G is automatically
normal in GL(A) as GL(A)/E(A) is an abelian group. (In view of Whitehead’s
Lemma above.)

Two alternating matrices α fromM2r(A) and β fromM2s(A) are said to be equiv-
alent relative to G (written α ∼ β) if

α ⊥ ψs+p = γ t(β ⊥ ψr+p)γ,

for some natural number p and some matrix γ from G ∩ SL2(r+s+p)(A).
This relation is reflexive, symmetric and transitive, i.e. it is an equivalence relation

on the set of all alternating matrices. Two equivalent alternating matrices have the
same Pfaffian, and it follows that this relation is also an equivalence relation on the
set of alternating matrices of Pfaffian one.

Note: One can see that α ⊥ β ∼ β ⊥ α as the matrix

(
0 Is
Ir 0

)
∈ Er+s(A),

when r, s is even.
Vaserstein showed (cf. [20, Sect. 3]) that the operation ⊥ induces the structure

of an abelian group on the set of equivalence classes relative to G of alternating
matrices with Pfaffian 1; this group is denoted by WG(A).

10.3 The Vaserstein Symbol
V : Um3(A)/E3(A) −→ WE(A)

A row v = (v0, . . . , vr) is called unimodular of length (r + 1) if there is a row w =
(w0, . . . ,wr) such that 〈v,w〉 = v · wt = ∑

i viwi = 1.
(This is the case when the ideal generated by the coordinates of v is the unit ideal.

Hence a row can be checked to be unimodular if it is a non-zero vector over the field
A/m, for every maximal ideal m of A.)

The set of all unimodular rows of length (r + 1) over a ring A is denoted by
Umr+1(A).

There is a very natural association of a unimodular row of length 3 with an
alternating matrix, which was pointed out by L. N. Vaserstein in [20]:

Given a pair of unimodular rows v = (a, b, c), w = (a′, b′, c′), with a relation
〈v,w〉 = aa′ + bb′ + cc′ = 1, one can associate an alternating matrix V (v,w) as
follows:

V (v,w) =

⎛
⎜⎜⎝

0 a b c
−a 0 c′ −b′
−b −c′ 0 a′
−c b′ −a′ 0

⎞
⎟⎟⎠ ∈ SL4(A)
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It is easily checked that V (v,w) has Pfaffian (aa′ + bb′ + cc′) = 1.
Vaserstein considered themap fromUm3(A) −→ WE(A) given by v �→ [V (v,w)]

∈ WE(A).
He showed that it did not depend on the choice of w. Moreover, if v was replaced

by an elementary transformation vε of v (and w replaced by the corresponding row
wεt

−1
) then [V (v,w)] = [V (vε,wεt

−1
)] ∈ WE(A).

Vaserstein studied themapUm3(A)/E3(A) −→ WE(A)givenby [v] �→ [V (v,w)].
(This map is known as Vaserstein symbol.)

Theorem 10.1 (Vaserstein [20]) The (Vaserstein) symbol

V (= VA) : Um3(A)/E3(A) −→ WE(A)

is an isomorphism when A is of Krull dimension 2.

The four most important ingredients needed to prove the above theorem which
were used by L. N. Vaserstein are as follows:

1. Unimodular rows of odd length ≥5 can be completed to an elementary matrix:
Um2r−1(A) = e1E2r−1(A), for r ≥ 3.

2. Equality of elementary and symplectic orbits for unimodular rows of even length:

e1E2r(A) = e1{Spϕ(A) ∩ E2r(A)},

for r ≥ 3, where Spϕ(A) = {α ∈ SL2r(A) | αtϕα = ϕ} is the isotropy group of the
invertible alternating matrix ϕ.

3. Elementary completion of the first row of an odd sized 1-stably elementarymatrix:
If ρ ∈ SL2r−1(A) ∩ E2r(A), r ≥ 2, then e1ρ = e1ε, for some ε ∈ E2r−1(A). (The
case when r = 2 is the one needed to prove Vaserstein’s theorem.)

4. Injective stability starts from size 4: By the Bass–Milnor–Serre theorem in [3],
and Vaserstein theorem in [18] one knows that if A is a commutative ring of
dimension d then

SLr(A) ∩ E(A) = Er(A),

for r ≥ max{3, d + 2}. In particular, if A is 2 dimensional then SL4(A) ∩ E(A) =
E4(A).

Note that (1)–(3) hold for three-dimensional rings; whereas (4) does not hold
for three-dimensional rings in general; but only for certain special kinds of three-
dimensional rings.

For instance, if A is a smooth affine algebra over a field k of cohomological
dimension≤1, with char(k) �= 2, then it was shown in [14, Theorem 1] that (4) holds.
Consequently, the Vaserstein symbol VA is injective for such smooth threefolds A.

On the other hand for the coordinate ring A = �(S3
R
) of the real 3-sphere it was

shown in [14, Proposition 4.2] that the Vaserstein symbol VA is not injective.
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An Euler Class Approach

In these Proceedings, Anjan Gupta, Raja Sridharan and Sunil K. Yadav have given
an Euler class approach to establish Vaserstein’s results: Given two unimodular rows
over a two-dimensional ring, one adds their Euler classes in the Euler class group. The
unimodular row corresponding to this Euler class is the sum of the two unimodular
row. We refer the reader to the paper [9] for details.

10.4 The Vaserstein Symbol in Dimension Three and Four

Ravi A. Rao–Wilberd van der Kallen Examples

When A is a non-singular affine algebra of dimension d over a nice field (say an
algebraically closed field, say the complex numbers C, or a field like C(t) which
is a function field in one variable over C; more generally, a field of cohomological
dimension at most one) then Ravi A. Rao and Wilberd van der Kallen showed that
the injective stability estimate for K1(A) improves by 1, i.e. SLd+1(A) ∩ E(A) =
Ed+1(A), As a consequence they could prove:

Theorem 10.2 (Ravi Rao–Wilberd van der Kallen, see [14]) Let A be a non-singular
affine threefold over a field of cohomological dimension at most one and of charac-
teristic �=2, 3. Then the Vaserstein symbol VA is an isomorphism.

R.G. Swan’s Topological Example

In dimension 3 it is known that the Vaserstein symbol VA is always surjective due
to results of L. N. Vaserstein in [20]. Its kernel was computed by Anuradha Garge
and Ravi A. Rao in [8] when A is an affine algebra of dimension three over a field
of cohomological dimension at most 1, and of characteristic �=2, 3, and shown to be
{[e1ρ] | ρ ∈ SL3(A) ∩ E5(A)}. (The latter set is always contained in the kernel.)

In the homepage of R. G. Swan (see [17]) another example has been given of a
real algebra A of dimension three for which VA is not injective.

Theorem 10.3 (Swan–Rao–Fasel, see [17]) If 2n − 1 ≡ 3 mod 8, there is an affine
domain A over R of dimension 2n − 1 and a 2-stably elementary element ρ ∈
SL2n−1(A) such that (1 ⊥ ρ) /∈ E2n(A)Sp2n(A). Moreover, if n = 2, we can choose
ρ in such a way that its first row is not completable to an elementary matrix or,
equivalently, e1ρ is not elementarily equivalent to e1.

The last sentence will give the desired example as it shows that the kernel has a
non-trivial element.
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Four Dimensional Examples

Recently, there is a theorem of Jean Fasel, Ravi A. Rao and Richard G. Swan (FRS
theorem) on a problem of A. Suslin which has as a consequence the following theo-
rem:

Theorem 10.4 (Fasel–Rao–Swan, see [6]) Let A be a non-singular affine algebra
of dimension 4 over an algebraically closed field of characteristic �=2, 3. Then the
Vaserstein symbol VA is injective.

10.5 An Uncountable Family of Singular Counterexamples

The second named author and Neena Gupta began the search of more examples
of affine algebras A over the real field for which the Vaserstein symbol VA is not
injective. In [12] they found an uncountable family of examples, viz. For λ ∈ R, let

R(λ) = R[X1,X2, . . . ,X6]/(X1
2 + X2

2 − 1,X3
2 + · · · + X6

2 − 1,X3 + λX4
2),

that the Vaserstein symbol VR(λ) is not injective is shown by an argument going back
to an example of W. van der Kallen in [10]. We refer to [12] for more details.

The hard part was to show that these threefolds were not isomorphism as R-
algebras. Thiswas shown by computing the units in these algebras. Thiswas achieved
via the following observation, which depended on an observation of Daigle in [4].

Theorem 10.5 For any integer λ ∈ R, let

A(λ) := C[X1,X2, . . . ,X6]/(X1
2 + X2

2 − 1,X3
2 + · · · + X6

2 − 1,X3 + λX4
2).

Then A(λ) ∼= A(λ′) if and only if λ = ±λ′. Thus, if

R(λ) = R[X1,X2, . . . ,X6]/(X1
2 + X2

2 − 1,X3
2 + · · · + X6

2 − 1,X3 + λX4
2),

then R(λ) ∼= R(λ) if and only if λ = ±λ′.

10.6 Smooth Counterexamples

The initial counterexample A = �(S3
R
), the coordinate ring of the real 3-sphere, was

a smooth variety. The Rao–van der Kallen example was shown to be related to
the existence of an orthogonal 3 × 3 matrix ρ ∈ SL3(A), for which [e1ρ2] �= [1] in
WE(A). (See [14] or [13] for details of the construction of ρ.)

By the usual arguments in the Witt group one can show that [VA(e1ρ)]2 =
[VA(χ2(e1ρ))], where χ2 : Um3(A)/E3(A) → Um3(A)/E3(A) is defined by
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χ2((a1, a2, a3)E3(A)) = ((a12, a2, a3)E3(A)) (cf. [19]). Since ρ is orthogonal it is
easy to show that χ2[e1ρ] = 1. Hence [VA(e1ρ)]2 = 1.

But by Whitehead’s Lemma, [VA(e1ρ2)]=[VA(e1ρ)]⊥[VA(e1ρ)]=[VA(e1ρ)]2=1.
So if VA is injective then [e1ρ2] = 1. A contradiction.

So it is natural to take the most general example of a 3 × 3 orthogonal matrix and
proceed.

Let X = (X1,X2,X3), Y = (Y1,Y2,Y3), Z = (Z1,Z2,Z3). Let

σ =
⎛
⎝X1 X2 X3

Y1 Y2 Y3
Z1 Z2 Z3

⎞
⎠

be an orthogonal matrix, i.e. σσ T = I3. Then we may regard σ ∈ SO3(AZ), where
AZ is the three-dimensional algebra over Z, viz. the quotient of the polynomial ring
in nine variables over the integersZ:Z[X1,X2,X3,Y1,Y2,Y3,Z1,Z2,Z3]modulo the
ideal generated by (〈X , X 〉 − 1, 〈Y , Y 〉 − 1, 〈Z , Z〉 − 1, 〈X , Y 〉, 〈Y , Z〉, 〈Z , X 〉).

Let K be a field of characteristic zero, and let AK denote the threefold over K :
AZ ⊗ K . Clearly, there is a natural evaluation homomorphism AR −→ �(S3

R
).

In view of the existence of ρ it follows that

Lemma 10.1 With the above notation, [e1σ ] �= 1, [e1σ 2] �= 1 in Um3(AR)/E3(AR).

Note that if f ∈ A[R] and f /∈ mr , for every real point mr of A[R], then its
image ϕ(f ) under the natural homomorphism ϕ : A[R] −→ �(S3

R
) does not van-

ish on S3
R
. Consequently, the induced map SO3(A[R]) −→ SO3(�(S3

R
)) will factor

through SO3(A[R]f ).
Corollary 10.1 If D(f ) is a principal open set which contains all the real points of
AR then the Vaserstein symbol (V =) V(AR)f : Um3(ARf )/E3(ARf ) −→ WE((Af )R)

is not injective.

Corollary 10.1 will be the moot reason for the existence of a countable family of
smooth non-isomorphic affine threefolds overRwhich are birationally equivalent but
for which the Vaserstein symbol is not injective. This will follow from the following
observation:

Given any affine algebra A over R (or C), there is a countable collection of
f ∈ A ⊗ C such that the coordinate rings of the open sets D(f ) are not isomorphic
as C-algebras. Moreover, in case of the orthogonal group of the algebraic 3-sphere
SO3(R) we can find such a collection of basic open sets D(f ), f ∈ A = �(SO3(R)),
not passing through the real points of Spec(A).

Again, themain idea is to look at the followingwell-knownproperty of the quotient
of the group of units of A, viz.

Lemma 10.2 Let A be an affine domain over an algebraically closed field k. Then
A∗/k∗ is a finitely generated abelian group.
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We later found that in [7, Lemma 1.1] another proof is given in the case when A is
a normal affine variety. T. J. Ford attributes the result to P. Samuel in [15, Lemma 1].

From this one can deduce

Theorem 10.6 Let k be a field of characteristic zero. Let X = Spec(A) be a smooth
affine algebra of dimension≥2 over k. Then there exists an infinite family of principal
basic open subsets D(fn) of X which are not isomorphic to each other.

Finally, one can deduce the existence of a countable collection of birational alge-
brasAn to�(SO3(R))which are not isomorphic, and for which the Vaserstein symbol
VAn is not injective.

Theorem 10.7 Let A be the coordinate ring of the algebraic SO3(R) then there is a
sequence f1, f2, . . . of elements of A such that the Vaserstein symbol

VAf1 ...fn
: Um3(Af1...fn)/E3(Af1...fn) −→ WE(Af1...fn)

is not injective.

10.7 Jean Fasel’s Conjecture

After the articles [12, 13], J. Fasel shared his views about the question of when VA is
not injective for affine threefolds over R: Here is his very precise conjecture, which
indicates it will be non-injective generally for ‘almost all’ smooth real threefolds:

Conjecture: (Jean Fasel)
The Vaserstein symbol VA is injective on X = Spec(A), for A a smooth affine algebra
of dimension three over the realsR if and only if X (R), endowed with the Euclidean
topology, has no compact connected components.

The smooth counterexamples we give in Sect. 10.6 are birational threefolds which
have connected compact components in the Euclidean topology.

Later, Jean Fasel himself settled his conjecture in [5]. He proved

Theorem 10.8 Let X = Spec(R) be a smooth affine real threefold. Let C be the set
of compact connected components of X (R) (in the Euclidean topology). Then, the
Vaserstein symbol

Um3(R)/E3(R) → WE(R)

is injective if and only if C = ∅.
Werefer the reader to [5] for the detailed proof.Wegive a gist next taken essentially

verbatim from the introduction of [5]: The method is as follows.
In [2, proof of Theorem 4.3.1], it was observed that the Vaserstein symbol has an

interpretation in the realm of A1-homotopy theory. More precisely, let k be a perfect
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field. The smooth affine quadric Q5 with k[Q5]=k[x1, x2, x3, y1, y2, y3]/〈∑ xiyi−1〉
is isomorphic to the quotient of algebraic varieties SL4/Sp4.

The latter is in turn isomorphic to the affine scheme A′
4 representing the functor

assigning to a ring R the set of invertible skew-symmetric matrices of size 4 with
trivial Pfaffian.

The compositeQ5 → SL4/Sp4 → A′
4 associates to a 6-tuple (a1, a2, a3, b1, b2, b3)

such that
∑

aibi = 1 the matrix V (a1, a2, a3) described by

V (a1, a2, a3) =

⎛
⎜⎜⎝
0 −a1 −a2 −a3
a1 0 −b3 b2
a2 b3 0 −b1
a3 −b2 b1 0

⎞
⎟⎟⎠

where b1, b2, b3 are such that
∑3

i=1 aibi = 1.
Now, there is a stabilization map SL4/Sp4 → SL6/Sp6 and it turns out that this

map actually determines the injectivity of the Vaserstein symbol.
Indeed, letHA1(k) be theA1-homotopy category defined byMorel andVoevodsky

in [11]. We then have HomH
A1 (k)(X ,Q5) = Um3(R)/E3(R) for any smooth affine

threefold X = SpecR and HomH
A1 (k)(X , SL6/Sp6) = WE(R), while the stabilization

map Q5 → SL6/Sp6 precisely induces the Vaserstein symbol.
In this context, Fasel used the computation of the homotopy sheaves of Q5 �

A
3 \ 0 obtained in [1] to prove that the symbol V is injective if C is empty.
To prove that this condition is also necessary, Fasel produced explicitly a mor-

phism A
4 \ 0 → Q5 whose composite with Q5 → SL6/Sp6 is homotopy trivial and

showed that its real realization is the Hopf map S3
R

→ S2
R
. If C �= ∅, this allows to

produce non-trivial elements in Um3(R)/E3(R) whose image under V is trivial.
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Chapter 11
Two Approaches to the Bass–Suslin
Conjecture

Ravi A. Rao and Selby Jose

11.1 Introduction

In this short note, we give a glimpse of two ongoing attempts to resolve the well-
known Bass–Suslin conjecture regarding completing unimodular polynomial rows
over a local ring. We call the first approach the Suslin–Vaserstein symbol approach
and the second approach the Unhampered Descent approach.

Let us begin with the known results about the Bass–Suslin conjecture (in small
dimensions and rank); as our attempt evolved from these methods.

The primordial idea of L. N. Vaserstein to study unimodular rows of length 3 is
by studying the alternating matrix which one can associate with them.

In [13], L. N. Vaserstein observed that given a pair v = (a1, a2, a3),w = (b1, b2,
b3) ∈ R3 with 〈v,w〉 = a1b1 + a2b2 + a3b3 = 1 one can associate an alternating
matrix V (v,w) ∈ SL4(R) of pfaffian 〈v,w〉 = 1 with it.

VR(v) := V (v,w) =

⎛
⎜⎜⎝

0 a1 a2 a3
−a1 0 b3 −b2
−a2 −b3 0 b1
−a3 b2 −b1 0

⎞
⎟⎟⎠
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L. N. Vaserstein then defined the elementary symplectic Witt groups WE(R) over
any commutative ring with 1. His idea was to take the set of alternating matrices of
pfaffian one, define an equivalence relation of stable equivalence under the action of
the (infinite) elementary group on it by conjugation, and ‘add’ by ‘placing diagonally’
(the ⊥ process). This enabled him to define a map VR : Um3(R)/E3(R) → WE(R);
which we now call the Vaserstein symbol.

In [13, Theorem 5.2] L. N. Vaserstein proved that over a two dimensional ring
R the orbit space of unimodular rows Um3(R) of length 3 modulo the action of the
elementary group E3(R) is bijective with this Witt groupWE(R). In this way, he gave
a Witt group structure to the orbit space over two-dimensional rings.

But more importantly, since the symbol VR exists in any dimension; the Bass–
Suslin conjecture raises a basic question: can two unimodular polynomial rows v1, v2
of length 3 over A := R[X ], be equivalent ‘stably’, i.e., are the associated elements
in the Witt group [VA(v1)], [VA(v2)] equivalent in WE(A).

The theorem of M. Karoubi (see [13]) states thatWSL(R[X ]) = 0 if R is local and
1/2 ∈ R. So one gets that, over a polynomial ring R[X ] over a local ring R, VA(v1),
VA(v2) are stably SL-equivalent inWSL(R[X ]). If dimension R ≤ 3 one can then see,
by the descent methods of L. N. Vaserstein, that there is σ ∈ SL4(R[X ]) such that
σ tVA(v1)σ = VA(v2). In particular, if one takes v2 = e1 then one can say that v1 is
‘stably completable’.

The question raised by Hyman Bass in the early 70s in the Bateille conference
(see [1]), and reiterated with a rider by A. Suslin in mid 70s (see ([14], Problem 4,
page 491), was whether polynomial unimodular rows over a local ring R, of length
(r + 1) are always completable if 1/r! ∈ R.

We call this the Bass–Suslin conjecture.
When R is a regular local ring it is referred to as the Bass–Quillen conjecture;

here Suslin’s rider 1/r! ∈ R is dropped. The question of Quillen in [9] was the
following: Let (R,m) be a regular local ring. Let π ∈ m \ m2 be a regular parameter
of R. Are projective Rπ -modules free? The affirmative solution of the Bass–Suslin
conjecture follows as a consequence of the affirmative solution of the question of
Quillen.

This conjecture is knownwhen R contains a field due to results of H. Lindel in [7],
from which Popescu [8] structure theorem of such regular local rings could derive
the general case. The Quillen question has also been answered when R is a regular
local ring containing a field in [6].

Much less is known of the Bass–Suslin conjecture BSr(R[X ]): every unimodular
polynomial row of length (r + 1) over a local ring R is completable to an invertible
matrix, if 1/r! ∈ R.More generally, I thinkone expects that the stronger statement that
a ‘factorial unimodular row’ of the type (s0, s1, s22, s

3
3, . . . , s

r
r) lies in the elementary

orbit of any unimodular row of length (r + 1) is true.
Basically, when dimension(R) = 2, then BS2(R[X ]) was completely solved by a

remark of M. P. Murthy that Karoubi’s theorem WSL(R[X ]) = 0, and Vaserstein’s
theorem that VR[X ] is an isomorphism, put together solves it. In fact, due to argu-
ments of M. Roitman in [12], the stronger BS2(R[X ]) statement is also true. As a
consequence, BSd (R[X ]) is solved if dimension R = d .
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When dimension(R) = 3 then BS2(R[X ]) is completely solved in dimension 3
by the first named author in [10, 11]. However, the stronger version is not clear for
Um3(R[X ]), when dimension R = 3.

In a sense, themissing link to settleBSd−1(R[X ]) is whether theVaserstein symbol
VR[X ] is injective when R is a local ring of dimension 3, with 1/2 ∈ R.

We have not been able to answer that. But we expect it to be true.
So we have taken the approach that for unimodular rows of length 3 the Vaserstein

symbol is a way to analyse the problem. For unimodular rows of length ≥ 3 we felt
that a different symbol on the orbit space was desirable. Here is what we started to do.

11.2 The Suslin–Vaserstein Symbol

In this section we give a quick preview on some recent development in the study of
the Suslin–Vaserstein symbols Sr

R from the orbit space of unimodular rows of length
r + 1

Sr
R : Umr+1(R)/Er+1(R) −→ Wr

EUm≥r (R),

to the elementary unimodular vector Witt group; which mimics L. N. Vaserstein’s
construction of the elementary symplectic Witt group symbol in [13] from

VR : Um3(R)/E3(R) −→ WE(R),

the elementary symplectic Witt group. Note that in the sequel we will be replacing
the Witt group on the right-hand side by a variant Wr

EUms≡rmod(4) (R); and asserting
similar results with those symbols. Why have we taken r ≡ s modulo (4): this is
because the Suslin matrices corresponding to unimodular rows of the same length r
satisfy similar properties according to the Suslin identities in ([14], Lemma 5.3).

We remark that our calculations seem to show that we may also take r ≡ s
modulo (2) and work with the union of those elementary unimodular vector groups
∪EUms≡rmod(2). We find it works just as fine, when r is even; with the usual action.

We refer the reader to [2, 3] for the terminology below.
In a nutshell, the elementary symplectic Witt group is got by stable equivalence,

under the action by conjugation of the infinite elementary linear group on the set
of alternating matrices of pfaffian one. Whereas the elementary unimodular vector
group is got by stable equivalence, under the action by conjugation of the infinite
elementary unimodular vector group, under the action of the natural involution, on
the set of all special Suslin matrices Sr(v,w), 〈v,w〉 = 1. (Since the involution on
SUmr(R) is only defined up to a unit when r is odd (see [2]), one needs to take a bit
of care here.)

Let us now discuss the ‘positioning’ of the Suslin matrices, which leads to the
addition in the new Witt group similar to the effect of ⊥ in the Witt group WE(R).

If we regard each Sr(v,w) as a 2 × 2 block matrix, say
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Sr(vi,wi) =
(
a1I2r−1 Si
Ti biI2r−1

)

for i = 1, 2, then the placement of the ‘sum’ Sr(v1,w1) � Sr(v2,w2) is given by

Sr(v1,w1) � Sr(v2,w2) =

⎛
⎜⎜⎝
aiI2r−1 0 0 S1
0 a2I2r−1 S2 0
0 T2 b2I2r−1 0
T2 0 0 b1I2r−1

⎞
⎟⎟⎠ .

We call this operation � as ‘circle placement’ and read it as Sr(v1,w1) circles
Sr(v2,w2). This placement will be used for the ‘addition’ operation in the elementary
unimodular vector Witt group.

There is nothing sacrosanct about the circle placement; one can try several other
natural choices too. We tried a few, and were convinced that all of them gave iso-
morphic groups.

11.3 The Suslin–Vaserstein Symbol

11.3.1 The Elementary Unimodular Vector Witt Groups

We need to construct a variant of the elementary symplecticWitt groupwhich we
christen the elementary unimodular vector group WEUmr≥r

(R). This is done for each
size r in [4].

The basic idea of this construction is to replace the alternating matrices by special
Suslin matrices corresponding to unimodular rows of length (r + 1). However, even
in the case r = 2 the groups WEUm2≥2

(R) (or even W 2
EUmr≡2mod(4)

(R)) and WE(R) need
not be isomorphic. One can show that they are isomorphic if the Vaserstein symbol
VR is injective.

11.3.2 An Analogue of Karoubi’s Linearization Process

This part is work in progress and is yet to be finalised.
Following Murthy’s remark, we next hope to show that the analogous Karoubi

theorem also holds in this context; i.e., if R is a local ring of dimension d with
1/2 ∈ R, then the group Wr

SUm≥r
(R[X ]) (defined in a similar manner) is trivial.
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In particular, one can deduce that Wr
EUm≥r

(R) is k-divisible when 1/k ∈ R. (We
are in the process of doing this step; which is again basically establishing a lin-
earization process using the groupEUm∞

r (R[X ]) := ∪t≥rEUmr(R[X ]) or the groups
Wr

EUms≡rmodi
(R), for i = 2, 4).

Then one needs the analogue of Vaserstein symbol that the Vaserstein symbol is
bijective.

11.3.3 Analogue of Vaserstein’s Theorem

Our Main Theorem so far is that there is a natural map from

Sr
R : Umr+1(R)/Er+1(R) −→ Wr

EUms≡rmod4
(R),

for all r, which is injective. Moreover, if d = dim(R), and d ≤ 2(r + 1) − 3 =
2r − 1 then this map is also surjective.

The surjectivity is due to the fact that theMennicke–Newmann lemma become
available in this range, i.e., given any two unimodular rows v1, v2 ∈ Umr+1(R), there
exists ε1, ε2 ∈ Er+1(R) such that

v1ε1 = (x, a1, . . . , ar),

v2ε2 = (y, a1, . . . , ar).

Onemay even arrange that x + y = 1, i.e., after elementary transformations one may
arrange that the rows have all but one coordinate the same.

As a consequence, after completing the symplectic linearization process, we can
deduce that Bass–Suslin conjecture holds in the metastable range, i.e., unimodular
polynomial rows of length r + 1 over a local ring R of dimension d , with 1/r! ∈ R,
are completable provided d ≤ 2(r + 1) − 3 = 2r − 1.

Remark 11.1 Since the groups Wr
EUms≡rmodi

(R) are defined by an action of
∪sEUms≡rmodi, when i = 4 (or even ∪sEUms≡rmodi, when i = 2), and when r is
even; and not otherwise, so the Witt group is only well defined in these situations.
For the other situations, when the vectors are of even length, a slightly different
argument needs to be done.

In particular, the estimates of the existence of the group structure on the orbit
spaceUmr+1(R)/Er+1(R) is when d ≤ 2(r + 1) − 4 = 2r − 2; as in van derKallen’s
theorem in [5].

Note 11.1 Since many parts of the above approach are available for the general
dimension and size cases; one may hope to also be able to extend the results by
above method for all r, i.e., to encompass the Bass–Suslin theorem.

But this is far from clear at the moment.
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In any case, the above method shows that we need to concentrate at a certain rank r,
fixed once and for all. In that sense, one should first stick to the rank 2 case. Here one
needs to play inWE(R[X ]). TheVaserstein approach leads viaKaroubi’s linearization
to resolve the issue stably. The Vaserstein descent process causes difficulties beyond
dimension three, due to the injective and surjective stability issues.

11.4 A Descent Approach

Let us concentrate on the case r = 2 of the Bass–Suslin conjecture. Since we are
studying unimodular rows of length 3, we intend to playwith the associate alternating
matrices. These can be linearized, as shown by L. N. Vaserstein in [13]. Then L. N.
Vaserstein has developed amethod of descent. However, thismethod has some severe
limitations, and seems to work up to dimension of R ≤ 5 at most.

So we have to develop another method of descent. Here is a fleeting glimpse of a
method which is being developed (with J. Fasel, R. G. Swan) in [16]:
Descent Lemma: Let R be a commutative ring with 1. Let ϕ, ϕ∗ be invertible alter-
nating matrices of the same size. Assume that one has a relation of the form

�(ψr ⊥ ϕ ⊥ ψr)�
t = ψr ⊥ ϕ∗ ⊥ ψr,

for some r ≥ 0, and for some invertible alternating matrix �. If pf (ϕ−1 + ϕ∗) is
a non-zero-divisor in R, then there is an invertible alternating matrix �∗ such that
�∗ϕ�∗t = ϕ∗. Moreover, if one writes � as a 3 × 3 block matrix � = (�ij)1≤i,j≤3,
of appropriate sizes, then

0 = �12 = �21 = �13 = �31 = �23 = �32,

�22 = �∗.

How does one reach a situation where the above lemma can be applicable?

Remark 11.2 Our feeling is that a more symmetric placement approach should
remove the injective stability issue. This is because we feel that it is only a sym-
plectic matrix which is hindering the descent. If one could ‘position’ properly when
we linearize then one could bring out this symplecticmatrixwhich is jamming things.
We hope to achieve this by doing a ‘symplectic linearization’ process (instead of the
usual linearization process used so far).

Our attempt is to do a type of Karoubi linearization—only to do it via symplectic
matrix. (A bit more than just symplectic linearization is actually needed.) We are
attempting to complete this process.

Finally, we suspect that if the above process can be accomplished in the case when
r = 2 then we hope to imitate that process to cover BSr(R[X ]), r > 2, via a similar
‘stable positioning play’ with the Suslin matrices.
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Chapter 12
The Pillars of Relative
Quillen–Suslin Theory

Rabeya Basu, Reema Khanna and Ravi A. Rao

12.1 Introduction

Themain pillars of theHorrocks–Quillen–Suslin theorywere developed in the papers
[11, 19, 26]. In [11] the Monic Inversion Principle, in [19] the Local-Global Princi-
ple, and in [26] the Normality of the Elementary subgroup En(R), were established.
In [26], the K1 analogues of both theMonic Inversion Principle and the Local-Global
Principle were developed. In addition, Suslin established the Normality of the Ele-
mentary Linear subgroup En(R) in the general linear group GLn(R) over a module
finite ring A, when n ≥ 3. This was appeared in [27].

In [7] the authors had established, for classical linear groups, viz. the linear,
symplectic and orthogonal groups, that the Quillen–Suslin’s Local-Global Principle
for the pair (GLn(R[X ]),En(R[X ]) and Suslin’s Normality Principle were equivalent
in the sense that if one holds then so does the other. Recently, in [20] a further
unification of these three principles was achieved.

In this article, we develop the equivalence of a relative Quillen’s Local-Global
Principle and a normality of the relative elementary subgroup; cf. Theorem 18.1 for
the precise equivalent statements.
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We refer the reader to the Introduction of [7] where recent developments of the
Quillen–Suslin theory are discussed in detail. The study of the relative Local-Global
Principle with respect to an extended ideal began in [1]; and was developed in [2]
for the Chevalley groups.

The proofs of the equivalent statements in this paper are done in an analogous
manner to that done in [7]. This was possible due to a recent argument, which is
detailed in [13], and which first appeared in the thesis of Anjan Gupta [8]. This
argument works with the Noetherian excision ring R ⊕ I rather than the use of the
(non-Noetherian) Excision ringZ ⊕ I , and the Excision theoremofW. van derKallen
in [28], as is commonly used. We refer [9] to see other interesting applications of the
Noetherian Excision rings.

For the sake of being self contained we have detailed the arguments of the various
equivalences. However, we note that we could have alternatively deduced the impli-
cations from the corresponding implications done in [7] via this Noetherian Excision
ring argument.

12.2 Definitions and Notations

Let R be a commutative ring with 1, and I ⊂ R an ideal. We refer [7] for the standard
definitions and facts of the general linear, symplectic and orthogonal groups, and
their elementary subgroups. Let σ denote the permutation of the natural numbers
given by σ(2i) = 2i − 1 and σ(2i − 1) = 2i. With respect to this permutation, we
define following classical groups.

For an integerm > 0, the symplectic group of size 2m × 2m is definedwith respect
to the alternating matrix ψm corresponding to the standard symplectic form

ψm =
m∑

i=1

e2i−1,2i −
m∑

i=1

e2i,2i−1.

For the orthogonal group we have considered symmetric matrix ψ̃m corresponding
to the standard hyperbolic form

ψ̃m =
m∑

i=1

e2i−1,2i +
m∑

i=1

e2i,2i−1.

Definition 12.1 (Symplectic GroupSp2m(R))Thegroupof all non-singular 2m × 2m
matrices {α ∈ GL2m(R) | αtψmα = ψm}.
Definition 12.2 (Orthogonal GroupO2m(R)) Thegroupof all non-singular 2m × 2m
matrices {α ∈ GL2m(R) | αtψ̃mα = ψ̃m}.
Definition 12.3 (Elementary Symplectic Group ESp2m(R)) For 1 ≤ i �= j ≤ 2m we
define,
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seij(z) = I2m + zeij if i = σ(j)

= I2n + zeij − (−1)i+jzeσ(j)σ (i) if i �= σ(j) and i < j.

It is clear that when z ∈ R all these matrices belong to Sp2m(R). We call them the
elementary symplectic matrices over R and the group generated by them is called
elementary symplectic group.

Definition 12.4 (Elementary Orthogonal Group ESp2m(R)) For 1 ≤ i �= j ≤ 2m we
define,

oeij(z) = I2n + zeij − zeσ(j)σ (i) if i �= σ(j) and i < j.

It is clear that when z ∈ R all these matrices belong to O2m(R). We call them the
elementary orthogonal matrices over R and the group generated by them is called
elementary orthogonal group.

Notation In the sequel M(n, R) will denote the set of all n × n matrices, G(n, R)

will denote either the linear group GLn(R), the symplectic group Sp2m(R), or the
orthogonal group O2m(R), where 2m = n. S(n, R) will denote either the special lin-
ear group SLn(R), the symplectic group Sp2m(R), or the special orthogonal group
SO2m(R), when R is a commutative ring. Similarly, E(n, R) will denote the corre-
sponding elementary subgroups En(R), ESp2m(R), EO2m(R) respectively. To denote
the generators of E(n, R) we shall use the symbol geij(x), x ∈ R. �

Definition 12.6 The elementary subgroup E(n, I) with respect to the ideal I is the
subgroup of E(n, R) generated as a group by the elements geij(x), for x ∈ I . The
relative elementary group E(n, R, I) is the normal closure of E(n, I) in E(n, R).
Thus E(n, R, I) is generated by elements of the form geij(a)gekl(x)geij(−a) where
a ∈ R and x ∈ I .

Notation The relative subgroupsofG(n, R) andS(n, R)will be denotedbyG(n, R, I)
and S(n, R, I) respectively, i.e.,

G(n, R, I) = {α ∈ G(n, R) | α ≡ In modulo I},

S(n, R, I) = {α ∈ S(n, R) | α ≡ In modulo I}.

For an ideal I in R, its extension in the ring R[X ], i.e., I ⊗R R[X ] will be denoted by
I [X ].

Similarly, Umn(R, I) will denote the set of all unimodular rows of length n which
are congruent to e1 = (1, 0, . . . , 0) modulo I .

We will mostly use localizations with respect to two types of multiplicatively
closed subsets of R. viz. S = {1, s, s2, . . .}, where s ∈ R is a non-nilpotent, non-zero
divisor, and S = R \ m for m ∈ Max(R). By Is[X ] and Im[X ] we shall mean the
extension of I [X ] in Rs[X ] and Rm[X ] respectively.
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Blanket Assumption: We assume that n ≥ 3, when dealing with the linear case and
n = 2m, with m ≥ 2, when considering the symplectic and orthogonal cases. While
dealing with the orthogonal groups we shall consider only isotropic vectors; i.e., all
such non-zero vectors which are orthogonal to themselves with respect to the given
non-degenerate bilinear form. Throughout the article we shall assume 2 is invertible
in the ring R.

Notation For any column vector v ∈ Rn we denote by ṽ = vt .ψn in the symplectic
case and ṽ = vt .ψ̃n in the orthogonal case. �

Definition 12.9 We define the map M : Rn × Rn → M (n, R) and the inner product
〈 , 〉 as follows: Let v, w be column vectors in Rn. Then,

M (v, w) = v.wt, when dealing with the case G(n, R) = GLn(R).

= v.w̃ + w.̃v, when G(n, R) = Sp2m(R).

= v.w̃ − w.̃v, when G(n, R) = O2m(R).

〈v, w〉 = vt .w, when G(n, R) = GLn(R).

= ṽ.w, when G(n, R) = Sp2m(R) or O2m(R).

Notation For any α ∈ G(n, R), as usual α ⊥ Ir denotes its embedding in G(n +
r, R), where r is even for non-linear cases. �

To deduce the relative case from the absolute case we consider the ‘Noetherian
Excision ring’.

Definition 12.11 (The ring R ⊕ I ) Let I be an ideal in the ring R. We construct the
new ring R ⊕ I by defining addition and coordinate wise multiplication as follows:

(r ⊕ j)(s ⊕ i) = rs ⊕ (sj + ri + ij) for r, s ∈ R and i, j ∈ I .

There is a natural homomorphism φ : R ⊕ I −→ R given by (r ⊕ i) → r + i ∈ R.

Note that when R is a Noetherian ring then the ring R ⊕ I is also a Noetherian
ring; whereas, the Excision ring Z ⊕ I need not be a Noetherian ring.

Notation Let E(n, I) = {α ∈ S(n, R) | α ≡ In modulo I}. In general, E(n, I) is
not normal in G(n, R). By E(n, R, I) we mean the the normalisation of E(n, I)
in G(n, R), i.e., the relative elementary group generated by elements of the type
geij(f )geji(h)(geij(f ))−1, where f ∈ R and h ∈ I . While working on the polynomial
ring R[X ], by writing α(X ) ∈ E(n, R[X ], I [X ])wemean α(X ) is In modulo I , and of
the form geij(f (X ))geji(h(X ))(geij(f (X )))−1, where f (X ) ∈ R[X ] and h(X ) ∈ I [X ],
as E(n, R[X ], I [X ]) is the normalisation of E(n, I [X ]) in G(n, R[X ]). �

Lemma 12.1 If ε ∈ E(n, R, I), then there exists ε′ ∈ E(n, R ⊕ I) such that φ(ε′)=ε.
(In fact, the converse is also true).
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Proof Let ε = (εij) be a generator of the type geij(a)gekl(x)geij(−a), where a ∈ R
and x ∈ I . Let

ε′ = geij((a, 0))gekl((0, x))geij(−(a, 0)) ∈ E(n, R ⊕ I).

Then by applying the homomorphism φ to it we obtain φ(ε′) = ε.
Any γ ∈ E(n, R) can be written as

∏s
r=1 geir jr (λr), where λr ∈ R, and for x∈I ,

γ gekl(x)γ −1 corresponds to
∏s

r=1 geir jr (λr, 0)gekl(0, x)(
∏s

r=1 geir jr (λr, 0))−1 ∈
E(n, R ⊕ I). �

Lemma 12.2 Let α ∈ G(n, R, I). Then there exists α′ ∈ G(n, R ⊕ I) such that
φ(α′) = α.

Proof Let α = (αij) ∈ G(n, R, I). Then αii = 1 + aii and αij = aij for i �= j where
aij ∈ I for all i, j.We get a newmatrixα′ = α′

ij, whereα′
ii = (ui, aii) andα′

ij = (0, aij)

for i �= j. The entries in α′ are in the ring R ⊕ I . Using the definition of multiplication
in the ring R ⊕ I , we can see that α′ ∈ G(n, R ⊕ I) and applying the homomorphism
φ we obtain φ(α′) = α. �

Nowwe state themain theorem of this article. For the absolute case; i.e., for I = R
we refer to [7].

12.3 Equivalence: Relative L-G Principle and Normality

Theorem 12.1 Let R be a commutative ring with identity, and I � R an ideal of
the ring R. Let v, w be column vectors in Rn with w ∈ I n. Then the followings are
equivalent:

(1) (Normality): E(n, R, I) is a normal subgroup of G(n, R).
(2) In + M (v, w) ∈ En(R, I) if v ∈ Umn(R, I) and 〈v, w〉 = 0 and w ∈ I n.
(3) (Local-Global Principle):

If α(X ) ∈ G(n, R[X ], I [X ]) ; α(0) = In and αm(X ) ∈ E(n, Rm[X ], Im[X ]) for
all m ∈ Max(R) then α(X ) ∈ E(n, R[X ], I [X ]).

(4) (Dilation Principle):
If α(X ) ∈ G(n, R[X ], I [X ]) ; α(0) = In and αs(X ) ∈ E(n, Rs[X ], Is[X ]) for
some non-nilpotent element s ∈ R, then α(bX ) ∈ E(n, R[X ], I [X ]) for b ∈ (sl),
l � 0. (Actually, we mean there exists some β(X ) ∈ E(n, R[X ], I [X ]) such that
β(0) = In and βs(X ) = αs(bX ). But, since there is no ambiguity, for simplicity
we are using the notation α(bX ) instead of βs(X )).

(5) Let α(X ) = In + X d M (v, w) for some integer d � 0, v ∈ E(n, R, I)e1, w ∈ I n

with 〈v, w〉 = 0. Then one gets α(X ) ∈ E(n, R[X ], I [X ]). Moreover, α(X ) can
be expressed as a product decomposition of the form 
geij(Xh(X )) for d � 0
and h(X ) ∈ I [X ].

(6) In + M (v, w) ∈ E(n, R, I) if v ∈ E(n, R, I)e1, w ∈ I n and 〈v, w〉 = 0.
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(7) In + M (v, w) ∈ E(n, R, I) if v ∈ G(n, R, I)e1, w ∈ I n and 〈v, w〉 = 0.

Remark 12.1 Since (6) will be established in Lemma 12.8, it follows that all the
above statement (1)–(7) of Theorem 18.1 hold for commutative (In fact, for almost
commutative) rings.

Before proving the theorem we first collect a few lemmas.

Lemma 12.3 The group E(n, R, I) satisfies the property:

[E(n, R, I),E(n, R)] = E(n, R, I).

Proof Cf. [4] for the general linear groups, ([15], Theorem 1.1) for the symplectic
groups and ([24], §2) for the orthogonal groups. �

Below we state a few useful well-known lemmas. For the proofs cf. [4] for the
linear groups, [15] for the symplectic groups, [24] for the orthogonal groups. For a
uniform proof cf. [6, 7]. The analogous results for the relative cases follow from the
proofs of the absolute cases.

Lemma 12.4 (Splitting Property) geij(x + y) = geij(x)geij(y), ∀ x, y ∈ R.

Lemma 12.5 Let G be a group, and ai, bi ∈ G, for i = 1, . . . , n. Then
n


i=1

aibi =
n


i=1

ribir
−1
i

n


i=1

ai, where ri = i


j=1

aj.

Lemma 12.6 The group G(n, R[X ], (X )) ∩ E(n, R[X ], I [X ]) is generated by the
elements of the type εgeij(Xh(X ))ε−1, where ε ∈ E(n, R[X ]), h(X ) ∈ I [X ].
Lemma 12.7 For m > 0, and h(Y ) ∈ I [Y ], there are ht(X , Y , Z) ∈ I [X , Y , Z] such
that

gepq(Z)geij(X
2mh(Y ))gepq(−Z) = k



t=1

geptqt (X
mht(X , Y , Z)).

Corollary 12.1 If ε = ε1ε2 · · · εr , where each εj is an elementary generator, and
h(Y ) ∈ I [Y ], then there are ht(X , Y ) ∈ I [X , Y ] such that

εgepq(X
2rmh(Y ))ε−1 = k



t=1

gept qt (X
mht(X , Y )).

Proof Follows by induction on r and using Lemma 12.7. �

We show that statement (6) of Theorem 18.1 is true over an arbitrary associative
ring R with 1.

Lemma 12.8 Let R be a ring and v ∈ E(n, R, I)e1. Let w ∈ I n be a column vector
such that 〈v, w〉 = 0. Then In + M (v, w) ∈ E(n, R, I).

http://dx.doi.org/10.1007/978-981-15-1611-5_18
http://dx.doi.org/10.1007/978-981-15-1611-5_18
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Proof Let v = εe1,where ε = (εij) ∈ E(n, R, I). Hence εii = 1 + aii and εij = aij for
i �= j, where aij ∈ I for all i, j. Let ε′ = (ε′

ij), where ε′
ii = (1, aii), and ε′

ij = (0, aij)

for i �= j. Let e′
1 = ((1, 0), (0, 0), . . . , (0, 0)), and

v′ = ((1, v1), (0, v2), . . . , (0, vn)) ∈ (R ⊕ I)n,

w′ = ((0, w1), (0, w2), . . . , (0, wn)) ∈ (0 ⊕ I)n.

Then it follows that

In + M (v′, w′) = ε′(In + M (e′
1, w′

1))(ε
′)−1,

and w′
1 =

{
(ε′)tw′ for linear case

(ε′)−1w′ otherwise.

Since 〈(e′
1, w′

1)〉 = 〈v′, w′〉 = 0, we get

(w′
1)

t =
{

((0, 0), (0, w12), (0, w13), . . . , (0, w1n)) for linear case

((0, w11), (0, 0), (0, w13), . . . , (0, w1n)) otherwise.

Therefore,

In + M (v′, w′) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

n


j=2

ε′ ge1j(0, w1j) (ε′)−1 for linear case
n


j=1
j �=2

ε′ ge1j(0, w1j) (ε′)−1 otherwise .

Hence In + M (v′, w′) ∈ E(n, R ⊕ I , 0 ⊕ I). Now applying the homomorphism φ it
follows that In + M (v, w) ∈ E(n, R, I); as desired. �

Note that the above implication is true for any associative ring with identity.

Remark 12.2 It is well known that every ring is a direct limit of Noetherian rings.
Hence we may consider R to be Noetherian.

We shall use following lemma frequently and sometime in a subtle way; e.g., for
the implication (4) ⇒ (3).

Lemma 12.9 ([10], Lemma 5.1) Let R be a Noetherian ring and s ∈ R. Then there
exists a natural number k such that the canonical homomorphism G(n, skR) →
G(n, Rs) (induced by localization homomorphism R → Rs) is injective. Moreover, it
follows that the map E(n, R, skR) → E(n, Rs) for k ∈ N is injective.

Proof of Theorem18.1 We shall assume the result for the absolute case; i.e., when
I = R. The implication (7) ⇒ (6): Obvious. We prove, (6) ⇒ (5):

http://dx.doi.org/10.1007/978-981-15-1611-5_18
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Note that we have assumed that (6) holds for any commutative ring, in par-
ticular for the ring R[X ], and the matrix In + XM (v, w). Replacing R by R[X ]
in (6) we get that In + XM (v, w) ∈ E(n, R[X ], I [X ]). Let v = εe1, where ε ∈
E(n, R, I). As before, let v′ = ((1, v1), (0, v2), . . . , (0, vn)) ∈ (R ⊕ I)n, and w′ =
((0, w1), (0, w2), . . . , (0, wn)) ∈ (0 ⊕ I)n. Hence as in the proof of Lemma 12.8,
we can write

In + XM (v′, w′) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

n


j=2

ε′ ge1j((0, Xw1j)) (ε′)−1 for linear case
n


j=1
j �=2

ε′ ge1j((0, Xw1j)) (ε′)−1 otherwise .
(�)

Now we split the proof into following two cases:
Case I: ε is an elementary generator of the type gepq(x), x ∈ R. First applying the

homomorphism X �→ X 2 and then applying Lemma 12.7 over R[X ] we get

In + X 2M (v′, w′) = 

j

(
k


t=1

gepj(t)qj(t) (Xh′
j(t)(X ))

)
,

where h′
j(t)(X ) ∈ ((0 ⊕ I)[X ]). Again, as before applying the homomorphism φ it

follows that

In + X 2M (v, w) = 

j

(
k


t=1

gepj(t)qj(t) (Xhj(t)(X ))

)
,

where hj(t)(X ) ∈ I [X ]; as desired. Hence the result also follows for d � 0.
Case II: ε is a product of elementary generators of the type gepq(x). Letμ(ε) = r.

Arguing as before, the result follows by applying the homomorphismX �→ X 2r
using

the Corollary 12.1.
(5) ⇒ (4): Given that αs(X ) ∈ E(n, Rs[X ], Is[X ]), where s is non-nilpotent element
in the ring R, and α(0) = In. By Lemma 12.1, there exists α′

(s,0)(X ) ∈ E(n, Rs[X ] ⊕
Is[X ]), where the element (s, 0) will remain non-nilpotent in the ring R ⊕ I , and
φ(α′

(s,0)(X )) = αs(X ).
Also, by Lemma 12.6, αs(X ) can be written as a product of the matrices of the

form εsgeij(Xh(X ))ε−1
s , with h(X ) ∈ Is[X ] and εs ∈ E(n, Rs). Hence using the proof

of Lemma 12.1 it follows that α′
(s,0)(X ) can be written as a product of the matrices

of the form ε′
(s,0)geji((0, Xh(X )))(ε′

(s,0))
−1, where φ(ε′

(s,0)) = εs and (0, Xh(X )) ∈
((R ⊕ I)(s,0)[X ]).

Applying the homomorphism X �→ XT d , where d � 0, from the polynomial
ring R[X ] to the polynomial ring R[X , T ], we consider α′

(s,0)(XT d ). Note that
Rs[X , T ] ∼= (Rs[X ])[T ]. Now, using the Equation (�) as in the proof of (6) ⇒ (5), we
can rewrite α′

(s,0)(XT d ) as the form In + XT d M (v, w); for some suitable v, w over
the ring (Rs[X ] ⊕ Is[X ])[T ]. Hence by (5) we can write α′

(s,0)(XT d ) as a product
of elementary generators of general linear (symplectic/orthogonal resp.) group such
that each of those elementary generator is congruent to identity modulo the ideal
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(T ) over the ring ((Rs ⊕ Is)[X ])[T ]. Let l be the maximum of the powers occur-
ring in the denominators of those elementary generators. Again, as R assumed to
be Noetherian, by applying the homomorphism T �→ (s, 0)mT , for m ≥ l, it follows
from Lemma 12.9 that by (uniquely) identifying it’s lift over the ring (R ⊕ I)[X , T ]
we can write α′

(s,0)((s, 0)
mXT d ) as a product of elementary generators of the gen-

eral linear (symplectic/orthogonal resp.) group such that each of those elementary
generator is congruent to identity modulo (T ). i.e., there exists some β ′(X , T ) ∈
E(n, (R ⊕ I)[X , T ]) such that β ′(0, 0) = In and β ′

(s,0)(X , T ) = α′
(s,0)((b, 0)XT d ) for

some (b, 0) ∈ (s, 0)m(R ⊕ I). Finally, by substituting T = (1, 0) and using Lemma
12.9, we get α′((b, 0)X ) ∈ E(n, (R ⊕ I)[X ]). Hence the result follows applying φ as
before.
(4)⇒ (3): Sinceαm(X ) ∈ E(n, Rm[X ], Im[X ]), for allm ∈ Max(R), for eachm there
exists s ∈ R \ m such that αs(X ) ∈ E(n, Rs[X ], Is[X ]). Observe that

Rs[X ] ⊕ Is[X ] ∼= (Rs ⊕ Is)[X ] ∼= (R ⊕ I)s[X ].

Hence by Lemma 12.1, applied to the base ring Rs[X ], there exists α′
(s,0)(X ) ∈

E(n, (R ⊕ I)(s,0)[X ]) such that φs(α
′
(s,0)) = αs. Let

θ ′(X , T ) = α′
(s,0)(X + T )α′

(s,0)(T )−1.

Then θ ′(X , T ) ∈ E(n, (R ⊕ I)(s,0)[X , T ]) and θ ′(0, T ) = In. By the condition (4) of
the Theorem, applied to the base ring (R ⊕ I)[T ], there exists β ′(X ) ∈ E(n, (R ⊕
I)[X , T ]) such that

β ′
(s,0)(X ) = θ ′((b, 0)X , T ). (12.1)

with (b, 0) ∈ (s, 0)l(R ⊕ I) for some l � 0.
Now, using the Noetherian property of R ⊕ I , as mentioned in the Remark 12.2,

we may consider a finite cover of R ⊕ I , say (s1, 0) + · · · + (sr, 0) = (1, 0). Since
for l � 0, the ideal 〈(s1, 0)l, . . . , (sr, 0)l〉 = R ⊕ I , we choose (b1, 0), . . . , (br, 0) ∈
R ⊕ I , with (bi, 0) ∈ (si, 0)l(R ⊕ I), l � 0 such that (12.1) holds and (b1, 0) +
· · · + (br, 0) = (1, 0).Hence for each i = 1, . . . , r, there exists (β ′)i(X ) ∈ E(n, (R ⊕
I)[X , T ]) such that (β ′)i

(si,0)
(X ) = θ ′((bi, 0)X , T ). Now,

r


i=1

(β ′)i(X ) ∈ E(n, (R ⊕ I)[X , T ]).

But,

α′
s′
1···s′

r
(X ) =

(
r−1


i=1

θ ′
s′
1···ŝ′

i ···s′
r
(b′

iX , T )|T=b′
i+1X +···+b′

rX

)
θ ′

s′
1······s′

r−1
(b′

rX , 0),

where s′
i = (si, 0) and b′

i = (bi, 0) for each i = 1, . . . , r. Now α′(0) = In. Also, as a
consequence of the Lemma 12.9 it follows that the map
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E(n, R, (s, 0)k(R ⊕ I)[X ]) → E(n, (R ⊕ I)(s,0)[X ])

for k ∈ N is injective for each s = si. Hence by (uniquely) identifying α′
s′
1···s′

r
(X )with

its lift, we conclude α′(X ) ∈ E(n, R[X ] ⊕ I [X ]). Finally, applying the map φ we get
α(X ) ∈ E(n, R[X ], I [X ]); as desired.
(3)⇒ (2): This is the implication where we use the commutative property of the base
ringR. Letα(X ) = In + XM (v, w), where v ∈ Umn(R, I) and 〈v, w〉 = 0 andw ∈ I n.
Then α(0) = In. Let v = (1 + v1, v2, . . . , vn) and w = (w1, w2, . . . , wn) ∈ I n, with
vi, wi ∈ I for i = 1, . . . , n. Then by Lemma 12.8, αm(X ) is elementary for every
maximal ideal m in R. Hence α(X ) is elementary by (3).

(2) ⇒ (1): Let ε ∈ E(n, R, I) and γ = (γij) ∈ G(n, R). There exist ε′ ∈ E(n, R ⊕ I)
and γ ′ = ((γij, 0)) ∈ G(n, R ⊕ I) respectively such that φ(ε′) = ε and φ(γ ′) = γ .
Using (2) ⇒ (1) of the absolute case we get γ ′ ε′ (γ ′)−1 ∈ E(n, R ⊕ I) as E(n, R ⊕
I) � G(n, R ⊕ I) and applying the homomorphism φ it follows γ εγ −1 ∈ E(n, R, I);
as required.

(1) ⇒ (7): Let v = γ e1 where γ ∈ G(n, R). Then there exists γ ′ ∈ G(n, R ⊕ I) such
that φ(γ ′) = γ . Let v′ = γ ′e1 and w′ = ((0, w1), (0, w2), . . . , (0, wn)) ∈ (0 ⊕ I)n.
We have 〈v′, w′〉 = 0. Hence, using (1)⇒ (7) of the absolute case it follows that In +
M (v′, w′) ∈ En(R ⊕ I). Now applying the homomorphism φ we get In + M (v, w) ∈
E(n, R, I); as required.

The above implications prove the equivalence of the statements. �

Remark 12.3 Assuming the result for the absolute case treated in [7] one can give
simpler proofs of the steps (5) ⇒ (4), and (4) ⇒ (3). But, there is a gap in the
proof of the absolute case in [7], as mentioned in [5]. The gap was filled in [5]
by proving results for Bak’s unitary groups, which cover linear, symplectic and
orthogonal groups, and some more classical type groups. To make this note self
contained, we have given the detailed proofs of those steps.

12.4 Relative L-G Principle for Transvection Subgroups

In this section, we shall state auxiliary results without detailed proofs. For defini-
tions of symplectic and orthogonal modules and their transvection subgroups, we
refer to [3].

In [3], the first and third authors together with Anthony Bak generalised Quillen–
Suslin’s local-global principle for the transvection subgroups of the projective, sym-
plectic and orthogonal modules. As before, all three cases were treated uniformly.
We observe below how to obtain relative versions of that local-global principle. To
state the results we need to recall a few notations.

Notation In the sequel P will denote either a finitely generated projective R-module
of rank n, a symplectic R-module or an orthogonal R-module of even rank n = 2m



12 The Pillars of Relative Quillen–Suslin Theory 221

with a fixed form 〈 , 〉. And Q will denote P ⊕ R in the linear case, and P ⊥ R2,
otherwise. We will use the notation Q[X ] to denote (P ⊕ R)[X ] in the linear case
and (P ⊥ R2)[X ], otherwise. We assume that the rank of the projective module is
n ≥ 2, when dealingwith the linear case, and n ≥ 6, when considering the symplectic
and the orthogonal cases. For a finitely generated projective R-module M we use the
notation G(M ) to denote Aut(M ), Sp(M , 〈 , 〉) and O(M , 〈 , 〉) respectively; denote
SL(M ), Sp(M , 〈 , 〉) and Trans(M ), TransSp(M ) and TransO(M ) respectively; and
ET(M ) to denote ETrans(M ), ETransSp(M ) and ETransO(M ) respectively.

We shall also assume the following hypotheses:
(H1) for every maximal ideal m of R, the symplectic (orthogonal) module Qm is
isomorphic to R2m+2

m for the standard bilinear form H(Rm+1
m ).

(H2) for every non-nilpotent s ∈ R, if the projective module Qs is free Rs-module,
then the symplectic (orthogonal) module Qs is isomorphic to R2m+2

s for the standard
bilinear form H(Rm+1

s ).
We recall the following fact just to remind the reader that in the free case the

transvection subgroups coincide with the elementary subgroups. Here the maps ϕ,
ϕp, σ and τ are as defined in [3].

Lemma 12.10 If the projective module P is free of finite rank n (in the symplectic and
the orthogonal cases we assume that the projective module is free for the standard
bilinear form), then Trans(P) = En(R), TransSp(P) = ESpn(R) and TransO(P) =
EOn(R) for n ≥ 3 in the linear case and for n ≥ 6 otherwise.

Proof In the linear case, for p ∈ P and ϕ ∈ P∗ if P = Rn then ϕp : Rn → R → Rn.
Hence 1 + ϕp = In + v.wt for some column vectors v and w in Rn. Since ϕ(p) = 0,
it follows that 〈v, w〉 = 0. Since either v or w is unimodular, it follows that
1 + ϕp = In + v.wt ∈ En(R). Similarly, in the non-linear cases we have σ(u,v)(p) =
In + v.w̃ + w.̃v, and τ(u,v)(p) = In + v.w̃ − w.̃v, where either v or w is unimodu-
lar and 〈v, w〉 = 0. (Here σ(u,v) and τ(u,v) are as in the definition of symplectic and
orthogonal transvections.) Classically, these are known to be elementary matrices—
for details see [25] for the linear case, [15] for the symplectic case, and [24] for the
orthogonal case. �

Remark 12.4 Lemma 12.10 holds for n = 4 in the symplectic case. This will follow
from Remark 12.5.

Remark 12.5 ESp4(A) is a normal subgroup of Sp4(A) by ([15], Corollary 1.11).
Also ESp4(A[X ]) satisfies the Dilation Principle and the Local-Global Principle by
([15], Theorem 3.6). Since we were intent on a uniform proof, these cases have not
been covered above by us.

Proposition 12.1 (Relative Dilation Principle) Let R be a commutative ring with
identity, and I � R an ideal in R. Let P and Q be as in 12.13. Assume that (H2) holds.
Let s be a non-nilpotent in R such that Ps is free, and let σ(X ) ∈ G(Q[X ], I [X ]) with
σ(0) = Id. Suppose
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σs(X ) ∈
{
E(n + 1, Rs[X ], Is[X ]) in the linear case,

E(n + 2, Rs[X ], Is[X ]) otherwise.

Then there exists σ̂ (X ) ∈ ET(Q[X ], I [X ]) and l > 0 such that σ̂ (X ) localises to
σ(bX ) for some b ∈ (sl) and σ̂ (0) = Id.

Proof Follows by imitating the technique explained in [3], and following steps men-
tioned in Sect. 12.2. �

Theorem 12.2 (Relative Local-Global Principle) Let R be a commutative ring with
identity, and I � R an ideal in R. Let P and Q be as in 12.13. Assume that (H1)

holds. Suppose σ(X ) ∈ G(Q[X ], I [X ]) with σ(0) = Id. If

σp(X ) ∈
{
E(n + 1, Rp[X ], Ip[X ]) in the linear case,

E(n + 2, Rp[X ], Ip[X ]) otherwise

for all p ∈ Spec(R), then σ(X ) ∈ ET(Q[X ], I [X ]).
Proof Follows by using similar technique as in (4) ⇒ (3) in Theorem 3.1 of [7],
and and arguing as in Sect. 12.2. �

Remark 12.6 The authors believe that the abovemethod using the ‘Noetherian Exci-
sion ring’, makes it possible to deduce the relative versions of almost all the results
mentioned in [3, 5, 7], and the results mentioned in [6] between pages 35–40.
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Chapter 13
The Quotient Unimodular Vector Group
is Nilpotent

Reema Khanna, Selby Jose, Sampat Sharma and Ravi A. Rao

13.1 Introduction

R will be a commutative1 ring with 1, in which 2 is invertible. Umr+1(R)will denote
the set of unimodular vectors v ∈ Rr+1, i.e. those vectors v for which there is a vector
w ∈ Rr+1, with 〈v,w〉 = v · wT = 1.

Suslin introduced the Suslin matrix in ([17], Sect. 5), and indicated its properties
as well as how he felt they will be useful.

In [10], we initiated the study of the special unimodular vector group SUmr(R),
which is a subgroup of GL2r (R) related to Umr+1(R). We also introduced the ele-
mentary unimodular vector subgroup EUmr(R) of SUmr(R), which is related to the
(r + 1)-unimodular vectors which have a completion to an elementary matrix. We
developed the calculus for EUmr(R) in [10], and got a nice set of generators for it.
In [9], we showed that EUmr(R) is a normal subgroup of SUmr(R), for r ≥ 2.
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In [18] Suslin, inspired by Quillen’s methods in [12], applied them to the study
of unstable K1-theory of polynomial rings. He proved the K1-analogue of the Local-
Global Principle and the Monic Inversion Principle. The theory built up in [12, 18]
is known as the Quillen–Suslin theory.

Using Quillen–Suslin Local–Global principle, Bak established in [2], that the
linear quotient SLn(R)/En(R), for n ≥ 3, is nilpotent. This theme has been revis-
ited several times for different classical groups, see [7, 16], and ([3], Sect. 3.3) for
instance.

Now we apply Bak’s approach to the pair (SUmr(R),EUmr(R)), for r ≥ 2, when
R is a Noetherian ring of Krull dimension d. We give a direct approach to reprove the
result in [8] that the unimodular vector quotient SUmr(R)/EUmr(R) is a nilpotent
group of class d. (The latter had been established in [8] via the Jose–Rao theorem
that the unimodular vector quotient group was a subgroup of the special orthogonal
quotient group; which was nilpotent in view of [7].)

We also deduce a relative version of this result from the absolute case. This
argument does not depend on the Excision ring argument of W. van der Kallen,
which is normally used to deduce ‘relative’ results; and is much more flexible. (This
approach evolved from the work [14] according to Anjan Gupta; who used it in his
thesis ([6], Sect. 2.2) to reprove a theorem of Chattopadhyay–Rao in [5].)

Finally, we consider SUmr(R)/EUmr(R), the unimodular vector quotient group,
when R = A[X ] is a polynomial extension of a local ring A. In this case we show,
arguing as in [15] that the unimodular quotient group is an abelian group. A relative
version for extended ideals is also deduced.

13.2 Recap About the Suslin Matrix Sr(v,w)

Given two row vectors v,w ∈ Rr+1, A. Suslin constructed in ([17], Sect. 5), a
matrix Sr (v,w), which is of determinant one if 〈v,w〉 = v · wT = 1. He defined this
inductively, as follows: Let v = (a0, a1, . . . , ar ) = (a0, v1), with v1 = (a1, . . . , ar ),
w = (b0, b1, . . . , br ) = (b0,w1), withw1 = (b1, . . . , br ). Set S0(v,w) = a0, and set

Sr (v,w) =
(

a0 I2r−1 Sr−1(v1,w1)

−Sr−1(w1, v1)T b0 I2r−1

)
.

The reader will find more details about these matrices in this amazing Sect. 13.5;
with several unresolved questions.

These matrices have been studied by Jose–Rao in [8, 9]. The survey article [13]
gives a quick glimpse at the known results today.

We shall denote by SUmr(R) the subgroup of GL2r (R) generated by the set
{Sr (v,w)|v,w ∈ Rr+1, 〈v,w〉 = 1}, and EUmr(R) its subgroup generated by the set
{Sr (v,w)|v,w ∈ Rr+1, 〈v,w〉 = 1, v = e1ε, for some ε ∈ Er+1(R)}. It was shown
in [9], that EUmr(R) is a normal subgroup of SUmr(R), for r ≥ 2.
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For a matrix α ∈ Mk(R), we define αtop as the matrix whose entries are the same
as that of α above the diagonal, and on the diagonal, and is zero below the diagonal.
Similarly, we define αbot . Moreover, we use αtb for αtop or αbot .

In [10], a structure theorem for EUmr(R) was proved. The following nice set of
generators of EUmr(R) was established:

For 2 ≤ i ≤ r + 1, λ ∈ R, let

E(ei )(λ) = Sr (e1 + λei , e1), E(e∗
i )(λ) = Sr (e1, e1 + λei ),

E(ei1)(λ) = Sr (ei + λe1, ei ), E(e∗
i1)(λ) = Sr (ei , ei + λe1).

It was shown that the group EUmr(R) can be generated by either

(a) E(c)(x), E(d)(x)Sr (ei , ei )−1, if 2 is invertible in R, or by
(b) E(c)(x)top, E(c)(x)bot ,

where c = ei or e∗
i , d = ei1 or e∗

i1, 2 ≤ i ≤ r + 1, x ∈ R.
In [8, 10], Jose–Rao noted a fundamental property which is satisfied by the Suslin

matrices. Let v, w, s, t ∈ M1,r+1(R). Then

Sr (s, t)Sr (v,w)Sr (s, t) = Sr (v
′,w′)

Sr (t, s)Sr (w, v)Sr (t, s) = Sr (w
′, v′),

for some v′,w′ ∈ M1,r+1(R), which depend linearly on v, w and quadratically on s,
t . Consequently, v′ · w′T = (s · t T )2(v · wT ).

This fundamental property enables one to define an involution � on the group
SUmr(R), details of which can be found in [8]. This involution is then used to give
an action of SUmr(R) on the Suslin space, viz. the free R-module of rank 2(r + 1)

S = {Sr (v,w)|v,w ∈ M1,r+1(R)}.

(For a basis one can take se1, . . . , ser+1, se∗
1, . . . , se

∗
r+1,where sei = Sr (ei , 0), se∗

i =
Sr (0, ei ), for 1 ≤ i ≤ r .)

In [8] they associated a linear transformation Tg of the Suslin space with a Suslin
matrix g, via

Tg(x, y) = (x ′, y′),

where gSr (x, y)g∗ = Sr (x ′, y′). Moreover, if g is a product of Suslin matrices
Sr (vi ,wi ), with 〈vi ,wi 〉 = 1, for all i , then Tg ∈ SO2(r+1)(R), i.e.

〈Tg(v,w), Tg(s, t)〉 = 〈(v,w), (s, t)〉 = v · wT + s · t T .
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13.3 Computation of the Matrix of the Linear
Transformation

In ([8], Sect. 4), via the fundamental property, Jose–Rao observed that the above
action induces a canonical homomorphism

ϕ : SUmr (R) → SO2(r+1)(R),

ϕ(Sr (v,w)) = TSr (v,w) = τ(v,w) ◦ τ(e1e1),

where τ(v,w) is the standard reflection with respect to the vector (v,w) ∈ R2(r+1) (of
length one) given by the formula

τ(v,w)(s, t) = 〈v,w〉(s, t) − (〈v, t〉 + 〈s,w〉)(v,w).

The following simple computation gives an alternate way to prove this:

Lemma 13.1 Let R be a commutative ring with 1. Let v,w ∈ Umr+1(R), then the
matrix of the linear transformation TSr (v,w) with respect to the (ordered) basis

{Sr (e1, 0), Sr (e2, 0), . . . , Sr (er+1, 0), Sr (0, e1), Sr (0, e2), . . . , Sr (0, er+1)}

is (
I −

(
vT

wT

) (
w v

)) (
I −

(
eT1
eT1

) (
e1 e1

))
.

Proof Let v = (a0, a1, . . . , ar ), w = (b0, b1, . . . , br ). By the definition of TSr (v,w),

TSr (v,w)(e1, 0) = τ(v,w) ◦ τ(e1,e1)(e1, 0)

= τ(v,w)(0,−e1) = (0,−e1) + a0(v,w) = (a0v, a0w − e1).

TSr (v,w)(e j , 0) = τ(v,w) ◦ τ(e1,e1)(e j , 0)

= τ(v,w)(e j , 0) = (e j , 0) − b j−1(v,w) = (e j − b j−1v,−b j−1w).

TSr (v,w)(0, e1) = τ(v,w) ◦ τ(e1,e1)(0, e1)

= τ(v,w)(−e1, 0) = (−e1, 0) + b0(v,w) = (b0v − e1, b0w).

TSr (v,w)(0, e j ) = τ(v,w) ◦ τ(e1,e1)(0, e j )

= τ(v,w)(0, e j ) = (0, e j ) − a j−1(v,w) = (−a j−1v, e j − a j−1w).

Thus the matrix of TSr (v,w) is

(
a0v e2 − b1v · · · er+1 − brv b0v − e1 −a1v · · · −arv

a0w − e1 −b1w · · · −brw b0w e2 − a1w · · · er+1 − arw

)
.
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Right multiply the above matrix by the matrix

⎛
⎝I −

⎛
⎝eT1

eT1

⎞
⎠ (

e1 e1
)⎞⎠ will inter-

change the 1-st and (r + 2)-th columns with sign changed. Hence, the matrix of
TSr (v,w) is ⎛

⎝I −
⎛
⎝vT

wT

⎞
⎠ (

w v
)
⎞
⎠

⎛
⎝I −

⎛
⎝eT1

eT1

⎞
⎠ (

e1 e1
)
⎞
⎠

as required. �

Notation We denote the matrix of the linear transformation TSr (v,w) by
[TSr (v,w)]. �

Let us recollect the matrix of the linear transformations corresponding to the
generators of EUmr(R), r ≥ 2, computed in [8].

For the sake of completeness, we give a slightly simpler argument than the one
given in [8] below.However, in this approach, unlike in [8],we need that 2 is invertible
in R.

Lemma 13.2 For 2 ≤ i, j ≤ r + 1, one has the following relations in EUmr (R):

E(e∗
i )(−2λ)bot = Sr (e1 − e j , e1 − ei )Sr ((1 + λ)e1 + e j , e1 − λe j )

Sr (e1 − e j , e1 + ei )Sr ((1 − λ)e1 + e j , e1 + λe j )[
E(e∗

j )(λ), E(e∗
i )(1)

]
.

E(ei )(−2λ)bot = [
E(ei )(−1), E(e j )(−λ)

]
Sr (e1 + λe j , (1 − λ)e1 + e j )Sr (e1 + ei , e1 + e j )

Sr (e1 − λe j , (1 + λ)e1 + e j )Sr (e1 − ei , e1 − e j ).

(Note that by reversing the elements in the product in the above relation we can
obtain the formulae for E(e∗

i )(−2λ)top and E(ei )(−2λ)top.)

Proof We prove the first relation; the others are verified similarly. Put x = 1, y = λ,
and z = 1 in the proof of ([10], Proposition 5.6), to get
E(e∗

i )(−2λ)bot

= {E(e j )(1)
−1}{E(e j )(1/2)E(e∗

i )(1/2)
−1E(e∗

i )(1/2)
−1E(e j )(1/2)}

{E(e j )(1)
−1}{Sr ((1 + λ)e1 + e j , e1 − λe j )}{E(e j )(1)

−1}
{E(e j )(1/2)E(e∗

i )(1/2)E(e∗
i )(1/2)E(e j )(1/2)}{E(e j )(1)

−1}
{Sr ((1 − λ)e1 + e j , e1 + λe j )}

[
E(e∗

i )(1), E(e∗
j )(λ)

]−1
.
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Now by ([10], Lemma 5.2),

E(e∗
i )(−2λ)bot = Sr (e1 − e j , e1 − ei )Sr ((1 + λ)e1 + e j , e1 − λe j )

Sr (e1 − e j , e1 + ei )Sr ((1 − λ)e1 + e j , e1 + λe j )[
E(e∗

j )(λ), E(e∗
i )(1)

]

as required. �

Corollary 13.1 ([8], Lemma 4.9, Proposition 4.10) Let R be a commutative ring
with 1 in which 2 is invertible. For 2 ≤ i ≤ r + 1,

the matrix of TX =

⎧⎪⎪⎨
⎪⎪⎩

oeπ(1)i (λ) if X = E(e∗
i )

bot (−λ)

oeiπ(1)(−λ) if X = E(ei )top(−λ)

oe1i (λ) if X = E(e∗
i )

top(−λ)

oei1(−λ) if X = E(ei )bot (−λ).

Proof By Lemma 13.1, the matrix A of TSr (e1−e j ,e1−ei ) is given by

A =
(
I −

(
(e1 − e j )T

(e1 − ei )T

) (
e1 − ei e1 − e j

))(
I −

(
eT1
eT1

) (
e1 e1

))

=
(
I + e1i − e j1 − e ji e1 j − e j1 − e j j
e1i − ei1 − eii I + e1 j − ei1 − ei j

)
.

Similarly, the matrix B of TSr ((1+λ)e1+e j ,e1−λe j ) is B =
(
B11 B12

B21 B22

)
, where

B11 = I + λ(λ + 2)e11 + λ(1 + λ)e1 j + (1 + λ)e j1 + λe j j ,

B12 = λe11 − (1 + λ)e1 j + e j1 − e j j ,

B21 = λe11 + λe1 j − λ(1 + λ)e j1 − λ2e j j
B22 = I − e1 j − λe j1 + λe j j ,

the matrix C of TSr (e1−e j ,e1+ei ) is

C =
(
I − e1i − e j1 + e ji e1 j − e j1 − e j j
−e1i + ei1 − eii I + e1 j + ei1 + ei j

)

and the matrix D of TSr ((1−λ)e1+e j ,e1+λe j ) is D =
(
D11 D12

D21 D22

)
, where

D11 = I + λ(λ − 2)e11 + λ(λ − 1)e1 j + (1 − λ)e j1 − λe j j ,

D12 = −λe11 + (λ − 1)e1 j + e j1 − e j j ,

D21 = −λe11 − λe1 j + λ(1 − λ)e j1 − λ2e j j ,

D22 = I − e1 j + λe j1 − λe j j .
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Now AB =
(

α11 α12

α21 α22

)
, where

α11 = I + λe11 + λe1 j − λe j1 − λe j j + e1i − e ji
α12 = 0

α21 = e1i − (1 + 2λ)ei1 − 2λei j − eii − λ2e11 + λ(1 − λ)e1 j − λ(1 + λ)e j1 − λ2e j j
α22 = I − ei1 + ei j − λe j1 + λe j j − λe11 + λe1 j .

Also CD =
(

β11 β12

β21 β22

)
, where

β11 = I − λe11 − λe1 j + λe j1 + λe j j − e1i + e ji
β12 = 0

β21 = −e1i − λ2e11 − λ(1 + λ)e1 j (1 − 2λ)ei1 − 2λei j − eii + λ(1 − λ)e j1 − λ2e j j
β22 = I − ei j − e1 j + λe j1 − λe j j + λe11 + ei1.

Thus

ABCD =
(

I 0
2λe1i − 2λei1 − 2λei j + 2λe ji I

)
.

Also by Lemma 13.1, the matrix P of TE(e∗
j )(λ) is given by

P =
(
I −

(
eT1

(e1 + λe j )T

) (
e1 + λe j e1

))(
I −

(
eT1
eT1

) (
e1 e1

))

=
(

I − λe1 j 0
λe j1 − λe1 j − λ2e j j I + λe j1

)
.

Clearly P−1 =
(

I + λe1 j 0
−λe j1 + λe1 j − λ2e j j I − λe j1

)
, which is thematrix of TE(e∗

j )(−λ).

Similarly, the matrix Q of TE(e∗
i )(1) and its inverse Q−1 of TE(e∗

i )(−1) are

Q =
(

I − e1i 0
−e1i + ei1 − eii I + ei1

)
, Q−1 =

(
I + e1i 0

e1i − ei1 − eii I − ei1

)
.

Thus the matrix

[P, Q] =
(

I 0
2λei j − 2λe ji I

)
.

Hence the product of the matrices ABCD and [P, Q] is
(

I 0
2λe1i − 2λei1 I

)
= I + 2λeπ(1)i − 2λeπ(i)1 = oeπ(1)i (2λ).
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Since ϕ is a homomorphism, thematrix of TE(e∗
i )(−2λ)bot is oeπ(1)i (2λ). This proves the

first relation. The second relation is its transpose-inverse. Similarly, one can prove
the third and fourth relations. �

Corollary 13.2 Let R be a commutative ring with 1 in which 2 is invertible. For
2 ≤ i �= j �= π(i) ≤ r + 1,

the matrix of TX =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

oeiπ(1)(λ)oei1(λ) if X = E(ei )(λ)

oeπ(1)i (−λ)oe1i (−λ) if X = E(e∗
i )(λ)

oe1i (λ)oe1π(i)(λ)π1i (−1) if X = E(e1i )(λ)

π1i (−1)oe1i (λ)oe1π(i)(λ) if X = E(e∗
1i )(λ)

oei j (λ) if X = [E(e∗
j )(λ)top, E(ei )(1)bot ]

oeiπ( j)(λ) if X = [E(e j )(λ)top, E(ei )(1)bot ]
oeπ(i) j (λ) if X = [E(e∗

j )(λ)top, E(e∗
i )(1)

bot ].

(Here π1i (−1) denote the matrix of TSr (ei ,ei ).)

Proof Follows immediately from Corollary 13.1. �

Proposition 13.1 Let R be a commutative ring with 1 in which 2 is invertible. Then
the map ϕ : EUmr (R) → EO2(r+1)(R) given by ϕ(Sr (v,w)) = TSr (v,w) is surjective.

Proof Follows from Corollary 13.1. �

13.4 SUmr(R)/EUmr(R) is Nilpotent

Notation Let s be a non-zero divisor, SUmr(R, snR) denote the subgroup of
SUmr(R) consisting of matrices which are identity modulo (sn), and EUmr(R, snR)

denote the corresponding elementary subgroup.

Lemma 13.3 Let R be a commutative ring with 1. Let s be a non-zero divisor in
Jacobson radical J (R) of R and β ∈ SUmr(R, snR) for n ≥ 0. Then the matrix of
the linear transformation Tβ is in SO2(r+1)(R, sn R).

Proof Since β ∈ SUmr (R, sn R), β = Sr (v,w) where v ≡ e1mod(sn) and w ≡
e1mod(sn). Let v = (a0, a1, . . . , ar ) and w = (b0, b1, . . . , br ), where a0 and b0
are ≡ 1mod(sn), ai and bi are ≡ 0 mod (sn). By definition, the matrix of Tβ ,
[Tβ] ∈ SO2(r+1)(R) and by Lemma 13.1,

[Tβ ] =
(
I2(r+1) −

(
vT

wT

) (
w v

))(
I2(r+1) −

(
eT1
eT1

) (
e1 e1

))

= I2(r+1) −
(
vT

wT

) (
w v

) −
(
eT1
eT1

) (
e1 e1

) + (a0 + b0)

(
vT

wT

) (
e1 e1

)

=
(
Ir+1 − vT w − eT1 e1 + (a0 + b0)v

T e1 −vT v − eT1 e1 + (a0 + b0)v
T e1

−wTw − eT1 e1 + (a0 + b0)w
T e1 Ir+1 − wT v − eT1 e1 + (a0 + b0)w

T e1

)
.
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Therefore,

[Tβ]mod(sn) =
(
Ir+1 − eT1 e1 − eT1 e1 + 2eT1 e1 −eT1 e1 − eT1 e1 + 2eT1 e1−eT1 e1 − eT1 e1 + 2eT1 e1 Ir+1 − eT1 e1 − eT1 e1 + 2eT1 e1

)

= I2(r+1).

Hence [Tβ] ∈ SO2(r+1)(R, sn R). �

Lemma 13.4 Let R be a commutative ring with 1. In EUmr(R[X,Y,Z]), E(c)(Z)tb

E(d)(X3Y )tbE(c)(−Z)tb, where c = ei or e∗
i and d = e j or e∗

j is a product of ele-
mentary generators in EUmr(R[X,Y,Z]) each of which is ≡ I2r modulo (X).

Proof If necessary, the reader can consult ([9], Lemma 3.1) for details. �

Lemma 13.5 Let R be a commutative ring with 1. Let s be a non-zero divisor in
Jacobson radical J (R)of R. Thenwe canwrite E(c)(1)bot E(d)(s3x)top E(c)(−1)bot ,
where c = ei or e∗

i , d = e j or e∗
j and x ∈ R, as a product of elementary generators

in EUmr (R) which are ≡ I2r modulo (s).

Proof Put Z = 1, X = s and Y = x in Lemma 13.4. �

Lemma 13.6 Let R be a commutative ring with 1. Let s be a non-zero divisor
in Jacobson radical J (R) of R. If u ≡ 1 mod (s9) where u ∈ R with u2 = 1, then
[u] ⊥ [u−1] is a product of elementary generators in EUmr (R) each of which is
≡ I2r modulo (s).

Proof Note that

[u] ⊥ [u−1] = {E(e2)(1 − u−1)bot E(e∗
2)(1 − u−1)bot }{E(e∗

2)(−1)bot E(e2)(−1)bot }
{E(e2)(1 − u)top E(e∗

2)(1 − u)top}{E(e2)(1)
bot E(e∗

2)(1)
bot }

{E(e2)(1 − u−1)top E(e∗
2)(1 − u−1)top}.

Let u−1 = u = 1 + s9x for some x ∈ R. Then

[u] ⊥ [u−1] = {E(e2)(−s9x)bot E(e∗2)(−s9x)bot }{E(e∗2)(−1)bot E(e2)(−1)bot }
{E(e2)(−s9x)top E(e∗2)(−s9x)top}{E(e2)(1)

bot E(e∗2)(1)bot }
{E(e2)(−s9x)top E(e∗2)(−s9x)top}

= {E(e2)(−s9x)bot E(e∗2)(−s9x)bot }α{E(e2)(−s9x)top E(e∗2)(−s9x)top},

where

α = {E(e∗
2)(−1)bot E(e2)(−1)bot }{E(e2)(−s9x)top E(e∗

2)(−s9x)top}
{E(e2)(1)

bot E(e∗
2)(1)

bot }
= E(e∗

2)(−1)bot {E(e2)(−1)bot E(e2)(−s9x)top E(e2)(1)
bot }

{E(e2)(−1)bot E(e∗
2)(−s9x)top E(e2)(1)

bot }E(e∗
2)(1)

bot .
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By Lemma 13.5, each element in the bracket is a product of elementary generators
in EUmr(R) which are ≡ I2r modulo (s3). Thus

α = E(e∗
2)(−1)bot

(∏
αi

∏
βi

)
E(e∗

2)(1)
bot ,

where each αi , βi ∈ EUmr(R) with each one ≡ I2r mod (s3). Also we can write

α =
∏(

E(e∗
2)(−1)botαi E(e∗

2)(1)
bot

) ∏ (
E(e∗

2)(−1)botβi E(e∗
2)(1)

bot
)
.

Again by Lemma 13.5, each element in the product of α is a product of elementary
generators in EUmr(R) which are ≡ I2r modulo (s). Thus [u] ⊥ [u−1] is a product
of elementary generators in EUmr(R) each of which are ≡ I2r modulo (s). �

Lemma 13.7 Let R be a commutative ring with 1. Let s be a non-zero divisor
in Jacobson radical J (R) of R and β ∈ SUmr (R, sn R) for n � 9. Then β can
be written as a product of elementary generators in EUmr(R) where each is ≡
I2r mod (s).

Proof ByLemma13.3, [Tβ ] ∈ SO2(r+1)(R, sn R). Thus by ([7], Lemma2.2),ϕ(β) =
[Tβ] = ε1 . . . εk where each εi ∈ EO2(r+1)(R) which is ≡ I2r mod (s). For suffi-
ciently large n, we may assume that each εi ≡ I2r mod (s p) where n > p ≥ 9. By
Proposition 13.1, εi = ϕ(ε′

i ) where each ε′
i ∈ EUmr (R, s p R). Thus ϕ(β) =

ϕ(ε′
1 . . . ε′

k). Hence β(ε′
1 . . . ε′

k)
−1 ∈ ker ϕ = Z(SUmr (R)) ⊆ EUmr (R). By ([8],

Corollary 3.5), β(ε′
1 . . . ε′

k)
−1 = uI2r where u is a unit with u2 = 1. Since β and

ε′
i are ≡ I2r mod (s p) (n > p ≥ 9), u ≡ 1 mod (s p). Therefore, by Lemma 13.6,

β = uε′
1 . . . ε′

k is a product of elementary generators eachofwhich is≡ I2r mod (s).�

Lemma 13.8 Let R be a commutative ring with 1 in which 2 is invertible, s ∈ R a
non-zero-divisor and a ∈ R. Then for n � 0 and c = ei , or e∗

i ,

[
E(c)

(a
s
X

)tb
, SUmr (R, sn R)

]
⊆ EUmr (R[X ]).

More generally, given p > 0, for n � 0,

[
EUmr (Rs[X ]),SUmr (R, sn R)

] ⊆ EUmr (R[X ], s p R[X ])

Proof Let α(X) = [
E(c)

(
a
s X

)
, β

]
where β ∈ SUmr (R, sn R). Then ϕ(β) ∈

SO2(r+1)(R, sn R), where ϕ : SUmr (R, sn R) → SO2(r+1)(R, sn R) is the canonical
homomorphism. By Corollary 13.2,

ϕ
(
E(c)

(a
s
X

))
∈ EO2(r+1)(Rs[X ]).

Thus by [[7], Lemma 2.4],
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ϕ(α(X)) ∈ [EO2(r+1)(Rs[X ]),SO2(r+1)(R, sn R)] ⊆ EO2(r+1)(R[X ]),

and hence by Proposition 13.1, there exists ε ∈ EUmr (R[X ]) such that ϕ(α(X)) =
ϕ(ε). This implies, ϕ(X)ε−1 ∈ ker ϕ ⊆ Z(SUmr (R[X ])) ⊆ EUmr (R[X ]). Hence
α(X) ∈ EUmr (R[X ]). �

Lemma 13.9 Let R be a commutative ring with 1 in which 2 is invertible, s ∈ R a
non-zero divisor and a ∈ R. Then for n � 0 and c = ei , or e∗

i ,

[
E(c)

(a
s

)
,SUmr (R, sn R)

]
⊆ EUmr (R).

More generally, [EUmr (Rs),SUmr (R, sn R)] ⊆ EUmr (R) for n � 0.

Proof Put X = 1 in Lemma 13.8. �

In ([8], Corollary 4.15) the quotient group SUmr(R)/EUmr(R), r ≥ 2 was shown
to be nilpotent. This was obtained as a consequence of the Jose–Rao Theorem in
([8], Theorem 4.14) which asserts that this quotient unimodular vector group is a
subgroup of the orthogonal quotient group SO2(r+1)(R)/EO2(r+1)(R); which has
been shown to be nilpotent in [7]. (Also see [16] for another proof.) We give a direct
proof of the result following Bak’s methods in [2].

Theorem 13.1 Let R be a commutative Noetherian ring with 1 in which 2 is invert-
ible and let dim R = d. Then the group SUmr (R)/EUmr (R) is nilpotent of class d
for r ≥ 2.

Proof Let G = SUmr (R)/EUmr (R). We prove that Zd = {1}. We prove by induc-
tion on d = dim R. When d = 0, the ring R is Artinian, so is semilocal. Hence
Umr+1(R) = e1Er+1(R) and so any generator Sr (v,w), 〈v,w〉 = 1 is in EUmr(R).

Suppose d > 0, Let α ∈ Zd , then α = [β, γ ], where β ∈ G and γ ∈ Zd−1. Let
β ′ be the preimage of β in SUmr(R).

Choose a non-zero-divisor s in R such that β ′
s ∈ EUmr (Rs) (such s exists as

d > 0). Consider G = SUmr (R/sn R)

EUmr (R/sn R)
for some n � 0. By induction, γ = {1} in G.

Since EUmr(R) is normal in SUmr(R), by modifying γ we may assume that γ ′ ∈
SUmr (R, sn R) where γ ′ is the preimage of γ in SUmr(R, snR). Thus by Lemma
13.8, [β ′, γ ′] ∈ EUmr (R). Hence α = {1} in G. �

The Relative Case
In this section, we deduce the relative case of Theorem 13.1 from the absolute case.
We use the ‘Excision ring’ R ⊕ I below instead of the usual non-Noetherian Excision
ring Z ⊕ I as is usually done due to the work of van der Kallen in [19].

Notation By ([10, Proposition 5.6]), the elementary generators,

E(c)(x)top, E(c)(x)bot ,
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where c = ei or e∗
j , and for 2 ≤ i ≤ r + 1, and with x ∈ R, generate the Elementary

Unimodular vector group EUmr(R). For simplicity, we shall denote these by gei (x)
below. �

Theorem 13.2 Let R be a commutative Noetherian ring with 1 in which 2 is invert-
ible and with dim R = d. Let I be an ideal of R. Then the group SUmr(R, I)/
EUmr(R, I) is nilpotent of class d for r ≥ 2.

Proof Let G = SUmr (R, I )/EUmr (R, I ). We prove that Zd = {1}. We prove by
induction on d = dim R. When d = 0, the ring R is Artinian, so is semilocal.
HenceUmr+1(R, I ) = e1Er+1(R, I ) and so any generator Sr (v,w), 〈v,w〉 = 1 is in
EUmr(R, I).

Suppose d > 0, Let α ∈ Zd , then α = [β, γ ], where β ∈ G and γ ∈ Zd−1. We
can write β = Id + β ′, γ = Id + γ ′ for some β ′, γ ′ ∈ M2r (I ). Let α = Id + α′ for
some α′ ∈ M2r (I ). Let α̃ = (Id, α′) ∈ SUmr(R ⊕ I, 0 ⊕ I). In view of ([1, Lemma
3.3]),

α̃ ∈ EUmr(R ⊕ I) ∩ SUmr(R ⊕ I, 0 ⊕ I) = EUmr(R ⊕ I, 0 ⊕ I)

as R⊕I
0⊕I � R is a retract of R ⊕ I . Thus,

α̃ =
m∏

k=1

εkgeik (0, ak)ε
−1
k , εk ∈ EUmr(R ⊕ I), ak ∈ I.

Now, consider the homomorphism

f : R ⊕ I −→ R

(r, i) �−→ r + i.

This f induces a map

f̃ : EUmr(R ⊕ I, 0 ⊕ I) −→ EUmr(R).

Clearly,

α = f̃ (α̃)

=
m∏

k=1

γkgeik (0 + ak)γ
−1
k

=
m∏

k=1

γkgeik (ak)γ
−1
k ∈ EUmr(R, I); since ak ∈ I,

where, γk = f̃ (εk). �



13 The Quotient Unimodular Vector Group is Nilpotent 237

13.5 Abelian Quotients over Polynomial Extensions of a
Local Ring

In this section we use the Quillen–Suslin Local–Global Principle, following the
ideas of Bak in [2], to prove that if R = A[X ], with A a local ring, then the quotient
Unimodular Vector group is abelian. The method is similar to the one in [15] where
we had used it to analyse the quotients of the linear, symplectic, and orthogonal
groups.

We begin with a few simple observations.
The following observation is well known, we record it here for future use:

Lemma 13.10 Let R be a commutative ring and v,w ∈ Umn(R) be such that
v · wt = 1. If v = e1σ for some σ ∈ En(R) then there exists ε ∈ En(R) such that
v = e1ε and w = e1(ε−1)t .

Proof In view of ([17, Corollary 2.8]), wζ = e1(σ−1)t , where ζ = In +
vt (e1(σ−1)t − w) ∈ En(R).We see that vζ t = v. Thus e1σζ t = e1σ = v.Upon tak-
ing ε = e1σζ t , we have v = e1ε and w = e1(ε−1)t . �

Corollary 13.3 Let R be a local ring. For r ≥ 1, SUmr(R) = EUmr(R).

Proof Let α = Sr (v,w) ∈ SUmr(R). Since R is a local ring, therefore v = e1σ for
some σ ∈ Er+1(R). Since v · wt = 1, by Lemma 13.10, there exists ε ∈ Er+1(R)

such that v = e1ε and w = e1(ε−1)t . Thus α = Sr (v,w) = Sr (e1ε, e1(ε−1)t ) ∈
EUmr(R). �

Lemma 13.11 Let R be a local ring and α(X), β(X) ∈ SUmr(R[X]). Then, for
r ≥ 2, the commutator,

[α(X), β(X)] ∈ [α(X)α(0)−1, β(X)β(0)−1]EUmr(R[X]).

Proof Since R is a local ring, in view of Corollary 13.3, SUmr(R) = EUmr(R) for
all r ≥ 1. Thus α(0), β(0) ∈ EUmr(R).

Let η = α(X)α(0)−1, τ = β(X)β(0)−1. Then,

[α(X), β(X)] = [α(X)α(0)−1α(0), β(X)β(0)−1β(0)]
= ηα(0)τβ(0)(ηα(0))−1(τβ(0))−1

= ητη−1τ−1(τητ−1α(0)τη−1τ−1)(τηβ(0)α(0)−1η−1τ−1)(τβ(0)−1τ−1).

By ([8, Corollary 4.12]), EUmr(R[X]) is a normal subgroup of SUmr(R[X]) for
r ≥ 2, hence

(τητ−1α(0)τη−1τ−1) ∈ EUmr(R[X]),
(τηβ(0)α(0)−1η−1τ−1) ∈ EUmr(R[X]),

(τβ(0)−1τ−1) ∈ EUmr(R[X]).

Hence the result. �
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Theorem 13.3 Let R be a local ring. Then the group SUmr(R[X])
EUmr(R[X]) is an abelian group

for r ≥ 2.

Proof Let α(X), β(X) ∈ SUmr(R[X]), we need to prove [α(X), β(X)] ∈
EUmr(R[X]). In view of Lemma 13.11, we may assume that α(0) = β(0) = Id.
Define

γ (X, T ) = [α(XT ), β(X)].

Then for every maximal ideal m of R[X ],

γ (X, T )m = [α(XT )m, β(X)m].

Since β(X)m ∈ SUmr(R[X]m) = EUmr(R[X]m), and in view of the normality
of EUmr(R[X]m[T ]) � SUmr(R[X]m[T]), for r ≥ 2, one has γ (X, T )m ∈ EUmr

(R[X ]m[T ]) and γ (X, 0) = Id. Thus by the Local–Global Principle, ([8, Corol-
lary 4.11]), γ (X, T ) ∈ EUmr(R[X,T]), by putting T = 1, one gets, γ (X, 1) =
[α(X), β(X)] ∈ EUmr(R[X]). �

Theorem 13.4 Let R be a local ring and I be an ideal of R. Then the group
SUmr(R[X],I[X])
EUmr(R[X],I[X]) is an abelian group for r ≥ 2.

Proof Let α, β ∈ SUmr(R[X], I[X]). We can write α = Id + α
′
, β = Id + β

′
for

some α
′
, β

′ ∈ M2r (I [X ]). Let σ = [α, β] = Id + σ
′
for some σ

′ ∈ M2r (I [X ]). Let
σ̃ = (Id, σ

′
) ∈ SUmr(R[X] ⊕ I[X], 0 ⊕ I[X]). In view of ([1, Lemma 3.3]) and

Theorem 13.3, σ̃ ∈ EUmr(R[X] ⊕ I[X]) ∩ SUmr(R[X] ⊕ I[X], 0 ⊕ I[X]) = EUmr

(R[X] ⊕ I[X],0 ⊕ I[X]) as R[X ]⊕I [X ]
0⊕I [X ] � R[X ] is a retract of R[X ] ⊕ I [X ]. Thus,

σ̃ =
m∏

k=1

εkgeik (0, ak)ε
−1
k , εk ∈ EUmr(R[X] ⊕ I[X]), ak ∈ I[X].

Now, consider the homomorphism

f : R[X ] ⊕ I [X ] −→ R[X ]
(r, i) �−→ r + i.

This f induces a map

f̃ : EUmr(R[X] ⊕ I[X], 0 ⊕ I[X]) −→ EUmr(R[X])
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Clearly,

σ = f̃ (σ̃ ) =
m∏

k=1

γkgeik (0 + ak)γ
−1
k

=
m∏

k=1

γkgeik (ak)γ
−1
k ∈ E(n, R, I ); since ak ∈ I,

where, γk = f̃ (εk). �
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Chapter 14
On a Theorem of Suslin

Raja Sridharan and Sunil K. Yadav

14.1 Introduction

In this paper, we give a newproof of Suslin’s n! theoremon unimodular rows. Suslin’s
theorem (see [27]) states the following:

Theorem 14.1 Let A be a ring and [u, a1, a2, . . . , an] be a unimodular row in A.
Then [un!, a1, a2, . . . , an] can be completed to a matrix in SLn+1(A).

To prove this, we give a new proof of the following Proposition of Suslin [12, 27]
which was used by Suslin to prove Theorem 14.1.

Proposition 14.1 Let [u, a1, . . . , an] be a unimodular row in A. Suppose [a1, . . . ,

an] is completable to a matrix belonging toSLn(A/Au). Then the row [un, a1, . . . , an]
is completable to a matrix belonging to SLn+1(A).

Different proofs of this proposition have also been given by Mohan Kumar [16,
Lemma 3] and Nori (unpublished). Our proof uses a result of Bhatwadekar–Lindel–
Rao [6, 3.10].

We briefly sketch our proof of the Proposition of Suslin.
Let P = An+1

A[un ,a1,...,an ] be the projective module associated to the unimodular row
[un, a1, . . . , an]. We choose a, b ∈ A in a suitable manner such that the ideal a A +
bA = A and Pa and Pb are free Aa and Ab-modules, respectively. In such a situation
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one can associate to P a one cocycle. We show, using Quillen splitting and a result of
Bhatwadekar–Lindel–Rao [6] mentioned above, that this cocycle splits. Hence we
conclude that P is free and the unimodular row is completable.

The arrangement of this paper is as follows:
In Sect. 14.2, we recall some preliminary results which are needed for the proof

of Suslin’s theorem. In Sect. 14.3, we collect together some known results on one
cocycles. In Sect. 14.4, we give a proof of Suslin’s Theorem and also a theorem of
Murthy–Swan [22].

14.2 Some Preliminaries

In this section, we record some known results.

Definition 14.1 (i) Let A be a ring. A row [a1, a2, . . . , an] ∈ An is said to be uni-
modular (of length n) if the ideal (a1, a2, . . . , an) = A. The set of unimodular
rows of length n is denoted by Umn(A).

(ii) A unimodular row [a1, a2, . . . , an] is said to be completable if there is a matrix
in SLn(A) whose first row is [a1, a2, . . . , an].

(iii) We define En(A) to be the subgroup of GLn(A) generated by all matrices of the
form ei j (λ) = In + λEi j , λ ∈ A, i �= j , where Ei j is a matrix whose (i, j)-th
entry is 1 and all other entries are zero. The matrices ei j (λ) will be referred to
as elementary matrices.

Since Mn(A) acts on An via matrix multiplication, the group En(A) which is a
subset of Mn(A) also acts on An . This induces an action of En(A) on Umn(A). The

equivalence relation on Umn(A) given by this action is denoted by
En(A)∼ . Similarly

one can define
GLn(A)∼ and

SLn(A)∼ .
It is not hard to see that a unimodular row v ∈ An is completable if and only if

v
GLn(A)∼ (1, 0, . . . , 0).

Theorem 14.2 (see [3])

(i) Let A be a ring and [a1, a2, . . . , an] ∈ An be a unimodular row of length n which
contains a unimodular row of shorter length. Then the row [a1, a2, . . . , an] is
completable. In fact

(a1, a2, . . . , an)
En(A)∼ (1, 0, . . . , 0).

(ii) Let A be a semilocal ring. Then any unimodular row [a1, a2, . . . , an] of length
n ≥ 2 is completable. In fact

(a1, a2, . . . , an)
En(A)∼ (1, 0, . . . , 0).
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Definition 14.2 Two matrices α and β in SLn(A) are said to be connected if there
exists σ(X) ∈ SLn(A[X ]) such that σ(0) = α and σ(1) = β. By considering the
matrix σ(1 − X), it follows that if α is connected to β then β is connected to α.

Lemma 14.1 Any matrix in En(A) can be connected to the identity matrix.

Proof Everymatrix α ∈ En(A) can bewritten as a product of elementarymatrices of
the form ei j (λ) = In + λEi j for i �= j , that is, α = ∏r

i=1 ei j (λ). We define σ(X) =∏r
i=1 ei j (λX). Then σ(X) ∈ SLn(A[X ]), σ(0) = In and σ(1) = α. This proves the

lemma. �

Lemma 14.2 Let A be a ring and I be an ideal of A. Then the map En(A) →
En(A/I ) is surjective.

Proof The proof follows from the fact that the generators ei j (λ̄) of En(A/I ) for
λ ∈ A can be lifted to generators ei j (λ) of En(A). �

Let us recall Quillen’s Splitting Lemma [23] with the proof following the expo-
sition of [3]. In what follows, (ψ1(X))t denotes the image of ψ1(X) in GLn(Ast[X])
and (ψ2(X))s denotes the image of ψ2(X) in GLn(Ast[X]).)
Lemma 14.3 (see [23]) Let A be a domain and s, t ∈ A be such that s A + t A = A.
Suppose there exists σ(X) ∈ GLn(Ast[X]) with the property that σ(0) = In. Then
there exist ψ1(X) ∈ GLn(As[X]) with ψ1(0) = In and ψ2(X) ∈ GLn(At[X]) with
ψ2(0) = In such that σ(X) = (ψ1(X))t (ψ2(X))s .

Proof Since σ(0) = In , σ(X) = In + Xτ(X), where τ(X) ∈ Mn(Ast [X ]), we
choose a large integer N1 such that σ(λsk X) ∈ GLn(At[X]) for all λ ∈ A and for all
k ≥ N1. Define β(X, Y, Z) ∈ GLn(Ast[X,Y,Z]) as follows:

β(X, Y, Z) = σ((Y + Z)X)σ (Y X)−1. (14.1)

Then β(X, Y, 0) = In , and hence there exists a large integer N2 such that for all
k ≥ N2 and for all μ ∈ A we have β(X, Y, μt k Z) ∈ GLn(As[X,Y,Z]). This means

β(X, Y, μt k Z) = (σ1(X, Y, Z))t , (14.2)

where σ1(X, Y, Z) ∈ GLn(As[X,Y,Z]) with σ1(X, Y, 0) = In .
Taking N = max(N1, N2), it follows by the comaximality of s A and t A that

s N A + t N A = A. Pick λ,μ ∈ A such that λs N + μt N = 1. Setting Y = λs N , Z =
μt N in (14.1) and Z = 1, Y = λs N in (14.2) we get

β(X, λs N , μt N ) = σ(X)σ (λs N X)−1

and

β(X, λs N , μt N ) = (σ1(X, λs N , μt N ))t = (ψ1(X))t , whereψ1(X) ∈ GLn(As[X]).
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Hence, we conclude σ(X)σ (λs N X)−1 = (ψ1(X))t . Let σ(λs N X) = (ψ2(X))s ,
where (ψ2(X))s ∈ GLn(At[X]). Since σ(0) = In , ψ1(0) = ψ2(0) = In , the result
follows by using the identity σ(X) = σ(X)σ (λs N X)−1σ(λs N X). �

Remark 14.1 In the above lemma by interchanging the roles of s and t we can
write σ(X) = (τ1(X))s(τ2(X))t , where τ1(X) ∈ GLn(At[X]) with τ1(0) = In and
τ2(X) ∈ GLn(As[X]) with τ2(0) = In .

Lemma 14.4 Let A be a domain and s, t ∈ A be such that s A + t A = A. If σ1 ∈
SLn(As), σ2 ∈ En(At ), then σ1σ2 = β1β2, where β1 ∈ SLn(At ) and β2 ∈ SLn(As).

Proof Wecanwriteσ1σ2 = σ1σ2σ
−1
1 σ1. Therefore, it suffices to show thatσ1σ2σ

−1
1 =

γ1γ2, where γ1 ∈ SLn(At ) and γ2 ∈ SLn(As). Then the result follows by setting
β1 = γ1 and β2 = γ2σ1. Since any elementary matrix can be connected to the iden-
tity matrix, we can find α(X) ∈ SLn(At [X ]) such that α(0) = In and α(1) = σ2.
Let δ(X) = σ1α(X)σ−1

1 . Then δ(1) = σ1σ2σ
−1
1 . Since δ(X) ∈ SLn(Ast [X ]) and

δ(0) = In , by Remark 14.1, δ(X) = δ1(X)δ2(X), where δ1(X) ∈ SLn(At [X ]) and
δ2(X) ∈ SLn(As[X ]). Setting γ1 = δ1(1) and γ2 = δ2(1), the lemma follows. �

Lemma 14.5 (see [6]) Let A be a domain and s, t ∈ A be such that s A + t A = A.
Let σ ∈ SLn(Ast ) and ε ∈ En(Ast ). Then σε = τ1στ2, where τ1 ∈ SLn(As) and τ2 ∈
SLn(At ).

Proof Let ε = ε1ε2, where ε1 ∈ SLn(As) is chosen such that ε1 = In mod (t N ) for
sufficiently large N and ε2 ∈ SLn(At ). So,wehaveσε = σε1ε2 = σε1σ

−1σε2.Now,
since ε1 = In mod (t N ) for sufficiently large N , therefore σε1σ

−1 ∈ SLn(As). Now
by taking τ1 = σε1σ

−1 and τ2 = ε2, we have σε = τ1στ2. �

Lemma 14.6 Let A be a domain and I be an ideal of A. Let a, c ∈ A be such that
a A + cA = A. Then

I Ia

Ic Iac

is a pullback diagram. This means that if two elements x ∈ Ia, y ∈ Ic are equal in
Iac, then there exists a unique z ∈ I such that z

1 = x in Ia and z
1 = y in Ib.

Proof Let x = b
ar and y = d

cs be such that b
ar = d

cs in Iac, where b, c ∈ A. Hence
bcs = dar in A. Since a A + cA = A, ar A + cs A = A. We choose λ,μ ∈ A such
thatλar + μcs = 1. Let z = λb + μd. Thenar z = arλb + arμd = arλb + csμb =
b(arλ + csμ) = b and cs z = csλb + csμd = arλd + csμd = d(arλ + csμ) = d.
Hence we have z

1 = b
ar in Ia and z

1 = d
cs in Ic. The uniqueness is proved in a similar

manner. �
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14.3 On Some Results on Cocycles

In this section, we recall some known results on one cocycles. We give many details
to make the paper readable. The reader who is familiar with one cocycles could skip
this section. For rest of the paper we assume that A is a domain.

Let A be a domain and [v0, v1, . . . , vn] be a unimodular row in A. We describe the
cocycle associated to the unimodular row [v0, v1, . . . , vn] and as well as the cocycle
associated to the projective module An+1

A[v0,v1,...,vn ] and explain how they are related to
each other.

For notational simplicity, we do this for unimodular rows of length 3 and modi-
fications needed for the general case are cosmetic.

Suppose s, t ∈ A are such that s A + t A = A and assume that the row [v0, v1, v2]
is completable1 to matrices α ∈ SL3(As) and β ∈ SL3(At ). Let

α =
⎛

⎝
v0
v1 p1 p2

v2

⎞

⎠ andβ =
⎛

⎝
v0
v1 q1 q2

v2

⎞

⎠ . (14.3)

It is clear that the first column of the matrix α−1β is

⎛

⎝
1
0
0

⎞

⎠, whereby

α−1β =
⎛

⎝
1 μ1 μ2

0 λ22 λ23

0 λ32 λ33

⎞

⎠ ∈ SL2(Ast ). (14.4)

Definition 14.3 The matrix σ ∈ SL2(Ast ) given by σ =
(

λ22 λ23

λ32 λ33

)

is called a

“cocycle” associated to the unimodular row [v0, v1, v2].
Rewriting (14.4) as

⎛

⎝
v0
v1 q1 q2

v2

⎞

⎠ =
⎛

⎝
v0
v1 p1 p2

v2

⎞

⎠

⎛

⎝
1 μ1 μ2

0 λ22 λ23

0 λ32 λ33

⎞

⎠ (14.5)

we get

q1 = μ1

⎛

⎝
v0
v1
v2

⎞

⎠ + λ22 p1 + λ32 p2; q2 = μ2

⎛

⎝
v0
v1
v2

⎞

⎠ + λ23 p1 + λ33 p2. (14.6)

Quotienting modulo [v0, v1, v2], we get

1This assumption is needed to define cocycles.
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q1 = λ22 p1 + λ32 p2; q2 = λ23 p1 + λ33 p2. (14.7)

In matrix form we can write this as follows:
(

q1

q2

)

=
(

λ22 λ32

λ23 λ33

)(
p1

p2

)

(14.8)

in A3
st

Ast [v0,v1,v2] .

Definition 14.4 The matrix

(
λ22 λ32

λ23 λ33

)

= τ , which is obviously the transpose of σ ,

is called a “cocycle” associated to the projective module A3

A[v0,v1,v2] .

Therefore, there are two ways of associating a cocycle to a projective module
given by a unimodular row. Depending on the context, both methods are useful.

Now, we see how the cocycle associated to a unimodular row depends on the
choice of completions. Let us consider completions α ∈ SL3(As) and β ∈ SL3(At )

of the unimodular row [v0, v1, v2]. Then we get (14.4).
Now,we choose different completionsα′,β ′ of [v0, v1, v2] in As and At as follows:

Let δ ∈ SL3(As) be such that δ has first column (1, 0, 0)t then α′ = αδ ∈ SL3(As)

and has first column (v0, v1, v2)t , and any other completion of the unimodular row
[v0, v1, v2] to a matrix in SL3(As) can be obtained in this way. Similarly, the matrix
β ′ = βγ , where γ ∈ SL3(At ) has first column (1, 0, 0)t .

Again it is clear that the first column of α′−1β ′ is

⎛

⎝
1
0
0

⎞

⎠. We can write

α′−1β ′ =
⎛

⎝
1 λ′

st μ′
st

0
0

σ ′

⎞

⎠ ,

where λ′
st , μ

′
st ∈ Ast and σ ′ ∈ SL2(Ast ). This σ ′ is the cocycle associated to the

unimodular row [v0, v1, v2]with respect to the new completions of the row [v0, v1, v2]
in As and At . Now putting the values of α′ and β ′ and rearranging them we get

δ−1

⎛

⎝
1 λst μst

0
0

σ

⎞

⎠ γ =
⎛

⎝
1 λ′

st μ′
st

0
0

σ ′

⎞

⎠ .

The matrices δ−1, γ have the form

⎛

⎝
1 λs μs

0
0

τ−1
1

⎞

⎠,

⎛

⎝
1 λt μt

0
0

τ2

⎞

⎠, respectively, where

λs, μs ∈ As , τ1 ∈ SL2(As) and λt , μt ∈ At , τ2 ∈ SL2(At ). Therefore, we can write



14 On a Theorem of Suslin 247

⎛

⎝
1 λs μs

0
0

τ−1
1

⎞

⎠

⎛

⎝
1 λst μst

0
0

σ

⎞

⎠

⎛

⎝
1 λt μt

0
0

τ2

⎞

⎠ =
⎛

⎝
1 λ′

st μ′
st

0
0

σ ′

⎞

⎠ .

This implies that the new cocycle σ ′ associated to the unimodular row [v0, v1, v2] is
obtained from the old cocycle σ after multiplying by τ−1

1 ∈ SL2(As) from the left
and multiplying by τ2 ∈ SL2(At ) from the right.

The above discussion leads us to the following definition:

Definition 14.5 Let A be a domain. Suppose s, t ∈ A are such that s A + t A = A
and σ, σ ′ ∈ SL2(Ast ). We say that the cocycle σ is equivalent to the cocycle σ ′ if
there exist τ1 ∈ SL2(As) and τ2 ∈ SL2(At ) such that σ ′ = τ−1

1 στ2.

We see that the cocycles arising out of different completions of a unimodular row
are equivalent.

Let P = A3

A[v0,v1,v2] be the projective module associated to the unimodular row
[v0, v1, v2]. Consider the diagram

P Ps

Pt Pst .

Let σ1 ∈ SL2(Ast ) be the cocycle associated to the projective module P corre-
sponding to the basis {p1, p2} of Ps and the basis {q1, q2} of Pt which give comple-
tions of the unimodular row [v0, v1, v2] in SL2(As) and SL2(At ). Then we have

(
q1

q2

)

= σ1

(
p1

p2

)

. (14.9)

Now, we choose new bases for Ps and Pt in the following manner: Let τ ′
1 ∈ SL2(As)

and τ ′
2 ∈ SL2(At ) such that

τ ′
1

(
p1

p2

)

=
(

p′
1

p′
2

)

; τ ′
2

(
q1

q2

)

=
(

q ′
1

q ′
2

)

. (14.10)

So, we have new bases {p′
1, p′

2} of Ps and {q ′
1, q ′

2} of Pt . Suppose that σ2 ∈
SL2(Ast ) is the cocycle associated to the projective module P corresponding to the
new bases. Thus we have (

q ′
1

q ′
2

)

= σ2

(
p′
1

p′
2

)

. (14.11)

Now, combining (14.9)–(14.11) we get

σ1

(
p1

p2

)

= τ ′−1
2 σ2τ

′
1

(
p1

p2

)

.
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This implies that σ1 = τ ′−1
2 σ2τ

′
1 or τ

′
2σ1τ

′−1
1 = σ2. Hence, the new cocycle σ2 associ-

ated to the projective module P is obtained from the old cocycle σ1 after multiplying
by τ ′

2 ∈ SL2(At ) from the left and multiplying by τ ′−1
1 ∈ SL2(As) from the right.

The above discussion leads us to the following definition:

Definition 14.6 LetAbe a domain. Suppose s, t ∈ A are such that s A + t A = A and
σ1, σ2 ∈ SL2(Ast ). Thenwe say thatσ1 is equivalent toσ2 if there exist τ ′

1 ∈ SL2(As)

and τ ′
2 ∈ SL2(At ) such that σ2 = τ ′

2σ1τ
′−1
1 .

Let A be a domain and [v0, v1, v2] be a unimodular row in A. Suppose s, t ∈ A
are such that s A + t A = A and the unimodular row [v0, v1, v2] is completable to a
matrix α ∈ SL3(As) and β ∈ SL3(At ) as in (14.3).

Now, we want to give conditions under which the unimodular row [v0, v1, v2]
is completable to a matrix γ ∈ SL3(A). In order to find whether the completion of
the unimodular row [v0, v1, v2] in A exists we use Lemma 14.6. According to that
we can get the required matrix γ ∈ SL3(A) by patching together α ∈ SL3(As) and
β ∈ SL3(At ) which satisfy αt = βs in Ast .

Now,we seewhat the sufficient condition is underwhichwecanpatch togetherα ∈
SL3(As) and β ∈ SL3(At ) in Ast which give completions of the column [v0, v1, v2]t .
Referring to (14.4), that is,

α−1β =
⎛

⎝
1 λ11 λ12

0
0

σ

⎞

⎠ ,

for some λ11, λ12 ∈ Ast and σ ∈ SL2(Ast ).

Now, suppose σ splits as σ = σ1σ2, where σ1 ∈ SL2(As) and σ2 ∈ SL2(At ). Then
we can write

α−1β =
⎛

⎝
1 λ11 λ12

0
0

σ1σ2

⎞

⎠ .

Let α′ = α

⎛

⎝
1 0 0
0
0

σ1

⎞

⎠ and β ′ = β

⎛

⎝
1 0 0
0
0

σ−1
2

⎞

⎠. Thus we have

α′−1β ′ =
⎛

⎝
1 0 0
0
0

σ−1
1

⎞

⎠ α−1β

⎛

⎝
1 0 0
0
0

σ−1
2

⎞

⎠ =
⎛

⎝
1 λ′

11 λ′
12

0 1 0
0 0 1

⎞

⎠ .

Since s A + t A = A, we have sr A + tr A = A and there exist λ,μ ∈ A such that
λsr + μtr = 1. By using this relation for sufficiently large r , we can write λ′

11 =
λ1 + μ1, λ

′
12 = λ2 + μ2, where λ1, λ2 ∈ As and μ1, μ2 ∈ At . Therefore,
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⎛

⎝
1 λ′

11 λ′
12

0 1 0
0 0 1

⎞

⎠ =
⎛

⎝
1 λ1 λ2

0 1 0
0 0 1

⎞

⎠

⎛

⎝
1 μ1 μ2

0 1 0
0 0 1

⎞

⎠ = ε1ε2,

where ε1 ∈ E3(As) and ε2 ∈ E3(At ).
Therefore, we change α′ to α′′ = α′ε1 and β ′ to β ′′ = β ′ε−1

2 . Clearly α′′−1β ′′ =
I3. That is α′′ = β ′′ in Ast . Therefore by using Lemma 14.6, we get the required
completion of the unimodular row [v0, v1, v2] in A. Therefore, any unimodular row
[v0, v1, v2] is completable in A if the cocycle associated to the unimodular row
[v0, v1, v2] splits.

We have the following theorem:

Theorem 14.3 Let A be a domain and [v0, v1, v2] ∈ A3 be a unimodular row. Sup-
pose there exist s, t ∈ A such that s A + t A = 1 and [v0, v1, v2] is completable in As

and At . Then [v0, v1, v2] is completable in A if and only if the cocycle associated to
the unimodular row [v0, v1, v2] splits.

Proof We have already shown one part we show the other part. Suppose [v0, v1, v2]
is completable to a matrix δ ∈ SL3(A). Then we have to show that the cocycle
associated to the unimodular row [v0, v1, v2] splits.

Choose completions of the unimodular row [v0, v1, v2] given by α ∈ SL3(As) and
β ∈ SL3(At ). Then from (14.4), we have

α−1β =
⎛

⎝
1 ∗ ∗
0
0

σ

⎞

⎠ .

Since δ ∈ SL3(A) is a matrix whose first column is (v0, v1, v2)t , using (14.4), we
can write

δ−1α =
⎛

⎝
1 ∗ ∗
0
0

σ1

⎞

⎠ , where σ1 ∈ SL2(As)

and

δ−1β =
⎛

⎝
1 ∗ ∗
0
0

σ2

⎞

⎠ , where σ2 ∈ SL2(At ).

Then we have (δ−1α)−1δ−1β = α−1δδ−1β = α−1β. Hence

⎛

⎝
1 ∗ ∗
0
0

σ−1
1

⎞

⎠

⎛

⎝
1 ∗ ∗
0
0

σ2

⎞

⎠ =
⎛

⎝
1 ∗ ∗
0
0

σ

⎞

⎠ .

This impliesσ = σ−1
1 σ2, whereσ1 ∈ SL2(As) andσ2 ∈ SL2(At ). That is, the cocycle

associated to the unimodular row [v0, v1, v2] splits. �
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Theorem 14.4 Let A be a domain and [v0, v1, v2] ∈ A3 be a unimodular row. Sup-
pose there exist s, t ∈ A such that s A + t A = A and [v0, v1, v2] is completable in
As and At . Then [v0, v1, v2] is completable if and only if the cocycle associated to
the projective module A3

A[v0,v1,v2] splits.

Proof Suppose the cocycle associated to the projective module A3

A[v0,v1,v2] splits. Then
we have to show that the unimodular row [v0, v1, v2] is completable. Letα ∈ SL3(As)

and β ∈ SL3(At ) be as given in (14.3), two completions of the unimodular row
[v0, v1, v2].

Therefore, α−1β as in (14.4). Rewriting (14.4) and using (14.5)–(14.7), we get
the following relation: (

q1

q2

)

=
(

λ22 λ32

λ23 λ33

) (
p1

p2

)

in A3
st

Ast [v0,v1,v2] .

Therefore, we have a cocycle τ =
(

λ21 λ22

λ31 λ32

)

associated to the projective module

A3
st

Ast [v0,v1,v2] . If τ splits, that is, τ = τ1τ2, where τ1 ∈ SL2(At ) and τ2 ∈ SL2(As), then

(
q1

q2

)

= τ1τ2

(
p1

p2

)

.

That is,

τ−1
1

(
q1

q2

)

= τ2

(
p1

p2

)

.

Suppose that τ−1
1

(
q1

q2

)

=
(

q ′
1

q ′
2

)

and τ2

(
p1

p2

)

=
(

p′
1

p′
2

)

. Thus

(
q ′
1

q ′
2

)

=
(

p′
1

p′
2

)

mod [v0, v1, v2]. (14.12)

Then we have q ′
1 − p′

1 = λst [v0, v1, v2] and q ′
2 − p′

2 = μst [v0, v1, v2], where
λst , μst ∈ Ast . Since s A + t A = A, (14.12) implies following:

q ′
1 − p′

1 = (λs + λt )[v0, v1, v2]; q ′
2 − p′

2 = (μs + μt )[v0, v1, v2],
where λs, μs ∈ As , and λt , μt ∈ At . This relation can be written as follows:

q ′
1 − λt [v0, v1, v2] = p′

1 + λs [v0, v1, v2]; q ′
2 − μt [v0, v1, v2] = p′

2 + μs [v0, v1, v2].

Let the column (v0, v1, v2)t be denoted by C1. Then we transform
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⎛

⎝
v0
v1 q ′

1 q ′
2

v2

⎞

⎠

to ⎛

⎝
v0
v1 q ′

1 − λt C1 q ′
2 − μt C1

v2

⎞

⎠ ∈ SL3(At ). (14.13)

and ⎛

⎝
v0
v1 p′

1 p′
2

v2

⎞

⎠ ,

to ⎛

⎝
v0
v1 p′

1 + λsC1 p′
2 + μsC1

v2

⎞

⎠ ∈ SL3(As). (14.14)

Now, patching together (14.13) and (14.14) in Ast and using Lemma 14.6, we get a
completion of the row [v0, v1, v2] in A.

Conversely, let [v0, v1, v2] be completable in A. Then we have to show that the
cocycle σ ∈ SL2(Ast ) associated to the projective module P = A3

A[v0,v1,v2] splits. Let{r1, r2} be a basis for the projectivemodule P which gives a completion of [v0, v1, v2]
in SL3(A). We have completions of the unimodular row [v0, v1, v2] in SL3(As) and
SL3(At ). Now, suppose { p̃1, p̃2} and {q̃1, q̃2} are the bases for Ps and Pt , respectively,
and τ is the connecting matrix for these two bases. Thus using (14.8), we have

(
q̃1

q̃2

)

= τ

(
p̃1

p̃2

)

. (14.15)

Let δ1 ∈ SL2(As), δ2 ∈ SL2(At ) be the respective connecting matrices for the basis
{r1, r2} of P and the bases { p̃1, p̃2} of Ps and {q̃1, q̃2} of Pt . That is,

(
r1
r2

)

= δ1

(
p̃1

p̃2

)

and

(
r1
r2

)

= δ2

(
q̃1

q̃2

)

. (14.16)

Combining (14.15) and (14.16), we get

δ−1
2

(
r1
r2

)

= τδ−1
1

(
r1
r2

)

.

That is δ−1
2 = τδ−1

1 or δ−1
2 δ1 = τ . This implies that τ splits. �

Corollary 14.1 Let A be a domain and [a1, a2, a3], [b1, b2, b3] be unimodular
rows in A. Suppose s, t ∈ A are such that s A + t A = A. Let P1 = A3

A[a1,a2,a3] and
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P2 = A3

A[b1,b2,b3] be projective modules such that (P1)s , (P1)t , (P2)s , (P2)t are free of
rank 2. Let σ1 be the cocycle associated to the projective module P1 and σ2 be the
cocycle associated to the projective module P2. Suppose that σ1 is equivalent to σ2.
Then we can choose bases of (P1)s and (P1)t such that the cocycle associated to P1

corresponding to these bases is equal to σ2.

Proof Suppose σ1 ∈ SL2(Ast ) is the cocycle associated to the projective module P1

corresponding to a basis {p1, p2} of (P1)s and a basis {q1, q2} of (P1)t . Then we have

(
q1

q2

)

= σ1

(
p1

p2

)

. (14.17)

Similarly, let σ2 ∈ SL2(Ast ) be the cocycle associated to the projective module P2

corresponding to a basis {p′
1, p′

2} of (P2)s and a basis {q ′
1, q ′

2} of (P2)t . Then we have

(
q ′
1

q ′
2

)

= σ2

(
p′
1

p′
2

)

. (14.18)

Since σ1 is equivalent to σ2, there exist τ1 ∈ SL2(As) and τ2 ∈ SL2(At ) such that
σ2 = τ2σ1τ

−1
1 . Now, we find another basis of (P1)s and (P1)t by using τ1 ∈ SL2(As)

and τ2 ∈ SL2(At ) as follows: Let

τ1

(
p1

p2

)

=
(

p′′
1

p′′
2

)

and τ2

(
q1

q2

)

=
(

q ′′
1

q ′′
2

)

. (14.19)

Now, suppose σ3 is the cocycle associated to the projective module P1 corre-
sponding to the basis {p′′

1 , p′′
2} of (P1)s and the basis {q ′′

1 , q ′′
2 } of (P1)t . Then we

have (
q ′′
1

q ′′
2

)

= σ3

(
p′′
1

p′′
2

)

. (14.20)

Now, combining (14.17)–(14.20) we get

σ1

(
p1

p2

)

= τ−1
2 σ3τ1

(
p1

p2

)

.

This implies that σ1 = τ−1
2 σ3τ1. Since we have σ2 = τ2σ1τ

−1
1 or τ−1

2 σ2τ1 = σ1, this
implies τ−1

2 σ3τ1 = τ−1
2 σ2τ1. Hence σ2 = σ3. �

Corollary 14.2 Let A be a domain and [a1, a2, a3], [b1, b2, b3] be two unimodular
rows in A. Suppose s, t ∈ A are such that s A + t A = A. Suppose the unimodu-
lar rows are completable in As and At . Let σ1 ∈ SL2(Ast ) be the cocycle associ-
ated to the projective module P1 = A3

A[a1,a2,a3] corresponding to the basis {p1, p2} of
(P1)s and {q1, q2} of (P1)t which give SL3 completions and σ2 ∈ SL2(Ast ) is the
cocycle associated to the projective module P2 = A3

A[b1,b2,b3] corresponding to the
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basis {p′
1, p′

2} of (P2)s and {q ′
1, q ′

2} of (P2)t which give SL3 completions. Suppose
σ1 = σ2. Let T1 : A3

s → A3
s given by T1([a1, a2, a3]) = [b1, b2, b3], T1(p1) = p′

1,
T1(p2) = p′

2 and T2 : A3
t → A3

t given by T2([a1, a2, a3]) = [b1, b2, b3], T2(q1) = q ′
1,

T2(q2) = q ′
2. Then T1 = T2.

Proof Since σ1 ∈ SL2(Ast ) is the cocycle associated to the projective module P1

corresponding to the basis {p1, p2} of (P1)s and the basis {q1, q2} of (P1)t , we have

(
q1

q2

)

= σ1

(
p1

p2

)

. (14.21)

Similarly, σ2 ∈ SL2(Ast ) is the cocycle associated to the projective module P2 cor-
responding to the basis {p′

1, p′
2} of (P2)s and the basis {q ′

1, q ′
2} of (P2)t , we have

(
q ′
1

q ′
2

)

= σ2

(
p′
1

p′
2

)

. (14.22)

Supposeσ1 =
(

λ11 λ12

λ21 λ22

)

= σ2, thenwehaveq1 = λ11 p1 + λ12 p2 andq2 = λ21 p1 +
λ22 p2. Applying the transformation T1, we get

T1(q1) = T1(λ11 p1 + λ12 p2) = λ11 p′
1 + λ12 p′

2

and
T (q2) = T1(λ21 p1 + λ22 p2) = λ21 p′

1 + λ22 p′
2.

These equations can be written in matrix form as follows:

(
T1(q1)

T1(q2)

)

=
(

λ11 λ12

λ21 λ22

) (
p′
1

p′
2

)

. (14.23)

Combining (14.22) and (14.23), we get

(
T1(q1)

T1(q2)

)

=
(

λ11 λ12

λ21 λ22

)(
p′
1

p′
2

)

=
(

q ′
1

q ′
2

)

.

Since T2(q1) = q ′
1 and T2(q2) = q ′

2, we have

(
T1(q1)

T1(q2)

)

=
(

λ11 λ12

λ21 λ22

) (
p′
1

p′
2

)

=
(

q ′
1

q ′
2

)

=
(

T2(q1)

T2(q2)

)

.

Therefore, T1(q1) = T2(q1) and T1(q2) = T2(q2). �

Remark 14.2 The transformation obtained by patching T1 and T2 in Corollary 14.2
belongs to SL3(A). Hence, from Corollaries 14.1 and 14.2, it follows that if the
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cocycles corresponding projective modules given by two unimodular rows are equiv-
alent then the unimodular rows are in the the same SL3(A) orbit.

Corollary 14.3 Let A be a domain, and a, b ∈ A be such that s A + t A = A. Let
[a1, a2, a3], [b1, b2, b3] ∈ A3 be unimodular rows which are completable in As and
At . Suppose the cocycle associated to [a1, a2, a3] is the element σ ∈ SL2(Ast ). Sup-
pose the cocycle associated to [b1, b2, b3] is σε (or εσ ), where ε ∈ E2(Ast ). Then
[a1, a2, a3] and [b1, b2, b3] are in the same SL3(A) orbit.

14.4 On a Proof of Suslin’s Theorem

In this section, we derive Suslin’s theorem by giving a new proof of the following
Proposition also due to Suslin [27] (see also [12]).

Proposition 14.2 Let [u, a1, . . . , an]be a unimodular row in A. Suppose [a1, . . . , an]
is completable to a matrix belonging to SLn(A/Au). Then the row [un, a1, . . . , an]
is completable to a matrix belonging to SLn+1(A).

Proof We prove the proposition by using the method of cocycles. Let J = (a1, . . . ,

an). Since [a1, . . . , an] is completable in A/Au, there exists amatrixα ∈ SLn(A/Au)

such that

α =

⎛

⎜
⎜
⎝

a1 · · · an

∗

⎞

⎟
⎟
⎠ .

So det(α) = 1 ∈ A/Au. Therefore det(α) = det

⎛

⎜
⎜
⎝

a1 · · · an

∗

⎞

⎟
⎟
⎠ = 1 + uv ∈ A for

some v ∈ A. Further expanding the determinant along the first row we see that
det(α) ∈ J . Suppose 1 + uv = j ∈ J . Then we have u v

1− j = −1. Let v′ = v
1− j then

we have uv′ = −1.
We first handle the case where n = 2. We give two completions of unimodular

row v = [u2, a1, a2] in SL3(A1− j ) and SL3(A j ) as follows:

⎛

⎝
u2 0 0
a1 v′ 0
a2 0 v′

⎞

⎠ ∈ SL3(A1− j ) and

⎛

⎝
u2 0 1/j
a1 b1 0
a2 b2 0

⎞

⎠ ∈ SL3(A j ).

We now compute the cocycle associated to the projective module A3

[u2,a1,a2] . We can
write ⎛

⎝
0
b1
b2

⎞

⎠ = λ1

⎛

⎝
u2

a1

a2

⎞

⎠ + λ2

⎛

⎝
0
v′
0

⎞

⎠ + λ3

⎛

⎝
0
0
v′

⎞

⎠
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and ⎛

⎝
1/j
0
0

⎞

⎠ = μ1

⎛

⎝
u2

a1

a2

⎞

⎠ + μ2

⎛

⎝
0
v′
0

⎞

⎠ + μ3

⎛

⎝
0
0
v′

⎞

⎠ .

We get λ1 = 0, λ2 = b1/v′, λ3 = b2/v′ and μ1 = 1/ju2, μ2 = −a1/ju2v′, μ3 =
−a2/ju2v′.

Let q1 = (0, b1, b2)t , q2 = (1/j, 0, 0)t , p1 = (0, v′, 0)t , and p2 = (0, 0, v′)t .
Now, by going modulo [u2, a1, a2] we have

(
q1

q2

)

=
(

λ2 λ3

μ2 μ3

) (
p1

p2

)

in
A3

j (1− j)

A j (1− j)[u2, a1, a2] ,

or (
q1

q2

)

=
(

b1/v′ b2/v′
−a1/ju2v′ −a2/ju2v′

) (
p1

p2

)

,

where σ =
(

b1/v′ b2/v′
−a1/ju2v′ −a2/ju2v′

)

∈ SL2(A j (1− j)) is the cocycle associated to the

projective module A3

A[u2,a1,a2] . We see that σ splits into a product of two matrices as
follows:

(
b1/v′ b2/v′

−a1/ju2v′ −a2/ju2v′

)

=
(
1/v′ 0
0 1/u2v′

) (
b1 b2

−a1/j −a2/j

)

= δ1δ2,

where δ1 ∈ E2(A1− j ) and δ2 ∈ SL2(A j ). Here σ splits but not in the desired order.
Invoking Lemma 14.4, we get δ1δ2 = τ1τ2 where τ1 ∈ SL2(A j ) and τ2 ∈ SL2(A1− j ).
So by Theorem 14.4, we see that [u2, a1, a2] is completable. Having settled the
n = 2 case in detail, the general case proceeds along similar lines but owing to the
importance of the proposition we provide details for completeness. We establish the
case where n is even. Similarly, one can do the case where n is odd.

Let α =

⎛

⎜
⎜
⎜
⎝

un 0 · · · 0
a1 v′ · · · 0
.
.
.

. . .
.
.
.

an 0 · · · v′

⎞

⎟
⎟
⎟
⎠

∈ SLn+1(A1− j ) and β =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

un 0 0 · · · 0 1/j
a1 λ11 λ21 · · · λ(n−1)1 0
a1 λ12 λ22 · · · λ(n−1)2 0
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

a1 λ1n λ2n · · · λ(n−1)n 0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

∈ SLn+1(A j ),

where j = det

⎛

⎜
⎜
⎜
⎝

a1 λ11 λ21 · · · λ(n−1)1

a1 λ12 λ22 · · · λ(n−1)2
...

...
...

...

a1 λ1n λ2n · · · λ(n−1)n

⎞

⎟
⎟
⎟
⎠

.
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Let α−1β =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1 ν1 ν2 · · · νn−1 νn

0 ν11 ν21 · · · ν(n−1)1 νn1

0 ν12 ν22 · · · ν(n−1)2 νn2
...

...
...

...
...

0 ν1n ν2n · · · ν(n−1)n νnn

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

Thus, we have the following equations:

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
λ11

λ12
...

λ1n

⎞

⎟
⎟
⎟
⎟
⎟
⎠

= ν1

⎛

⎜
⎜
⎜
⎜
⎜
⎝

un

a1

a2
...

an

⎞

⎟
⎟
⎟
⎟
⎟
⎠

+ ν11

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
v′
0
...

0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

+ · · · + ν1n

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
0
0
...

v′

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, (14.24)

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
λ21

λ22
...

λ2n

⎞

⎟
⎟
⎟
⎟
⎟
⎠

= ν2

⎛

⎜
⎜
⎜
⎜
⎜
⎝

un

a1

a2
...

an

⎞

⎟
⎟
⎟
⎟
⎟
⎠

+ ν21

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
v′
0
...

0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

+ · · · + ν2n

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
0
0
...

v′

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, . . . , (14.25)

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
λ(n−1)1

λ(n−1)2
...

λ(n−1)n

⎞

⎟
⎟
⎟
⎟
⎟
⎠

= νn−1

⎛

⎜
⎜
⎜
⎜
⎜
⎝

un

a1

a2
...

an

⎞

⎟
⎟
⎟
⎟
⎟
⎠

+ ν(n−1)1

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
v′
0
...

0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

+ · · · + ν(n−1)n

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
0
0
...

v′

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, (14.26)

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1/j
0
0
...

0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

= νn

⎛

⎜
⎜
⎜
⎜
⎜
⎝

un

a1

a2
...

an

⎞

⎟
⎟
⎟
⎟
⎟
⎠

+ νn1

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
v′
0
...

0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

+ · · · + νnn

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
0
v′
...

0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

. (14.27)

�
We get ν1 = 0,ν11 = λ11/v′,ν12 = λ12/v′, . . ., ν1n = λ1n/v′, ν2 = 0, ν21 = λ21/v′,
ν22 = λ22/v′, . . . ,ν2n = λ2n/v′, . . ., νn−1 = 0, ν(n−1)1 = λ(n−1)1/v′,ν(n−1)2 =
λ(n−1)2/v′, . . .,ν(n−1)n = λ(n−1)n/v′ and νn = 1/jun , ν(n+1)1 = −a1/junv′, ν(n+1)2 =
−a2/junv′, . . ., νnn = −an/junv′. We get the following cocycle:

σ =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

λ11/v′ λ12/v′ · · · λ1n/v′
λ21/v′ λ22/v′ · · · λ2n/v′

...
...

...

λ(n−1)1/v′ λ(n−1)2/v′ · · · λ(n−1)n/v′
−a1/junv′ −a2/junv′ · · · −an/junv′

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.
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We see that σ splits into a product of two matrices as follows:

⎛

⎜
⎜
⎜
⎜
⎜
⎝

λ11/v′ λ12/v′ · · · λ1n/v′
λ21/v′ λ22/v′ · · · λ2n/v′

...
...

...

λ(n−1)1/v′ λ(n−1)2/v′ · · · λ(n−1)n/v′
−a1/junv′ −a2/junv′ · · · −an/junv′

⎞

⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎝

1/v′ 0 · · · 0
0 1/v′ · · · 0
...

...
...

0 0 · · · 1/unv′

⎞

⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎝

λ11 λ12 · · · λ1n

λ21 λ22 · · · λ2n
...

...
...

λ(n−1)1 λ(n−1)2 · · · λ(n−1)n

−a1/j −a2/j · · · −an/j

⎞

⎟
⎟
⎟
⎟
⎟
⎠

= δ1δ2,

where δ1 ∈ En(A1− j ) and δ2 ∈ SLn(A j ). Here σ splits but not in desired order.
Invoking Lemma 14.4, we get δ1δ2 = τ1τ2 where τ1 ∈ SLn(A j ) and τ2 ∈ SLn(A1− j ).
So by Theorem 14.4, we see that [un, a1, . . . , an] is completable. �

Theorem 14.5 (Suslin) Let A be a ring and [u, a1, a2, . . . , an] be a unimodular row
in A. Then [un!, a1, a2, . . . , an] can be completed to a matrix in SLn+1(A).

Werefer the reader to the books ofMurthy–Gupta [12], orMandal [21] orLam [18]
or the paper of Suslin [27] for the proof of the above theorem using Proposition 14.1.

We now use the method of cocycles to prove the following theorem of Murthy–
Swan [22].

Theorem 14.6 Let A be a ring and [x, y, z], [u2x, y, z] be two unimodular rows in
A. Then these unimodular rows are in the same SL3(A) orbit.

Proof We are given that [x, y, z] and [u2x, y, z] are two unimodular rows in A. Let
J = (y, z). First we find the cocycle corresponding to P1 = A3

A[x,y,z] .
Since [u2x, y, z] is a unimodular row, there exist x ′, b1, b2 ∈ A such that (u2x)x ′ +

yb1 + zb2 = 1. By rewriting the above we have (x)u2x ′ + yb1 + zb2 = 1. Then
we have (x)u2x ′ = 1 − j , where j ∈ J . Or (x) u2x ′

1− j = 1, that is, (x)v′ = 1, where

v′ = u2x ′
1− j . Now, we get completions of the unimodular row [x, y, z] as follows:

⎛

⎝
x 0 0
y v′ 0
z 0 1

⎞

⎠ ∈ SL3(A1− j ) and

⎛

⎝
x 0 1/j
y b1 0
z b2 0

⎞

⎠ ∈ SL3(A j ).

Therefore, we can write

⎛

⎝
0
b1
b2

⎞

⎠ = λ11

⎛

⎝
x
y
z

⎞

⎠ + λ12

⎛

⎝
0
v′
0

⎞

⎠ + λ13

⎛

⎝
0
0
1

⎞

⎠
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and ⎛

⎝
1/j
0
0

⎞

⎠ = λ21

⎛

⎝
x
y
z

⎞

⎠ + λ22

⎛

⎝
0
v′
0

⎞

⎠ + λ23

⎛

⎝
0
0
1

⎞

⎠ .

We get λ11 = 0, λ12 = b1/v′, λ13 = b2 and λ21 = 1/j x , λ22 = −y/j xv′, λ23 =
−z/j x . Thus the cocycle of P1 is

τ1 =
(

b1/v′ b2
− y

j xv′ − z
j x

)

.

Now, we compute the cocycle of P2 = A3

A[u2x,y,z] .
As before since [u2x, y, z] is a unimodular row, there exist x ′, b1, b2 ∈ A such

that (u2x)x ′ + yb1 + zb2 = 1. Then we have (u2x)x ′ = 1 − j , or (u2x) x ′
1− j = 1,

that is (u2x)v′′ = 1, where v′′ = x ′
1− j . Let v′ = u2v′′. Now, we get completions of the

unimodular row [u2x, y, z] as follows:
⎛

⎝
u2x 0 0

y v′′ 0
z 0 1

⎞

⎠ ∈ SL3(A1− j ) and

⎛

⎝
u2x 0 1/j

y b1 0
z b2 0

⎞

⎠ ∈ SL3(A j ).

As before we can write
⎛

⎝
0
b1
b2

⎞

⎠ = μ11

⎛

⎝
u2x

y
z

⎞

⎠ + μ12

⎛

⎝
0
v′′
0

⎞

⎠ + μ13

⎛

⎝
0
0
1

⎞

⎠

and ⎛

⎝
1/j
0
0

⎞

⎠ = μ21

⎛

⎝
u2x

y
z

⎞

⎠ + μ22

⎛

⎝
0
v′′
0

⎞

⎠ + μ23

⎛

⎝
0
0
1

⎞

⎠ .

We get μ11 = 0, μ12 = b1/v′′, μ13 = b2 and μ21 = 1/ju2x , μ22 = −y/ju2xv′′,
μ23 = −z/ju2x . Thus the cocycle of P2 is

τ2 =
(

b1/v′′ b2
− y

ju2xv′′ − z
ju2x

)

.

As u is a unit in A1− j , there exists v ∈ A1− j such that uv = 1. Note that v′ = u2v′′.

We have

(
u 0
0 v

) (
b1/v′ b2
− y

j xv′ − z
j x

) (
u 0
0 v

)

=
(

u2b1/v′ b2
− y

j xv′ −v2 z
j x

)

=
(

b1/v′′ b2
− y

j xu2v′′ − z
ju2x

)

= τ2. Since

(
u 0
0 v

)

∈ E2(A1− j ′), therefore by the result of Lemma 14.5, the cocycles

of P1 and P2 are equivalent and so by Remark 14.2, the rows [x, y, z] and [u2x, y, z]
are in the same SL3(A) orbit. �
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Chapter 15
On an Algebraic Analogue of the
Mayer–Vietoris Sequence

Raja Sridharan, Sumit Kumar Upadhyay and Sunil K. Yadav

15.1 Introduction

Let X be a topological space, H 0(X,Z) be the set of continuous maps from X to Z

and H 1(X,Z) be the set of all homotopy classes of continuous maps from X to S1.
Since Z and S1 are abelian groups, H 0(X,Z) and H 1(X,Z) are also abelian groups.
In the literature, the group H 1(X,Z) is known as Bruschlinsky group (for details
one can see [5]).

Theorem 15.1 Let U1 and U2 be two open sets of a topological space X. Then we
have an exact sequence

H0(U1 ∪ U2,Z) → H0(U1,Z) ⊕ H0(U2,Z) → H0(U1 ∩ U2,Z)→H1(U1 ∪ U2,Z)

→ H1(U1,Z) ⊕ H1(U2,Z) → H1(U1 ∩ U2,Z).

This sequence is known as Mayer–Vietoris sequence.

We refer the reader to see the book ofWall [12] for the definitions and the construction
of theMayer–Vietoris sequence. It is natural to ask that ‘Does there exist an algebraic
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analogue of Mayer–Vietoris sequence?’ The main aim of this paper is to define
two algebraic groups �(A) and π1(SL2(A)), where A is an integral domain and
also to prove an algebraic analogue of Mayer–Vietoris sequence with the help these
groups for an integral domain of dimension 1. The group �(A) is also discussed by
Krusemeyer ([7]) in different context.

By using the theory of symplectic modules, we also give an algebraic analogue
of the connecting homomorphism

H 1(U1 ∩ U2,Z) → H 2(U1 ∪ U2,Z). (15.1)

This paper is organized as follows. After recalling some preliminary results in
Sect. 15.2, we give an analogue of Theorem15.1 in Sects. 15.3 and 15.4. In Sect. 15.5,
we give an analogue of the map (15.1) and finally in Sect. 15.6, we deduce some
corollaries of our results.

15.2 Some Preliminaries

In this section, we give some definitions and preliminary results. Throughout the
paper, ring A means commutative ring with identity.

Definition 15.1 1. Let A be a ring. A row (a1, a2, . . . , an) ∈ An is said to be uni-
modular (of length n) if the ideal (a1, a2, . . . , an) = A. The set of unimodular
rows of length n is denoted by Umn(A).

2. A unimodular row (a1, a2, . . . , an) is said to be completable if there is a matrix
in SLn(A) (or in GLn(A)) whose first row (or first column) is (a1, a2, . . . , an).

3. We define En(A) to be the subgroup of GLn(A) generated by all matrices of
the form Ei j (λ) = In + λei j , λ ∈ A, i �= j , where ei j is a matrix whose (i, j)th
entry is 1 and all other entries are 0. The matrices Ei j (λ) will be referred to as
elementary matrices.

We now define the symplectic and elementary symplectic group of a ring. Let ei j be
the matrix with 1 in the (i, j) place and zeros elsewhere, ei the i th row of In , and

χr =
r∑

i=1

e2i−1,2i −
r∑

i=1

e2i,2i−1.

We display the case r = 2 explicitly below.

χ2 =
2∑

i=1

e2i−1,2i −
2∑

i=1

e2i,2i−1

= e12 + e34 − e21 − e43
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=

⎛

⎜⎜⎝

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

⎞

⎟⎟⎠ .

Definition 15.2 The group of symplectic matrices Sp2r (A) is given by

Sp2r (A) = {α ∈ GL2r (A) : αtχrα = χr },

which is clearly a subgroup of of GL2r (A).

In order to define the elementary symplectic matrices, we use the permutation σ on
2r -letters given by

σ(2i) = 2i − 1 and σ(2i − 1) = 2i, for 1 ≤ i �= j ≤ 2r.

Definition 15.3 1. For each pair i �= j (1 ≤ i �= j ≤ 2r ) the elementary symplectic
matrix sei j (z) is given by

sei j (z) =
{

I2r + z · ei j if i = σ j

I2r + z · ei j − (−1)i+ j · z · eσ j,σ i if i �= σ j and i < j.

We shall call these matrices elementary symplectic.
2. The group ESp2r (A) is then the subgroup of Sp2r (A) generated by the elementary

symplectic matrices over A.

For the case r = 2, there are eight such matrices, the matrix se13(z) (i �= σ( j))
is displayed below. ⎛

⎜⎜⎝

1 0 z 0
0 1 0 0
0 0 1 0
0 −z 0 1

⎞

⎟⎟⎠ .

For the other three cases, the positions of±z change accordingly. Likewise for r = 2
the matrix se43(z) (i = σ( j)) is displayed below.

⎛

⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 z 1

⎞

⎟⎟⎠ .

For the other three cases, the positions of z change accordingly.
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Let us recall Quillen’s Splitting Lemma [8]with the proof following the exposition
of [3]. In what follows, (ψ1(X))t denotes the image of ψ1(X) in SLn(Ast [X ]) and
(ψ2(X))s denotes the image of ψ2(X) in SLn(Ast [X ]).
Lemma 15.1 (see [8]) Let A be a domain and s, t ∈ A be such that s A + t A = A.
Suppose there exists σ(X) ∈ SLn(Ast [X ]) with the property that σ(0) = In. Then
there exist ψ1(X) ∈ SLn(As[X ]) with ψ1(0) = In and ψ2(X) ∈ SLn(At [X ]) with
ψ2(0) = In such that σ(X) = (ψ1(X))t (ψ2(X))s .

Proof Since σ(0) = In , σ(X) = In + Xτ(X), where τ(X) ∈ Mn(Ast [X ]), we
choose a large integer N1 such that σ(λsk X) ∈ SLn(At [X ]) for all λ ∈ A and for
all k ≥ N1. Define β(X, Y, Z) ∈ SLn(Ast [X, Y, Z ]) as follows:

β(X, Y, Z) = σ((Y + Z)X)σ (Y X)−1. (15.2)

Then β(X, Y, 0) = In , and hence there exists a large integer N2 such that for all
k ≥ N2 and for all μ ∈ A we have β(X, Y, μt k Z) ∈ SLn(As[X, Y, Z ]). This means

β(X, Y, μt k Z) = (σ1(X, Y, Z))t , (15.3)

where σ1(X, Y, Z) ∈ SLn(As[X, Y, Z ]) with σ1(X, Y, 0) = In .
Taking N = max(N1, N2), it follows by the comaximality of s A and t A that

s N A + t N A = A. Pick λ,μ ∈ A such that λs N + μt N = 1. Setting Y = λs N , Z =
μt N in (15.2) and Z = 1, Y = λs N in (15.3) we get

β(X, λs N , μt N ) = σ(X)σ (λs N X)−1

and

β(X, λs N , μt N ) = (σ1(X, λs N , μt N ))t = (ψ1(X))t , where ψ1(X) ∈ SLn(As[X ]).

Hence, we conclude σ(X)σ (λs N X)−1 = (ψ1(X))t . Let σ(λs N X) = (ψ2(X))s ,
where (ψ2(X))s ∈ SLn(At [X ]). Since σ(0) = In , ψ1(0) = ψ2(0) = In , the result
follows by using the identity σ(X) = σ(X)σ (λs N X)−1σ(λs N X).

Lemma 15.2 ([4]) Let A be a domain and s, t ∈ A be such that s A + t A = A. For
each σ ∈ SLn(Ast ) and ε ∈ En(Ast ) there exist τ1 ∈ SLn(As) and τ2 ∈ SLn(At ) such
that σε = τ1στ2.

Proof Let ε = ε1ε2, where ε1 ∈ SLn(As) is chosen such that ε1 = In mod (t N ) for
sufficiently large N and ε2 ∈ SLn(At ). So,wehaveσε = σε1ε2 = σε1σ

−1σε2.Now,
since ε1 = In mod (t N ) for sufficiently large N , σε1σ

−1 ∈ SLn(As). Now by taking
τ1 = σε1σ

−1 and τ2 = ε2, we have σε = τ1στ2.



15 On an Algebraic Analogue of the Mayer–Vietoris Sequence 265

15.3 The Group �(A)

In this Section, we define the group�(A)which is an algebraic analogue of the group
H 1(X,Z).

Definition 15.4 Let A be a ring. We say a matrix α ∈ SL2(A) can be connected to
the identity matrix I2 if there exists a matrix β(T ) ∈ SL2(A[T ]) such that β(0) = I2
and β(1) = α.

Definition 15.5 We say that two unimodular rows (a, b), (c, d) over A are equiv-
alent, written as (a, b) ∼ (c, d), if one (and hence both) of the following equivalent
conditions hold.

1. There exists ( f11(T ), f12(T )) ∈ Um2(A[T ]) such that ( f11(0), f12(0)) = (a, b)

and ( f11(1), f12(1)) = (c, d).
2. There exists a matrix α ∈ SL2(A) which is connected to the identity matrix (that

is, there exists a matrix β(T ) ∈ SL2(A[T ]) such that β(0) = I2 and β(1) = α)

such that α

(
a
b

)
=

(
c
d

)
.

The fact that ∼ is an equivalence relation will be established later. We first show that
these two conditions are equivalent.
(2) =⇒ (1).

Suppose β(T ) =
(

g11(T ) g12(T )

g21(T ) g22(T )

)
such that β(0) = I2 and β(1) = α, whichmeans

ag11(1) + bg12(1) = c and ag21(1) + bg22(1) = d.

Let (
f11(T )

f12(T )

)
= β(T )

(
a
b

)
=

(
ag11(T ) + bg12(T )

ag21(T ) + bg22(T )

)
. (15.4)

Thus, it is clear that

( f11(0), f12(0)) = (a, b) and ( f11(1), f12(1)) = (c, d).

Since (a, b) is unimodular, we have (a′, b′) ∈ A2 such that ab′ − ba′ = 1. Then

f11(T ) f22(T ) − f12(T ) f21(T ) = 1,

where ( f21(T ), f22(T )) = (a′g11(T ) + b′g12(T ), a′g21(T ) + b′g22(T )). Thus

( f11(T ), f12(T )) ∈ Um2(A[T ]).

Therefore, definition (2) implies definition (1).
(1) =⇒ (2).
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Since ( f11(T ), f12(T )) ∈ Um2(A[T ]), there exists ( f21(T ), f22(T )) ∈ (A[T ])2 such
that

f11(T ) f22(T ) − f12(T ) f21(T ) = 1.

Thus a f22(0) − b f21(0) = 1.

Letβ(T ) =
(

f11(T ) f21(T )

f12(T ) f22(T )

)(
f22(0) − f21(0)
−b a

)
. Thenβ(0) = I2 andβ(1)

(
a
b

)

=
(

c
d

)
. For α = β(1), the definition (2) follows.

We now turn to proof that ∼ is an equivalence relation.
Reflexivity: To show (a, b) ∼ (a, b), we use (1) of Definition15.5 and simply

take ( f11(T ), f12(T )) = (a, b).
Symmetry: Suppose (a, b) ∼ (c, d). By (2) of Definition15.5, there exists a

matrix α ∈ SL2(A) which is connected to the identity matrix such that α

(
a
b

)
=

(
c
d

)
. Since α−1 is also connected to I2 and α−1

(
c
d

)
=

(
a
b

)
, we get (c, d) ∼ (a, b).

Transitivity:Suppose (a, b) ∼ (c, d) and (c, d) ∼ (e, f ). Thenwe havematrices

α, β ∈ SL2(A) which are connected to the identity matrix such that α

(
a
b

)
=

(
c
d

)

and β

(
c
d

)
=

(
e
f

)
. Therefore βα

(
a
b

)
=

(
e
f

)
.

Sinceα andβ are connected to the identitymatrix, there existmatrices γ (T ), δ(T )

∈ SL2(A[T ]) such that γ (0) = I2 = δ(0) and γ (1) = α, δ(1) = β. Take θ(T ) =
δ(T )γ (T ). Thus θ(0) = I2 and θ(1) = βα, that is, βα is connected to the identity
matrix. Hence (a, b) ∼ (e, f ).

Note that a unimodular row will always be denoted by parenthesis and its equiv-
alence class by [ , ]. Thus the equivalence class of (a, b) is [a, b].
Definition 15.6 Let �(A) be the set of all equivalence classes of unimodular rows
given by the equivalence relation ∼ as above. Define a product ∗ in �(A) as follows.

Let (a, b), (c, d) ∈ Um2(A). Complete these toSL2(A)matricesσ =
(

a e
b f

)
and

τ =
(

c g
d h

)
. We define product of two elements [a, b], [c, d] ∈ �(A) as follows:

[a, b] ∗ [c, d] = [first column of στ ] = [ac + de, bc + d f ].

Claim. ∗ does not depend on the choice of completions.

Let σ ′ =
(

a e′
b f ′

)
and τ ′ =

(
c g′
d h′

)
∈ SL2(A) be another completion of (a, b)

and (c, d), respectively. Since columns of σ and σ ′ form bases of A2, columns of
σ ′ can be written as linear combination of columns of σ . Since σ and σ ′ in SL2(A),

σ ′ = σ

(
1 λ

0 1

)
for some λ ∈ A. Similarly τ ′ = τ

(
1 μ

0 1

)
for some μ ∈ A. Therefore
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σ ′τ ′ = σ

(
1 λ

0 1

)
τ

(
1 μ

0 1

)
.

Consider the matrix

β(T ) = σ

(
1 λT
0 1

)
τ

(
1 μT
0 1

)
τ−1σ−1 ∈ SL2(A[T ]).

Thus

β(0) = σ

(
1 0
0 1

)
τ

(
1 0
0 1

)
τ−1σ−1 = I2, and

β(1)στ = σ

(
1 λ

0 1

)
τ

(
1 μ

0 1

)
τ−1σ−1στ = σ ′τ ′.

Therefore

β(1)στ

(
1
0

)
= σ ′τ ′

(
1
0

)
.

Hence [(ac + de, bc + d f )] = [(ac + de′, bc + d f ′)]. So ∗ does not depend on the
choice of completions.

Claim. ∗ is a well-defined operation on�(A), that is, we have to show that if (a, b) ∼
(a′, b′) and (c, d) ∼ (c′, d ′), then

[a, b] ∗ [c, d] = [a′, b′] ∗ [c′, d ′]. (15.5)

Since (a, b) ∼ (a′, b′) and (c, d) ∼ (c′, d ′), there exist ( f11(T ), f12(T )) and
(g11(T ), g12(T )) in Um2(A[T ]) such that

( f11(0), f12(0)) = (a, b), ( f11(1), f12(1)) = (a′, b′),

(g11(0), g12(0)) = (c, d), (g11(1), g12(1)) = (c′, d ′).

Again there exist f21(T ), f22(T ), g21(T ), g22(T ) in A[T ] such that

f11(T ) f21(T ) − f12(T ) f22(T ) = 1 and g11(T )g21(T ) − g12(T )g22(T ) = 1.

Consider σ(T ) =
(

f11(T ) f22(T )

f12(T ) f21(T )

)
and τ(T ) =

(
g11(T ) g22(T )

g12(T ) g21(T )

)
in SL2

(A[T ]). Thus the first column of the product σ(T )τ (T ) is unimodular, that is,

( f11(T )g11(T ) + f22(T )g12(T ), f12(T )g11(T ) + f21(T )g12(T )) ∈ Um2(A[T ]).
(15.6)

Setting T = 0 and T = 1 in (15.6), we get (15.5). Hence the product ‘∗’ is well
defined.
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Since matrix multiplication is associative, the product ∗ is associative. Since
[a, b] ∗ [1, 0] = [a, b] for every (a, b) ∈ Um2(A), we see that [1, 0] is the identity
element. Let (a, b) ∈ Um2(A) and σ =

(
a e
b f

)
∈ SL2(A). Then σ−1 =

(
f −e

−b a

)

and [a, b] ∗ [ f,−b] = [1, 0]. So [ f,−b] is the inverse of [a, b] in (�(A), ∗). Hence
(�(A), ∗) forms a group.

Now, let A be an integral domain and a, b ∈ A be such that a A + bA = A. Define
the maps

ϕ : �(A) −→ �(Aa) ⊕ �(Ab)

given by ϕ(λ) = (λ, λ) and

ψ : �(Aa) ⊕ �(Ab) −→ �(Aab)

given by ψ(λ,μ) = λ − μ. We would like these maps to be homomorphisms but
since �(A) is not known to be abelian, ψ may not be a homomorphism.

Claim. �(A)
ϕ−→ �(Aa) ⊕ �(Ab)

ψ−→ �(Aab) is an exact sequence of groups.

To prove the claim, suppose we have elements λ ∈ �(Aa) and μ ∈ �(Ab) which
are equal in �(Aab), that is, there is an element α(T ) ∈ SL2(Aab[T ]) such that
α(0) = I2, and λ = α(1)μ. We split α(T ) (by Lemma15.1) as α1(T )α2(T ), where
α1(T ) ∈ SL2(Aa[T ]) with α1(0) = I2 and α2(T ) ∈ SL2(Ab[T ]) with α2(0) = I2.
Therefore α1(1)−1λ = α2(1)μ and these elements patch to yield an element of α ∈
�(A). So ϕ(α) = (α, α) = (λ, μ). Hence ker(ψ) ⊆ Im(φ).

By the definition of ϕ and ψ , it is clear that Im(φ) ⊆ ker(ψ). Hence the claim.
Another way of formulating this is to say that

�(A) �(Aa)

�(Ab) �(Aab)

is a fiber product diagram.

Remark 15.1 Let N be the set of α ∈ SL2(A) such that there exists β(T ) ∈
SL2(A[T ]) with β(0) = I2 and β(1) = α. Then N is the connected component of I2
in SL2(A) and N ⊃ E2(A). The group �(A) can also be defined to be the quotient
group SL2(A)/N . The reason we cannot take N to be E2(A) is that E2(A) is not in
general normal in SL2(A) and therefore it is necessary to consider a larger group N
containing E2(A).
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15.4 On the Group π1(SL2(A))

In this section, we define the group π1(SL2(A)) and give a connecting homomor-
phism between π1(SL2(A)) and �(A). Throughout this section, we assume A as an
integral domain.

Let L be the set of loops in SL2(A) starting and ending at the identity matrix
I2, that is, L = {α(T ) ∈ SL2(A[T ]) | α(0) = α(1) = I2}. We say that two loops
α(T ), β(T ) ∈ L are equivalent (that is, written as α(T ) ∼1 β(T )) if they are homo-
topic, that is, there existsγ (T, S) ∈ SL2(A[T, S]) such thatγ (T, 0) = α(T ), γ (T, 1)
= β(T ) and γ (0, S) = γ (1, S) = I2. We call γ (T, S) to be a homotopy between
α(T ) and β(T ).

We now show that ∼1 is an equivalence relation.

Reflexivity: To show α(T ) ∼1 α(T ), we simply take γ (T, S) = α(T ) ∈ SL2

(A[T, S]). This is obviously the desired homotopy.

Symmetry: Suppose γ (T, S) ∈ SL2(A[T, S]) is the homotopy between α(T ) and
β(T ). Then γ (T, 1 − S) is a homotopy between β(T ) and α(T ).

Transitivity: Let α(T ) ∼1 β(T ) and β(T ) ∼1 δ(T ). Then there exist matrices
γ1(T, S), γ2(T, S) in SL2(A[T, S]) such that γ1(T, 0) = α(T ), γ1(T, 1) = β(T ),
γ1(0, S) = γ1(1, S) = I2, γ2(T, 0) = β(T ), γ2(T, 1) = δ(T ) and γ2(0, S) =
γ2(1, S) = I2. Take γ3(T, S) = γ1(T, S)β(T )−1γ2(T, S). Hence

γ3(T, 0) = γ1(T, 0)β(T )−1γ2(T, 0) = α(T ),

γ3(T, 1) = γ1(T, 1)β(T )−1γ2(T, 1) = δ(T ), and

γ3(0, S) = γ3(1, S) = I2 (since β(0)−1 = β(1)−1 = I2).

Thus α(T ) ∼1 δ(T ).

Definition 15.7 For a domain A, π1(SL2(A)) is the set of all equivalence classes
of loops based on I2. For α(T ) ∈ SL2(A[T ]) with α(0) = α(1) = I2, we denote its
equivalence class in π1(SL2(A)) by [α(T )].
Theorem 15.2 The set π1(SL2(A)) forms an abelian group under the binary oper-
ation ‘∗’ defined as [α(T )] ∗ [β(T )] = [α(T )β(T )].
Proof First we show that the operation ‘∗’ is well defined. Let α(T ) ∼1 β(T )

and γ (T ) ∼1 δ(T ). Then there exist γ1(T, S), γ2(T, S) ∈ SL2(A[T, S]) such that
γ1(T, 0) = α(T ), γ1(T, 1) = β(T ), γ1(0, S) = γ1(1, S) = I2; γ2(T, 0) = γ (T ),

γ2(T, 1) = δ(T ) and γ2(0, S) = γ2(1, S) = I2. Take γ3(T, S) = γ1(T, S)γ2(T, S),
we have γ3(T, 0) = α(T )γ (T ), γ3(T, 1) = β(T )δ(T ) and γ3(0, S) = γ3(1, S) =
I2. Hence α(T )γ (T ) ∼1 β(T )δ(T ).

Since matrix multiplication is associative, ‘∗’ is also associative. Therefore
π1(SL2(A)) is a group with [I2] as the identity element and [α(T )−1] is the inverse
of the element [α(T )] ∈ π1(SL2(A)).
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Let α(T ), β(T ) ∈ L . Then we will show that α(T ) ∼1 β(T )α(T )β(T )−1. Con-
sider γ (T, S) = β(T S)α(T )β(T S)−1 ∈ SL2(A[T, S]). Then,
1. γ (T, 0) = α(T ), γ (T, 1) = β(T )α(T )β(T )−1,
2. γ (0, S) = γ (1, S) = I2.

Therefore α(T ) ∼1 β(T )α(T )β(T )−1 which means α(T )β(T ) ∼1 β(T )α(T ). This
implies that [α(T )] ∗ [β(T )] = [α(T )β(T )] = [β(T )α(T )] = [β(T )] ∗ [α(T )].
Hence (π1(SL2(A)), ∗) is an abelian group. �

Let a, b ∈ A be such that a A + bA = A. Define the maps

ϕ1 : π1(SL2(A)) −→ π1(SL2(Aa)) ⊕ π1(SL2(Ab)), and

ψ1 : π1(SL2(Aa)) ⊕ π1(SL2(Ab)) −→ π1(SL2(Aab))

by ϕ1(λ) = (λ, λ) and ψ1(λ, μ) = λμ−1, respectively. As in the case of �(A), it is
easy to show using Quillen’s splitting that we have an exact sequence of groups

π1(SL2(A))
ϕ1−→ π1(SL2(Aa)) ⊕ π1(SL2(Ab))

ψ1−→ π1(SL2(Aab)).

Definition 15.8 (The connecting map � : π1(SL2(Aab)) → �(A)) Let α(T ) ∈
π1(SL2(Aab)), that is,α(T ) ∈ SL2(Aab[T ]) such thatα(0) = α(1) = I2. Letα(T ) =
α1(T )−1α2(T ) be a Quillen splitting, where α1(T ) ∈ SL2(Aa[T ]) with α1(0) = I2
and α2(T ) ∈ SL2(Ab[T ]) with α2(0) = I2. Then α(1) = I2 = α1(1)−1α2(1). Hence
α1(1) = α2(1) and α1(1) and α2(1) patch up to yield an element γ ∈ SL2(A).
We define �([α(T )]) = [first column of γ ] in �(A). We will also write it as

�([α(T )]) = α2(1)

(
1
0

)
.

Theorem 15.3 1. The above association does not depend on the Quillen splitting
of α.

2. � is a well-defined map.
3. � is a group homomorphism.
4. The sequence of groups

π1(SL2(Aab))
�→ �(A)

φ→ �(Aa) ⊕ �(Ab) (15.7)

is exact.

Proof (1) Suppose we are given two Quillen splittings of α(T ) as follows:

α(T ) = α1(T )−1α2(T ); α(T ) = β1(T )−1β2(T ), (15.8)

where α1(T ), β1(T ) ∈ SL2(Aa[T ]) with α1(0) = β1(0) = I2 and α2(T ), β2(T ) ∈
SL2(Ab[T ]) with α2(0) = β2(0) = I2. Then α1(T )−1α2(T ) = β1(T )−1β2(T ) or we
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have
β1(T )α1(T )−1 = β2(T )α2(T )−1 (15.9)

and these patch up to yield δ(T ) ∈ SL2(A[T ]) such that δ(0) = I2.
An easy computation using (15.9) yields that multiplication by δ(1) sends the

unimodular row associated to the first Quillen splitting to the unimodular row given
by the second Quillen splitting. It now follows by definition that the element [�(α)]
in �(A) does not depend upon the choice of Quillen splitting.

(2) Now we have to show that � is well defined, that is, the homotopic loops in
SL2(Aab) go to the same element of �(A).

Let α(T ), β(T ) be loops in SL2(Aab[T ])with α(0) = β(0) = α(1) = β(1) = I2,
which are homotopic as loops. That is, there exists γ (T, S) ∈ SL2(Aab[T, S]) such
that γ (T, 0) = α(T ), γ (T, 1) = β(T ) and γ (0, S) = I2 = γ (1, S). Since γ (0, S) =
I2, we can write γ (T, S) = γ1(T, S)−1γ2(T, S), where γ1(T, S) ∈ SL2(Aa[T, S])
with γ1(0, S) = I2 and γ2(T, S) ∈ SL2(Ab[T, S]) with γ2(0, S) = I2.

Further,
α(T ) = γ (T, 0) = γ1(T, 0)−1γ2(T, 0), and

β(T ) = γ (T, 1) = γ1(T, 1)−1γ2(T, 1)

are Quillen splittings.
Consider the matrix γ ′ ∈ SL2(A) obtained by patching γ1(1, 0) and γ2(1, 0), the

matrix γ ′′ ∈ SL2(A) obtained by patching γ1(1, 1) and γ2(1, 1) and γ̃ (S) obtained
by patching γ1(1, S) and γ2(1, S). Then the first column of γ̃ (S) is a unimodular row
in A[S] which at S = 0 is the first column of γ ′ and at S = 1 is the first column of
γ ′′. Thus � is well defined.

(3) Let α(T ), β(T ) ∈ SL2(Aab[T ]) with α(0) = β(0) = I2 and α(1) = β(1) =
I2. Suppose α(T ) = α1(T )−1α2(T ) and β(T ) = β1(T )−1β2(T ) beQuillen splittings

of α(T ) and β(T ), respectively. Then �([α(T )]) = α2(1)

(
1
0

)
and �([β(T )]) =

β2(1)

(
1
0

)
. Thus

�([α(T )]) ∗ �([β(T )]) = (α2(1)

(
1
0

)
) ∗ (β2(1)

(
1
0

)
) = α2(1)β2(1)

(
1
0

)
,

by the definition of ∗ in �(A). On the other hand, we have

α(T )β(T ) = α1(T )−1α2(T )β1(T )−1β2(T ) (15.10)

= α1(T )−1α2(T )β1(T )−1α2(T )−1α2(T )β2(T ).

Since β1(T ) and hence β1(T )−1 can be chosen (see Lemma15.1) such that β1(T ) ≡
I2 (mod bN ) for sufficiently large N , as in Lemma15.2, we may assume that
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α2(T )β1(T )−1α2(T )−1 ∈ SL2(Aa[T ]).

Therefore the Quillen splitting of α(T )β(T ) is μ(T )α2(T )β2(T ), where μ(T ) is a
matrix inSL2(Aa[T ]),μ(0) = I2 andα2(T )β2(T ) ∈ SL2(Ab[T ])withα2(0)β2(0) =
I2. Therefore,

�([α(T )β(T )]) = α2(1)β2(1)

(
1
0

)
= �([α(T )]) ∗ �([β(T )]).

Hence � is a group homomorphism.
(4)By thedefinitionof�, it is clear that Im(�) ⊆ ker(φ). Conversely, let [(e, f )] ∈

ker(φ) that is, [(e, f )] = [(1, 0)] in �(Aa) and �(Ab). This implies that we can get
matrices α1(T ) ∈ SL2(Aa[T ]) and α2(T ) ∈ SL2(Ab[T ]) with α1(0) = I2 = α2(0),

α1(1)

(
1
0

)
=

(
e
f

)
and α2(1)

(
1
0

)
=

(
e
f

)
.

We have α2(1)−1α1(1)

(
1
0

)
=

(
1
0

)
. This implies that α2(1)−1α1(1) =

(
1 μ

0 1

)
,

whereμ ∈ Aab. Further, we have

(
1 μ

0 1

)
=

(
1 μ2

0 1

)(
1 −μ1

0 1

)
,whereμ1 ∈ Aa and

μ2 ∈ Ab. Thus

α2(1)

(
1 μ2

0 1

)
= α1(1)

(
1 μ1

0 1

)
.

Let β1(T ) = α1(T )

(
1 μ1T
0 1

)
and β2(T ) = α2(T )

(
1 μ2T
0 1

)
. Then

�([β1(T )−1β2(T )]) =
(

e
f

)
.

Hence Im(�) ⊇ ker(φ). Therefore we have an exact sequence π1(SL2(A))
ϕ1−→

π1(SL2(Aa)) ⊕ π1(SL2(Ab))
ψ1−→ π1(SL2(Aab))

�→ �(A)
φ→ �(Aa) ⊕ �(Ab)

ψ−→
�(Aab). (**) �

15.5 On Cocycles Associated to Alternating Matrices

In this section, we associate cocycles to alternating forms on projective modules.
Let A be a domain and P be a projective A-module of rank 2. Suppose there exist

f1, f2 ∈ A such that f1A + f2 A = A and Pf1 � A2
f1
, Pf2 � A2

f2
.

Since Pf1 and Pf2 are free, there exist bases {p1, p2} of Pf1 and {p′
1, p′

2} of Pf2 .
Therefore we have two bases {p1, p2} and {p′

1, p′
2} of Pf1 f2 . So we can get a matrix

σ ∈ GL2(A f1 f2) such that σ

(
p′
1

p′
2

)
=

(
p1

p2

)
.
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Definition 15.9 1. The matrix σ is called cocycle is associated to the projective
module P .

2. Two cocycles σ1 and σ2 are said to be equivalent if there exist μ1 ∈ GL2(A f1)

and μ2 ∈ GL2(A f2) such that σ2 = μ1σ1μ2. In particular, we say that a cocycle
σ splits if σ is equivalent to identity. It is known that a rank 2 projective module
P is free if the cocycle associated to P splits.

Now, instead of considering rank 2 projective A-modules one can consider 4 × 4
invertible alternating matrices over a ring A, where free modules are replaced by

ψ1 ⊥ ψ1 =

⎛

⎜⎜⎝

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

⎞

⎟⎟⎠ .

Definition 15.10 1. Let α and β be two invertible 4 × 4 alternating matrices over
a domain A. We say that α and β are isometric if there exists γ ∈ GL4(A) such
that γαγ t = β.

2. Let α ∈ GL4(A) be an alternating matrix. Suppose there exist α1 ∈ GL4(A f1)

and α2 ∈ GL4(A f2) such that

α1ααt
1 = ψ1 ⊥ ψ1; α2ααt

2 = ψ1 ⊥ ψ1.

Then β = α1α
−1
2 satisfies β(ψ1 ⊥ ψ1)β

t = ψ1 ⊥ ψ1 and we say β is the cocycle
associated to α. Clearly β ∈ Sp4(A f1 f2).

Lemma 15.3 Let β be the cocycle associated to an invertible alternating matrix α

as above. If β splits in Sp4(A f1 f2), then α and ψ1 ⊥ ψ1 are isometric.

Proof Since β splits, there exist δ1 ∈ Sp4(A f1) and δ2 ∈ Sp4(A f2) such that β =
α1α

−1
2 = δ−1

1 δ2 ⇒ δ1α1 = δ2α2. Suppose α′
1 = δ1α1 and α′

2 = δ2α2. Then α′
1α(α′

1)
t

= ψ1 ⊥ ψ1; α′
2α(α′

2)
t = ψ1 ⊥ ψ1,where α′

1 ∈ GL4(A f1) and α′
2 ∈ GL4(A f2). Also

since α′
1 = α′

2, we obtain α̃ ∈ GL4(A) such that α̃αα̃t = ψ1 ⊥ ψ1. Therefore α and
ψ1 ⊥ ψ1 are isometric. Thus α is trivial if the cocycle associated to α splits. �

Suppose α, β ∈ GL4(A) are alternating and

α1ααt
1 = ψ1 ⊥ ψ1; α2ααt

2 = ψ1 ⊥ ψ1,

where α1 ∈ GL4(A f1) and α2 ∈ GL4(A f2) and

β1ββ t
1 = ψ1 ⊥ ψ1; β2ββ t

2 = ψ1 ⊥ ψ1,

where β1 ∈ GL4(A f1) and β2 ∈ GL4(A f2).
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Let γ1 = α1α
−1
2 ∈ Sp4(A f1 f2) and γ2 = β1β

−1
2 ∈ Sp4(A f1 f2) be the cocycles asso-

ciated to α and β. Suppose there exist ν1 ∈ Sp4(A f1) and ν2 ∈ Sp4(A f2) such
that ν1γ1ν2 = γ2, then one can check that α and β are isometric, that is, there
exists ν ∈ GL4(A) such that ναν t = β (by using same argument as in the proof
of Lemma15.3). This shows that if the cocyles associated to α and β are equivalent,
then α and β are isometric.

Remark 15.2 There is a one-to-one correspondence between alternating forms on a
free module of rank n over a ring A and alternating matrices of order n with entries
in A.

Proposition 15.1 Let A be a domain of dimension 2. Suppose f1A + f2 A = A and
P, Q are stably free A-modules of rank 2 such that Pf1 and Pf2 are free and the
associated cocycle is σ ∈ SL2(A f1 f2) and Q f1 , Q f2 are free and the associated
cocycle is τ ∈ SL2(A f1 f2). Let Q′ be the projective A-module associated to the
cocycle στ and s, t ,t ′ be the corresponding alternating forms on P, Q and Q′. Then
we have an isometry of alternating forms

(P, s) ⊥ (Q, t) � (A2, ψ1) ⊥ (Q′, t ′).

Proof Since Pf1 and Pf2 are free, we have isomorphisms

Pf1
i1→ A2

f1; Pf2
i2→ A2

f2

such that the cocycle associated to P is σ ∈ SL2(A f1 f2). Since σ ∈ SL2(A f1 f2), the
alternating form s : P × P → A is (using the form ψ1 on A2

f2
) given by

s(p1, p2) = det(i1(p1), i1(p2)) = det(i2(p1), i2(p2)).

Similarly we have isomorphisms

Q f1
j1→ A2

f1; Q f2
j2→ A2

f2

such that the cocycle associated to Q is τ ∈ SL2(A f1 f2) and alternating form t :
Q × Q → A is given by

t (q1, q2) = det( j1(q1), j1(q2)) = det( j2(q1), j2(q2)).

Therefore we get an alternating form s ⊥ t on P ⊕ Q. Since P ⊕ Q � A4 ([1],
Bass Cancellation Theorem), s ⊥ t yields a matrix α ∈ GL4(A)which is alternating.

Further, the isomorphisms i1 and j1 show that (α) f1 � ψ1 ⊥ ψ2 and isomorphisms
i2 and j2 show that (α) f2 � ψ1 ⊥ ψ1. It is easy to check that the cocycle associated

to α is

(
σ 0
0 τ

)
∈ Sp4(A f1 f2).
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Further, there are isomorphisms Q′
f1

θ1→ A2
f1
and Q′

f2

θ2→ A2
f2
such that the asso-

ciated cocycle is στ . The isomorphisms θ1 and θ2 induce an alternating form
t ′ : Q′ × Q′ → A. Now, since A2 ⊕ Q′ � A4, we get an alternating form β =
(A2, ψ1) ⊥ (Q′, t ′) on A4, which in view of the isomorphisms θ1, θ2 satisfies the
property that β f1 and β f2 are both isometric to ψ1 ⊥ ψ1 and the cocycle associated

to β is

(
I2 0
0 στ

)
.

Now, (
σ−1 0
0 σ

) (
σ 0
0 τ

)
=

(
I2 0
0 στ

)
.

Since σ ∈ SL2(A f1 f2) and

(
σ−1 0
0 σ

)
∈ ESp4(A f1 f2), (by a lemma of Vaserstein [11],

see [2, Lemma 1.2.9 c]), so by a Symplectic version of the Bhatwadekar–Lindel–Rao

lemma,whose proof follows exactly the linear case Lemma15.2, the cocycles

(
σ 0
0 τ

)

and

(
I2 0
0 στ

)
are equivalent and therefore the alternating forms (P, s) ⊥ (Q, t) and

(A2, ψ1) ⊥ (Q′, t ′) are equivalent. Therefore, we have proved. �

15.6 On Some Consequences of the Above Results

We saw in the previous section that if A is a ring and a, b ∈ A are such that a A +
bA = A, then we can associate σ ∈ SL2(Aab) to a projective A-module P of trivial
determinant together with a non-singular alternating form δ : P × P → A.

Now, let A be a domain with dim A = 2 and S be the set of pairs (P, s), where P
is a rank 2 projective module and s : P × P → A is a non-singular alternating form.
Then by theorem of Bass [10, Appendix A.7], the set S is an abelian group with
the group structure + given by (P, s) + (Q, t) = (Q′, t ′), where (P, s) ⊥ (Q, t) �
(A2, ψ1) ⊥ (Q′, t ′), where ⊥ denotes the direct sum of alternating forms.

By Proposition15.1, we have a homomorphism H → S, where H is the subgroup
of �(Aab) corresponding to cocycles corresponding to stably free modules. Since S
is abelian group, in particular we have the following:

Corollary 15.1 Let A be a domain with dim A = 2. Let a, b ∈ A be such that a A +
bA = A. Let σ ∈ SL2(Aab) and τ ∈ SL2(Aab) be cocycles corresponding to stably
free modules. Then στσ−1τ−1 = α1α2, where α1 ∈ SL2(Aa) and α2 ∈ SL2(Ab).

Proof Since S is an abelian group, the image of the element of H corresponding to the
cocycle στσ−1τ−1 in S is the identity element of S that is, the cocycle στσ−1τ−1

corresponds to a free module of rank 2 over A. Therefore the cocycle στσ−1τ−1

splits, that is, στσ−1τ−1 = α1α2, where α1 ∈ SL2(Aa) and α2 ∈ SL2(Ab) ([9],
Theorem 14.4). �

http://dx.doi.org/10.1007/978-981-15-1611-5_14
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It would be interesting to see if the restriction that dim A = 2 can be removed in
Corollary15.1.

Next we would like to give conditions under which �(A) is an abelian group. To
obtain such condition observe that if �(A) is an abelian group and σ, τ ∈ SL2(A),

then the columns v = στ

(
1
0

)
and w = τσ

(
1
0

)
are equal in �(A), whereby there

exists α(T ) ∈ SL2(A[T ]) such that α(0) = I2 and α(1)v = w.
Now, since � : π1(SL2(Aab)) → �(A) is a homomorphism and π1(SL2(Aab)) is

an abelian group, its image in �(A) under � is likewise abelian and so any pair v, w
in the image commute. An element of �(A) lies in this image if it maps to 0 in
�(Aa) and �(Ab). This will be the case if we can find elementary completions of
the corresponding unimodular row in Aa and Ab.

We use these observations to prove the following corollary:

Corollary 15.2 Let A be a Noetherian domain of dimension one. Then �(A) is an
abelian group.

Proof Let [v] = (c, d), [w] = (c′, d ′). We want to show that [v] and [w] commute.
Since elementary matrices can be connected to the identity matrix, we can perform
elementary transformations on v and w without changing the class of v and w in
�(A).

Wemay, therefore, assume that d ′ �= 0. Letm1,m2, . . . ,mr be the maximal ideals
of A containing d ′. By replacing d by d + λc, we may assume that d /∈ mi for any
1 ≤ i ≤ r , which implies that (d) + (d ′) = A.

By the Chinese reminder theorem, wemay choose c̃ ∈ A such that c̃ = c mod (d)

and c̃ = c′ mod (d ′). Then c̃ = c + μd and c̃ = c′ + μ′d ′. Therefore, (c, d)
E2(A)∼

(̃c, d) and (c′, d ′)
E2(A)∼ (̃c, d ′) (This idea iswell knownbutwehavegiven an argument

for the convenience of the reader). Since (̃c, d) is unimodular, there exist g, h ∈ A
such that gc̃ + hd = 1 and g′, h′ ∈ A such that g ′̃c + h′d ′ = 1.

Let a = c̃ and b = (1 − gc̃)(1 − g ′̃c). Then c̃ is a unit in Aa , d and d ′ are units in
Ab. Thus, (̃c, d) and (̃c, d ′) can be completed to elementary matrices in Aa and Ab.
Hence [v] = 0 in �(Aa) and �(Ab) and [w] = 0 in �(Aa) and �(Ab). Therefore [v]
and [w] which are in �(A) commute proving the corollary. �

Corollary15.2 leads to the following interesting question:

•? Question 1

Does Corollary15.2 hold for rings of dimension bigger than one?

By using Corollary15.2, we can say that the exact sequence (∗∗) in Sect. 15.4 for
a Noetherian domain of dimension one is an algebraic analogue of the Theorem15.1.
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Remark 15.3 Let A be the coordinate ring of a real affine variety X = Spec A. Then
any element a ∈ A gives a continuous function a : X (R) → R. Therefore a unimod-
ular row (a1, a2) ∈ A2 gives a continuous map (a1, a2) : X (R) → R

2 − {(0, 0)}.
Two unimodular rows give the same element of �(A) if the corresponding maps

(a1, a2) : X (R) → R
2 − {(0, 0)} are homotopic. Thus the group �(A) can be con-

sidered in a certain sense as the algebraic analogue of the set of homotopy classes
of continuous maps from X → R

2 − {(0, 0)} or the homotopy classes of continuous
maps X to S1 or the group H 1(X,Z).

Further, if A is the coordinate ring of a real affine variety X = Spec A (as
above), then an element of π1(SL2(A)) gives a continuous function from X (R) →
π1(SL2(R)) and π1(SL2(R)) = Z. Thus π1(SL2(A))) can be considered H 0(Spec
(A), π1(SL2(A))) which is the analogue of the group H 0(X,Z) (the set of continu-
ous maps from X to Z or the free abelian group on the set of connected component
of X ).

Now the group homomorphism � : π1(SL2(Aab)) −→ �(A) shows that the
H 1(Spec(A), π1(SL2(A))) is connected to the group H 1(X,Z). So one can ask
‘is the group H 2(Spec(A), π1(SL2(A))) connected to the group H 2(X,Z)?’ This
was the suggestion of Nori. We elaborate this in the next remark. The cohomology
groups are considered in this remark with respect to Zariski topology on Spec(A).

Remark 15.4 Let A be a domain and �̃(A) = {α(T ) ∈ SL2(A[T ]) : α(1) = I2}, We
have a homomorphism �̃(A) → SL2(A) sending α(T ) to α(0). A projective A-
module P of rank 2 and trivial determinant gives a cocycle H 1(X,SL2), where
X = Spec A. By Quillen’s localization theorem [8], a projective A-module P of
rank 2 is free if the 1-cocycle associated to P belonging to H 1(X,SL2) can be lifted
to H 1(X, �̃). Let N (A) be the kernel of the map �̃(A) to SL2(A) given above, that
is,

1 → N (A) → �̃(A) → SL2(A) → 1

is exact.
Nori suggested to the first author that one should use the above exact sequence

to define a connecting map H 1(X,SL2(A)) → H 2(X, N/N0), where N0(A) is the
connected component of identity of N (A) and associate to P an obstruction in
H 2(X, N/N0), and show that if dimension of A is 2 and this obstruction van-
ishes then P is free (Nori also showed that N (A)/N0(A) � π1(SL2(A))). There-
fore H 2(X, N (A)/N0(A)) is same as H 2(Spec(A), π1(SL2(A))). This was Nori’s
original approach to defining a group to evaluate Euler Classes.

We will try to show how Nori’s suggestion motivated our work. We consider the
following problem:

•? Question 2

Can one associate an obstruction to a matrix in SL2(A) whose vanishing implies the
matrix is trivial in �(A)?
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We know that over a local ring B any matrix belonging to SL2(B) is elementary,
and therefore can be connected to the identity matrix.

Let
�′(A) = {β(T ) ∈ SL2(A[T ]) : β(0) = I2}.

We have a map �′(A) → SL2(A) given by β → β(1).
A matrix α ∈ SL2(A) can be connected to the identity matrix if α can be lifted to

�′(A) under the above map. Suppose there exist a, b ∈ A such that a A + bA = A,
and α ∈ SL2(A) is such that both (α)a and (α)b can be connected to the identity
matrix, that is, there exist β1(T ) ∈ �′(Aa)which is a lift of (α)a and β2(T ) ∈ �′(Ab)

which is a lift of (α)b. Then β1β
−1
2 ∈ π1(SL2(Aab)). This leads us to consider the

map π1(SL2(Aab)) to �(A) discussed in this paper and naturally to the other results
of this paper.

Remark 15.5 It would be interesting to know other places where the group �(A) is
used and where it first occurs. We have been able to trace its occurrence to a paper of
Krusemeyer [7, Lemma 3.3] who refers to a paper of Karoubi–Villamayor (see [6]).

The exact sequence

1 → π1(SL2(A)) → �(A) → SL2(A) → 1

occurs in [7, Lemma 3.6]. The main idea of this paper is to write down a Mayer–
Vietoris sequence associated to the above exact sequence.
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Chapter 16
On the Completability of Unimodular
Rows of Length Three

Raja Sridharan and Sunil K. Yadav

16.1 Introduction

In 1958 (see [25]), Seshadri proved that if k is a field then finitely generated projective
modules over k[X,Y ] are free. This result of Seshadri has resulted among many
other things, in the growth of a School of Projective modules at the Tata Institute
(see [15] for more details), which led to the construction of a theory of Euler classes
of projective modules.

In this paper, we try to complete the circle, that is, we see the relevance of the
present to the past by giving a proof of Seshadri’s theorem using the theory of Euler
classes. We focus on unimodular rows of length 3, to which the theory applies. We
use a result of Suslin [33, Lemma A.10] (which roughly says that a unimodular row
of length 3 is completable if its Euler class vanishes) to give a proof of Seshadri’s
theorem.

We give another proof of a result of Bhatwadekar–Keshari [7, Lemma 3.3] and use
this to deduce using Suslin’s lemma, that any rowof the form (a2, b, c) is completable
(The Swan–Towber [29], Krusemeyer [14], Suslin [27] theorem). We then use an
argument of Abhyankar to give a proof of Seshadri’s theorem using Euler class
groups.

This paper is arranged as follows.
In Sect. 16.2, we recall some preliminary results. In Sect. 16.3, we recall some

of the basic definitions in the theory of Euler classes. In Sect. 16.4, we recall the
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proof of Suslin’s lemma. In Sect. 16.5, we give various proofs of Seshadri’s Theorem
including some known ones for completeness and comparison. In Sect. 16.6, we give
a proof of a lemma of Bhatwadekar–Keshari. In Sect. 16.7, we recall an argument of
Abhyankar and give a proof of Seshadri’s theorem using Euler class groups. Finally,
we make a Remark16.6, which puts everything together.

16.2 Some Preliminaries

Definition 16.1 (i) Let A be a ring. A row (a1, a2, . . . , an) ∈ An is said to be
unimodular of lengthn if the ideal (a1, a2, . . . , an) = A. The set of unimodular
rows of length n is denoted by Umn(A).

(ii) A unimodular row (a1, a2, . . . , an) is said to be completable if there is a matrix
in SLn(A) whose first row is (a1, a2, . . . , an).

(iii) We define En(A) to be the subgroup ofGLn(A) generated by all matrices of the
form ei j (λ) = In + λEi j , λ ∈ A, i �= j , where Ei j is a matrix whose (i, j)th
entry is 1 and all other entries are zero. The matrices ei j (λ) will be referred to
as elementary matrices.

Lemma 16.1 (Prime Avoidance Lemma, see [3]) Let A be a ring I ⊂ A an ideal.
Suppose I ⊂ ⋃n

i=1 pi , where pi ∈ Spec(A). Then I ⊂ pi for some i, 1 ≤ i ≤ n.

Lemma 16.2 (see [3]) Let A be a ring, p1, p2, . . . , pr ∈ Spec(A) and I = (a1, a2,
. . . , an)bean ideal of A such that I � pi , 1 ≤ i ≤ r . Then there exist b2, b3, . . . , bn ∈
A such that the element

c = a1 + a2b2 + a3b3 + · · · + anbn /∈
r⋃

i=1

pi .

Since Mn(A) acts on An via matrix multiplication, the group En(A) which is a
subset of Mn(A) also acts on An . This induces an action of En(A) on Umn(A). The

equivalence relation on Umn(A) given by this action is denoted by
En(A)∼ . Similarly

one can define
GLn(A)∼ and

SLn(A)∼ .

Theorem 16.1 (see [3]) Let A be a ring and (a1, a2, . . . , an) ∈ An be a unimodular
row of length n which contains a unimodular row of shorter length. Then the row
(a1, a2, . . . , an) is completable. In fact,

(a1, a2, . . . , an)
En(A)∼ (1, 0, . . . , 0).
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(i) Let A be a semilocal ring. Then any unimodular row (a1, a2, . . . , an) of length
n ≥ 2 is completable. In fact,

(a1, a2, . . . , an)
En(A)∼ (1, 0, . . . , 0).

Definition 16.2 Two matrices α and β in SLn(A) are said to be connected if there
exists σ(X) ∈ SLn(A[X ]) such that σ(0) = α and σ(1) = β. By considering the
matrix σ(1 − X), it follows that if α is connected to β then β is connected to α.

Lemma 16.3 Any matrix in En(A) can be connected to the identity matrix.

Proof Everymatrix α ∈ En(A) can bewritten as a product of elementarymatrices of
the form ei j (λ) = In + λEi j for i �= j , that is, α = ∏r

i=1 ei j (λ). We define σ(X) =∏r
i=1 ei j (λX). Then σ(X) ∈ SLn(A[X ]), σ(0) = In and σ(1) = α. This proves the

lemma. �

Lemma 16.4 Let A be a ring and I be an ideal of A. Then the map En(A) →
En(A/I ) is surjective.

Proof The proof follows from the fact that the generators ei j (λ̄) of En(A/I ) for
λ ∈ A, can be lifted to generators ei j (λ) of En(A). �

Let us recall Quillen’s Splitting Lemma [23] with the proof following the exposi-
tion of [3]. In what follows, (ψ1(X))t denotes the image of ψ1(X) in GLn(Ast [X ])
and (ψ2(X))s denotes the image of ψ2(X) in GLn(Ast [X ]).)
Lemma 16.5 (see [23]) Let A be a domain and s, t ∈ A be such that s A + t A = A.
Suppose there exists σ(X) ∈ GLn(Ast [X ]) with the property that σ(0) = In. Then
there exist ψ1(X) ∈ GLn(As[X ]) with ψ1(0) = In and ψ2(X) ∈ GLn(At [X ]) with
ψ2(0) = In such that σ(X) = (ψ1(X))t (ψ2(X))s .

Proof Since σ(0) = In , σ(X) = In + Xτ(X), where τ(X) ∈ Mn(Ast [X ]), we
choose a large integer N1 such that σ(λsk X) ∈ GLn(At [X ]) for all λ ∈ A and for
all k ≥ N1. Define β(X,Y, Z) ∈ GLn(Ast [X,Y, Z ]) as follows:

β(X,Y, Z) = σ((Y + Z)X)σ (Y X)−1. (16.1)

Then β(X,Y, 0) = In , and hence there exists a large integer N2 such that for all
k ≥ N2 and for allμ ∈ A, we haveβ(X,Y, μt k Z) ∈ GLn(As[X,Y, Z ]). Thismeans

β(X,Y, μt k Z) = (σ1(X,Y, Z))t , (16.2)

where σ1(X,Y, Z) ∈ GLn(As[X,Y, Z ]) with σ1(X,Y, 0) = In .
Taking N = max(N1, N2), it follows by the comaximality of s A and t A that

sN A + t N A = A. Pick λ,μ ∈ A such that λsN + μt N = 1. Setting Y = λsN ,
Z = μt N in (16.1) and Z = 1, Y = λsN in (16.2) we get
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β(X, λsN , μt N ) = σ(X)σ (λsN X)−1

and

β(X, λsN , μt N ) = (σ1(X, λsN , μt N ))t = (ψ1(X))t , where ψ1(X) ∈ GLn(As[X ]).

Hence, we conclude σ(X)σ (λsN X)−1 = (ψ1(X))t . Let σ(λsN X) = (ψ2(X))s ,
where (ψ2(X))s ∈ GLn(At [X ]). Since σ(0) = In , ψ1(0) = ψ2(0) = In , the result
follows by using the identity σ(X) = σ(X)σ (λsN X)−1σ(λsN X). �
Lemma 16.6 (see [16]) Let A be a commutative ring with 1. Let e be an idempotent
of A and b be any element of A. Then the ideal (e, b) of A is principal.

Proof We claim that (e, b) = (e + (1 − e)b). For multiplying (e + (1 − e)b) by e
and using e(1 − e) = 0, we see that e is in the ideal (e + (1 − e)b), and therefore
(e + (1 − e)b) = (e, e + (1 − e)b) = (e, b). �
Lemma 16.7 (see [16]) Let A be a Noetherian ring and I be an ideal of A. Suppose
there exist a1, . . . , an ∈ I such that (a1, . . . , an) + I 2 = I . Then for any b ∈ A the
ideal (I, b) is generated by n + 1 elements.

Proof (Sketch) One can show that I = (a1, . . . , an, a), where a(1 − a) belongs to
(a1, . . . , an) = J , that is, a is an idempotent modulo (a1, . . . , an). Now after going
modulo (a1, . . . , an), we see by Lemma16.6 that the image of the ideal (a, b) in
A/J is principal. This implies that (I, b) = (a1, . . . , an, a, b) is generated by n + 1
elements. �
Lemma 16.8 Let A be a domain and (a1, a2, a3) be a unimodular row in A. Then

A3

(a1,a2,a3)
is a torsion free A-module. That is, if λ(c1, c2, c3) = (0, 0, 0) in A3

(a1,a2,a3)
,

where λ ∈ A − {0}, then (c1, c2, c3) = (0, 0, 0) in A3

(a1,a2,a3)
.

Proof We are given λ(c1, c2, c3) = (0, 0, 0) in A3

(a1,a2,a3)
, where λ ∈ A. Therefore,

there exists μ ∈ A such that λ(c1, c2, c3) = μ(a1, a2, a3). This implies that λc1 =
μa1, λc2 = μa2 and λc3 = μa3. As (a1, a2, a3) is unimodular, there exist b1, b2,
b3 ∈ A such that a1b1 + a2b2 + a3b3 = 1. This implies that μa1b1 + μa2b2 +
μa3b3 = μ. Since λc1 = μa1, λc2 = μa2 and λc3 = μa3, we have λ(c1b1 + c2b2 +
c3b3) = μ.Nowbyputting thevalueofμ in the equationλ(c1, c2, c3) = μ(a1, a2, a3),
we get λ(c1, c2, c3) = λ(c1b1 + c2b2 + c3b3)(a1, a2, a3). Since A is a domain, there-
fore (c1, c2, c3) = (c1b1 + c2b2 + c3b3)(a1, a2, a3). Hence (c1, c2, c3) = (0, 0, 0) in

A3

(a1,a2,a3)
. �

16.3 On the Euler Class Group

In this section we give the definition of the Euler class group of a Noetherian ring due
to Bhatwadekar–Raja Sridharan and prove Lemma 16.9 [6, Lemma 5.3]. We follow
the exposition of Manoj Keshari [13].
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Let A be a Noetherian ring with dim A = n ≥ 2. We define the Euler class group
of A, denoted by E(A), as follows.

Let J ⊂ A be an ideal of height n such that J/J 2 is generated by n elements. Let
α and β be two surjections from (A/J )n to J/J 2. We say that α and β are related if
there exists an automorphism σ of (A/J )n of determinant 1 such that ασ = β. It is
easy to see that this is an equivalence relation. If α : (A/J )n � J/J 2 is a surjection,
then by [α], we denote the equivalence class of α. We call such an equivalence class
[α] a local orientation of J .

Since dim A/J = 0 and n ≥ 2, we have SLn(A/J ) = En(A/J ) and therefore,
the canonical map from SLn(A) to SLn(A/J ) is surjective. Hence, if a surjection
α : (A/J )n � J/J 2 can be lifted to a surjection θ : An � J , and α is equivalent
to β : (A/J )n � J/J 2, then β can also be lifted to a surjection from An to J . For,
let ασ = β for some σ ∈ SLn(A/J ). Since dim A/J = 0, there exists σ̃ ∈ SLn(A)

which is a lift of σ . Then θσ̃ : An � J is a lift of β.
A local orientation [α] of J is called a global orientation of J if the surjection

α : (A/J )n � J/J 2 can be lifted to a surjection θ : An � J .
We shall also, from now on, identify a surjection α with the equivalence class [α]

to which α belongs.
LetM ⊂ A be a maximal ideal of height n andN be aM-primary ideal such that

N/N2 is generated by n elements. Let wN be a local orientation of N. Let G be the
free abelian group on the set of pairs (N,wN), where N is a M-primary ideal and
wN is a local orientation of N.

Let J = ∩Ni be the intersection of finitely many ideals Ni , where Ni is Mi -
primary, Mi ⊂ A being distinct maximal ideals of height n. Assume that J/J 2 is
generated by n elements. Let wJ be a local orientation of J . Then wJ gives rise, in
a natural way, to a local orientation wNi ofNi . We associate to the pair (J,wJ ), the
element

∑
(Ni ,wNi ) ofG. By abuse of notation, we denote the element

∑
(Ni ,wNi )

by (J,wJ ).
Let H be the subgroup of G generated by the set of pairs (J,wJ ), where J is an

ideal of height n which is generated by n elements and wJ is a global orientation of
J . We define the Euler class group of A denoted by E(A), to be G/H . Thus E(A)

can be thought of as the quotient of the group of local orientations by the subgroup
generated by global orientations.

Let J as above be an ideal of height n and α : (A/J )n � J/J 2 be a sur-
jection giving a local orientation wJ of J . Composing α with an automorphism
λ : (A/J )n → (A/J )n such that det(λ) = a ∈ (A/J )∗, we obtain a local orienta-
tion αλ : (A/J )n → J/J 2 which we denote by (J, awJ ).

Lemma 16.9 (see [13]) Let A be a Noetherian ring of dimension n ≥ 2, J ⊂ A
an ideal of height n and wJ a local orientation of J . Let a ∈ A/J be a unit. Then
(J,wJ ) = (J, a2wJ ) in E(A).
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16.4 On a Lemma of Suslin

In this section, we give a proof of a lemma of Suslin. We begin with some prelimi-
naries on extensions. Let E be an extension of an R-module A by an R-module C ,
that is, E ∈ Ext(C, A).

Lemma 16.10 (see [19]) For E ∈ Ext(C, A) and α : A → A′ there is an extension
E ′ of A′ by C (called the pushout) and a morphism 	 = (α, β, 1C ) : E → E ′. The
pair (	, E ′) is unique up to congruence.

Proof We are required to fill in the diagram

E : 0 A
γ

α

B
σ

β

C 0

E ′ : 0 A′ β ′
? σ ′

C 0

at the question mark and the dotted arrows so as to make the diagram commuta-
tive and the bottom row exact. To do so, take in A′ ⊕ B the submodule N of all
elements (−α(a), γ (a)) for a ∈ A. At the question mark in the diagram put the
quotient module (A′ ⊕ B)/N , and write elements of this quotient module as cosets
(a′, b) + N . Then the equations β ′(a′) = (a′, 0) + N , σ ′[(a′, b′) + N ] = σb and
βb = (0, b) + N define the maps which satisfy the required conditions. The E ′ so
constructed is unique up to congruence (natural isomorphism). �

Lemma 16.11 (Schanuel’s lemma, see [11]) Let 0 → N → P → M → 0 and
0 → N ′ → P ′ → M → 0 be two exact sequences of R-modules, where P and P ′
are projective. Then P ⊕ N ′ 
 P ′ ⊕ N.

Proof Consider the diagram

0 N
f

θ ′

P
g

θ

M

IM

0

0 N ′ f ′
P ′ g′

M 0

Since P is projective, there exist a R-linear map θ : P → P ′ such that g′θ = g. Now
θ induces an R-linear map θ ′ : N → N ′.

Define ψ : P ⊕ N ′ → P ′ by ψ(x, y) = θ(x) − f ′(y), x ∈ P , y ∈ N ′ and
φ : N → P ⊕ N ′, by φ(y) = ( f (y), θ ′(y)). Then the sequence

0 → N
φ−→ P ⊕ N ′ ψ−→ P ′ → 0

is exact. Since P ′ is projective, the sequence splits. Hence P ⊕ N ′ 
 P ′ ⊕ N . �
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Lemma 16.12 Let A be a ring. Suppose a, b ∈ A are such that a is a non zero
divisor in A and b is a non-zero divisor in A/aA. Then xa + yb = 0 if and only if
x = λb, y = −λa.

Proof Suppose xa + yb = 0, by going modulo 〈a〉, we have yb = 0. As b is non-
zero divisor in A/aA, this implies y = 0, that is y ∈ 〈a〉. Hence y = λa for some
λ ∈ A.

Now, since xa + yb = 0, that is xa + λab = 0, that is (x + λb)a = 0. Since a is
non-zero divisor, we have x + λb = 0, which implies x = −λb.

Conversely, if x = λb and y = −λa then xa + yb = 0. �

Definition 16.3 Let A be a ring. Then a, b ∈ A satisfying the property of
Lemma16.12 is called a regular sequence.

Lemma 16.13 Let A be a ring and a, b ∈ A be a regular sequence and J = (a, b).
Let s : A2→J be a map given by s(e1) = a and s(e2) = b. Then

1. ker(s) = (b,−a)A = (be1 − ae2).
2. The sequence

0 → A
α→ A2 s→ J → 0

given by
α(1) = (b,−a), s(e1) = a, s(e2) = b

is exact.

Proof The proof is easy to check. �

Example 16.1 An example on regular sequence Let a, b ∈ A be a regular sequence
and J = (a, b). Let us consider the above exact sequence

0 → A
α→ A2 s−→ J → 0,

where s(e1) = a and s(e2) = b. We want to classify the projective A-modules P
such that the sequence

0 → A
i−→ P

f−→ J → 0

is exact. The reason we want to classify such projective modules P is that by
Lemma16.11 such P satisfy P ⊕ A 
 A3 and therefore P is free if a certain unimod-
ular row is completable.Wewould like to identify the unimodular row corresponding
to P .

Let f (p1) = a and f (p2) = b, where p1, p2 ∈ P . We have a commutative dia-
gram

0 A
α

A2 s

g

J

Id

0

0 A
i

P
f

J 0.
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Let g(e1) = p1 and g(e2) = p2. Then we have a surjection h = (i, g) : A ⊕
A2 −→ P . Now, we want to compute ker(i, g). Let (−ν, λ, μ) ∈ ker(i, g) then

(i, g)(−ν, λ, μ) = i(−ν) + g(λ, μ)

= −i(ν) + g(λe1) + g(μe2)

= −i(ν) + λp1 + μp2
λp1 + μp2 = i(ν)

f (λp1 + μp2) = f (i(ν))

λ f (p1) + μ f (p2) = 0

λa + μb = 0.

So, (λ, μ) = d(b,−a) for some d ∈ A. Hence (−ν, λ, μ) = (−ν, d(b,−a)) =
(−ν, db,−da). Now, we write λp1 + μp2 = dbp1 − dap2 = d(bp1 − ap2). Again
wehaveλp1 + μp2 = i(ν), this impliesd(bp1 − ap2) = i(ν). Then ν = di−1(bp1 −
ap2). Suppose ν ′ = i−1(bp1 − ap2) then we have ν = dν ′. This implies that

(−ν, λ, μ) = (−dν ′, λ, μ) = d(−ν ′, b,−a).

Therefore, ker(i, g) is generated by (−ν ′, b,−a), where ν ′ = i−1(bp1 − ap2).
So, we have an exact sequence

0 → A
j−→ A ⊕ A2 (i,g)−→ P

f−→ J → 0,

where j (1) = (−ν ′, b,−a). Therefore, we have P ∼= A⊕A2

(−ν ′,b,−a)
. Let −ν ′ = u then

P ∼= A⊕A2

(u,b,−a)
. Therefore, we get the following pushout (see Lemmas16.10, 16.11)

diagram:

0 A
α

u

A2 s

g

J 0

0 A
i

P = A⊕A2

(u,b,−a)
J 0.

Lemma 16.14 (Suslin, see [33, Lemma A.10]) Let A be a ring and J be an ideal
generated by two elements a, b. Suppose (u, b,−a) is a unimodular row. Then the
unimodular row (u, b,−a) is completable if and only if there exists a set of generators
c, d of the ideal J , where c = λ12a + λ13b and d = λ22a + λ23b, with

det

(
λ12 λ13

λ22 λ23

)

= u−1 mod J.

Proof (1)We give our first proof by assuming the condition that a, b ∈ A is a regular
sequence. From Example16.1, we have the following pushout diagram:
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0 A
α

u

A2 s

g

J 0

0 A
i

P = A⊕A2

(u,b,−a)
J 0.

Suppose the unimodular row (u, b,−a) is completable, then the projectivemodule
P = A3

(u,b,−a)
is free. Then we have

0 A
α

u

A2 s

g

J 0

0 A
i A⊕A2

(u,b,−a)

f
J 0,

where f |A2 = s and f (1, 0, 0) = 0.
Since, the unimodular row (u, b,−a) is completable, there exists a matrix M ∈

SL3(A) such that

M =
⎛

⎝
u b −a

λ11 λ12 λ13

λ21 λ22 λ23

⎞

⎠ .

Since the rows (u, b,−a), (λ11, λ12, λ13), and (λ21, λ22, λ23)generate A3, f (λ11, λ12,

λ13) and f (λ21, λ22, λ23) generate the ideal J . Also, we have f (1, 0, 0) = 0. There-
fore, s(λ12, λ13) and s(λ22, λ23) generate J . Let c = s(λ12, λ13) and d = s(λ22, λ23).
Then {c, d} generates the ideal J . We have c = λ12a + λ13b and d = λ22a + λ23b.
Going modulo J = (a, b) and computing the determinant of M we have

u det

(
λ12 λ13

λ22 λ23

)

= 1 mod J ( since M ∈ SL3(A) and J = (a, b)).

Conversely, suppose there exists a set of generators {c, d} of the ideal J , where
c = λ12a + λ13b, d = λ22a + λ23b, such that

det

(
λ12 λ13

λ22 λ23

)

= u−1 mod J,

or

u det

(
λ12 λ13

λ22 λ23

)

= 1 mod J.

We have to show that (u, b,−a) is completable.

Let M =
⎛

⎝
u b −a

λ11 λ12 λ13

λ21 λ22 λ23

⎞

⎠ .
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Thus

det(M) = u det

(
λ12 λ13

λ22 λ23

)

− λ11 det

(
b −a

λ22 λ23

)

+ λ21 det

(
b −a

λ12 λ13

)

= u(λ12λ23 − λ13λ21) − λ11(aλ22 + bλ23) + λ21(aλ12 + bλ13).

Since c = aλ12 + bλ13 and d = aλ22 + bλ23, then

det(M) = u(λ12λ23 − λ13λ21) − λ11d + λ21c.

So, we have det(M) = u(λ12λ23 − λ13λ21) = 1 mod J . Now, since J = (c, d), we
can choose λ11 and λ21 such that det(M) = 1. This implies that (u, b,−a) is com-
pletable. �

Proof (2) Now we assume that (a, b) is not a regular sequence. Suppose (u, b,−a)

is completable and J = (a, b). Assume that the projective A-module P = A3

(u,b,−a)

is free. We have a surjection f : A3

(u,b,−a)
� J given by f (e1) = 0, f (e2) = a and

f (e3) = b. Now, suppose that the matrix M , where

M =
⎛

⎝
u b −a

λ11 λ12 λ13

λ21 λ22 λ23

⎞

⎠ ,

is a completion of the unimodular row (u, b,−a) in SL3(A). Then rows (u, b,−a),
(λ11, λ12, λ13), and (λ21, λ22, λ23) generate A3. Thus (λ11, λ12, λ13) and
(λ21, λ22, λ23) generate A3

(u,b,−a)
. Since the map f : A3

(u,b,−a)
� J is surjective,

f ((λ11, λ12, λ13)) and f ((λ21, λ22, λ23)) that generate J . As f (e1) = f (e1) = 0, we
have f ((0, λ12, λ13)) and f ((0, λ22, λ23))generate J . That is, (λ12 f (e2) + λ13 f (e3))
and (λ22 f (e2) + λ23 f (e3)) generate J , that is,λ12a + λ13b andλ22a + λ23b generate
J . Let c = λ12a + λ13b and d = λ22a + λ23b. Then J = (c, d) and

(
c
d

)

=
(

λ12 λ13

λ22 λ23

)(
a
b

)

.

Since det(M) = 1, we have

u det

(
λ12 λ13

λ22 λ23

)

− b det

(
λ11 λ13

λ22 λ23

)

− a det

(
λ11 λ12

λ21 λ22

)

= 1.

This implies

det

(
λ12 λ13

λ22 λ23

)

= u−1 mod J.

The converse is proved as above. �
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Corollary 16.1 (Suslin, (see [33, Lemma A.11])) Let A be a ring and (u, a, b) be
a unimodular row in A, where u = u1u2. Let J be the ideal (a, b) of the ring A.
Suppose the following properties hold;

(1) (u1, a, b) is completable to a matrix in SL3(A).
(2) for any c, d ∈ A such that (u2, c, d) is unimodular, (u2, c, d) is completable

to a matrix in SL3(A).
Then (u, a, b) is completable to a matrix in SL3(A).

Proof Since J = (a, b) and (u1, a, b) is completable to a matrix in SL3(A). So, by
Lemma16.14, there exists a new set of generators {c, d} of the ideal J = (a, b) such
that (

c
d

)

=
(

λ11 λ12

λ21 λ22

) (
a
b

)

(16.3)

and

det

(
λ11 λ12

λ21 λ22

)

= u−1
1 mod (a, b).

Now, look at the unimodular row (u2, c, d), which is also completable (by (2)).
Therefore, again by using Lemma16.14, there exists a new set of generators {c′, d ′}
of the ideal J = (c, d) such that

(
c′
d ′

)

=
(

μ11 μ12

μ21 μ22

) (
c
d

)

(16.4)

and

det

(
μ11 μ12

μ21 μ22

)

= u−1
2 mod (c, d).

Suppose (
λ11 λ12

λ21 λ22

) (
μ11 μ12

μ21 μ22

)

=
(

ν11 ν12
ν21 ν22

)

.

Thus from (16.3) and (16.4), we get

(
c′
d ′

)

=
(

μ11 μ12

μ21 μ22

) (
λ11 λ12

λ21 λ22

) (
a
b

)

=
(

ν11 ν12
ν21 ν22

)(
a
b

)

and

det

(
μ11 μ12

μ21 μ22

)

det

(
λ11 λ12

λ21 λ22

)

= det

(
ν11 ν12
ν21 ν22

)

= u−1
2 u−1

1 mod (a, b).

That is, we get a set of generators {c′, d ′} of the ideal J = (a, b) such that

(
c′
d ′

)

=
(

ν11 ν12
ν21 ν22

) (
a
b

)
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and

det

(
ν11 ν12
ν21 ν22

)

= (u1u2)
−1 mod (a, b).

Therefore, by the converse of Lemma16.14, (u1u2, a, b) = (u, a, b) is completable
to a matrix in SL3(A). �

16.5 On Various Proofs of Seshadri’s Theorem

In this section, we record various proofs of Seshadri’s theorem [25].

Theorem 16.2 (Seshadri’s Theorem Version 1) Let A be a principal ideal domain
and M ⊂ A[T ] be a maximal ideal of height 2. Suppose

0 → A[T ] → P → M → 0

is an exact sequence. Then

1. M ∩ A = (s), where (s) is a maximal ideal of height 1 in A.

2. The image M of M in A
(s) [T ] is principal.

3. M = (g(T )) and therefore M = (s, g(T )).

4. P = A[T ]3
(u(T ),s,g(T ))

.

5. We have (u(T ), s, g(T )) is completable and P is free.

Proof 1. Since A is principal ideal domain, M ∩ A is principal ideal. Suppose
M ∩ A is generated by an element s, that is M ∩ A = (s). Then (s) is a non-
zero prime ideal. Therefore (s) is a maximal ideal of A.

2. Since A
(s) is a field, so

A
(s) [T ] is a principal ideal domain. This gives that the image

M of M in A
(s) [T ] is principal.

3. SinceM = (g(T )) for some element g(T ) ∈ A
(s) [T ] taking a lift in A[T ]we have

M = (s, g(T )).

4. This follows by Example16.1.

5. Since A
(s) is field and (u(T ), g(T ))

E2(
A
(s) [T ])∼ (1, 0). Therefore, there exists a matrix

α ∈ E2(
A
(s) [T ]) such that

α

(
u(T )

g(T )

)

=
(
1
0

)

,

where bar denotes reductionmodulo (s). Since the canonical map A[T ] → A
(s) [T ]

is surjective, we can lift α to σ in E2(A[T ]). We, therefore, get
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σ

(
u(T )

g(T )

)

=
(
1 + sh1(T )

sh2(T )

)

,

where h1(T ), h2(T ) ∈ A[T ]. Therefore
(
1 0
0 σ

)
⎛

⎝
s

u(T )

g(T )

⎞

⎠ =
⎛

⎝
s

1 + sh1(T )

sh2(T )

⎞

⎠ E3(A)∼
⎛

⎝
1
0
0

⎞

⎠ .

Hence (u(T ), s, g(T ))
E3(A)∼ (1, 0, 0)

and P is free. �

Theorem 16.3 (see [25]) Let k be a field and ( f1(X,Y ), f2(X,Y ), . . . , fn(X,Y ))

be a unimodular row in k[X,Y ]. Then ( f1(X,Y ), f2(X,Y ), . . . , fn(X,Y )) is com-
pletable to a matrix in SLn(k[X,Y ]).

We prove this in the case where n = 3.

Theorem 16.4 (Seshadri’s Theorem Version 2) Let k be a field and v(X,Y ) =
(u(X,Y ), f (X,Y ), g(X,Y )) be a unimodular row in k[X,Y ]. Then v(X,Y ) is com-
pletable.

Proof Let A = k[X,Y ].We assume for simplicity that k is algebraically closed. If the
ideal ( f (X,Y ), g(X,Y )) = A, then by Theorem 16.1, the row (u(X,Y ), f (X,Y ),

g(X,Y )) is completable. If not, by adding suitable multiples of u(X,Y ) to f (X,Y )

and g(X,Y ) we can assume that ht( f (X,Y ), g(X,Y )) = 2. Also note that the ideal
( f (X,Y ), g(X,Y )) of A is contained in finitely many maximal ideals. Assume
without loss of generality that ( f (X,Y ), g(X,Y )) ⊂ (X,Y ), that is, f (0, 0) =
g(0, 0) = 0 and that l( A

( f,g) ) is finite. We have to show that (u(X,Y ), f (X,Y ),

g(X,Y )) is completable. Put Y = 0 and since f (0, 0) = 0 = g(0, 0), one can check
that

( f (X, 0), g(X, 0)) ⊂ (X).

This implies that we can transform the row ( f (X, 0), g(X, 0)) to (0, Xth(X)) via
elementary transformations, where h(X) ∈ k[X ]. Performing the same transforma-
tions on ( f (X,Y ), g(X,Y )), we may assume f (X, 0) = 0. This implies f (X,Y ) =
Y f ′(X,Y ), where f ′(X,Y ) ∈ k[X,Y ]. Now, addingmultiples of f (X,Y ) to u(X,Y )

assume ht(u(X,Y ), g(X,Y )) = 2.
We want to show the row ( f (X,Y ), u(X,Y ), g(X,Y )) is completable, that is, the

projective module

A3

( f (X,Y ), u(X,Y ), g(X,Y ))
= A3

(Y f ′(X,Y ), u(X,Y ), g(X,Y ))

is free. We have a pushout diagram
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0 A

Y f ′

A2 (u, g) 0

0 A P (u, g) 0.

This can be broken up as

0 A

f ′

A2 (u, g) 0

0 A

Y

P ′ (u, g) 0

0 A P (u, g) 0,

where P ′ = A3/( f ′, u, g) = A3/(u, f ′, g) (by using Lemma16.11). Since ( f ′, g)
has fewer solutions than ( f, g), that is, l( A

( f ′,g) ) < l( A
( f,g) ), therefore by induction,

A3/(u, f ′, g) is free. This implies that

0 → A → P ′ → (u, g) → 0

is equivalent to

0 → A → A2 s ′−→ (̃u, g̃) → 0,

for some surjection s ′. Now

0 → A → P → (̃u, g̃) → 0

is obtained as a pushout

0 A

Y

A2 s ′
(̃u, g̃) 0

0 A P (̃u, g̃) 0,

where P = A3/(Y, ũ, g̃) (again by using Lemma16.11). Now, from Seshadri’s The-
orem Version 1, part (5), as (Y, ũ, g̃) is completable, so P = A3/(Y, ũ, g̃) is free.
This implies A3

( f (X,Y ),u(X,Y ),g(X,Y ))
is free. Hence v(X,Y ) is completable. �

Remark 16.1 Instead of using pushout diagrams one can use Corollary16.1 instead
where u1 = Y , u2 = f ′ and go through the above proof.
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We give some arguments similar to the one given by Seshadri to prove that pro-
jective modules over k[X,Y ] are free. We begin by sketching Roitman’s proof of
Seshadri’s theorem (see [18]).

Theorem 16.5 (Seshadri’s theorem) Let k be an algebraically closed field and
v(X,Y ) = ( f1(X,Y ), f2(X,Y ), f3(X,Y )) be a unimodular row in k[X,Y ]. Then
v(X,Y ) is completable to a matrix in SL3(k[X,Y ]).
Proof We remark that if we can show that, a row which is obtained from v(X,Y ) by
performing elementary transformations is completable, then we can also show that
v(X,Y ) is completable.

We have to show that v(X,Y ) is completable to a matrix in SL3(k[X,Y ]). We
denote by k(X) the quotient field of the ring k[X ]. Then k(X)[Y ] is a Euclidean
domain. Therefore v(X,Y ) is completable to a matrix α′(X,Y ) ∈ SL3(k(X)[Y ]).
Now, multiplying the second and third rows of the matrix α′(X,Y ) by suitable mul-
tiples of polynomials of k[X ], we get a matrix α(X,Y ) ∈ M3(k[X,Y ]), whose first
row is v(X,Y ) and det(α(X,Y )) ∈ k[X ].

If det(α(X,Y )) ∈ k∗ then there exists a matrix in GL3(k[X,Y ]) whose first row
is v(X,Y ). Let det(α(X,Y )) = c, then by multiplying the second or third row of
the matrix α(X,Y ) by c−1, we can get a matrix in SL3(k[X,Y ]), whose first row is
v(X,Y ). So, we are done in this case.

Otherwise, suppose det(α(X,Y )) = g(X), for some polynomial g(X) ∈ k[X ].
Since k is an algebraically closed field, g(X) can be written as a product of linear
polynomials in k[X ]. So,we canwrite g(X) = λ(X − λ1)(X − λ2) · · · (X − λn). For
simplicity, we assume that λ1 = 0. Thus we have g(X) = λX (X − λ2) · · · (X − λn).
Now, going modulo X namely, by putting X = 0, we have v(0,Y ) = ( f1(0,Y ),

f2(0,Y ), f3(0,Y )). Since v(X,Y ) is a unimodular row in k[X,Y ], therefore v(0,Y )

is a unimodular row in k[Y ]. Since k[Y ] is a Euclidean domain, therefore v(0,Y ) can
be transformed to (1, 0, 0) using a matrix in E3(k[Y ]). That is, there exists a matrix
ε1(Y ) ∈ E3(k[Y ]) such that ε1(Y )v(0,Y )t = (1, 0, 0)t . Therefore, ε1(Y )αt (X,Y ) is
of the form

αt
1(X,Y ) =

⎛

⎝
1 + Xh11(X,Y ) ∗ ∗
Xh21(X,Y ) ∗ ∗
Xh31(X,Y ) ∗ ∗

⎞

⎠ .

By the preliminary remark, we may assume that

α1(0,Y ) =
⎛

⎝
1 0 0

a21(Y ) a22(Y ) a23(Y )

a31(Y ) a32(Y ) a33(Y )

⎞

⎠ .

Further, multiplying the first row by −a21(Y ) and adding it to the second row and
multiplying the first row by −a31(Y ) and adding it to the third row, and performing
the same transformations on α1(X,Y ) we may assume



296 R. Sridharan and S. K. Yadav

α1(0,Y ) =
⎛

⎝
1 0 0
0 a22(Y ) a23(Y )

0 a32(Y ) a33(Y )

⎞

⎠ .

Since k[Y ] is a Euclidean domain, the greatest common divisor of a22(Y ) and a32(Y )

exists. Suppose g.c.d (a22(Y ), a32(Y )) = f ′(Y ), then there exists a matrix ε2(Y ) ∈
E2(k[Y ]) such that ε2(Y )

(
a22(Y )

a32(Y )

)

=
(
f ′(Y )

0

)

. Therefore, we have

(
1 0
0 ε2(Y )

)
⎛

⎝
1 0 0
0 a22(Y ) a23(Y )

0 a32(Y ) a33(Y )

⎞

⎠ =
⎛

⎝
1 0 0
0 f ′(Y ) a′

23(Y )

0 0 a′
33(Y )

⎞

⎠ .

Now, since the det(α1(0,Y )) = 0, we have det

(
f ′(Y ) a′

23(Y )

0 a′
33(Y )

)

= 0. This implies

that a′
33(Y ) = 0. So, we have

α2(0,Y ) =
⎛

⎝
1 0 0
0 f ′(Y ) a′

23(Y )

0 0 0

⎞

⎠ ,

where

α2(X,Y ) =
(
1 0
0 ε(Y )

)

α1(X,Y ).

Therefore, by this procedure we obtain a matrix α2(X,Y ) whose first row is elemen-
tarily equivalent to v(X,Y ) and last row is divisible by X . By cancelling this X , we
obtain a matrix γ (X,Y ) whose first row is elementarily equivalent to v(X,Y ) and
det(γ (X,Y )) = λ(X − λ2)(X − λ3) · · · (X − λn). Therefore by the induction on n
the proof is complete. �

Remark 16.2 Let A be a principal ideal domain and ( f1(X), f2(X), . . . , fn(X))

be a unimodular row in A[X ]. Then a modification of the above proof shows that
( f1(X), f2(X), . . . , fn(X)) is completable to a matrix in SLn(A[X ]).
Remark 16.3 Seshadri’s theorem can also be proved as follows. This proof was
inspired by [15] and is perhaps close to the original proof given by Seshadri for
unimodular rows, which does not appear in Seshadri’s paper. The first author learned
about this proof of Seshadri from a lecture of Ramanan. Let us consider the following
special case, which will illustrate the general proof.

Let k be a field and v(X,Y ) = ( f1(X,Y ), f2(X,Y ), f3(X,Y )) be a unimodular
row in k[X,Y ]. Then we have to show that v(X,Y ) is completable to a matrix in
SL3(k[X,Y ]). Suppose there is a matrix α(X,Y ) ∈ M3(k[X,Y ]) such that
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α(X,Y ) =
⎛

⎝
f1(X,Y )

f2(X,Y ) p1(X,Y ) p2(X,Y )

f3(X,Y )

⎞

⎠

and det(α(X,Y )) = X . We will show how to construct a matrix β(X,Y ) ∈
SL3(k[X,Y ]), whose first column is v(X,Y )t . Going modulo X or putting X = 0,
we have the unimodular row v(0,Y ) and

α(0,Y ) =
⎛

⎝
f1(0,Y )

f2(0,Y ) p1(0,Y ) p2(0,Y )

f3(0,Y )

⎞

⎠

such that det(α(0,Y )) = 0. Since det(α(0,Y )) = 0, there exist λ1(Y ), λ2(Y ) and
λ3(Y ) in k[Y ] such that (λ1(Y ), λ2(Y ), λ3(Y )) �= (0, 0, 0) and

α(0,Y )

⎛

⎝
λ1(Y )

λ2(Y )

λ3(Y )

⎞

⎠ =
⎛

⎝
0
0
0

⎞

⎠ .

This implies

λ1(Y )v(0,Y ) + λ2(Y )p1(0,Y ) + λ3(Y )p2(0,Y ) = 0. (16.5)

Therefore, we can write

λ1(Y )v(X,Y ) + λ2(Y )p1(X,Y ) + λ3(Y )p2(X,Y ) = Xw(X,Y ), (16.6)

where w(X,Y ) ∈ k[X,Y ].
Now, suppose that the greatest common divisor of λ2(Y ) and λ3(Y ) is λ(Y ). So,

we can write λ2(Y ) = λ(Y )g1(Y ) and λ3(Y ) = λ(Y )g2(Y ) for some g1(Y ), g2(Y ) ∈
k[Y ]. Now, by going modulo v(0,Y ) to (16.5), we get λ2(Y )p1(0,Y ) + λ3(Y )

p2(0,Y ) = 0 in k[Y ]3
v(0,Y )

, where bar denotes reduction modulo (v(0,Y )). Substituting
the value of λ2(Y ) and λ3(Y ), we get

λ(Y )(g1(Y )p1(0,Y ) + g2(Y )p2(0,Y )) = (0, 0, 0) in
k[Y ]3
v(0,Y )

.

Now, k[Y ]3
v(0,Y )

being projective is torsion free (by Lemma16.8). So, we have

(g1(Y )p1(0,Y ) + g2(Y )p2(0,Y )) = (0, 0, 0) in k[Y ]3
v(0,Y )

. So, without loss of gener-
ality, we may assume that λ2(Y ) and λ3(Y ) are relatively prime in k[Y ]. Therefore
there exists λ′

2(Y ), λ′
3(Y ) ∈ k[Y ] such that det

(
λ2(Y ) λ′

2(Y )

λ3(Y ) λ′
3(Y )

)

= 1. Now, consider
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the matrix

⎛

⎝
1 λ1(Y ) 0
0 λ2(Y ) λ′

2(Y )

0 λ3(Y ) λ′
3(Y )

⎞

⎠ whose determinant is 1. Therefore the first column of

the product ⎛

⎝
f1(X,Y )

f2(X,Y ) p1(X,Y ) p2(X,Y )

f3(X,Y )

⎞

⎠

⎛

⎝
1 λ1(Y ) 0
0 λ2(Y ) λ′

2(Y )

0 λ3(Y ) λ′
3(Y )

⎞

⎠ (16.7)

is v(X,Y )t . Using (16.6), the second column of the above product is a multiple of
X . Now, dividing the second column of the product (16.7) by X , we get a matrix in
SL3(k[X,Y ]), whose first column is v(X,Y )t . Hence v(X,Y ) is completable to a
matrix in SL3(k[X,Y ]).
Remark 16.4 Let A be a Dedekind domain and M ⊂ A[X ] be a maximal ideal of
height 2. Then M ∩ A is a prime ideal p of A of height 1. Since A is a Dedekind
domain, p/p2 is generated by a single element s ∈ p. Since A/p is a field, the image
of M in A/p[T ] is generated by g(T ). Therefore M = (p[T ], g(T )).

Since s generates p/p2 by Lemma16.7, M = (s, h(T )). Therefore by
Example16.1, any projective A[T ]-module P of rank 2 and of trivial determinant
mapping onto M is given by P 
 A[T ]3

(s,h(T ),h1(T ))
.

Since A
s modulo it’s nilradical is a product of fields, the unimodular row

(h(T ), h1(T ))
E2(

A
s [T ])∼ (1, 0).

This implies as we have seen before that P is free.

Theorem 16.6 (Seshadri [26], Bass [1, Section22], Serre [24, Section1]) Let A be a
Dedekind domain. Let w = [v(T ), f (T ), g(T )] be a unimodular row in A[T ]. Then
w is completable.

Proof Without loss of generality, we may assume that ht( f (T ), g(T )) = 2. Let√
( f (T ), g(T )) = M1 ∩ M2 ∩ · · · ∩ Mt , where Mi ⊂ A[T ] are maximal ideals.

Reorder M1,M2, . . . ,Mt such that M1 ∩ A = M2 ∩ A = · · · = Mr ∩ A = p and
Mi ∩ A = pi is different from p for i > r .

By using Prime Avoidance Lemma, we can choose s ∈ p, s /∈ p2 such that
(s) + pi = A for all i > r . Let bar denote reduction modulo (s). Then since (s) +
pi = A for i > r , we have (s) + Mi = A[T ] for i > r . Therefore

√

( f (T ), g(T )) =
M1 ∩ M2 ∩ · · · ∩ Mr . First note that since A/p is a field, the image of Mi in
A/p[T ] is principal. Now since p/p2 is generated by s,Mi = (s, hi (T )) for suitable
hi (T ) ∈ A[T ] for i = 1, 2, . . . , r (see Lemma16.7). Therefore, if bar denotes reduc-
tion modulo (s), thenMi = (hi (T )) is principal. It follows from primary decompo-
sition that ( f (T ), g(T )) is a principal ideal.

Assume that ( f (T ), g(T )) = (h(T )). Then f (T ) = h(T ) · λ1(T ) and g(T ) =
h(T ) · λ2(T ) and since ( f (T ), g(T )) = (h(T )). We have
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h(T ) · λ1(T ) · λ1(T )′ + h(T ) · λ2(T ) · λ2(T )′ = h(T )

h(T )(1 − λ1(T ) · λ1(T )
′ − λ2(T ) · λ2(T )

′
) = 0 (16.8)

Now, since ht(Mi ) = 2, for i = 1, 2, . . . , r and (s, h(T )) = (s, f (T ), g(T )) has
height 2, we have h(T ) that does not belong to any minimal prime ideal of
A
(s) [T ]. Then by (16.8), we have 1 − λ1(T ) · λ1(T )

′ − λ2(T ) · λ2(T )
′
that belong

to every minimal prime ideal of A
(s) [T ] and therefore is nilpotent. This implies that

λ1(T ) · λ1(T )
′ − λ2(T ) · λ2(T )

′ = 1 + a, where a ∈ A
(s) [T ], is a nilpotent element.

This means that 1 + a is a unit of A
(s) [T ].

Hence (λ1(T ), λ2(T )) ∈ Um2(
A
(s) [T ]). Since dim A

(s) = 0, we have

(λ1(T ), λ2(T ))
E2(

A
(s) [T ])∼ (1, 0).

This implies

( f (T ), g(T )) = (h(T ) · λ1(T ), h(T ) · λ2(T ))
E2(

A
(s) [T ])∼ (h(T ), 0).

Therefore
( f (T ), g(T ))

E2(A[T ])∼ (h′(T ), sλ̃(T )).

This implies

w = (v(T ), f (T ), g(T ))
E2(A[T ])∼ (v(T ), h′(T ), sλ̃(T )).

To verify the hypotheses, we will use Corollary16.1, with u1 = λ̃(T ) and u2 = s and
the previous induction method of proof of Seshadri’s theorem. The proof is complete
provided we verify that the hypotheses of Corollary16.1 are satisfied.

The hypotheses of the Corollary16.1 are satisfied since A/s modulo nilpotents is a
product of fields. Therefore, any unimodular row of length two in A

s [T ] is elementary
equivalent to (1, 0) and hence any unimodular row in A[T ] of length 3with first entry
s is completable. Further since

l

(
A[T ]

(h′(T ), λ̃(T ))

)

< l

(
A[T ]

(h′(T ), sλ̃(T ))

)

= l

(
A[T ]

( f (T ), g(T ))

)

,

we see by induction that (v(T ), h′(T ), λ̃(T )) is completable. This proves
the theorem. �
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16.6 On a Result of Bhatwadekar–Keshari

In this section, we give a different proof of a lemma of Bhatwadekar–Keshari and
use this to deduce via Suslin’s lemma [33] the Swan–Towber [29], Krusemeyer [14],
Suslin [27] theorem.

Lemma 16.15 (Bhatwadekar–Keshari [7, Lemma 3.3]) Let A be a domain f, g ∈ A
and suppose that (u, f, g) ∈ A3 is unimodular. Then there exist f ′, g′ ∈ J such that
J = ( f ′, g′) and f ′ − u f ∈ J 2, g′ − ug ∈ J 2.

Proof Since (u, f, g) is a unimodular row. Then there exist v, λ, μ ∈ A such that
uv + f λ + gμ = 1. Let j = 1 − uv, then uv = 1 − j and in the ring A1− j , u is a
unit and J1− j = (u f, ug), where J = ( f, g).

Note since j ∈ J = ( f, g), then 1 ∈ ( f, g)A j and Jj = A j . Therefore ( f, g) is a
unimodular in A j , whereby there exists a matrix σ ∈ SL2(A j ) such that

σ

(
f
g

)

=
(
1
0

)

.

Next, (u f, ug)A1− j = J1− j and hence

(u f, ug)A j (1− j) = Jj (1− j) = A j (1− j).

Let v′ = v
1− j then uv′ = 1. Since ( f, g) ∈ A2

j is a unimodular row, there exists

α =
(
f f ′
g g′

)

∈ SL2(A j ).

Then

β =
(
u f v′ f ′
ug v′g′

)

∈ SL2(A j (1 − j)).

We can write β as

β =
(
f f ′
g g′

) (
u 0
0 v′

)

= αε.

Also we have

β

(
1
0

)

=
(
u f
ug

)

.

Thus

ε−1α−1

(
u f
ug

)

=
(
1
0

)

.

Let δ = α−1 and ε′ = ε−1 ∈ E2(A j (1− j)). Thus
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δ−1ε′δ
(
u f
ug

)

= δ−1

(
1
0

)

.

Claim: δ−1ε′δ = ε1ε2 , where ε1 ∈ SL2(A j ), ε2 ∈ SL2(A1− j ) and

ε2 =
(
1 + μ11 μ12

μ21 1 + μ22

)

, (16.9)

where μi j ∈ J1− j .
Assuming the claim, we see that

ε1ε2

(
u f
ug

)

= δ−1

(
1
0

)

.

Therefore

ε2

(
u f
ug

)

= ε−1
1 δ−1

(
1
0

)

. (16.10)

Note that ε2

(
u f
ug

)

∈ A2
1− j and since ε−1

1 δ−1 ∈ SL2(A j ), we have ε−1
1 δ−1

(
1
0

)

∈ A2
j .

Now patching together ε2

(
u f
ug

)

and ε−1
1 δ−1

(
1
0

)

in A j (1− j), we get ( f ′, g′) which

generate J .
Now we claim that f ′ − u f ∈ J 2 and g′ − ug ∈ J 2. To show this we take ε2 as

in (16.9). Therefore from (16.9) and (16.10), we get

(1 + μ11)(u f ) + μ12(ug) = f ′; (μ21)(u f ) + (1 + μ22)(ug) = g′.

Multiplying by suitable power of 1 − j , to clear denominators, we get

(1 + ν11)(u f ) + ν12(ug) = (1 − j ′) f ′; (ν21)(u f ) + (1 + ν22)(ug) = (1 − j ′)g′

for some j ′ ∈ J , where νi j ∈ J . This implies that f ′ − u f ∈ J 2 and g′ − ug ∈ J 2.
This proves the lemma assuming the claim. �
Now we prove (16.9) as follows.

Lemma 16.16 (Mandal, see [20]) Suppose ν(T ) ∈ SL2(A j (1− j)[T ]) and ν(0) =
I2. Then ν(1) = ε1ε2, where ε1 ∈ SL2(A j ) and ε2 ∈ SL2(A1− j ) is of the form(
1 + μ11 μ12

μ21 1 + μ22

)

, where μi j ∈ J1− j .

Proof Let s = j , t = 1 − j and λ,μ ∈ A be chosen so that λsk + μt k = 1. Then
by Lemma16.5, ν(T ) = ν1(T )ν2(T ), where ν1(T ) ∈ SL2(A j [T ]) and ν2(T ) =
ν(λskT ). Let

ν(T ) =
(
1 + Tλ11(T ) Tλ12(T )

Tλ21(T ) 1 + Tλ22(T )

)
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then by construction, ν2(T ) = ν(λskT ), that is,

ν2(T ) =
(
1 + λskTλ11(λskT ) λskTλ12(λskT )

λskTλ21(λskT ) 1 + λskTλ22(λskT )

)

.

Therefore ν(1) = ε1ε2, where ε1 ∈ SL2(A j ) and ε2 = ν2(1) is of the required form
(since s = j). �

Corollary 16.2 (Swan–Towber [29], Krusemeyer [14], Suslin [27]) Let A be a ring
f, g ∈ A. Let v ∈ A be such that (v2, f, g) ∈ A3 is a unimodular row. Then (v2, f, g)
is completable.

Proof Let J = ( f, g) and u = v−1 mod ( f, g). Then {u f , ug} is a set of generators
of J/J 2 which can be lifted to a set of generators of J , (Lemma16.15). Suppose
{ f ′, g′} is the lift of the set of generators {u f , ug} of J/J 2 to a set of generators
of J . Thus we have f ′ = u f mod J 2 and g′ = ug mod J 2, that is, f ′ − u f ∈ J 2,
g′ − ug ∈ J 2 and J = ( f ′, g′). Therefore, we canwrite f ′ − u f = λ11 f + λ12g and
g′ − ug = λ21 f + λ22g, or f ′ = (u + λ11) f + λ12g and g′ = λ21 f + (u + λ22)g,
where λi j ∈ J . We can write this in matrix form as follows:

(
f ′
g′

)

=
(
u + λ11 λ12

λ21 u + λ22

) (
f
g

)

,

where

det

(
u + λ11 λ12

λ21 u + λ22

)

= u2 + uλ11 + uλ22 + λ11λ22 − λ21λ12.

Now, by goingmodulo J , we get det

(
u + λ11 λ12

λ21 u + λ22

)

= u2 mod J . Therefore,

we get a new set of generators { f ′, g′} of the ideal J , where f ′ = (u + λ11) f + λ12g
and g′ = λ21 f + (u + λ22)g, such that

det

(
u + λ11 λ12

λ21 u + λ22

)

= u2 mod J.

Hence by Lemma16.14, (v2, f, g) is completable, where v = u−1 mod ( f, g). �

More generally, we have

Corollary 16.3 Let A be a ring f, g ∈ A and J = ( f, g). Let (u, f, g) ∈ A3 be a
unimodular row. Suppose the set of generators {u f , g} of J/J 2, can be lifted to a set
of generators of J . Suppose v = u−1 mod ( f, g). Then (v, f, g) is completable.

Proof We are given that {u f , g} is a set of generators of J/J 2 which can be lifted to a
set of generators of J . Suppose { f ′, g′} is a lift of the set of generators {u f , g} of J/J 2

such that J = ( f ′, g′). Thus we have f ′ = u f mod J 2 and g′ = g mod J 2, that is,
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f ′ − u f ∈ J 2, g′ − g ∈ J 2 and J = ( f ′, g′). Therefore, we can write f ′ − u f =
λ11 f + λ12g and g′ − g = λ21 f + λ22g, where λ11, λ12, λ21, λ22 ∈ J . We can write
this in matrix form as follows:

(
f ′
g′

)

=
(
u + λ11 λ12

λ21 1 + λ22

)(
f
g

)

,

where

det

(
u + λ11 λ12

λ21 1 + λ22

)

= u + λ11 + uλ22 + λ11λ22 − λ21λ12.

Now, by going modulo J , we get: det

(
u + λ11 λ12

λ21 1 + λ22

)

= u mod J . So, we get

new set of generators { f ′, g′} of the ideal J , where f ′ = (u + λ11) f + λ12g and
g′ = λ21 f + (1 + λ22)g, such that

det

(
u + λ11 λ12

λ21 1 + λ22

)

= u mod J.

Hence by Lemma16.14, (v, f, g) is completable, where v = u−1 mod ( f, g). �

16.7 Seshadri’s Theorem and Euler Class Groups

In this section, we give a proof of Seshadri’s theorem using the theory of Euler
classes. The proof we give is inspired by an argument of Abhyankar.

Proposition 16.1 (Abhyankar, see [10, Proposition 6.2]) Let k be an algebraically
closed field and I ⊂ k[X,Y ] = A be an ideal such that dim A/I = 0. Suppose that
I/I 2 is generated by two elements. Then I is generated by two elements.

Proof (Sketch of the proof following [4]) Let f1, f2 ∈ I generate I/I 2. We may
assume that ( f1, f2) = I ∩ I ′, where I + I ′ = A and I ′ = M1 ∩ . . . ∩ Mr , r < ∞,
Mi are maximal ideals of A. We have Mi = (X − ai ,Y − bi ) and by a change of
variables we may assume thatM1 = (X,Y ). The ideal ( f1(X, 0), f2(X, 0)) of k[X ]
is contained in (X). Therefore, by using the Euclidean algorithm we can transform
( f1(X, 0), f2(X, 0)) to (Xlh(X), 0), where h(X) ∈ k[X ].

In order to prove that I is generated by two elements we need to reduce the
number of maximal ideals Mi one by one. We do this as follows. Considering
the elements of E2(k[X ]) as elements of E2(k[X,Y ]), we can transform the row
( f1(X,Y ), f2(X,Y )) to another row (h1(X,Y ), h′

2(X,Y )) such that
(1) The ideal ( f1(X,Y ), f2(X,Y )) = (h1(X,Y ), h′

2(X,Y ));
(2) h1(X, 0) = Xlh(X), h′

2(X, 0) = 0, i.e. h′
2(X,Y ) = Yh2(X,Y ).

This implies (h1(X,Y ),Yh2(X,Y )) = I ∩ M1 ∩ . . . ∩ Mr . SinceM1 = (X,Y ),
by a linear change of variables, for example, replacing Y by Y + cX , wemay assume
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in the beginning that the line Y = 0 does not pass through the finitely many points
belonging to V (I ) and the points (ai , bi ), 2 ≤ i ≤ r (notice that Y ∈ M1). This
implies in particular that the element Y ∈ A is a unit modulo I .

Now, since elements h1(X,Y ),Yh2(X,Y ) generate I/I 2 andMi/M
2
i , 2 ≤ i ≤ r .

We have h1(X,Y ), h2(X,Y ) generate I/I 2 and Mi/M
2
i , 2 ≤ i ≤ r . Since

(h1(X,Y ),Yh2(X,Y )) + M2
1 = M1

and M1 = (X,Y ), it follows that Yh2(X,Y ) /∈ M2
1 and hence h2(0, 0) �= 0. Hence

h2(X,Y ) /∈ M1. It follows that

(h1(X,Y ), h2(X,Y )) = I ∩ M2 ∩ . . . ∩ Mr .

By continuing this process, we see that I is generated by two elements. �

Theorem 16.7 (Seshadri’s Theorem for Euler class groups) Let A be a Cohen–
Macaulay domain of dimension 2. Let f ∈ A be a non-zero prime element (that
is, ( f ) is a prime ideal). Suppose that A/( f ) is a principal ideal domain with
SL2(A/( f )) = E2(A/( f )). Let J ⊂ A be an ideal of height 2 such that J/J 2 is
generated by 2 elements and wJ be a local orientation of J . Suppose (J,wJ ) = 0 in
E(A f ). Then (J,wJ ) = 0 in E(A).

Proof (Sketch) We may assume as in [6, Lemma 5.6], that J + ( f ) = A, and there
exist b1, b2 ∈ J such that (b1, b2) = J ∩ J ′, where J ′ contains a power of f that is
f n ∈ J , and the local orientation of J given by b1, b2 is wJ .
If n = 0, that is, f 0 = 1 ∈ J ′, then J ′ = A and J = (b1, b2) with (J,wJ ) = 0

in E(A). Now suppose that n > 0. Let bar denote reduction modulo ( f ). Then
we may operate (b1, b2) by an element of E2(A/( f )) to transform (b1, b2) by
(c1, 0). Therefore we transform (b1, b2) to (c′

1, c2) via elementary transformations
and assume that c2 is multiple of f , that is c2 = f c′

2. Then (c′
1, c

′
2) = J ∩ J ′′, where

l(A/J ′′) < l(A/J ). The local orientation of J given by c′
1, c

′
2 is f −1wJ . Continuing

this processwe obtain a set of generators {d1, d2} of J which give the local orientation
(J, f −kwJ ) that is (J, f −kwJ ) = 0 in E(A).

If k is even, (J,wJ ) = 0 in E(A) (by Lemma16.9). If k is odd, we have
(J, f −1wJ ) = 0 in E(A).Nowbymultiplying f 2 weget byLemma16.9, (J, f wJ ) =
0 in E(A) and f wJ is given by the set of generators {t1, t2} of J . Then (J,wJ ) is
given by the set of generators ( f −1t1, t2) of J/J 2. Using the fact that SL2(A/( f )) =
E2(A/( f )). It follows that (t1, t2)

E2(A/( f ))∼ (1, 0). Hence ( f, t1, t2)
E3(A)∼ (1, 0, 0).

Therefore ( f, t1, t2) is completable and hence by Lemma16.14, the set of generators
f −1t1, t2 of J/J 2 can be lifted to a set of generators of J showing that (J,wJ ) = 0
in E(A). �

Remark 16.5 If k is an algebraically closed field of characteristic �= 2, then it is
known that one can give a proof of Seshadri’s theorem as follows:

Let v(X,Y ) = (u1(X,Y ), u2(X,Y ), u3(X,Y )) be a unimodular row in A =
k[X,Y ]. We can assume that ht(u2(X,Y ), u3(X,Y )) = 2. Let J = (u2(X,Y ),
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u3(X,Y )). Then A/J modulo its nilradical is a product k × k × k × · · · × k of
algebraically closed fields. Thus the element u1(X,Y ) of A/J is a square. Thus,
it follows using the Swan–Towber, Krusemeyer, Suslin theorem that v(X,Y ) is com-
pletable.

Remark 16.6 Let A be a Noetherian ring with dim A = 2. Let (u, f, g) ∈ A3 be a
unimodular row with ht( f, g) = 2. Let v = u−1 mod ( f, g). Then the Euler class of
(u, f, g) is given by the set of generators {v f, g} of J/J 2. If the set of generators
{v f, g} of J/J 2 can be lifted to the set of generators of J then the Euler class of
(u, f, g) is trivial and the unimodular row (u, f, g) is completable. This relates the
lemma of Suslin to the theory of Euler class groups.

Remark 16.7 We describe the results schematically as follows:
Euler class groups −→ Suslin’s lemma −→ Seshadri’s theorem.

Suslin’s lemma
(via Bhatwadekar–Keshari)−−−−−−−−−−−−−→ Swan–Towber, Krusemeyer, Suslin theorem

−→ Seshadri’s theorem.
Swan–Towber, Krusemeyer, Suslin theorem

(via Euler class groups)−−−−−−−−−−−−→ Seshadri’s theorem.
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Chapter 17
On a Group Structure on Unimodular
Rows of Length Three over a
Two-Dimensional Ring

Anjan Gupta, Raja Sridharan and Sunil K. Yadav

17.1 Introduction

Let Y be a set, G be a group and Q : Y → G be a one–one onto map of sets. Then,
we can use the group structure on G to define a group structure on Y . This paper is
based on the above idea.

Let A be a Noetherian domain of dimension 2 and Y be the orbit space
Um3(A)/SL3(A), where Um3(A) is the set of unimodular rows of length 3 over A on
which the groupSL3(A) acts. Then, it is proved in [6, 7], thatϕ : Um3(A)/SL3(A) →
E(A) is a homomorphism of groups, where E(A) is the Euler class group of A (see
[6, 7]) and the group structure on Um3(A)/SL3(A) is defined either by using Bass’
theory of Symplectic modules [28, Appendix], or using the Vaserstein symbol [33,
Sect. 4]. Both these methods yield the same group structure on Um3(A)/SL3(A).

In this paper, we give yet another method of giving a group structure on
Um3(A)/SL3(A), namely we use the set theoretic map ϕ to pull back the group
structure on E(A) to obtain a group structure on Um3(A)/SL3(A).
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It would be interesting to see if this method applies to unimodular rows of other
sizes, thereby giving another way of understanding some of the results of van der
Kallen (See [30, 31]).

In Sect. 17.2,we record somepreliminaries. In Sects. 17.3 and 17.4,we recall some
results of Bhatwadekar–Raja Sridharan on the Euler Class group of aNoetherian ring.
InSects. 17.5 and17.6,wegive the definitionof a group structure onUm3(A)/SL3(A)

and prove that this structure defines a group.

17.2 Some Preliminaries

Definition 17.1

(i) Let A be a ring. A row (a1, a2, . . . , an) ∈ An is said to be unimodular of length
n if the ideal generated by a1, a2, . . . , an is A. The set of unimodular rows of
length n is denoted by Umn(A).

(ii) A unimodular row (a1, a2, . . . , an) is said to be completable if there is a matrix
in SLn(A) whose first row is (a1, a2, . . . , an).

(iii) We define En(A) to be the subgroup of GLn(A) generated by all matrices of the
form ei j (λ) = In + λEi j , λ ∈ A, i �= j , where Ei j is a matrix whose (i, j)th
entry is 1 and all other entries are zero. The matrices ei j (λ) will be referred to
as elementary matrices.

Lemma 17.1 (Prime Avoidance Lemma, see [3]) Let A be a ring I ⊂ A an ideal.
Suppose I ⊂ ⋃n

i=1 pi , where pi ∈ Spec(A). Then I ⊂ pi for some i, 1 ≤ i ≤ n.

Lemma 17.2 (see [3]) Let A be a ring, p1, p2, . . . , pr ∈ Spec(A) and I = (a1, a2,

. . . , an)be an ideal of A such that I � pi , 1 ≤ i ≤ r . Then there exist b2, b3, . . . , bn ∈
A such that the element c = a1 + a2b2 + a3b3 + · · · + anbn /∈ ⋃r

i=1 pi .

Since Mn(A) acts on An via matrix multiplication, the group En(A) which is a
subset of Mn(A) also acts on An . This induces an action of En(A) on Umn(A). The

equivalence relation on Umn(A) given by this action is denoted by
En(A)

˜ . Similarly

one can define
SLn(A)

˜ and
GLn(A)

˜ .

Theorem 17.1 (see [3])

(i) Let A be a ring and (a1, a2, . . . , an) ∈ An be a unimodular row of length n which
contains a unimodular row of shorter length. Then the row (a1, a2, . . . , an) is

completable. In fact, (a1, a2, . . . , an)
En(A)

˜ (1, 0, . . . , 0).
(ii) Let A be a semilocal ring. Then any unimodular row (a1, a2, . . . , an) of length

n ≥ 2 is completable. In fact, (a1, a2, . . . , an)
En(A)

˜ (1, 0, . . . , 0).

Definition 17.2 Two matrices α and β in SLn(A) are said to be connected if there
exists σ(X) ∈ SLn(A[X]) such that σ(0) = α and σ(1) = β. By considering the
matrix σ(1 − X), it follows that if α is connected to β then β is connected to α.
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Lemma 17.3 Any matrix in En(A) can be connected to the identity matrix.

Proof Everymatrix α ∈ En(A) can be written as a product of elementary matrices of
the form ei j (λ) = In + λEi j for i �= j , that is, α = ∏r

i=1 ei j (λ). We define σ(X) =∏r
i=1 ei j (λX). Then σ(X) ∈ SLn(A[X]), σ(0) = In and σ(1) = α. This proves the

lemma. �

Lemma 17.4 Let A be a ring and I be an ideal of A. Then the mapEn(A) → En(A/I)
is surjective.

Proof The proof follows from the fact that the generators ei j (λ̄) of En(A/I) for
λ ∈ A, can be lifted to generators ei j (λ) of En(A). �

Let us recall Quillen’s Splitting Lemma [23] with the proof following the expo-
sition of [3]. In what follows, (ψ1(X))t denotes the image of ψ1(X) in GLn(Ast[X])
and (ψ2(X))s denotes the image of ψ2(X) in GLn(Ast[X]).)
Lemma 17.5 (see [23]) Let A be a domain and s, t ∈ A be such that s A + t A = A.
Suppose there exists σ(X) ∈ GLn(Ast[X]) with the property that σ(0) = In. Then
there exist ψ1(X) ∈ GLn(As[X]) with ψ1(0) = In and ψ2(X) ∈ GLn(At[X]) with
ψ2(0) = In such that σ(X) = (ψ1(X))t (ψ2(X))s .

Proof Since σ(0) = In , σ(X) = In + Xτ(X), where τ(X) ∈ Mn(Ast[X]), we
choose a large integer N1 such that σ(λsk X) ∈ GLn(At[X]) for all λ ∈ A and for all
k ≥ N1. Define β(X, Y, Z) ∈ GLn(Ast[X,Y,Z]) as follows.

β(X, Y, Z) = σ((Y + Z)X)σ (Y X)−1. (17.1)

Then β(X, Y, 0) = In , and hence there exists a large integer N2 such that for all
k ≥ N2 and for all μ ∈ A we have β(X, Y, μt k Z) ∈ GLn(As[X,Y,Z]). This means

β(X, Y, μt k Z) = (σ1(X, Y, Z))t , (17.2)

where σ1(X, Y, Z) ∈ GLn(As[X,Y,Z]) with σ1(X, Y, 0) = In . Taking N =
max(N1, N2), it follows by the comaximality of s A and t A that s N A + t N A = A.
Pick λ,μ ∈ A such that λs N + μt N = 1. Setting Y = λs N , Z = μt N in (17.1) and
Z = 1, Y = λs N in (17.2), we get

β(X, λs N , μt N ) = σ(X)σ (λs N X)−1, and

β(X, λs N , μt N ) = (σ1(X, λs N , μt N ))t = (ψ1(X))t ,

where ψ1(X) ∈ GLn(As[X]). Hence, we conclude that σ(X)σ (λs N X)−1 =
(ψ1(X))t . Let σ(λs N X) = (ψ2(X))s , where (ψ2(X))s ∈ GLn(At[X]). Since σ(0) =
In , ψ1(0) = ψ2(0) = In , the result follows by using the identity σ(X) = σ(X)

σ (λs N X)−1σ(λs N X). �
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Remark 17.1 In above lemma by interchanging the roles of s and t we can write
σ(X) = (τ1(X))s(τ2(X))t ,where τ1(X) ∈ GLn(At [X ])with τ1(0) = In and τ2(X) ∈
GLn(As[X]) with τ2(0) = In .

Lemma 17.6 Let A be a domain and s, t ∈ A be such that s A + t A = A. If σ1 ∈
SLn(As), σ2 ∈ En(At), then σ1σ2 = β1β2, where β1 ∈ SLn(At) and β2 ∈ SLn(As).

Proof Wecanwriteσ1σ2 = σ1σ2σ
−1
1 σ1. Therefore, it suffices to show thatσ1σ2σ

−1
1 =

γ1γ2, where γ1 ∈ SLn(At) and γ2 ∈ SLn(As). Then the result follows by setting
β1 = γ1 and β2 = γ2σ1. Since any elementary matrix can be connected to the iden-
tity matrix, we can find α(X) ∈ SLn(At[X]) such that α(0) = In and α(1) = σ2.
Let δ(X) = σ1α(X)σ−1

1 . Then δ(1) = σ1σ2σ
−1
1 . Since δ(X) ∈ SLn(Ast[X]) and

δ(0) = In , by Remark 17.1, δ(X) = δ1(X)δ2(X), where δ1(X) ∈ SLn(At[X]) and
δ2(X) ∈ SLn(As[X]). Let γ1 = δ1(1) and γ2 = δ2(1). Hence the lemma follows. �
Lemma 17.7 (see [9]) Let A be a domain and s, t ∈ A be such that s A + t A = A.
Let σ ∈ SLn(Ast) and ε ∈ En(Ast). Then σε = τ1στ2, where τ1 ∈ SLn(As) and τ2 ∈
SLn(At).

Proof Let ε = ε1ε2, where ε1 ∈ SLn(As) is chosen such that ε1 = In mod (t N ) for
sufficiently large N and ε2 ∈ SLn(At). So, we have

σε = σε1ε2 = σε1σ
−1σε2.

Now, since ε1 = In mod (t N ) for sufficiently large N , therefore σε1σ
−1 ∈ SLn(As).

Now by taking τ1 = σε1σ
−1 and τ2 = ε2, we have σε = τ1στ2. �

Lemma 17.8 Let A be a domain and I be an ideal of A. Let a, c ∈ A be such that
a A + cA = A. Then

I Ia

Ic Iac

is a pullback diagram. This means that if two elements x ∈ Ia, y ∈ Ic are equal in
Iac, then there exists a unique z ∈ I such that z

1 = x in Ia and z
1 = y in Ib.

Proof Let x = b
ar and y = d

cs be such that b
ar = d

cs in Iac, where b, c ∈ A. Hence
bcs = dar in A. Since a A + cA = A, ar A + cs A = A. we choose λ,μ ∈ A such
that λar + μcs = 1. Let z = λb + μd. Then

ar z = arλb + arμd = arλb + csμb = b(arλ + csμ) = b and

cs z = csλb + csμd = arλd + csμd = d(arλ + csμ) = d.

Hence we have z
1 = b

ar in Ia and z
1 = d

cs in Ic. The uniqueness is proved in a similar
manner. �
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17.3 On the Euler Class Group

In this section, we give the definition of the Euler class group of a Noetherian ring
due to Bhatwadekar–Raja Sridharan and prove Lemma 17.9, [6, Lemma 5.3]. We
follow the exposition of Manoj Keshari [13].

Let A be a Noetherian ring with dim A = n ≥ 2. We define the Euler class group
of A, denoted by E(A), as follows:

Let J ⊂ A be an ideal of height n such that J/J 2 is generated by n elements. Let
α and β be two surjections from (A/J )n to J/J 2. We say that α and β are related if
there exists an automorphism σ of (A/J )n of determinant 1 such that ασ = β. It is
easy to see that this is an equivalence relation. If α : (A/J )n � J/J 2 is a surjection,
then by [α], we denote the equivalence class of α. We call such an equivalence class
[α] a local orientation of J .

Since dimA/J = 0 and n ≥ 2, we have SLn(A/J) = En(A/J) and therefore, the
canonical map from SLn(A) to SLn(A/J) is surjective. Hence, if a surjection α :
(A/J )n � J/J 2 can be lifted to a surjection θ : An � J , and α is equivalent to β :
(A/J )n � J/J 2, then β can also be lifted to a surjection from An to J . Let ασ = β

for some σ ∈ SLn(A/J). Since dim A/J = 0, there exists σ̃ ∈ SLn(A) which is a
lift of σ . Then θσ̃ : An � J is a lift of β.

A local orientation [α] of J is called a global orientation of J if the surjection
α : (A/J )n � J/J 2 can be lifted to a surjection θ : An � J .

We shall also, from now on, identify a surjection α with the equivalence class [α]
to which α belongs.

LetM ⊂ A be a maximal ideal of height n andN be aM-primary ideal such that
N/N2 is generated by n elements. Let wN be a local orientation of N. Let G be the
free abelian group on the set of pairs (N, wN), where N is a M-primary ideal and
wN is a local orientation of N.

Let J = ∩Ni be the intersection of finitely many ideals Ni , where Ni is Mi -
primary, Mi ⊂ A being distinct maximal ideals of height n. Assume that J/J 2 is
generated by n elements. Let wJ be a local orientation of J . Then wJ gives rise, in
a natural way, to a local orientation wNi ofNi . We associate to the pair (J, wJ ), the
element

∑
(Ni , wNi ) of G. By abuse of notation, we denote the element

∑
(Ni , wNi )

by (J, wJ ).
Let H be the subgroup of G generated by the set of pairs (J, wJ ), where J is an

ideal of height n which is generated by n elements and wJ is a global orientation of
J . We define the Euler class group of A denoted by E(A), to be G/H . Thus E(A)

can be thought of as the quotient of the group of local orientations by the subgroup
generated by global orientations.

Let J as above be an ideal of height n and α : (A/J )n � J/J 2 be a sur-
jection giving a local orientation wJ of J . Composing α with an automorphism
λ : (A/J )n → (A/J )n such that det(λ) = a ∈ (A/J )∗, we obtain a local orienta-
tion αλ : (A/J )n → J/J 2 which we denote by (J, awJ ).
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Lemma 17.9 (see [13]) Let A be a Noetherian ring of dimension n ≥ 2, J ⊂ A
an ideal of height n and wJ a local orientation of J . Let a ∈ A/J be a unit. Then
(J, wJ ) = (J, a2wJ ) in E(A).

17.4 On Some Results of Bhatwadekar–Raja Sridharan

In this section, we recall some results of Bhatwadekar–Raja Sridharan on the Euler
class group. We follow [3, 5–7, 13].

Lemma 17.10 (The SL2 Lemma) Let A be a ring and let J be a proper ideal of
A. Let J = (a, b) = (c, d). Suppose [a, b] = [c, d] mod J 2. Then there exists an
automorphism 
 of A2 such that

(i) 


(
a
b

)

=
(

c
d

)

,

(ii) det(
) = 1.

Proof Wehave a − c, b − d ∈ J 2. So we canwrite a − c = aa1 + ba2 and b − d =
aa3 + ba4, where ai ∈ J for 1 ≤ i ≤ 4. Let u = 1 − a1, v = −a2, w = −a3, and
x = 1 − a4. Then we have the following equation:

(
u v
w x

)

·
(

a
b

)

=
(

c
d

)

.

Now, we see that ux − vw = 1 − f , for some f ∈ J . There exist t1, t2 ∈ A such
that f = dt2 − ct1. The endomorphism 
 of A2 given by

(
u + bt2 v − at2
w + bt1 x − at1

)

is an automorphism of determinant 1 with 


(
a
b

)

=
(

c
d

)

. �

Corollary 17.1 Let A be a ring and let J be a proper ideal of A. Let J = (a, b) =
(c, d). Suppose there exists a matrix β ∈ SL2(A/J) such that β

(
a
b

)

=
(

c
d

)

in J/J 2,

then there exists a matrix α ∈ SL2(A) such that α

(
a
b

)

=
(

c
d

)

.

Proof Weare given that there exists amatrixβ ∈ SL2(A/J) such thatβ

(
a
b

)

=
(

c
d

)

.

Therefore we can take β =
(

λ1 λ2

λ3 λ4

)

∈ SL2(A/J) such that

(
λ1 λ2

λ3 λ4

) (
a
b

)

=
(

c
d

)

.
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This implies c = λ1a + λ2b andd = λ3a + λ4b. Now, taking lifts in A, we get c =
(λ1 + μ1)a + (λ2 + μ2)b and d = (λ3 + μ3)a + (λ4 + μ4)b, where μ1, μ2, μ3,

μ4 ∈ J . We can write this in matrix form as
(

λ1 + μ1 λ2 + μ2

λ3 + μ3 λ4 + μ4

)(
a
b

)

=
(

c
d

)

,

and det

(
λ1 + μ1 λ2 + μ2

λ3 + μ3 λ4 + μ4

)

= 1 (mod) J . Therefore, by the proof of the SL2 lemma,

there exists a matrix α ∈ SL2(A) such that α

(
a
b

)

=
(

c
d

)

. �

Theorem 17.2 (Addition Principle) Let A be a Noetherian ring of dimension 2. Let
J1 = (a1, a2) and J2 = (b1, b2) be ideals of A with ht(a1, a2) = 2 = ht(b1, b2) and
J1 + J2 = A. Then J1 ∩ J2 = (c1, c2) such that c1 = a1 mod J 2

1 , c2 = a2 mod J 2
1 ,

c1 = b1 mod J 2
2 and c2 = b2 mod J 2

2 . In particular if J1, J2 are generated by two
elements then J1 ∩ J2 is also generated by two elements.

Proof Suppose J1 = (a1, a2) and J2 = (b1, b2). Since ht(J2) = 2 and dimA = 2,
it follows that J2 is contained in finitely many maximal ideals m1,m2, . . . ,mr of
A. Since J1 + J2 = A, J1 not contained in mi for every i , that is J1 = (a1, a2) is
not a subset of ∪r

i=1mi . Therefore by Lemma 17.2, we may choose λ ∈ A such that
a1 + λa2 /∈ ∪r

i=1mi . Then J1 = (a′
1, a2), where a′

1 = a1 + λa2 satisfies (a′
1) + mi =

A for i = 1, 2, . . . , r or (a′
1) + J2 = A that is (a′

1, b1, b2) ∈ Um3(A).
As (a′

1, b1, b2) ∈ Um3(A), there exist λ1, λ2, λ3 ∈ A such that λ1a′
1 + λ2b1 +

λ3b2 = 1. This implies that λ2b1 + λ3b2 = 1 − λ1a′
1. This implies that 1 − λ1a′

1 ∈
(b1, b2) = J2. Now let c = λ1a′

1 and d = λ2b1 + λ3b2. Then we have c + d = 1,
where c ∈ J1 and d ∈ J2.

Now, J1 ∩ J2 = (a′
1, a2) ∩ (b1, b2) and c ∈ J1. This implies that (J1 ∩ J2)c =

(b1, b2)c. As d ∈ (b1, b2), it follows that (b1, b2) ∈ Um2(Ad).
Since any unimodular row of length 2 is completable, we have τ ∈ SL2(Ad) such

that

τ

(
b1
b2

)

=
(
1
0

)

. (17.3)

Since, J1 ∩ J2 = (a′
1, a2) ∩ (b1, b2) and d ∈ J2, this implies that (J1 ∩ J2)d =

(a′
1, a2)d . Now, as c is a unit in Ac and c = λ1a′

1, so a′
1 is also a unit in Ac. So

there exists ε1 ∈ E2(Ac) such that

ε1

(
a′
1

a2

)

=
(
1
0

)

. (17.4)

Combining (17.3) and (17.4), we get

τ−1ε1

(
a′
1

a2

)

=
(

b1
b2

)

.
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Letσ = τ−1ε1, where τ ∈ SL2(Ad) and ε1 ∈ E2(Ac). Then byLemma17.6, there
exist ε2 ∈ SL2(Ac) and ε3 ∈ SL2(Ad) such that τ−1ε1 = ε2ε3. Then we have

ε2ε3

(
a′
1

a2

)

=
(

b1
b2

)

,

or

ε3

(
a′
1

a2

)

= ε−1
2

(
b1
b2

)

,

where ε3

(
a′
1

a2

)

∈ (J1 ∩ J2)d and ε−1
2

(
b1
b2

)

∈ (J1 ∩ J2)c. Now patching ε3

(
a′
1

a2

)

and

ε−1
2

(
b1
b2

)

and using Lemma 17.8, we have J1 ∩ J2 is generated by two elements

c1, c2. For the proof that we can choose generators c1, c2 such that c1 = a1 mod J 2
1 ,

c2 = a2 mod J 2
1 , c1 = b1 mod J 2

2 and c2 = b2 mod J 2
2 , we refer to [6].

To understand the above proof better consider the following diagram:

J1 ∩ J2 (J1 ∩ J2)c

(J1 ∩ J2)d (J1 ∩ J2)cd

.

We are patching generators of (J1 ∩ J2)c and (J1 ∩ J2)d via a split automorphism to
obtain generators of J1 ∩ J2. �

Theorem 17.3 (Subtraction Principle, see [13]) Let A be a Noetherian domain with
dimA = 2. Let J1 and J2 be ideals of height 2 in A such that J1 + J2 = A. Sup-
pose J1 = (a1, a2) and J1 ∩ J2 = (c1, c2) with c1 = a1 mod J 2

1 and c2 = a2 mod J 2
1 .

Then J2 = (b1, b2), where b1, b2 satisfy the property that b1 = c1 mod J 2
2 and

b2 = c2 mod J 2
2 .

Proof We may assume by replacing a1 with a1 + λ′a2 that (a1) + J2 = A. Choose
d ∈ J2 such that λa1 + d = 1, where λ ∈ A. Putting λa1 = c, we have c + d = 1.
Then (J2)c = (J1 ∩ J2)c (since c ∈ J1), and this implies (J2)c = (c1, c2)c. Since
d ∈ J2, (J2)d = Ad and this implies (J2)d is generated by (1, 0). We have

(J2)cd = Acd = (c1, c2)cd = (1, 0)cd .

The theorem will be proved (as in the case of the Addition principle) if we show that
there is a matrix σ ∈ SL2(Acd) which splits such that σ(c1, c2)t = (1, 0)t .

We have (c1, c2)d = (a1, a2)d . Therefore by Lemma 17.10, there exists ε3 ∈
SL2(Ad) such that

ε3

(
a1

a2

)

=
(

c1
c2

)

. (17.5)
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Further since c = λa1, there exists ε1 ∈ E2(Ac) such that

ε1

(
a1

a2

)

=
(
1
0

)

. (17.6)

Combining (17.5) and (17.6), we get

ε1ε
−1
3

(
c1
c2

)

=
(
1
0

)

.

Let σ = ε1ε
−1
3 , where ε1 ∈ E2(Ac) and ε3 ∈ SL2(Ad). Then by Lemma 17.6, there

exist τ ∈ SL2(Ad) and ε2 ∈ SL2(Ac) such that ε1ε
−1
3 = τε2. Therefore, we have

τε2

(
c1
c2

)

=
(
1
0

)

,

or

ε2

(
c1
c2

)

= τ−1

(
1
0

)

,

where ε2

(
c1
c2

)

∈ (J2)c and τ−1

(
1
0

)

∈ (J2)d . Now patching ε2

(
c1
c2

)

and τ−1

(
1
0

)

and using Lemma 17.8, we get that J2 is generated by two elements b1, b2. For the
proof that we can choose generators such that b1 = c1 mod J 2

2 and b2 = c2 mod J 2
2 ,

we refer to [6].
To understand the proof better consider the following diagram:

J2 (J2)c

(J2)d (J2)cd

Remark 17.2 Nowwe see how the proof of the Subtraction principle comes from that
of the Addition principle. We look at the Addition principle. Let J1 = (a1, a2) and
J2 = (b1, b2). By replacing a1 to a1 + λ′a2 we may assume (a1) + J2 = A. Choose
d ∈ J2 such that λa1 + d = 1, where λ ∈ A. Put λa1 = c, we have c + d = 1.

Now, from the proof of the Addition principle we get ε1 ∈ E2(Ac) such that

ε1

(
a1

a2

)

=
(
1
0

)

and τ ∈ SL2(Ad) such that τ

(
b1
b2

)

=
(
1
0

)

. Then we have τ−1ε1
(

a1

a2

)

=
(

b1
b2

)

. As ε1 ∈ E2(Ac) and τ ∈ SL2(Ad), by Lemma 17.6, there exist
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ε2 ∈ SL2(Ac) and ε3 ∈ SL2(Ad) such that τ−1ε1 = ε2ε3. Thenwehave ε2ε3

(
a1

a2

)

=
(

b1
b2

)

or ε3

(
a1

a2

)

= ε−1
2

(
b1
b2

)

=
(

c1
c2

)

.

In the proof of the subtraction principle we are given (a1, a2) and (c1, c2) and we
want (b1, b2). That is, we are given ε3 and ε1 and we want ε2. To do this we rewrite
the equation τ−1ε1 = ε2ε3 as τε2 = ε1ε

−1
3 and split ε1ε

−1
3 to obtain ε2 (and also τ ).

Lemma 17.11 Let A be a Noetherian ring of dimension 2. Let (a1, a2, a3) and
(d1, d2, d3) be two unimodular rows of length 3. Then there exist matrices σ, τ ∈

E3(A) such that σ

⎛

⎝
a1

a2

a3

⎞

⎠ =
⎛

⎝
a′
1

a′
2

a′
3

⎞

⎠ and τ

⎛

⎝
d1
d2
d3

⎞

⎠ =
⎛

⎝
d ′
1

d ′
2

d ′
3

⎞

⎠, where ht(a′
2, a

′
3) =

ht(d′
2, d

′
3) = 2 and (a′

2, a′
3) + (d ′

2, d ′
3) = A.

Proof Adding suitable multiples of a1 to a2, a3, we may transform (a1, a2, a3) to
(a1, a′

2, a′
3) with ht(a′

2, a
′
3) = 2. Let J = (a′

2, a′
3) and bar denote reduction mod-

ulo J . Then (d1, d2, d3) ∈ Um3(A/J), and since ht(J) = 2, dimA/J = 0, we can

find τ ′ ∈ E3(A/J) such that τ ′

⎛

⎝
d1
d2
d3

⎞

⎠ =
⎛

⎝
0
0
1

⎞

⎠. Lifting τ ′ to an element of E3(A) we

find τ ′′ ∈ E3(A) such that τ ′′

⎛

⎝
d1
d2
d3

⎞

⎠ =
⎛

⎝
d̃1
d̃2
d̃3

⎞

⎠. Thus d̃1 = 0 mod J , d̃2 = 0 mod J ,

d̃3 = 1 mod J . Therefore, if λ2, λ3 ∈ A then d̃2 + λ2d̃1 = 0 mod J and d̃3 + λ3d̃1 =
1 mod J . Choosing λ2, λ3 suitably, we may assume that ht(d̃2 + λ2d̃1, d̃3 +
λ3d̃1) = 2.

Let a′
1 = a1, a′

2, and a′
3 be as above, d ′

1 = d̃1, d ′
2 = d̃2 + λ2d̃1, and d ′

3 = d̃3 +
λ3d̃1. Then ht(a′

2, a
′
3) = 2 = ht(d′

2, d
′
3). Further, since d ′

3 = 1 mod (a′
2, a′

3), we have
(a′

2, a′
3) + (d ′

2, d ′
3) = A. Thus the lemma follows. �

17.5 The Definition of the Group Structure on
Um3(A)/SL3(A)

In this section, we define a certain operation “∗” on the set Um3(A)/SL3(A). We will
show in the next two sections that “∗” defines a group structure on Um3(A)/SL3(A).

The method we adopt to define a group structure is described below. In [6, 7], it
is proved that there is a well-defined group homomorphism ϕ : Um3(A)/SL3(A) →
E(A). We use the fact that ϕ is well defined to define a group structure on
Um3(A)/SL3(A) as follows:

(Note that a unimodular row will always be denoted by parenthesis and its equiv-
alence class by [ , ]. Thus the equivalence class of (a, b) is [a, b].) Let [v] and [w]
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be two elements of Um3(A)/SL3(A), we define [v] ∗ [w] = ϕ−1[ϕ([v]) + ϕ([w])],
where + is the structure on E(A).

We begin by recalling the results from [7], where the map ϕ is well defined.
Let A be a Noetherian ring of dimension 2. Let (a1, a2, a3) ∈ Um3(A) and

P = A3

(a1,a2,a3)
. Let s : P � J be a surjectivemapwith ht(J) = 2.We have an induced

surjection s : P/J P � J/J 2. Let bar denote reduction modulo J and choose

(λ11, λ12, λ13), (λ21, λ22, λ23) ∈ A3 such that

⎛

⎝
a1 a2 a3

λ11 λ12 λ13

λ21 λ22 λ23

⎞

⎠ ∈ SL3(A/J ) =

E3(A/J ).

Let α : (A/J )2 � J/J 2 be given as α(e1) = s(λ11, λ12, λ13) and α(e2) =
s(λ21, λ22, λ23). Let ϕ([a1, a2, a3]) be the set of generators of J/J 2 given by α(e1),
α(e2). Then ϕ([a1, a2, a3]) is an element of E(A). It is proved in [6] that ϕ yields a
well-defined homomorphism Um3(A)/SL3(A) to E(A).

We compute ϕ explicitly as follows:
Let (a1, a2, a3) ∈ Um3(A). By adding a suitable multiples of a1 to a2 and a3

we may assume that height of (a2, a3) is 2. We define s : A3

(a1,a2,a3)
� J = (a2, a3)

given by s(e1) = 0, s(e2) = a3, and s(e3) = −a2. Let a1b1 = 1 mod (a2, a3), then⎛

⎝
a1 a2 a3

0 b1 0
0 0 1

⎞

⎠ ∈ SL3(A/(a2, a3)). Using this we compute

ϕ([a1, a2, a3]) = (s(0, b1, 0), s(0, 0, 1)) = (b1a3,−a2) ∈ E(A),

where b1a3,−a2 generate J/J 2, J = (a2, a3) (we are identifying a surjection

(A/J )2 � J/J 2 with the images of e1 and e2). Now since

(
b−1
1 0
0 b1

)

∈ E2(A/J),

(b1a3,−a2) = (a3,−b1a2) in E(A). Now, since

(
0 1

−1 0

)

∈ E2(A), (a3,−b1a2) =
(b1a2, a3) in E(A) and since (J, wJ ) = (J, a2

1wJ ) in E(A) (by Lemma 17.9), we
have (b1a2, a3) = (a1a2, a3) in E(A).

Nowsuppose,wehave twounimodular rows v = (a1, a2, a3) andw = (b1, b2, b3).
Operating on v and w by elementary matrices, we may assume (by Lemma 17.11)
that ht(a2, a3) = 2 = ht(b2, b3) and (a2, a3) + (b2, b3) = A. Let u be chosen so that
u = a1 mod (a2, a3) and u = b1 mod (b2, b3). Such a choice of u is possible by the

Chinese remainder theorem. Then, since u − a1 ∈ (a2, a3), (a1, a2, a3)
E3A
˜ (u, a2, a3),

similarly (b1, b2, b3)
E3(A)

˜ (u, b2, b3). Let J1 = (a2, a3), J2 = (b2, b3) and (a2, a3) ∩
(b2, b3) = (c2, c3) = J with c2 = a2 mod J 2

1 , c3 = a3 mod J 2
1 , c2 = b2 mod J 2

2 ,
and c3 = b2 mod J 2

2 . We have (u, c2, c3) is a unimodular row and
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ϕ([u, c2, c3]) = (J, wJ )

= (uc2, c3)

= (ua2, a3) + (ub2, b3)

= (J1, wJ1) + (J2, wJ2)

= ϕ([u, a2, a3]) + ϕ([u, b2, b3])
= ϕ([a1, a2, a3]) + ϕ([b1, b2, b3]).

Further by the injectivity of ϕ (Lemma 17.14), there exists a unique element [̃v]
of Um3(A)/SL3(A) such that ϕ[̃v] = ϕ([v]) + ϕ([w]). It follows (see next para-
graph) that there is a well defined group structure on Um3(A)/SL3(A), by defining
[v] ∗ [w] = ϕ−1(ϕ([v]) + ϕ([w])),whereϕ : Um3(A)/SL3(A) → E(A) is the above
map.

If [v] SL3(A)

˜ [v′] and [w] SL3(A)

˜ [w′], then we have

ϕ([v] ∗ [w]) = ϕ([v]) + ϕ([w]) = ϕ([v′]) + ϕ([w′]) = ϕ([v′] ∗ [w′]).

Therefore by the injectivity of ϕ, [v] ∗ [w] = [v′] ∗ [w′] and hence ϕ is well defined.
The proof that “∗” defines a group structure on E(A) will occupy the rest of this

section and the next. In Sect. 17.6, we will show that the definition “∗” is independent
of the various choices that we here made.

(i) To identify the identity elementwith the above definition of the addition of two
unimodular rows, let (u1, a1, a2) and (1, b1, b2) be two unimodular rows such that
the ideals (a1, a2) and (b1, b2) are of height 2 and comaximal, that is (a1, a2) +
(b1, b2) = A. Now, let (a1, a2) ∩ (b1, b2) = (c1, c2) with a1 = c1 mod J 2

1 , a2 =
c2 mod J 2

1 and b1 = c1 mod J 2
2 , b2 = c2 mod J 2

2 , where J1 = (a1, a2) and J2 =
(b1, b2). By using the Chinese remainder theorem, we get an element u ∈ A such that
u = u1 mod J1 and u = 1 mod J2. Therefore (u, c1, c2) is unimodular row. By defi-
nition (u1, a1, a2) ∗ (1, b1, b2) = (u, c1, c2). By
Theorem 17.6, (u, c1, c2) and (u1, a1, a2) are in same SL3(A) orbit. This proves

that (1, 0, 0)
SL3(A)

˜ (1, b1, b2) acts as the identity element.
(ii) In order to determine the inverse of a given unimodular row (u, a1, a2), we

prove the following theorem whose proof is motivated by [9, Lemma 3.6].

Theorem 17.4 Let A be a domain and (x, y, z) ∈ A3 be a unimodular row with
ht(y, z) = 2. Then the inverse of (x, y, z) under above operation is (x,−y, z).

Proof We have (x,−y) + (y, z) = (x, y, z) = A and (x,−y) + (z) = A. There-
fore we can choose λ ∈ A such that−y + λ2x2 = y′ does not belong to the maximal
ideals of A containing (y, z) and does not belong to the height 1 prime ideals of A
containing (z). Therefore, we have

(1) (x, y′, z) = (x,−y + λ2x2, z) is unimodular.
(2) (y′) + (y, z) = A, hence (y′, z) + (y, z) = A.
(3) ht(y′, z) = 2.
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First note that (x, yy′, z) is unimodular and

(x, yy′, z) = (x,−y2 + λ2x2y, z)
E3(A)

˜ (x,−y2, z)
SL3(A)

˜ (1, 0, 0).

Now, we prove that the element of E(A) associated to (x, yy′, z) is the sum

of elements in E(A) associated to (x, y, z) and (x, y′, z). Since (x, yy′, z)
SL3(A)

˜
(1, 0, 0), this will show that the inverse of (x, y, z) is (x,−y, z).

Let J1 = (y, z) and J2 = (y′, z). The element of E(A) is associated to (x, y, z) =
(J1, wJ1), where wJ1 is the set of generators of J1/J 2

1 given by x−1y, z or xy, z (by
Lemma 17.9). The element of E(A) is associated to (x, y′, z) = (J2, wJ2), where wJ2
is the set of generators of J2/J 2

2 given by x−1y′, z or xy′, z.
Let us compute the element of E(A) associated to (x, yy′, z). Since (y, z) +

(y′, z) = A, going modulo (z), we see that (y) ∩ (y′) = (yy′), and hence (y, z) ∩
(y′, z) = (yy′, z). We have yy′ = −y2 + λ2x2y and yy′ = λ2x2y mod J 2

1 . Also

yy′ = y′(−y′ + λ2x2) = (−y′2 + λ2x2y′) = λ2x2y′ mod J 2
2 .

Hence the element of E(A) associated to (x, yy′, z) is (J1, w̃J1) + (J2, w̃J2), where
w̃J1 is the set of generators of J1/J 2

1 given by (xλ2x2y, z) and w̃J2 is the set of
generators of J2/J 2

2 given by (xλ2x2y′, z). Further

(λ2x2, y, z) = (−y + λ2x2, y, z) = (y′, y, z) = A.

and

(λ2x2, y′, z) = (λ2x2,−y + λ2x2, z) = (λ2x2, y, z) = A.

Hence λ2x2 which is a square is a unit modulo (y, z) and (y′, z). Hence by
Lemma 17.9,

(J1, w̃J1) + (J2, w̃J2) = (J1, wJ1) + (J2, wJ2)

in E(A) and the element of E(A) associated to the completable row (x, yy′, z) is the
sum of the elements in E(A) associated to (x, y, z) and (x, y′, z). �

17.6 The Conclusion of the Proof of the Existence of a
Group Structure

In this section, we complete the proof of the existence of a group structure on
Um3(A)/SL3(A). We prove Theorem 17.6 which implies the existence of an identity
element andLemma17.14which implies that themapϕ : Um3(A)/SL3(A) → E(A)

is injective. We begin with
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Theorem 17.5 Let A be a Noetherian domain with dimA = 2. Let J ⊂ A be an ideal
of height 2 such that J = (a1, a2) = (b1, b2). Let u1, u′

1 ∈ A be units modulo J and
u1v1 = u′

1v′
1 = 1 mod J . Suppose the generators {v1a1, a2} and {v′

1b1, b2} of J/J 2

are connected by a matrix σ ∈ SL2(A/J), that is,

σ

(
v1a1

a2

)

=
(

v′
1b1
b2

)

.

Then we have an isomorphism of projective A-modules

A3

(u1, a2,−a1)
� A3

(u′
1, b2,−b1)

.

In fact, there exists a matrix α ∈ SL3(A) such that

α

⎛

⎝
u1

a2

−a1

⎞

⎠ =
⎛

⎝
u′
1

b2
−b1

⎞

⎠ .

Proof We have u1v1 = 1 − j1 and u′
1v

′
1 = 1 − j2 with j1, j2 ∈ J . Let

(1 − j1)(1 − j2) = 1 − j, P = A3

(u1, a2,−a1)
and Q = A3

(u′
1, b2,−b1)

.

Now, we compute the cocycle associated to the projective module P = A3

(u,a2,−a1)
.

We have a surjection f : A3

(u,a2,−a1)
� (a1, a2) = J given by f (e1) = 0, f (e2) =

a1, f (e3) = a2. This gives a surjection f1− j : P1− j � J1− j .
Since u1v1 = 1 − j1 and (1 − j1)(1 − j2) = 1 − j , we have u1v′ = 1, where

v′ = v1(1− j2)
1− j . So we can take a completion of (u1, a2,−a1) in SL3(A1− j ) as

⎛

⎝
u1 a2 −a1

0 v′ 0
0 0 1

⎞

⎠ . Let q1 = (0, v′, 0) and q2 = (0, 0, 1), then {q1, q2} is a basis of the

free module P1− j .
Since j ∈ (a1, a2), so (J ) j = A j . This implies that the unimodular row (u, a2,

−a1) in A j consists a unimodular row of shorter length. Hence (u, a2,−a1) is
completable in A j and hence Pj is free. Choose a basis {p1, p2} of Pj such that
f j (p1) = 1, f j (p2) = 0. For this purpose we choose any basis of Pj . The image of
this basis is a unimodular row in A j . We transform the unimodular row to (1, 0) via
a matrix in SL2(Aj) and correspondingly transform the basis of Pj to obtain p1, p2

such that f j (p1) = 1, f j (p2) = 0. In particular, we have

⎛

⎝
u a2 −a1

p1

p2

⎞

⎠ ∈ GL3(Aj).
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We can modify p2 by a unit in A j and assume that the condition f j (p2) = 0 still
holds whereby the above matrix belongs to SL3(Aj). Thus {p1, p2} is a basis of Pj .

Since we have bases for Pj and P1− j , we compute the cocycle associated to P .

Let q1 = λ11 p1 + λ12 p2 and q2 = λ21 p1 + λ22 p2, then

(
λ11 λ12

λ21 λ22

)

∈ SL2(Aj(1−j)) is

the cocycle associated to P .
We have

f j (1− j)(q1) = λ11 f j (p1) = λ11, f j (1− j)(0, v′, 0) = v′a1 and

f j (1− j)(q2) = λ21 f j (p1) = λ21, f j (1− j)(0, 0, 1) = a2.

Thus λ11 = v′a1 and λ21 = a2. Hence the cocycle associated to P is

σ1 =
(

v′a1 λ12

a2 λ22

)

∈ SL2(Aj(1−j)).

Similarly, the cocycle associated to the projective module Q = A3

(u′
1,b2,−b1)

is

σ2 =
(

v′′b1 μ12

b2 μ22

)

∈ SL2(Aj(1−j)), where v′′ = v′
1(1 − j1)

(1 − j)
.

By Corollary 17.1, there exists σ ∈ SL2(A1− j ) such that

σ

(
v′a1 λ12

a2 λ22

)

=
(

v′′b1 μ̃12

b2 μ̃22

)

.

So, (by Step(6) of the proof of the Theorem 17.6), we can find an element ε ∈
E2(Aj(1−j)) such that εσσ1 = σ2. This implies by Lemma 17.7, that the cocycle σ1 is
equivalent to σ2. Hence P � Q and the two rows are in the same SL3(A) orbit. �

Theorem 17.6 (Addition Principle) Let A be a domain of dimension 2. Let J1 =
(a1, a2) and J2 = (b1, b2) be two comaximal ideals of height 2 in A such that
(b1) + (a1, a2) = A. Let (a1, a2) ∩ (b1, b2) = (c1, c2) = J3 with c1 = a1 mod J 2

1 ,
c2 = a2 mod J 2

1 , c1 = b1 mod J 2
2 and c2 = b2 mod J 2

2 . Let u be a unit modulo
(a1, a2) such that u = 1 mod J2. Then the unimodular rows (u, a1, a2) and (u, c1, c2)
are in the same SL3(A) orbit.

Proof We prove this in several steps the method being to show that the cocycles
associated to the two unimodular rows are equivalent.

Step(1): Since (u, a1, a2) = A, we can choose j1 ∈ (a1, a2) such that 1 −
j1 = λ′u. Since (b1) + (a1, a2) = A, (b1, a1, a2) = A and we can choose j2 ∈
(a1, a2) such that 1 − j2 = μ′b1. Let 1 − j = (1 − j1)(1 − j2). Then j ∈ (a1, a2)

and 1 − j = vu and 1 − j = μb1.
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Step(2): In this step, we compute the cocycle associated to the projective module
P = A3

(u,a1,a2)
. Let us consider the surjective map f : A3

(u,a1,a2)
� (a1, a2) = J1 given

by f (e1) = 0, f (e2) = a2, f (e3) = −a1. Since by Step(1) we have uv = 1 − j ,

we can take a completion of (u, a1, a2) as

⎛

⎝
u a1 a2

0 v
1− j 0

0 0 1

⎞

⎠ in SL3(A1−j). Let q1 =

(0, v
1− j , 0) and q2 = (0, 0, 1). Then {q1, q2} is a basis for the free module P1− j .
Now, since j ∈ (a1, a2), so (J1) j = A j . This implies that the unimodular row

(u, a1, a2) contains a unimodular row of shorter length in A j . So, (u, a1, a2) is
completable in A j and hence Pj is free. Choose a basis {p1, p2} of Pj such that
f j (p1) = 1, f j (p2) = 0. For this purpose we choose any basis of Pj . The image of
this basis is a unimodular row in A j . We transform the unimodular row to (1, 0) via
a matrix in SL2(Aj) and correspondingly transform the basis of Pj to obtain p1, p2

such that f j (p1) = 1, f j (p2) = 0. In particular, we have

⎛

⎝
u a1 a2

p1

p2

⎞

⎠ ∈ GL3(A j ).

So, we can modify p2 by a unit in A j assume that the condition f j (p2) = 0 still
holds and the above matrix belongs to SL3(Aj). Thus {p1, p2} is a basis of Pj .

Since we have basis of Pj and P1− j , we can use these two bases to compute the
cocycle of P . Let q1 = λ11 p1 + λ12 p2 and q2 = λ21 p1 + λ22 p2, then

(
λ11 λ12

λ21 λ22

)

∈ SL2(Aj(1−j))

is the cocycle of P .
We have f j (1− j)(q1) = λ11 f j (p1) = λ11, f j (1− j)(0, v′, 0) = v

1− j a2 and f j (1− j)

(q2) = λ21 f j (p1) = λ21, f j (1− j)(0, 0, 1) = −a1. Thus λ11 = v
1− j a2 and λ21 = −a1.

Hence the cocycle associated to P is

( v
1− j a2 λ12

−a1 λ22

)

∈ SL2(Aj(1−j)).

Step(3): We recall the statement of the SL2 lemma. Let J = ( f, g) = ( f ′, g′).

Suppose there exists a matrix α ∈ M2(A) with det(α) = 1 mod J and α

(
f
g

)

=
(

f ′
g′

)

. Then there exists β ∈ SL2(A) such that β

(
f
g

)

=
(

f ′
g′

)

.

In particular, if J = ( f, g) = ( f ′, g′), f ′ = f mod J 2 and g′ = g mod J 2, then

there exists β ∈ SL2(A) such that β

(
f
g

)

=
(

f ′
g′

)

.

Step(4):Since (a1, a2) ∩ (b1, b2) = (c1, c2) and j ∈ (a1, a2),wehave (b1, b2) j =
(c1, c2) j . Now, since bi = ci mod J 2

2 , then by the SL2 lemma there exists σ ∈
SL2(Aj) such that σ

(
b1
b2

)

=
(

c1
c1

)

. Hence the unimodular rows (u, b1, b2) j and
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(u, c1, c2) j are in the same SL3(Aj) orbit. Since u = 1 mod (b1, b2), then (u, b1, b2)
is completable to a matrix in SL3(Aj). Hence (u, c1, c2) is completable to a matrix
in SL3(Aj).

Let α =
⎛

⎝
u c1 c2

λ′
11 λ′

12 λ′
13

λ′
21 λ′

22 λ′
23

⎞

⎠ ∈ SL3(A j ) and let p′
1 = (λ′

11, λ
′
12, λ

′
13) and p′

2 =

(λ′
21, λ

′
22, λ

′
23). Thus {p′

1, p′
2} forms a basis for Q j , where Q is the projective module

A3

(u,c1,c2)
.

Step(5): Let g : A3

(u,c1,c2)
� J3 = (c1, c2) be the surjection given by g(e1) = 0,

g(e2) = c2, and g(e3) = −c1. Since α ∈ SL3(Aj) (Step(4)) and g(u, c1, c2) = 0, the
elements g(λ′

11, λ
′
12, λ

′
13) and g(λ′

21, λ
′
22, λ

′
23) generate (J3) j . We have

g(λ′
11, λ

′
12, λ

′
13) = λ′

12c2 − λ′
13c1 and g(λ′

21, λ
′
22, λ

′
23) = λ′

22c2 − λ′
23c1.

Let g1 = λ′
12c2 − λ′

13c1 and g2 = λ′
22c2 − λ′

23c1.We canwrite this in thematrix form
as

(−λ′
13 λ′

12−λ′
23 λ′

22

)(
c1
c2

)

=
(

g1
g2

)

(17.7)

and since det α = 1,

det

(−λ′
13 λ′

12−λ′
23 λ′

22

)

= det

(
λ′
12 λ′

13
λ′
22 λ′

23

)

= u−1 mod (c1, c2) j .

Now, since (b1, b2) j = (c1, c2) j and u = 1 mod (b1, b2) j , therefore u = 1 mod
(c1, c2) j . Hence u−1 = 1 mod (c1, c2) j . Then by Corollary 17.1 and the SL2 lemma

(Step(3)),

(
c1
c2

)

j

and

(
g1
g2

)

j

are in the same SL2(Aj) orbit. By Step(4),

(
c1
c2

)

j

and
(

b1
b2

)

j

are in the same SL2(Aj) orbit. Hence

(
c1
c2

)

j

,

(
g1
g2

)

j

and

(
b1
b2

)

j

are in the

same SL2(Aj) orbit.

Step(6): Let A be a ring, σ and τ are two matrices in SL2(A) having the same

first column. Then σ−1τ is elementary. This holds since σ−1τ

(
1
0

)

=
(
1
0

)

, we have

σ−1τ =
(
1 μ∗
0 1

)

which is elementary.

Step(7): In this step, we compute the cocycle associated to the projective module
Q = A3

(u,c1,c2)
. Let us consider the surjective map g : A3

(u,c1,c2)
� (c1, c2) = J3 given

by g(e1) = 0, g(e2) = c2, and g(e3) = −c1. Since by Step(1) we have uv = 1 − j ,



324 A. Gupta et al.

we can take a completion of (u, c1, c2) in SL3(A1−j) as

⎛

⎝
u c1 c2
0 v

1− j 0
0 0 1

⎞

⎠ . Let q ′
1 =

(0, v
1− j , 0) and q ′

2 = (0, 0, 1), then {q ′
1, q ′

2} is a basis for the free module Q1− j .
Now fromStep(4), we have a completionα ∈ SL3(Aj) of (u, c1, c2)whose second

and third rows are p′
1, p′

2. Thus {p′
1, p′

2} is a basis of Q j . Let q ′
1 = δ11 p′

1 + δ12 p′
2 and

q ′
2 = δ21 p′

1 + δ22 p′
2. Then

(
δ11 δ12
δ21 δ22

)

∈ SL2(Aj(1−j)) is the cocycle associated to the

projective module Q. Also we have g(q ′
1) = v

1− j c2 and g(q ′
2) = −c1. On the other

hand
(

g(q ′
1)

g(q ′
2)

)

=
(

δ11 δ12
δ21 δ22

) (
g(p′

1)

g(p′
2)

)

.

By Step(5), g(p′
1) = g1 and g(p′

2) = g2. Hence

( v
1− j c2
−c1

)

=
(

δ11 δ12
δ21 δ22

)(
g1
g2

)

,

where

(
δ11 δ12
δ21 δ22

)

∈ SL2(A j (1− j)) is the cocycle associated to Q = A3

(u,c1,c2)
.

Step(8): We have

( v
1− j c2
−c1

)

and

( v
1− j a2

−a1

)

are in the same SL2(A1−j) orbit.

This follows since (c1, c2)1− j = (a1, a2)1− j (because 1 − j ∈ (b1, b2)), and ci =
ai mod J 2

1 , where J1 = (a1, a2).

Step(9): In this step, we show that the cocycles associated to P and Q are equiv-
alent. Recall that the cocycle associated to P = A3

(u,a1,a2)
is

(
λ11 λ12

λ21 λ22

)

=
( v

1− j a2 λ12

−a1 λ22

)

and the cocycle associated to Q = A3

(u,c1,c2)
is

(
δ11 δ12
δ21 δ22

)

, where

(
δ11 δ12
δ21 δ22

) (
g1
g2

)

=
( v

1− j c2
−c1

)

.

Now, we want to show that

(
λ11 λ12

λ21 λ22

)

and

(
δ11 δ12
δ21 δ22

)

are equivalent. Since from

Step(1) 1 − j = μb1, there exists an elementary matrix ε ∈ E2(A1−j) such that

ε

(
b1
b2

)

=
(
1
0

)

. Therefore ε−1

(
1
0

)

=
(

b1
b2

)

. FromStep(5), there exists ν ∈ SL2(Aj)

such that ν

(
b1
b2

)

=
(

g1
g2

)

and from Step(7),

(
δ11 δ12
δ21 δ22

) (
g1
g2

)

=
( v

1− j c2
−c1

)

. From

Step(8), there exists β ∈ SL2(A1−j) such that
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β

( v
1− j c2
−c1

)

=
( v

1− j a2

−a1

)

=
(

λ11 λ12

λ21 λ22

)(
1
0

)

.

Hence we have

β

(
δ11 δ12
δ21 δ22

)

νε−1

(
1
0

)

=
(

λ11 λ12

λ21 λ22

) (
1
0

)

.

Hence by Lemma 17.7, the cocycles β

(
δ11 δ12
δ21 δ22

)

νε−1 and

(
λ11 λ12

λ21 λ22

)

are equiv-

alent (since by Step(6), these matrices differ by an elementary matrix). Again by

Lemma17.7, the cocycleβ

(
δ11 δ12
δ21 δ22

)

νε−1 is equivalent to the cocycleβ

(
δ11 δ12
δ21 δ22

)

ν.

Since β ∈ SL2(A1− j ) and ν ∈ SL2(A j ), the cocycles β

(
δ11 δ12
δ21 δ22

)

ν and

(
δ11 δ12
δ21 δ22

)

are equivalent. Hence the cocycles

(
δ11 δ12
δ21 δ22

)

and

(
λ11 λ12

λ21 λ22

)

are equivalent. This

implies P � Q and the unimodular rows (u, a1, a2) and (u, c1, c2) are in the same
SL3(A) orbit. �

We now wish to prove Theorem 17.14. This is proved using Theorem 17.6 and
the ideas of [5–7]. We recall the lemmas of [5–7] that are needed with sketches of
proofs.

The following lemma holds for general n. We state it only in the case where n = 2
because that is the case we use here.

Lemma 17.12 (MovingLemma see [6], [5, Proposition 4.10])Let A be a Noetherian
ring of dimension 2. Suppose J1, J2 ⊂ A are comaximal ideals of height 2. Suppose
J1 ∩ J2 = (a1, a2), where a1, a2 give the orientation wJ1 of J1 and the orientation
wJ2 of J2. Suppose further that there are ideals J3, J4 ⊂ A of height 2 such that

(1) J1, J2, J3, J4 are pairwise comaximal.
(2) J2 ∩ J3 = (b1, b2), where b1, b2 give the orientation wJ2 of J2 and the orientation

wJ3 of J3.
(3) J3 ∩ J4 = (c1, c2), where c1, c2 gives the orientation wJ3 of J3 and the orientation

wJ4 of J4.

Then J1 ∩ J4 = (d1, d2), where d1, d2 and c1, c2 give the same orientation of J4
and d1, d2 and a1, a2 give the same orientation of J1.

Remark 17.3 Roughly the lemma says that if

[J1] + [J2] = 0, [J2] + [J3] = 0, and [J3] + [J4] = 0 in E(A).

Then [J1] + [J4] = 0 in E(A), where symbols are to be interpreted approximately.
The idea is to interpret the identity −(−a) = a in a suitable way.
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Proof (Sketch of the proof of Lemma 17.12) Since J1 ∩ J2 and J3 ∩ J4 are gener-
ated by 2 elements, we see by the Addition principle that J1 ∩ J2 ∩ J3 ∩ J4 is also
generated by 2 elements. Now since J2 ∩ J3 is generated by 2 elements, using the
Subtraction principle one can show that J1 ∩ J4 is also generated by 2 elements.
Further, at each stage one can keep track of the orientations to prove the lemma. �

Remark 17.4 Another way of interpreting Lemma 17.12 is the following: Suppose
we are given that J1 ∩ J2 and J2 ∩ J3 (which are two ideals having common compo-
nent J3) are generated by two elements. Then, we can replace J2 by J4 and assume
that J1 ∩ J4 and J3 ∩ J4 are generated by two elements.

Lemma 17.13 (see [6], [5, Proposition 4.10]) Let A be a Noetherian ring of dimen-
sion 2. Let J ⊂ A be an ideal of height 2 such that J/J 2 is generated by 2 elements
and wJ be the corresponding orientation of J/J 2. Suppose (J, wJ ) = 0 in E(A).
Then J is generated by 2 elements a1, a2 and the orientation of J given by a1, a2 is
the same as wJ .

Proof (Sketch) Since (J, wJ ) = 0 in E(A), we have

(J, wJ ) +
∑

k

(Jk, wJk ) =
∑

k

(J ′
k, w′

J ′
k
)

in G, where G is as in the definition of the Euler class group. The ideals Ji have height
2 and are generated by 2 elements, and thewJi are the orientations of Ji given by those
2 elements. If some (Jk, wJk ) and (J ′

k, w′
J ′

k
) have a common m-primary component

for some maximal ideal m of A and wJi and w′
J ′

k
give the same orientation of the m-

primary ideal corresponding to that component, then by Lemma 17.12, we replace
and change that component in Ji and J ′

i to obtain ideals J̃i with an orientation w̃Ji

and J̃ ′
i with an orientation w̃′

J ′
i
such that the equation

(J, wJ ) +
∑

k

(Jk, wJk ) =
∑

k

(J ′
k, w′

J ′
k
)

holds when (Ji , wJi ) and (J ′
i , w′

J ′
i
) are replaced by ( J̃i , w̃Ji ) and ( J̃ ′

i , w̃′
J ′

i
), and then

assumebydoing this that the ideals J and (Ji )i (indexedby i) aremutually comaximal
and the (J ′

k)k (indexed by k) are mutually comaximal with J ∩ (∩Jk) = ∩J ′
k .

By the Addition principle the ideal ∩Ji is generated by 2 elements with the
appropriate orientations and so is ∩J ′

i . By the Subtraction principle J is generated
by 2 elements a1, a2, which give the orientation wJ of J . �

Now we come to the main lemma that is used to prove the existence of a group
structure onUm3(A)/SL3(A). Themain ingredients of the proof, are Theorems 17.6,
17.5 and the technique of the proof of Lemma 17.13. The reader who reads the proof
of Lemma 17.13 which is given in [5] will able to understand the details. We do not
give all the details to render the proof readable.
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Lemma 17.14 Let A be a Noetherian domain of dimension 2. Let (a1, a2, a3) and
(b1, b2, b3) be two unimodular rows in A such that P1 = A3

(a1,a2,a3)
and P2 = A3

(b1,b2,b3)
.

Suppose the elements associated to P1 and P2 inE(A) are the same. Then (a1, a2, a3)

and (b1, b2, b3) are in the same SL3(A) orbit.

Proof Let J1 = (a2, a3) and J2 = (b2, b3). Thus by Lemma 17.11, we may assume
that ht(J1) = 2 = ht(J2) and that J1 + J2 = A. The elements of E(A) associated to
(a1, a2, a3) and (b1, b2, b3) are (J1, wJ1) and (J2, wJ2) with orientations which are
given by a−1

1 a2, a3 and b−1
1 b2, b3 respectively.

Since (J1, wJ1) = (J2, wJ2) in E(A). We have

(J1, wJ1) +
∑

k

(J ′
k, w′

k) = (J2, wJ2) +
∑

l

( J̃l , wl), (17.8)

where for every k, l, the ideals J ′
k and J̃l of A are of height 2 and generated by 2

elements and w′
k , wl are the trivial orientations of Jk and J̃l given by these elements.

Since J1 and J2 are comaximal, using Lemma 17.12, we may change the J ′
k , J̃l and

assume that the ideals J1 and J ′
k are mutually comaximal and the ideals J2 and J̃l are

mutually comaximal and (17.8) still holds.
By the Addition principle ∩k J ′

k is generated by 2 elements and also J1 ∩ (∩k J ′
k)

is generated by 2 elements d2, d3 with the generators giving the trivial orientations
on each component. Similarly, J2 ∩ (∩l J̃l) = (g2, g3) with the generators giving the
trivial orientations on each component. Let u1 = a1 mod J1, u1 = 1 mod ∩k J ′

k and
u2 = b1 mod J2, u2 = 1 mod ∩l J̃l . Then, since u1 = a1 mod J1, by Theorem 17.6,

(a1, a2, a3)
SL3(A)

˜ (u1, d2, d3),

where (d2, d3) are generators of J1 ∩ (∩k J ′
k) which give the orientation (a2, a3) of

J1 and the trivial orientation w′
k of J ′

k .
Further, since u2 = b1 mod J2, by Theorem 17.6,

(b1, b2, b3)
SL3(A)

˜ (u2, g2, g3),

where (g2, g3) are generators of J2 ∩ (∩l J̃l) which give the orientation (b2, b3) of J2
and the trivial orientation wl of J̃l . Since

(J1, wJ1) +
∑

k

(J ′
k, w′

k) = (J2, wJ2) +
∑

l

( J̃l, wl)

in G, we have
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(1) (g2, g3) = (d2, d3)
(2) The orientations (u−1

1 d2, d3) and (u−1
2 g2, g3) of (g2, g3) and (d2, d3) respectively,

are the same. Therefore, by Theorem 17.5, (u1, d2, d3)
SL3(A)

˜ (u2, g2, g3) and

hence (a1, a2, a3)
SL3(A)

˜ (b1, b2, b3).
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Chapter 18
Relating the Principles
of Quillen–Suslin Theory

Ravi A. Rao and Sunil K. Yadav

18.1 Introduction

Serre’s problem on projective modules ranks among the most celebrated problems
in commutative algebra since its inception in his famous 1955 paper ([6], p. 243):

“Signalons que, lorsque V = Kr (auquel cas A = K[XI , . . . ,Xn]), on ignore s’il
existe des A-modules projectifs de type fini qui ne soient pas libres, ou, ce qui revient
au méme, s’il existe des espaces fibrés algébriques à fibrés vectorielles, de base Kr ,
et non triviaux.”

The book of T.Y. Lam [7] has a comprehensive description of the developments
on this problem, which evolved through several intermediate stages beginning with
the work of C.S. Seshadri [12] in 1958 when n = 2, and finally settled by Quillen
and Suslin [10, 14] independently. The book of Ischebeck–Rao [5] gives Serre’s
motivation (in the subject of set-theoretic complete intersection questions in affine
space) for suggesting the problem, and the subsequent developments in that direction
till the early 1980s.

The solution to Serre’s problem on the freeness of finitely generated projective
modules over a polynomial extension of a field rests on two pillars, namely Hor-
rock’s Monic Inversion Principle [4] and the Quillen’s Local–Global Principle [10].
These principles were used by Suslin [15] to show that the special linear group over
a polynomial extension of a field consists of elementary matrices, for matrices of
size at least 3. Suslin proved both the Local–Global Principle and the Monic Inver-
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sion Principle for the pair (GLn(R[X ]),En(R[X ])), n ≥ 3. (The latter being a highly
non-trivial argument based on establishing first a Bruhat type decomposition for
En(R[X ,X−1],m[X ,X−1]), when (R,m) is a local ring.)

In [11], we shall provide an alternative approach to proving the Monic Inversion
Principle. This work was sketched in two one hour talks by the first author in the
International workshop on “Leavitt path algebras and K-theory” on July 1, 2017 at
CUSAT, Kerala. The talks have been recorded in this article. In particular, no proofs
are given in this article, and only the results are announced.

18.2 The Local–Global Principle and Normality

We shall follow the standard notations for the various classical groups, for instance,
see [2].

It was established in [2] that the Local–Global Principle holds for the following
pairs of classical groups
• the linear case (SLn(R[X ]),En(R[X ])), n ≥ 3,
• the symplectic case (Sp2n(R[X ]),ESp2n(R[X ])), n ≥ 3,
• the orthogonal case (SO2n(R[X ]),EO2n(R[X ])), n ≥ 3,
follows from any of the set of equivalent conditions listed in Theorem 1 stated below.

Moreover, one could establish that the Local–Global Principle for these linear
groups is equivalent to the Normality of the Elementary Linear groups in these
cases.

The notation used in the statement of Theorem18.1 is from [2]. We shall assume
n ≥ 3 in the linear case, and n ≥ 6 in the symplectic and orthogonal cases below.

We begin by recalling that a ring R with unit is said to be almost commutative if
it is finite over its center (denoted by C(R)).

Theorem 18.1 The following are equivalent for an almost commutative ring R:

1. (Normality): E(n,R) is a normal subgroup of S(n,R).
2. In + M (v,w) ∈ E(n,R) if v ∈ Umn(R) and 〈v,w〉 = 0.
3. (Local–Global Principle): If α(X ) ∈ S(n,R[X ]), α(0) = In and αm(X ) ∈ E

(n,Rm[X ]) for all m ∈ Max (C(R)), then α(X ) ∈ E(n,R[X ]). (Note that Rm

denotes S−1R, where S = C(R) \ m.)
4. (Dilation Principle): Let α(X ) ∈ S(n,R[X ]), with α(0) = In. Let αs(X ) ∈ E

(n,Rs[X ]) for some non-nilpotent s ∈ C(R). Then α(bX ) ∈ E(n,R[X ]) for b ∈
(sl)C(R), l � 0. (Actually, we mean there exists some β(X ) ∈ E(n,R[X ]) such
thatβ(0) = In andβs(X ) = α(bX ). But, since there is no ambiguity, for simplicity
we are using the notation α(bX ) instead of βs(X )).

5. If α(X ) = In + X dM (v,w), where v ∈ E(n,R)e1 and 〈v,w〉 = 0, then α(X ) ∈
E(n,R[X ]) and is a product decomposition of the form �geij(Xh(X )) for d � 0.

6. In + M (v,w) ∈ E(n,R) if v ∈ E(n,R)e1 and 〈v,w〉 = 0.
7. In + M (v,w) ∈ E(n,R) if v ∈ S(n,R)e1 and 〈v,w〉 = 0.
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Remark 18.1 Statement (6) is true for any associative ring with 1. In particular, an
almost commutative ring with identity satisfies statements (1)–(7).

18.3 The Monic Inversion Principle

We give a number of equivalent statements below, which are related to the Quillen–
Suslin Monic Inversion Principle for K1(R[X ]) and prove the equivalence of these
statements assuming the Local–Global Principle for the pair

(GLn(R[X ]),En(R[X ])), for n with n ≥ 3.

Remark 18.2 We believe that after appropriate modifications of the conditions (3),
(4) below, these statements would be equivalent even without assuming the Local–
Global Principle.

Theorem 18.2 For a local ring A with the unique maximal ideal m, the following
statements are equivalent, for n ≥ 3:

1. Splitting of En(A[X ,X−1],m[X ,X−1]). That is

En(A[X ,X−1],m[X ,X−1]) = G+G−,

where G+ = En(A[X ],m[X ]) and G− = En(A[X−1],m[X−1]).
2. Let α ∈ GLn(A[X ]), n ≥ 3. Suppose there exists β ∈ GLn(A[X−1]) such that

αβ−1 ∈ En(A[X ,X−1]). Then α ∈ GLn(A) En(A[X ]).
3. Monic Inversion Principle: Let B be a commutative ring with identity. Let

f := f (X ) ∈ B[X ] be a monic polynomial. Let α ∈ GLn(B[X ]), be such that
α ∈ En(B[X , 1

f (X )
]). Then α ∈ En(B[X ]).

4. Let L be a field. Then for any m, SLn(L[X1, . . . ,Xm]) = En(L[X1, . . . ,Xm]).
5. Let α ∈ En(A[X ]).

a. δiαδ−1
i ∈ GLn(A[X ]) ⇒ δiαδ−1

i ∈ En(A[X ]).
b. δ−1

i αδi ∈ GLn(A[X ]) ⇒ δ−1
i αδi ∈ En(A[X ]).

6. En(A[X ,X−1]) normalizes G+G−.

The proof we shall provide in [11] is far more advantageous in terms of its appli-
cability to a wide range of groups, in fact all one needs is a Matsumoto-type theorem
(see [8]) for the respective K2 in hand.

We feel that our approach would enable one to establish the Monic Inversion
Principle in other groups too such as the case when G is an isotropic reductive
algebraic group over a polynomial extension of a local ring ([13], Corollary 5.2).
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In Theorem18.2, we enlist a number of equivalent statements, one of which is
the Monic Inversion Principle for the elementary linear group, and another is the
Bruhat decomposition for En(A[X ,X−1],m[X ,X−1]), when n ≥ 3. Assuming the
Local–Global Principle, we show that these statements are equivalent.

One of the statements in Theorem18.2 is to show that the linear group over a
polynomial extension of a field is the elementary linear group.We recall an argument
of M.P. Murthy in [3] to prove this via using Mennicke symbols. Thus, (4) can be
established using the Local–Global Principle.

Consequently, all the equivalent statements in Theorem18.2 are established;
in particular, one establishes the Monic Inversion Principle for the linear pair of
groups (SLn(A[X ]),En(A[X ])), for n ≥ 3; as well as (1) the splitting property for
(En(A[X ,X−1],m[X ,X−1]), n ≥ 3.

We believe that this is a fairly easier path toward establishing a Bruhat decom-
position for En(A[X ,X−1],m[X ,X−1]), when (A,m) is a local ring. This approach
could be used to proving such decomposition for a variety of other groups.

We believe that with suitable modifications of the statements in Theorem18.2,
we should be able to prove that these statements are equivalent without assuming the
Local–Global Principle.

These equivalent statements are restated for the special linear group in Theo-
rem18.1. The proof of the equivalence of these statements in [2] did use most of
the methods needed to prove each of the statements. However, in the proof of the
equivalence of the statements in Theorem18.2 one uses very little of the methods
used earlier to prove each of those statements. In particular, one seems to get the
Bruhat-type decomposition result gratis.

We believe that the equivalent conditions of Theorem18.2 imply the equivalent
conditions of Theorem18.1. For instance, it is possible via Theorem18.2-(5) to show
that SLn−1(A) normalizes En(A).

We thus conclude that philosophically the Monic Inversion Principle, the Local–
Global Principle, and the Normality of the elementary linear groups should all be
equivalent properties; in the sense that if one holds so do the other two; thereby
emphasizing the philosophy that an information given at the point at infinity is equiv-
alent to prescribing it at any finite set of points covering the space.
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