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Preface

The speed of data transmission between computers surpassed that of human commu-
nications long ago, and has since expanded exponentially. As a result, the origin of
the majority of data has become non-human, mechanical, or natural sources; in fact,
humans are merely the source of a small part of the current data explosion. Such
expanding data transmission does not simply consist of single source and desti-
nation pairs, but actually circulates over a complex network connecting numerous
sources and destinations. We should note that such circulation is an important aspect
of the underlying systems. For example, in engineering, it is well known that a feed-
back loop can stabilize a dynamic system. This fact implicates the possibility of
controlling the torrential flow of data circulation by human intervention even on a
small amount of data. Based on this concept, in order to tame and control the massive
amount of data originating from non-human sources, we have been considering the
insertion of “acquisition,” “analysis,” and “implementation” processes in the flow of
data circulation.

Although this approach has the potential to provide many societal benefits, data
circulation has not typically been the target of academic research. Thus, in 2013, we
started a new degree program in this domain, namely, Real-World Data Circulation
(RWDC), gathering faculty and students from the Graduate Schools of Information
Science, Engineering, Medicine, and Economics in Nagoya University, Japan.

This book is the first volume of a series of publications summarizing the outcome
of the RWDC degree program, collecting the relevant chapters of graduate students’
dissertations from various research fields targeting various applications, as well as
lecture notes in relevant fields. Throughout the book, we present examples of real-
world data circulation and then illustrate the resulting creation of social value.

Nagoya, Japan
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Kazuya Takeda
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Introduction to the Real-World Data
Circulation Paradigm

Kazuya Takeda

1 Real-World Data Circulation (RWDC)

The essential social value is formed bywidely sharing the fundamental values such as
convenience, enjoyability, well-being, and affluence with other people. Such values
are not simply delivered from the product/service creators to the consumers but are
created through the interactive processes of both creators’ ideas and consumers’
demands. The consumers’ demands are usually not visible and grow/change during
the use of new products and services. Circulations that connect users and creators that
enable creating new products/services that reflect the ever-changing or unconstructed
users’ demands well are indeed the essential social value creation processes. The
lack of attention to this circulation may be one of the reasons that has caused Japan’s
degradation in the global competitiveness ranking1 from the 1st position (1990) to
the 24th (2013), and 34th (2020).

We believe, by the following two reasons, that in order to create such a circula-
tion, a new research paradigm is needed: (1) creating new social values essentially
implicates a multi-disciplinary study involving at least engineering (convenience),
computer science (enjoyment), medicine (health), and economics (abundance), and
(2) connecting creators and consumers inevitably requires three steps such as sensing
the demands from the measurement of the real world (data acquisition), analyzing
the data to understand demands (data analysis), and based on the hypothesis derived
from the understanding, modifying or even newly creating products/services (imple-
mentation). Needless to say that the implantation of the new products/services may
affect the customers’ behaviors which would bemeasured again by the first step (data

1International Institute for Management Development, “World competitiveness ranking,” https://
worldcompetitiveness.imd.org/ [Accessed: Jan. 11, 2021].
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4 K. Takeda

Fig. 1 The RWDC process is indispensable in order to transform the production process and/or
consumer services using digital technologies

acquisition). The new academic discipline, Real-World Data Circulation (RWDC),
is a discipline that studies this circulation imposed in either academic or industrial
applications. (Fig. 1)

Fostering Ph.D. level experts of RWDC is crucially important for the Japanese
industry where less attention has been paid to the system technologies rather than
the production technologies. For example, it is well known that although many parts
inside Apple’s iPhone are “Made in Japan,” very few apps are provided by Japanese
companies. The industrial standing point is clearly contrasting to that of the US and
China.

Here let me show one example of the RWDC skillset. This is a job description of a
growth engineer (In general, a growth hacker) given byDropbox almost a decade ago.
Dropbox at that time was an emerging startup company and therefore their human
demand was somehow projecting the current social needs of human resource.

A growth engineer would substantially contribute to Dropbox’s continued success. The
process is simple: measure everything to understand it, come up with new ideas, test the best
ones, launch the best performing, and repeat this all as quickly as possible.

Inspired by this job description as well as the common understanding of the
importance of RWDC, four graduate schools of Nagoya University, Japan jointly put
a unique proposal to the call for “Program for Leading Graduate Schools” by the
Ministry of Education Culture, Sports, Science and Technology (MEXT), in 2012.

This book introduces essences of the RWDC considered in Ph.D. theses of 13
students who joined the program from various research fields and disciplines during
2014 and 2021 in order to showcase the actual cases of RWDC.
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2 Real-World Data Circulation in the Human, Machine,
and Society Domains

This section will overview the dissemination of the RWDC concept in each of the
human, machine, and social domains that are showcased in this book.

2.1 RWDC in the Human Data Domain

As examples of RWDC in the human data domain, four research topics are showcased
in Part II of this book. First, two topics on auditory scene analysis titled “A study on
environmental sound modeling based on deep learning” and “A study on utilization
of prior knowledge in underdetermined source separation and its application” are
introduced. Next, a topic on computer-aided education titled “A study on recogni-
tion of students’ multiple mental states during discussion using multimodal data” is
introduced. In the end, a topic on information security titled “Towards practically
applicable quantitative information flow analysis” is introduced.

2.2 RWDC in the Machine Data Domain

As examples of RWDC in the machine data domain, five research topics are show-
cased in Part III of this book. First, a topic on material processing titled “Research
on high-performance high-precision elliptical vibration cutting” is introduced. Next,
two topics on coding of optical sensor data titled “A study on efficient light field
coding” and “Point cloud compression for 3DLiDARsensor” are introduced.Thirdly,
a topic on route planning for autonomous driving titled “Integrated planner for
autonomous driving in urban environments including driving intention estimation”
is introduced. Finally, a topic on fluid dynamics analysis titled “Direct numerical
simulation on turbulent/non-turbulent interface in compressible turbulent boundary
layers” is introduced.

2.3 RWDC in the Social Data Domain

As examples of RWDC in the social data domain, four research topics are showcased
in Part IV of this book. First, two topics on correction of real-world text data titled
“Efficient text autocompletion for online services” and “Coordination analysis and
term correction for statutory sentences usingmachine learning” are introduced. Next,
a topic on the analysis of cityscape analysis titled “Research of ICT utilization for
consideration of townscapes” is introduced. Finally, a topic on industrial science
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titled “Measuring efficiency and productivity of Japanese manufacturing industry
considering spatial interdependence of production activities” is introduced.

3 Human-Resource Development in the RWDC Domain

This section introduces the four pillars of human-resource development in theRWDC
domain as a degree program.

3.1 Ph.D. Research

The human resource development in the RWDC Ph.D. program consists of four
pillars (Fig. 2). The first pillar, of course, is the Ph.D. research experiences in one of
the four graduate schools. The second pillar is the knowledge and skills in RWDC,
which will be discussed in detail in Sec. 3.2. The third pillar is the global experiences
such as student collaboration, visiting research, and networking. Finally, the fourth
pillar is the industrial experiences including startup experiences. For general students,
pursuing all four requirements in a 5-year period is not easy, since the latter three
pillars should be fulfilled on top of the first pillar, i.e., Ph.D. research. As most Ph.D.
programs in Japanese graduate schools, it is amandatory requirement for our students

PhD
research

Industrial
experiences

Lectures and 
hands-on

Knowledge
And skills

Global
experiences

Final evaluation

D3

D2

D1

M2

M1

Fig. 2 The four pillars of the education in the RWDC program
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to publishmultiple journal papers. In otherwords, theRWDCPh.D. program requires
extra achievements to the Ph.D. degree.

In the RWDC Ph.D. program, acquisition, analysis, and implementation are not
independent procedures but is one general process as a whole. Whatever the topic
of his/her Ph.D. thesis may be, the new findings should be connected to an RWDC
and therefore have to have impacts to our society. In order to guarantee the value of
the degree of the program, a degree committee is formed and requests the applicant
student to add an additional chapter to the Ph.D. thesis where he/she discusses the
research achievement in terms of RWDC. Some experts from the industry are also
invited for reviewing that chapter.

3.2 Knowledge and skills in RWDC

Dealing with real-world data has increased its importance in the past 20 years, and
will definitely continue to increase toward the future. We believe that our RWDC
Ph.D. program was one of the pioneering attempts emphasizing the importance of
real-world data circulation. In general, the RWDC consists of three steps: the first
step is data acquisition, i.e., acquiring data from the real world. This process can be
generalized as the process of “real to virtual information transformation” in a wider
view. There are various means of data acquisition such as physical sensing with
IoT devices, SNS statistics, public open data, private management indicators, etc.
Students are requested to study the fundamental theories and skills of data acquisition
in two of their majoring target domains through recommended lectures taught in the
four member graduate schools.

In the RWDC program, we categorize the target of RWDC into three domains:
human, machine, and society. Students are requested to select two out of the three
categories as primary and secondary domains. According to their target domains,
students can put emphases in some particular acquisition methods.

The second process is data analysis. Students start with learning fundamental
theories of statistics and signal and pattern information processing aswell asmachine
learning. Then, they study various cases of data analysis applications through lectures
taught by professors in the fourmember graduate schools. This lecture series, namely,
Real-World Data Circulation Systems I, connects theories/methods of data analysis
applied to various real problems in research/technology.

The third process of the RWDC is implementation. In order to interact with,
we finally implement the analysis results to the real world, which initiates the next
circulation. That part is taught mainly by invited lecturers from the industry.
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3.3 Global/Industrial Leadership

Unlike other Ph.D. programs, the RWDC Ph.D. program puts emphasis on the skill
development, particularly for becoming a global leader. It is not easy to enhance such
skills based solely on lessons such as practicums, group works, and discussions held
in classrooms. The designed education style is, so-to-say “Giving the students oppor-
tunities and evaluate their experiences.” Thus, the program mandates all students to
experience research activities in global environments during a minimum of 2-month
long visiting research (some students would actually stay longer, such as 1 year)
outside their home country. In addition to that, students must participate in a 2-week
long summer school held in Asian countries during the second year in the program.
The summer schools have been located in Istanbul, Turkey (2015); Hanoi, Vietnam
(2016 and 2018); and Bangkok, Thailand (2017 and 2019). Collaborating with the
students of Istanbul Technological University (ITU), Hanoi Institute of Science and
Technology (HIST), and Chulalongkorn University, our students designed cultural
lectures with hands-on activities, together with short project involving group works.
We found that these global experiences brought a big change to our students in the
sense that it eliminates the fears for communicating and collaborating with people
from different cultures and backgrounds in English. In fact, it is not necessarily diffi-
cult, but they have not been aware of how easy it is until they actually tried out. Of
course, staying in the World’s top-level laboratories even for a short period of time
connected our students with the premier research community which would become
an eternal asset for the young researchers.

3.4 Industrial Experience

The program also requests all students to take part in industrial internships for at
least 2 months. The experiences in time and goal managements in a corporate project
sometimes changed the students’ attitude drastically.

4 Achievements of the RWDC program

The research achievements obtained through the RWDC program will be evident
in the following chapters. We will see various data circulations formed upon the
Ph.D. researches in different disciplines, spanning from material science to social
economics. Each of them has an associated circulation(s), and therefore tightly
connected to the real world. These chapters will showcase the effectiveness of
our systematic scheme in education that combines practical experiences and deep
research. This is obviously the most important achievement of the program. In the
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future, the pile of research discussions in the following chapterswill serve as the foun-
dation of a new research discipline, Real-World Data Circulation, fostering young
leaders in that area.

Another symbolic achievement throughout the first 7 years was the young talents
themselves. For instance, we are proud of the fact that ten startups were launched
from the program. As of summer 2020, they have raised more than ten million USD
of funds and have created more than 100 job opportunities. Many students in the
program are closely connectedwith those startups, and they experienced that research
achievements can work as parts of the industrial eco-system once they are used in
the context of RWDC. The importance and the social demand of our targeted talent,
RWDC leaders, are still growing. Actually, it is attracting more attention now than
the time we designed the program as we can see from the fact that data scientists still
seem to be one of themost popular job titles among employers; talentswho can collect
data, analyze them, and recommend tactics; who understand statistics; who knows
which analysis model works on which problem; and who can find the appropriate
computer tools or write codes for that. On top of that, with the understanding of the
crucial importance of RWDC, as well as the deep knowledge on a specific discipline,
our students can surely pioneer the next step needed for the innovation toward our
future society.

5 Future Prospective of the Program—Beyond Digital
Transformation

The concept of RWDC may not sound very new to some people. They may wonder
how it differs from the concept of Plan-Do-Check-Act (PDCA). To me, RWDC is
different from PDCA in its final goal. PDCA is a self-governing process toward a
given goal, while RWDC is an ever-continuing innovation process. PDCA or feed-
back control is a nice idea if we wished to stabilize complex systems, while RWDC
is a fundamental policy of trying to do new things where we wish to change as much
as possible.

Recently, the concept of Digital Transformation (DX) is becoming popular in
Japan. Sometimes it simply indicates the application of digital technologies such as
IoT, Big data, and AI for improving the efficiency of an organization, particularly a
company’s production or service systems. But to me, it is obvious that the biggest
advantage of using digital technologies is enlarging and accelerating the deformation
process, which is not in the form of a single pipeline, but rather is a circulation or an
interactive process between the technologies and the human society. We are proud
that RWDC has deeply recognized the importance of the fact that transformation is
the result of interaction, and that we have continuously worked in the education of
the leaders who share this concept.
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Although in this volume, the number of chapters, i.e., Ph.D. theses produced
through the RWDC program, is limited to 13, our continuous efforts will extend
the chapters in succeeding volumes published in the future, which will keep on
contributing to build the new discipline of RWDC, as well as producing global
leaders in industrial science.
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A Study on Environmental Sound
Modeling Based on Deep Learning

Tomoki Hayashi

Abstract Recent improvements in machine learning techniques have opened new
opportunities to analyze every possible sound in the real-world situation, namely,
understanding environmental sound. This is a challenging problem because the goal
is to understand every possible sound in a given environment, from the sound of glass
breaking to the crying of children. This chapter focuses on Sound Event Detection
(SED), one of the most important tasks in the field of understanding environmental
sound, and addresses three problems that affect the performance of monophonic,
polyphonic, and anomalous SED. The first problem is how to combine multi-modal
signals to extend the range of detectable sound events into human activities. The
second one is how to model the duration of sound events that is one of the essential
characteristics to improve polyphonic SED performance. The third one is how to
model normal environments in the time domain to improve anomalous SED systems.
This chapter introduces how the proposed method solves each problem and reveals
the effectiveness of the proposed method to improve the performance of each SED
task. Furthermore, discussions about the relationship between each work and the
Real-World Data Circulation (RWDC) reveal how each work accomplishes what
kind of data circulation.

1 Introduction

Humans encounter many kinds of sounds in daily life, such as speech, music, the
singing of birds, and keyboard typing. Over the past several decades, the main targets
of acoustic research have been speech and music, while other sounds have gener-
ally been treated as background noise. However, recent improvements in machine
learning techniques have opened new opportunities to analyze such sounds in detail,
namely, understanding environmental sound. Understanding environmental sound is
challenging because the goal is to understand every possible sound in a given envi-
ronment, from the sound of glass breaking to the crying of children. To accelerate
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this research field, several competitions have been held in recent years, including
CLEAR AED [41], TRECVID MED [34], and the DCASE Challenge [31]. More-
over, several datasets have been developed, such as urban sound datasets [39] and
AudioSet [13].

One of the essential tasks in this field is Sound Event Detection (SED), which
is the task to detect the beginning and the end of sound events and to identify their
labels. SED has many applications such as retrieval frommultimedia databases [48],
life-logging [36, 42], automatic control of devices in smart homes [45], and audio-
based surveillance systems [6, 7, 44]. The SED task can be divided into three types:
monophonic, polyphonic, and anomalous SED. An overview of each SED task is
shown inFig. 1.An acoustic feature vector (e.g., logMel filterbanks orMel-frequency
cepstral coefficients) is extracted from the input audio clip, the length of which is
around several minutes. Then, the SED model estimates the beginning and the end
of sound events and identifies their labels from a given feature vector. The target
sound events are predefined, but it depends on the SED type. In the monophonic
SED case, multiple sound events cannot appear at the same time. On the other hand,
in the polyphonic SED case, any number of sound events can be overlapped at the
same time. In the anomalous SED case, the prior information of target sound events
is not given. Therefore, the system tries to detect novel or anomalous sound events
which do not appear in the training data. Sound events include a wide range of
phenomena that vary widely in acoustic characteristics, duration, and volume, such
as the sound of glass breaking, typing on a keyboard, knocking on doors, and human
speech. This diversity of targets makes SED challenging. Though recent advances
in machine learning techniques have led to the improvement of the performance of
SED systems, various problems remain to be solved.

This study addresses three problems that affect the performance of monophonic,
polyphonic, and anomalous SED systems. The first problem is how to combinemulti-
modal signals to extend the range of detectable sound events into human activities.
The second is how to model the duration of sound events that is one of the essential
characteristics to improve polyphonic SED performance. The third is how to model
normal environments in the time domain to improve anomalous SED systems.

First, toward the development of a life-logging system, the use ofmulti-modal sig-
nals recorded under realistic conditions is focused [16, 19]. In that way, sound events
related to typical human activities can be detected, including discrete sound events
like a door closing along with sounds related to more extended human activities like
cooking. The key to realizing the application is finding associations between different
types of signals that facilitate the detection of various human activities. To address
this issue, a large database of human activities recorded under realistic conditions
is created. The database consists of over 1,400h of data, including the outdoor and
indoor activities of 19 subjects under practical conditions. TwoDeepNeural Network
(DNN)-based fusion methods using multi-modal signals are proposed to detect var-
ious human activities. Furthermore, the speaker adaptation techniques in Automatic
Speech Recognition (ASR) [32] are introduced to address the subject individuality
problem, which degrades the detection performance. Experimental results using the
constructed database demonstrate that the use of multi-modal signals is effective,
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Fig. 1 Overview of the sound event detection task. First, the system extracts a feature vector from
the input audio clip. Then, the SED model estimates the beginning and the end of sound events
and their labels from the feature vector. Here, the target types of sound events are predefined. In
the monophonic case, a sound event cannot be overlapped. Meanwhile, in the polyphonic case, any
number of sound events can be overlapped. In the anomalous case, the prior information on the
target sound events is not given; therefore, the system detects novel or anomalous sound events
which do not appear in the training data
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and that speaker adaptation techniques can improve performance, especially when
using only a limited amount of training data.

Second, modeling the duration of sound events is focused to improve the perfor-
mance of polyphonic SED systems [17]. The duration is one of the most important
characteristics of sound events, but conventional methods have not yet modeled them
explicitly [21, 24]. To address this issue, a novel hybrid approach using duration-
controlled Long Short-Term Memory (LSTM) [14, 22] is proposed. The proposed
model consists of two components: a Bidirectional LSTM recurrent neural network
(BLSTM), which performs frame-by-frame detection, and a Hidden Markov Model
(HMM) or a Hidden Semi-Markov Model (HSMM) [49] that models the duration of
each sound events. The proposed approachmakes it possible to model the duration of
each sound event precisely and to perform sequence-by-sequence detection without
needing thresholding. Furthermore, to effectively reduce insertion errors, the post-
processing method using binary masks is also introduced. This post-processing step
uses a Sound Activity Detection (SAD) network to identify segments for activity
indicating any sound event. Experimental evaluation with the DCASE2016 task2
dataset [31] demonstrates that the proposed method outperforms conventional poly-
phonic SEDmethods and can effectively model sound event duration for polyphonic
SED.

Third, modeling the normal acoustic environment is focused to improve the
anomalous SED system [18, 25]. In conventional approaches [29, 38], the mod-
eling is performed in the acoustic feature domain. However, this results in a lack of
information about the temporal structure, like the phase of the sounds. To address
this issue, a new anomalous detection method based on WaveNet [47] is proposed.
WaveNet is an autoregressive convolutional neural network that directly models
acoustic signals in the time domain, which enables us to model detailed temporal
structures like the phase of waveform signals. The proposedmethod usesWaveNet as
a predictor rather than a generator to detect waveform segments responsible for sig-
nificant prediction errors as unknown acoustic patterns. Furthermore, i-vector [8] is
utilized as an additional auxiliary feature ofWaveNet to consider differences in envi-
ronmental situations. The i-vector extractor should allow the system to discriminate
the sound patterns, depending on the time, location, and surrounding environment.
Experimental evaluation with a database of sounds recorded in public spaces shows
that the proposed method outperforms conventional feature-based approaches and
that time-domain modeling in conjunction with the i-vector extractor is effective for
anomalous SED.

In the following sections, the relationship between each work and Real-World
Data Circulation (RWDC) has been discussed. Section 2 explains how the developed
tools for human activity recognition can foster RWDC. Section 3 describes how
data analysis during research on polyphonic SED inspires a new method for SED
based on duration modeling. Section 4 explains how the output from the research
on anomalous SED can be used to improve the performance of polyphonic SED
systems, demonstrating the application of discovered knowledge to another process.
Finally, this chapter is summarized in Sect. 5.
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2 Human Activity Recognition with Multi-modal Signals

The goal of this work is the development of a method to promote the cycle shown
in Fig. 2. This cycle assumes that intellectual and physical activities result in expe-
riences, such as the discovery of new knowledge or a sense of accomplishment.
These experiences enhance people’s abilities, expanding the range of activities open
to them. Continuously repeating this cycle makes it possible for us to develop our-
selves and improve their quality of our life. In order to help people to keep repeating
this cycle, it is necessary to monitor them and to understand their activities and expe-
riences. To achieve this, a life-logging system was developed, which automatically
records the signals and recognizes human activity, from simple movements such as
walking to complex tasks such as cooking. An overview of the target life-logging
system is shown in Fig. 3. Users attach a smartphone that records environmental
sound and acceleration signals continuously, and then the signals are sent to the
server. The server receives the signals and recognizes the subject’s current activity
by the proposed human activity recognition model. Finally, the results are then sent
to the subject’s smartphone. The subjects can not only view their activity history but
also send feedback to improve recognition performance. Furthermore, the system
can provide a recommendation of the activity based on their history.

There are two important points to develop such applications: the usability of
the system and the range of recognizable activities under realistic conditions. To
address the first point, a smartphone-based recording system was developed. The
smartphone-based system does not require attaching a large number of sensors, easy
and less burden to use. To address the second point, a large database of human activity
consisting ofmulti-modal signals recordedunder realistic conditions is created. Then,
two DNN-based fusion methods that use multi-modal signals were developed to
recognize complex human activities. Furthermore, speaker adaptation techniques
were introduced to address the problem of the subject individuality, which degrades
the system performance when the model constructed for a particular subject is used
to classify the activities of another subject. Experimental results with the constructed
database demonstrated that using multi-modal signals is effective, and the speaker
adaptation techniques can improve the performance, especially when using only a
limited amount of training data.

Finally, a human activity visualization toolwas developed by integrating the above
systems, shown in Fig. 4. In Fig. 4, the right side represents the results of activity
recognition, and the left side displays the recorded signals, while the center shows
the monitored video and the geographic location of the smartphone user. The system
can collect and analyze the individual data, and then feedback them to improve the
activity recognition performance. Furthermore, it can provide recommendations to
encourage users to make them more active based on the analyzed data. Thus, the
developed systems enable us to promote not only the RWDC, i.e., the cycle of data
acquisition, data analysis, and implementation but also the loop in Fig. 2 which
improves the quality of our life.
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Fig. 2 Overview of the target cycle. Activities yield experiences, such as the discovery of new
knowledge or a sense of accomplishment. These experiences enhance people’s abilities, expanding
the range of activities that can be attempted

Fig. 3 Overview of the life-logging system. The system uses a smartphone to record environmental
sound and acceleration signals continuously. The server receives the signals and recognizes the
subject’s current activity by the proposed human activity recognition model. Finally, the results are
sent to the subject’s smartphone. The subjects can not only view their activity history but also send
feedback to improve recognition performance
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Fig. 4 Developed human activity visualization tool. On the right, the results of activity recognition
are shown. On the left, the recorded signals are displayed. A monitored video is shown at the top
center, and the location of the subject with the smartphone is indicated on the map in the center

3 Polyphonic SED Based on Duration Modeling

To realize practical applications, we need to analyze the characteristics of acquired
data in detail and to develop amethod based on these characteristics. In SED, there are
various characteristics of sound events, and one of the most important characteristics
is duration, which represents how the sound event continues in the time direction.
The histogram of sound events is shown in Fig. 5. The horizontal axis represents
the number of frames, i.e., duration, and the vertical axis represents the number
of appearances. The bigger number of frames represents the duration of the sound
events is longer. The figure shows that each sound event has a different duration, and
it should help to improve detection performance. However, in conventional methods,
this important information was not utilized explicitly.
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Fig. 5 Histogram of different three sound events. The horizontal axis represents the number of
frames, i.e., duration. The bigger the value is, the duration of the sound event is longer
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A typical conventional approach is to use Non-negative Matrix Factorization
(NMF) [9, 20, 23, 24]. In NMF approaches, a dictionary of basis vectors is learned
by decomposing the spectrum of each single-sound event into the product of a basis
matrix and an activation matrix, and then combining the basis matrices of all the
sound events. The activation matrix for testing is estimated using the combined basis
vector dictionary, and is then used either for estimating sound event activations or
as a feature vector that is passed on to a classifier. These NMF-based methods can
achieve good performance, but they do not take correlations in the time direction
into account, instead of performing frame-by-frame processing. As a result, the pre-
diction results lack temporal stability so that extensive post-processing is needed.
Moreover, the optimal number of bases for each sound event must also be identified.

More recently, methods based on neural networks have been developed, which
have also achieved good SED performance [1, 3, 5, 10, 11, 35, 46]. A single net-
work is typically trained to solve a multi-label classification problem involving poly-
phonic SED. Some studies [1, 11, 35, 46] have also utilized Recurrent Neural Net-
works (RNNs), which are able to take into account correlations in the time direction.
Although these approaches achieve good performance, theymust still perform frame-
by-frame detection, and they do not explicitly model the duration of the output label
sequence. Additionally, threshold values for the actual outputs need to be determined
carefully to return the best performance. However, the conventional methods have
not explicitly utilized this information.

To address this issue, a novel hybrid approach using duration-controlled LSTM
was proposed, which can utilize the input sequential information and model the
duration of each sound event explicitly. The proposed model consists of two compo-
nents: a bidirectional LSTM that performs frame-by-frame detection and an HMM
or an HSMM that models the duration of each sound event. The proposed hybrid
system is inspired by the BLSTM-HMM hybrid system used in speech recognition
systems [4, 15, 37]. An overview of the proposed method is shown in Fig. 6. In
the proposed method, each sound event is modeled by HSMM (or HMM). The net-
work predicts the posterior of states of each HSMM from a given acoustic feature
sequence. The posterior is then converted to output probability of states using the
state prior based on Bayes’ theorem. Finally, Viterbi decoding is performed using
the converted probability in each HSMM [49]. Thanks to the use of HSMM (or
HMM), the proposed approach made it possible to model the duration of each sound
event precisely and perform sequence-by-sequence detection without thresholding.
Furthermore, to effectively reduce insertion errors, which often occur under noisy
conditions, a post-processing step based on a binarymaskwas introduced. The binary
mask relies on a Sound Activity Detection (SAD) network to identify segments with
an arbitrary sound event activity. Experimental evaluation with the DCASE2016
task2 dataset [31] demonstrated that the proposed method outperformed conven-
tional polyphonic SED methods, proving that modeling of sound event duration is
effective for polyphonic SED.

A prediction example is shown in Fig. 7, where the top box represents the input
audio signal, the middle one represents the spectrogram of the input audio signal,
and the bottom one represents the SED results. In the bottom box, the purple bar
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1 2 3 4 1 2 3 4

Fig. 6 Overview of the proposed duration-controlled LSTM model. Each sound event is modeled
by HSMM (or HMM). The network predicts the posterior of states of each HSMM. The posterior is
converted to the output probability of states, and then in eachHSMM,Viterbi decoding is performed
using the converted probability

Fig. 7 Prediction example of the proposed method. The top box represents the input audio signal.
The middle one represents spectrogram of the input audio signal. The bottom one represents the
SED results. The purple bar represents the ground truth, while the light green bar represents the
prediction results

represents ground truth, and the light green bar represents the prediction results. As
we can see, the proposed model can detect sound events even if they are overlapped.
Through this work, we can see how the important characteristics are analyzed and
how the analyzed characteristics were integrated with the neural network. Therefore,
this is a good illustration of the analysis phase of RWDC, and a new method of
polyphonic SED was successfully developed through the analysis of data acquired
from the real world.
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4 Anomalous SED Based on Waveform Modeling

The task of anomalous SED is to identify novel or anomalous sound events from a
given audio clip. The prior information about the target sound event is not provided,
and therefore the anomalous SEDmodel is trained in an unsupervisedmanner, which
does not require the training data of the target sound events.

One of the typical unsupervised approaches is change-point detection [2, 26, 33],
which compares a model of the current time with that of a previous time to calculate
a dissimilarity score, and then identifies highly dissimilar comparison results as
anomalies. However, in the real-world situation, the sounds which can occur are
highly variable and non-stationary, and therefore the detected change points are not
always related to anomalies that are of concern (e.g., the sound of the departure of
the train).

Another unsupervised approach is outlier detection [12, 30, 43], which models
an environment’s normal sound patterns, and then detects patterns which do not
correspond to the normal model identifying them as anomalies. Note that the normal
patterns are patterns that have appeared in the training data. Typically, a Gaussian
Mixture Model (GMM) or one-class Support Vector Machine (SVM) with acoustic
features has been used [27, 40]. Thanks to recent advances in deep learning, neural
network-based methods are now attracting attention [28, 29, 38]. These methods
train an Auto-Encoder (AE) or an LSTM-RNN with only normal scene data. While
an AE encodes the inputs as latent features and then decodes them as the original
inputs, an LSTM-RNN predicts the next input from the previous input sequence.
Reconstruction errors between observations and the predictions are calculated, and
high error patterns are identified as anomalies.Although thesemethods have achieved
good performance, the modeling is based on the acoustic feature space, such as
log Mel filterbanks, which cannot model the temporal structure information of the
waveform.

To address this issue, a novel anomalous SED method based on the direct wave-
formmodeling usingWaveNet [47]was proposed [18, 25]. BecauseWaveNet is capa-
ble of modeling the detailed temporal structures like the phase information, the pro-
posed method can detect anomalous sound events more accurately than conventional
methods based on the reconstruction errors of acoustic features [29]. Furthermore, to
take differences in environmental situations into consideration, i-vector was used as
an additional auxiliary feature of WaveNet, which has been utilized in speaker veri-
fication [8]. This i-vector extractor will enable discrimination of the sound patterns,
depending on the time, location, and the surrounding environment. Experimental
evaluation using a database of sounds recorded in public spaces demonstrated that
the proposed method can outperform conventional feature-based anomalous SED
approaches and that modeling in the time domain in conjunction with the use of
i-vector is effective for anomalous SED.

A detection example of the proposed method is shown in Fig. 8. From the top to
bottom, the figures represent the input signal in the time domain, the spectrogram
in the time-frequency domain, entropy-based anomalous score, and detected binary



A Study on Environmental Sound Modeling Based on Deep Learning 23

Fig. 8 Detection example of the proposed method. The figures represent the input signal in the
time domain, the spectrogram in the time-frequency domain, entropy-based anomalous score, and
detected binary results. Only the first pulse corresponds to the anomalous sound events in the
spectrogram of the right figure (glass breaking). The other pulses represent normal events (high-
heeled footsteps)

results. In the right figure, there are several pulse-like sounds in the spectrogram;
however, only the first pulse corresponds to the anomalous sound events (glass break-
ing). The other pulses represent normal events (high-heeled footsteps). The result
shows that the proposed method can detect anomalous sound events precisely even
if they are difficult to distinguish on the spectrogram. Consequently, this approach is
one of the good examples of the analysis phase in RWDC, focusing on the difference
in the modeling domain.

Furthermore, the proposed anomalous SED method can be applied to data acqui-
sition in RWDC. It is necessary to efficiently collect and annotate data to realize
practical applications using machine learning techniques. In SED, these annotations
include the start and the end timestamps of each sound event and its label. However,
since sound events include a wide range of sounds that vary significantly in their
acoustic characteristics, duration, and volume, accurate annotation is challenging
and costly, even for humans. To address this issue, the proposed anomalous SED
model can be used to detect anomalous sound events, i.e., novel sound events, which
help to collect the training data without supervised data. Since the novel detected
patterns were not included in the training data, it is expected that they could be
used as the training data to improve the performance of SED systems. Therefore,
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the anomalous SED model can be combined with the SED models to construct a
data circulation process involving data acquisition, analysis, and feedback to the
implementation.

5 Summary

This chapter introduced the problem definition of SED, how the proposed approaches
solve the problems to improve the SED performance and the relationship with
RWDC. Through the first work on human activity recognition using multi-modal
signals, data circulation intended to enhance the quality of life was described. Then,
in the secondwork on polyphonic SED based on durationmodeling, a newmethod of
SEDwas successfully developed by analyzing the characteristics of the acquired data.
Finally, in the third work on anomalous SED based on waveformmodeling, the cycle
of data acquisition, analysis, and feedback to the implementation was demonstrated
by combining the proposed anomalous SED method with the other SED methods.
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A Study on Utilization of Prior
Knowledge in Underdetermined Source
Separation and Its Application

Shogo Seki

Abstract In the field of environmental sound recognition, source separation is one
of the core technologies used to extract individual sound sources from mixed sig-
nals. Source separation is closely related to other acoustic technologies and is used to
develop various applications such as automatic transcription systems for meetings,
active music listening systems, and music arranging systems for composers. When
a mixed signal is composed of more sources than the number of microphones, i.e.,
in an underdetermined source separation scenario, separation performance is still
limited and there remains much room for improvement. Moreover, depending on the
method used to extract the source signals, subsequent systems using the acoustic
features calculated from the estimated source information can suffer from perfor-
mance degradation. Supervised learning is a promising method which can be used to
alleviate these problems. Training data composed of source signals, as well as mixed
signals, is used to obtain as much prior information about the sound sources as pos-
sible into account. Supervised learning is essential for improving the performance of
underdetermined source separation, although there are problems which remain to be
addressed. This study addresses two problems with the supervised learning approach
for underdetermined source separation and its application. The first is how to improve
the use of prior information, and the second is how to improve the representation
ability of source models. To deal with the first problem, (1) the characteristics of
individual source signals in the spectral and feature domains and (2) the temporal
characteristics implicitly considered in time-frequency analysis are focused. Further-
more, this study also explores the use of deep generativemodels for prior information
to deal with the second problem.
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1 Introduction

As depicted in Fig. 1, human beings can perceive where sound signals come from,
discriminate and identify various sounds, and recognize related events or meanings.
A number of studies have attempted to replicate these complicated functions of
human beings using technology, as part of a field of study known as Computational
Auditory Scene Analysis (CASA) [4, 5]. Recently, researchers have been focusing
on environmental sounds, as well as on speech and music.

Fig. 1 Overview of the hearing abilities of human beings and the research field of computational
auditory scene analysis. Source localization (solid black), source separation (dashed black), and
automatic speech recognition (dotted black) refer to the problems of determining the allocations
of sound sources, identifying the individual sound sources from an observed mixture signal, and
recognizing each sound signal as text, which has been studied for a long time and have mainly
focused on speech and acoustic sounds. Acoustic scene classification (solid gray) and acoustic
event detection (dashed gray) refer to the problems of categorizing the situations of surrounded
environments and spotting the acoustic events in recorded signals, respectively, which deal with
environmental signals and are recently receiving more attention
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Source separation [9] is one of the most important CASA technologies, which
allows the separation of individual source signals from amixture of signals. Although
humans can easily pick out various sounds from a noisy background, such as birds
chirping, people talking, traffic noises, rain falling, etc., this is a very difficult task to
automate. Source separation is used in conjunctionwith other technologies to develop
various applications.By combining source separationwithAutomatic SpeechRecog-
nition (ASR) [8], we can develop systems that can automatically identify different
speakers in a meeting and transcribe each person’s utterances. By combining source
separation with binaural techniques [23], it is possible to develop new sound systems
that allow music listeners to adjust a wide variety of variables in order to achieve
their favorite allocation of sound sources, i.e., active music listening systems. Using
source separation with Voice Conversion (VC) [1] could potentially allow composers
to extract the vocal components of a music signal and convert them by giving them
different or additional attributes.

For decades, source separation has been studied and developed under blind con-
ditions, i.e., Blind Source Separation (BSS) [7, 9, 22], where no information about
the number or location of source signals, or the mixing process is given. Catego-
rization of source separation problems is shown in Fig. 2. If we can use the same
number of microphones as the number of source signals, or even a larger number
of microphones, which are called determined and overdetermined source separation,
respectively, impressive source separation performance can be achieved [6, 12, 15,
18, 25]. In contrast, when a mixture of signals is composed of more sources than
the number of microphones, which is called underdetermined source separation [26,
28], separation performance is still limited, so there is room for improvement.

Supervised learning [2, 24], which uses training data composed of the source sig-
nals contained within the mixed signals, is a promising way to alleviate this problem,
by taking into account as much information about the sources, i.e., prior informa-
tion, as possible. The source estimation method which is used is important because
subsequent processing can be impaired if the source estimation data are inaccurate.
Time-frequency masking [29] is one example of such a source estimation approach.
Since non-target components are over-suppressed and target components remain only
sparsely, the acoustic features calculated from the masked sources degrade during
subsequent processing.

This study addresses two problems which are encountered when using a super-
vised approach for underdetermined source separation. One is how to utilize prior
information more efficiently, and the other is how to improve the representation
ability of a model when using prior information.

Synthesizedmusic signals, such as themusic distributed on CDs or through online
music websites, are generally stereophonic signals composed of linear combinations
of many individual source signals and their mixing gains, in which spatial informa-
tion, i.e., phase information, or its differential between each channel cannot beutilized
as acoustic clues for source separation. To separate these stereophonic music signals,
this study employs the concept of Non-negativeMatrix Factorization (NMF) [19, 27]
and proposes a supervised source separation method based on Non-negative Tensor
Factorization (NTF) [3], a multi-dimensional extension of NMF. In order to reflect
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Fig. 2 Categorization of source separation, which depends on the relationship between the number
of source signals J and that of microphones I . Overdetermined source separation and determined
source separation refer to the problems of estimating source signals using a mixture signal obtained
by microphones, where the number of source signals is less than or equal to that of microphones.
Using the limited number of microphones, underdetermined source separation attempts to estimate
the larger number of source signals, which includes single-channel source separation as an ultimate
case

prior information of each source efficiently, this study further introduces the Cepstral
Distance Regularization (CDR) [20] method to consider and regularize the timbre
information of the sources. Experimental results show that CDR yields significant
improvement in separation performance and provides better estimation for mixing
gains. Experimental results show that CDR yields significant performance improve-
ments and provides better estimation for mixing gains.

After estimating the source signals in a mixed signal, time-frequency masking is a
well-known approach used to extract source signals for source separation and speech
enhancement [21]. While it is very effective in terms of signal recovery accuracy,
e.g., signal-to-noise ratio, one drawback is that it can over-suppress and damage
speech components, resulting in limited performance when used with succeeding
speech processing systems. To overcome this flaw, this study proposes a method
to restore the missing components of time-frequency masked speech spectrograms,
which is based on direct estimation of a time-domain signal, referred to as Time-
domain Spectrogram Factorization (TSF) [10, 11]. TSF-based missing component
restoration allows us to take into account the local interdependencies of the elements
of complex spectrograms derived from the redundancy of a time-frequency represen-
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tation, as well as the global structure of the magnitude spectrogram. Experimental
results demonstrate that the proposed TSF-based method significantly outperforms
conventional methods and has the potential to estimate both phase and magnitude
spectra simultaneously and precisely.

When solving underdetermined source separation problems, Multichannel Non-
negative Matrix Factorization (MNMF) [26, 28], a multichannel extension of NMF,
adopts the NMF concept to model and estimate the power spectrograms of the sound
sources in a mixed signal. Although MNMF works reasonably well for particular
types of sound sources, it can fail to work for sources with spectrograms that do not
comply with NMF, resulting in limited performance. However, a supervised source
separationmethod called aMultichannel Variational AutoEncoder (MVAE) [13, 14],
which is an improved variant of determined source separationmethods, has been pro-
posed, in which a conditioned Variational AutoEncoder (VAE) [16], i.e., conditional
VAE [17] is used instead of the NMF model for modeling source power spectro-
grams. This chapter proposes a generalized method of MVAE called the GMVAE
method, which is constructed by combining the features of anMNMF and anMVAE
so that it can also dealwith underdetermined source separation problems. Experimen-
tal evaluations demonstrate that GMVAE outperforms baseline methods including
MNMF.

This study is organized as follows: In Sect. 2, stereophonic music source separa-
tion using the timbre information of sources is described. In Sect. 3, missing com-
ponent restoration by considering the redundancy of time-frequency representation
is described. In Sect. 4, multichannel source separation based on a deep generative
model is described. In Sect. 5, the relationship between source separation and Real-
World Data Circulation (RWDC) is mentioned. In Sect. 6, the contributions of this
study and future work are discussed.

2 Stereophonic Music Source Separation Using Timbre
Information of Sources

This section proposes a supervised source separation method for stereophonic music
signals containing multiple recorded or processed signals, where synthesized music
is focused as the stereophonic music. As the synthesized music signals are often gen-
erated as linear combinations of many individual source signals and their respective
mixing gains, phase or phase difference information between inter-channel signals,
which represent spatial characteristics of recording environments, cannot be utilized
as acoustic clues for source separation. Non-negative Tensor Factorization (NTF) is
an effective technique which can be used to resolve this problem by decomposing
amplitude spectrograms of stereo channel music signals into basis vectors and acti-
vations of individual music source signals, along with their corresponding mixing
gains. However, it is difficult to achieve sufficient separation performance using this
method alone, as the acoustic clues available for separation are limited.
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Fig. 3 Overview of the proposed stereophonic music source separation method. Conventional
source separation approaches use an external dataset for the source signals present in amixture signal
to train dictionaries representing spectral information of each source signal (dotted). The proposed
method utilizes the dataset not only to train the dictionaries but also to build their probabilistic
models in the feature domain, which are a priori (solid) and regularizes the source signals in the
source estimation

To address this issue, this section proposes a Cepstral Distance Regularization
(CDR) method for NTF-based stereo channel separation, which involves making the
cepstrumof the separated source signals followGaussianMixtureModels (GMMs)of
the corresponding music source signal. Figure 3 shows the overview of the proposed
method with a conventional source separation method. These GMMs are trained in
advance using available samples. Experimental evaluations separating three and four
sound sources are conducted to investigate the effectiveness of the proposed method
in both supervised and partially supervised separation frameworks, and performance
is also compared with that of a conventional NTF method. Experimental results
demonstrate that the proposed method yields significant improvements within both
separation frameworks, and that CDR provides better separation parameters.
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3 Missing Component Restoration Considering
Redundancy of Time-Frequency Representation

While time-frequency masking is a powerful approach for speech enhancement in
terms of signal recovery accuracy, e.g., signal-to-noise ratio, it can over-suppress and
damage speech components, leading to limited performance of succeeding speech
processing systems (Fig. 4). To overcome this shortcoming, this section proposes
a method to restore missing components of time-frequency masked speech spec-
trograms based on direct estimation of a time-domain signal. The overview of the
proposed method is depicted in Fig. 5. The proposed method allows us to take into
account the local interdependencies of the elements of the complex spectrogram
derived from the redundancy of a time-frequency representation as well as the global
structure of the magnitude spectrogram. The effectiveness of the proposed method
is demonstrated through experimental evaluation, using spectrograms filtered with
masks to enhance noisy speech. Experimental results show that the proposed method
significantly outperforms conventional methods, and has the potential to estimate
both phase and magnitude spectra simultaneously and precisely.

4 Multichannel Source Separation Based on a Deep
Generative Model

This section discusses the multichannel audio source separation problem under
underdetermined conditions. MNMF is a powerful method for underdetermined
audio source separation, which adopts the NMF concept to model and estimate the
power spectrograms of the sound sources in a mixture signal. This concept is also
used in Independent Low-Rank Matrix Analysis (ILRMA), a special class of the
MNMF formulated under determined conditions. While these methods work reason-
ably well for particular types of sound sources, one limitation is that they can fail to
work for sources with spectrograms that do not comply with the NMF model.

To address this limitation, an extension of ILRMA called the Multichannel Vari-
ational AutoEncoder (MVAE) method was recently proposed, where a Conditional
VAE (CVAE) is used instead of the NMFmodel for expressing source power spectro-
grams. This approach has performed impressively in determined source separation
tasks thanks to the representation power of deep neural networks.

While the original MVAE method was formulated under determined mixing con-
ditions, a generalized version of it by combining the ideas of MNMF and MVAE is
proposed so that it can also deal with underdetermined cases. This method is called
the Generalized MVAE (GMVAE) method. Figure 6 shows a block diagram of the
proposed GMVAE with the conventional MNMF. Source signals estimated by the
conventional method and the proposed method are shown in Fig. 7. When compar-
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Fig. 4 Comparison of clean speech (top) and estimated speech obtained bymasking time-frequency
components of noisy speech (bottom), where the acoustic features used in succeeding systems are
calculated from each spectrum
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Fig. 5 Overview of the proposed missing component restoration method. Missing component
restoration refers to the problem of replacing the lacking components of masked speech with sub-
stituted values and recovering clean speech. The conventional method only takes the fact that the
time-frequency representation of a speech signal can form a low-rank structure in the magnitude
domain into account, which leads to the estimation and the replacement of the missing component
by considering only the global structure of a masked speech. The proposed method considers the
local interdependencies of each time-frequency component in the complex domain and prior infor-
mation in the feature domain as well as the global structure in the magnitude domain considered in
the conventional method

ing the estimated signals Fig. 7(b) and Fig. 7(c), the proposed method represent the
reference signal Fig. 7(a) more accurately. In underdetermined source separation
and speech enhancement experiments, the proposed method performs better than
baseline methods.

5 Relationship with RWDC

Real-World Data Circulation (RWDC) is a multidisciplinary study on the flow of
acquisition, analysis, and implementation data, and the circulation of this flow, which
is a key to the successful development of commercial services and products. In the
third section, the analysis and the application flow in RWDC are reviewed, and
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Fig. 6 Overview of the proposed multichannel source separation method, where a multichannel
mixture signal is supposed to consist of three source signals with each of them modeled by the
combination of spatial information and source information. For supervised source separation, a
conventional multichannel source separation method uses training data for each source signal to
train spectral information (dictionaries) with the corresponding temporal information to represent
source information. The learned spectral dictionaries are then used as prior information for the
target mixture signal. One of the shortcomings of the conventional method is that the representation
capabilities are limited due to the linear combination of spectral and temporal information. The
proposed method pre-trains a universal deep generative model that generates an arbitrary speech of
multiple speakers from latent information and speaker information, and utilizes the trained source
generator to represent source information, where the representation capabilities are high thanks to
the use of a neural network

describes how source separation problems and RWDC are related are discussed. In
addition, how source separation can contribute to creating new value is discussed.

The development of new commercial services and products begins with the col-
lection of real-world data about the needs and desires of potential customers. This
data is analyzed and the output is used to refine these new services and products. Once
launched, feedbacks from customers about the new applications are also collected,
and thus there should be a certain flow of data circulation during each phase of devel-
opment. RWDC is a multidisciplinary study that considers the flow of acquisition,
analysis, and implementation of data, as well as the circulation of this flow.

In the data acquisition phase, various phenomena in the real world are acquired in
the form of digital data through observations. In the data analysis phase, information
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Fig. 7 Power spectrograms of reference speech (a) and estimated speech obtained by conventional
method (b) and the proposed method (c)
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technologies such as pattern recognition and machine learning techniques are used
to reveal the characteristic or structure of the data. In the data implementation phase,
the output results of the data analysis are used to create new services and products.
Thus, iteratively repeating this flow, new services and products can be developed
which reflect users’ demands, creating a new social value.

From a value creation point of view, two connections between RWDC and the
source separation techniques proposed in this study are discussed in this section.
One is data circulation within the source separation problem, and the other is source
separation during data circulation. What kind of data circulation can be expected
in source separation problems, and also, in terms of data circulation, how source
separation can contribute to the creation of new value are discussed.

Source separation is a method of dividing a mixture of audio signals recorded by
microphones into the individual source signals of its components, a process which
is closely related to data circulation. The method of supervised source separation
addressed in this study is an improved method that uses training data to obtain as
much prior information into account about the source signals in a mixed signal as
possible, which results in better separation performance. This use of prior knowledge
for signal separation can be viewed as a type of analysis of the input mixture signals.
The outputs of source separation are the estimated source signals, which are generally
used in subsequent systems. The goal is to transmit clean signal data to the following
systems, and this flow of processed data represents the implementation phase of a
data circulation system. Moreover, if the estimated signals are sufficiently separated,
these output signals can be used as additional training data. Consequently, due to
this increase in training data, the source separation process is expected to be further
improved. Thus, as depicted in Fig. 8, the source separation process itself is an
example of data circulation.

As described in the previous section, source separation has been studied and devel-
oped in order to replicate complex human hearing functions. As a result, it has a great
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signals

Training data

Source separation

Fig. 8 Data circulation in (supervised) source separation
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Fig. 9 Value creation through source separation. Separation of audio signal data can improve the
hearing abilities of the public

potential for replacing or augmenting human hearing. Figure 9 illustrates the cyclic
flow of human hearing activity being improved through the use of source separation.
The output separated signals can be used in various kinds of hearing enhancement
applications, allowing people to acquire additional abilities, i.e., functional recovery
for hearing-impaired persons or functional extension for people with normal hear-
ing. Thanks to their improved abilities, users of these applications can enjoy new
experiences, e.g., improved hearing allows people with impaired hearing to function
more normally, while enhanced hearing for unimpaired users provides superhuman
hearing experiences. Ultimately, these experiences enhance the hearing abilities and
functioning of each user, which provides the public with improved QoL and a higher
level of wellness.

6 Conclusion

I have introduced the concept of RWDC and reviewed the components of RWDC.
Data circulation during source separation, and source separation as a component of
RWDC processes for providing improved products and services, i.e., how source
separation can contribute to value creation, were also discussed.
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A Study on Recognition of Students’
Multiple Mental States During
Discussion Using Multimodal Data

Shimeng Peng

Abstract Augmenting human teacher’s perceptual and reasoning capability by
leveraging machine intelligence, in monitoring the multiple mental states of students
exposed in discussion activities, inferring the need for latent assistance, has been on
the agenda of educational community. The development ofmodern sensing technolo-
gies makes it possible to generate and accumulate massive amounts of multimodal
data, which offers opportunities for supporting novel methodological approaches
that automatically measure the mental states of students from various perspectives
during a multi-participant discussion activity where the dynamic and time-sensitive
decision-making plays a major role. In this chapter, an advanced multi-sensor-based
data collection system is introduced which is applied in a real university research lab
to record and archive a multimodal “in-the-wild” teacher-student conversation-based
discussion dataset for a long term. A line of data-driven analysis works is performed
to explore how we could transform the raw sensing signals into context-relevant
information to improve decision-making. In addition, how to design multimodal
analytics to augment the ability to recognize different mental states and the possi-
bility of taking advantages of the supplement and replacement capabilities between
different modalities to provide human teachers with solutions for addressing the
challenges with monitoring students in different real-world education environments
is also presented.

1 Introduction

Academic discussion is one of themost common interactive cognitive learning activi-
ties held in higher education today, inwhich students are required to complete a series
of complex cognitive tasks including answering casual questions (Q&A), generating
explanations, solving problems, demonstrating and transferring the acquired knowl-
edge to conduct further discussion, etc. [2]. A broad range of remarkable research
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work in educational psychology has validated the idea that students may consis-
tently experience a mixture of multiple learning-centered mental states, such as the
certainty level, engaged/concentration, confusion, frustration, boredom, etc., in com-
plex cognitive learning and those mental states can be used as crucial components for
revealing students’ learning situations [3, 8, 9, 11, 32]. An ideal teacher should be
sufficiently sensitive to monitor students’ “assistance dilemma” states [20] exposed
in discussion, such as when students lack the certainty to give correct answers, when
a student is found to be confused with the current discussion opinion, or when the
student is found to be frustrated with the discussion content, in which students cannot
rely on their own ability to resolve those dilemma states in certain learning goals but
requires external guidance and intervention from teachers.

For one-to-one coaching activities, observing students’ external responses, such
as their facial expressions or speech statements, is a common way for teachers to
monitor students’ learning situations and to determine what kind of support to pro-
vide and at which timings [23]. However, for the case of offline multi-participant
discussion activities, teachers have difficulty capturing changes in the mental states
of each participant, especially for those students who engage in few interactions
in a discussion and who, most of the time, prefer to participate as if they were an
audience member. On the other hand, carrying out remote lectures or discussion
activities has gradually become a popular form of modern coaching; at the same
time, because some students tend not to use cameras or tend to mute microphones
during remote educational activities, this will lead to facial and auditory cues being
completely unavailable at certain timings, which undoubtedly brings another chal-
lenge for teachers in capturing the mental state of students.

Many lines of research have explored the automatic measurement of students’
single mental state such as in terms of engagement in pre-designed student versus
computer-teacher tasks, such as problem-solving, essay writing, programming test-
ing, and game design [11, 14, 18, 29], where some of them use only uni-variate
modality signals, that is, video [14], audio [11], and physiological measures [18].
However, it is still an open question as to how to effectivelymonitor students’multiple
mental states, such as certainty level, concentration, confusion, frustration, and bore-
dom, when they are interacting with a human teacher in an offline multi-participant
conversation-based discussion, and also how to address the challenges with moni-
toring students in different educational settings. To cope with these challenges, this
research attempts to leverage multiple sensory signals including facial, heart rate,
and acoustic signals to design an intelligent monitoring agent that can effectively
sense the multiple mental states of students during discussion-based learning, and
to explore how to design multimodal analytics to provide human teachers with solu-
tions to augment their perceptual capabilities to address the challenges of monitoring
students in different real-world educational environments.

Novelty and Contribution
There are several novel contributions in this research from aspects that are preliminar-
ily different from relevant studies: (1) A multi-sensor-based data collection system
is developed for supporting the generation and accumulation of massive amounts
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of multimodal data in “in-the-wild” educational settings, since “in-the-wild” con-
texts with real operational environments and real teacher-student conversations pose
unique challenges in terms of collecting, validating, and interpreting data. This will
allow us to provide an enormous amount of rich high-frequency data resources to sup-
port other multi-angle analysis work in real-world educational activities. (2) Instead
of learning interactions between students and computer tutors or pre-designed script-
based learning activities in both HCI and HHI environments, this research focuses
more in paying attention to an “un-plugged” scenario in which students and their
advisor teacher have a coaching-driven conversation in real discussion-based learn-
ing activities. Simply put, the study aims to analyze a series of “true feelings” exposed
during these real conversations, which guarantee the results provide evidence of the
potential practical value of fusing thosemultimodal data to explore students’ “in-the-
wild” learning-centered mental states, increasing the applicability and practicality
of the results for real-world coaching activities. (3) With few exceptions, most exist-
ing work has focused on using a uni-variate modality to analyze students’ single
mental state, such as engagement, or basic emotional states such as joy and sadness.
In comparison, this research attempts to integrate multiple modalities, facial, heart
rate, and acoustic cues to generate an intelligent monitoring agent that effectively
senses multiple learning-centered mental states of students, that is, certainty level,
concentration, confusion, frustration, and boredom.

2 Related Work

Video-Based Modality
With the development of computer vision technologies, there has been a rich body
of research work that uses facial features extracted from video streams for the task
of detecting human mental states. Hoque et al. derived a set of mouth-related fea-
tures from video to characterize smiling movements and explored the possibility of
a “smile” being used to identify frustration or delight [17]. Gomes et al. employed
eye-related features from facial signals like blinking and gaze to analyze students’
concentration states during learning activities [12]. Grafsgaard et al. used a series of
video-based cues to characterize facial expressions and predicted students’ engage-
ment, frustration, and learning gain [13]. Bosch et al. used several facial-related
features extracted from video to describe the movement in the brow, eye, and lip
areas, and they trained several supervised learning models to predict multiple mental
states when students are playing a physics game in a computer environment [1].

Physiological-Based Modality
More recent work in this space has been able to accurately predict students’ learning-
centered mental states or simply basic emotional states when they are engaged in
learning activities. Hellhammer assessed HR changes before, during, and after cog-
nitive tasks to measure students’ stress level [16]. Pereira et al. used HR and HRV to
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predict students’ stress state [30]. In the research of Muthukrishnan et al., they vali-
dated the predictive ability of HRV features in predicting learning performance [27].

Audio-Based Modality
It is widely believed that emotion/mental state information may be transmitted from
speech signals and can be explicated from linguistic and audio channels. Reilly et
al. used a set of linguistic features to predict how students reached consensus and
their level of understanding of problems [31]. Kovanovic et al. took advantage of text
mining technologies to extract a number of text-based features fromonline discussion
transcripts to predict students’ cognitive presence [21]. In addition, Castellano et al.
proposed a method for extracting speech features including MFCC, pitch contour,
etc. with other modality cues to classify eight basic emotions: anger, despair, interest,
irritation, joy, pleasure, pride, and sadness [4].

Multimodal Learning Analytics
Most recently, with the emergence ofmodern sensors that provide support for record-
ing Multimodal Data (MMD) of students in learning activities, it is now possible to
use novel methodological approaches to measure students’ multiple affective/mental
states from various perspectives, and this has been explored to improve recognition
accuracy. Monkaresi et al. used facial cues and heart rate cues to predict student
engagement as they work on writing tasks in a computer environment [26]. Peng et
al. integrated multiple modalities of facial and EEG signals from a group of mid-
dle school students to describe their engagement level when they interacted with an
online learning tutor system [29].

3 Participants and Study Protocol

Two progressive experimental investigations were conducted to characterize and
predict several graduate students’ multiple mental states when they are having
conversation-based discussion with their advisor professor in a real university’s lab.
The students ranged in age from 22 to 25years. The professor has been guiding these
students for 2–3years by holding a regular real-lab seminar discussion every week.
For each discussion, one presenter-student reports a research topic while displaying
slides, and completes a number of Q&A session and further discussion session with
the meeting participants including the presenter-students’ peers and their advisor
professor.

To start with an exploitative studywas conducted to verify the first argument that if
a student’s physiological cue (heart rate) can be used as an effective predictor to infer
their answer correctness of Q&A session, along with exploring different reasoning
abilities shown by heart rate cues and traditional text-based cues in predicting the
answer correctness in Q&A sessions. Next, the research scope is extended to the
entire conversation-based discussion, and facial and audio information along with
heart rate data are adopted to characterize students’ multiple mental states including
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concentration, confusion, frustration, and boredom from various aspects, and how to
design multimodal analytics to generate an optimal intelligent monitoring agent of
multiple learning-centered mental states of students are explored.

4 Study I: Exploitative Study on Automatic Detection of
Students’ Answer Correctness in Q&A Based on Their
Heart Rate Cues

4.1 Data Collection Methodology

The Health Kit framework running on Apple Watch is used to monitor and col-
lect presenter-student’s real-time heart rate data, with a frequency of 1.0Hz, during
the whole discussion, as shown in Fig. 1. Audio-video information of discussion
meetings was recorded by a semi-automatic Discussion-Mining (DM) system [28]
which was developed and used in our laboratory to record audio-visual and semantic
information of Q&A sessions given by participants and answered by the discussion
presenter-students, as shown in Fig. 1.

A web-based concurrent annotation tool was developed and installed in tablets
which were handled by each participant during the meeting to collect the evaluation
of the answer’s appropriateness as ground-truth data. A total of 247 Q&A segments
of 11 students, with an average of around 22 Q&A segments answered by each
student, with amean length of approximately 5min perQ&A segmentwere recorded.
Those 247 Q&A segments were annotated concurrently by discussion participants
immediately after each question was answered by presenter-students based on a five-
point scale. Then the annotation was treated as a binary labeling task into appropriate
or inappropriate, where 112 Q&A segments were evaluated as inappropriate and 135
Q&A segments were evaluated as appropriate. Cohen’s Kappa value [22] was used to
measure the inter-rater agreement between the question-askers and advisor professor.

Fig. 1 Data collection system
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4.2 Answers’ Appropriateness Prediction Methodology

Feature Extraction
Therewere 18HR andHRV features computed from all Q&A segments as well as the
question and answer periods separately, which include the mean, standard deviation
(std.), variance, and spectral entropy of each period. The Root Mean Square of
Successive Difference (RMSSD) was also calculated from these three periods. The
trends (upward or downward) of HR data in these three periods were also computed.

In order to extract meaningful text-based related cues as a predictor to identify the
answer-appropriateness of Q&A segments in the discussion, an independent dataset
from 41 lab seminar discussions recorded by the DM system for about 10months
during 2013 and 2014 was generated, with in total, 1,246 Q&A segments extracted
as survey data samples. These Q&A segments’ answer-appropriateness were also
evaluated manually as the same way with the experimental dataset. Then TF-IDF
(Term Frequency-Inverse Document Frequency) method [19] was adopted to extract
14 meaningful bi-grams from both classes as text-based features.

Supervised Classifiers and Validation
A set of supervised classifiers is built, including logistic regression, support vector
machine, and random forest, based on single heart rate modality, text-based modality
alongwith the combination of heart rate and text-basedmodality separately to predict
the appropriateness of answers in Q&A. In addition, Recursive Features Elimination
(RFE) [15] is used (only on the training dataset) to rank the features according to
their importance to the different evaluation models, which used the RFE with the
fivefold cross-validation (RFECV) to determine the best size of the feature subset.
Leave-one-student-out cross-validation was performed to evaluate the performance
of each detector to ensure generalization to new students.

4.3 Results

The first bar group in Fig. 2 shows the classification results of the classifiers built
with HR modality, in which all of the classifiers yield AUC scores over 0.70. These
remarkable results suggest the outstanding ability of HR modality in identifying
students’ answer appropriateness in a Q&A session. On the other hand, classifiers
were also generated based on single text-based modality and the combination of HR
and text modality, whose performance is shown in the second and the third bar groups
in Fig. 2. Apparently, HR modality shows an overall stronger ability than text-based
modality in classifying the appropriateness level of students’ answers. Furthermore,
HR modality can be seen to help add external information over text-based modality
with increasing the AUC scores by an average 20% for all of the classifiers.



A Study on Recognition of Students’ Multiple Mental States During Discussion … 49

0.76

0.50

0.760.77

0.54

0.790.79

0.58

0.81

Heart Rate modality Text modality HR+Text

Logistic regression SVM Random Forest

0.00

0.10
0.20
0.30

0.50

0.60

0.70
0.80
0.90

0.40

Fig. 2 AUC scores of each classifier with different modalities

Fig. 3 Recall score regarding inappropriate answer detection

From an educational point of view, the identification ability of the classifier needs
to be considered in effectively retrieving the inappropriate answers given by students,
thereby to alert a teacher to provide timely adaptive coaching supports. Figure 3 shows
the recall scores of classifiers based on different modalities. The solid line shows the
recall score of classifiers based on single HR modality. The RF classifier achieved
an AUC score with 0.80 which suggests a strong ability of HR modality in identify-
ing students’ inappropriate answers in a face-to-face Q&A session. Meanwhile, the
text-based modality did a bad job in the task of inappropriate answers recognition.
Furthermore, adding HR modality over text-based modality clearly improves the
identification ability.
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5 Study II: Recognition of Students’ Multiple Mental
States in Conversation Based on Multimodal Cues

The first exploitative study verified the better predictive ability of students’ physio-
logical cue, that is, the HR modality, in revealing students’ trouble in Q&A sessions.
Therefore, the HRmodality was selected to replace the high-cost text-basedmodality
as a prediction cue, in addition to two other modalities, facial and acoustic cues, to
characterize students’ multiple mental states in conversation-based discussions.

5.1 Multimodal Dataset Collection Methodology

Data for the multimodal dataset were collected on the basis of a group of students
having discussion with a professor in a university’s research lab, as shown in Fig. 4a
and amulti-sensor-based data collection systemwas developed as shown in Fig. 4b to
collect “in-the-wild” multimodal data involving facial, heart rate, and audio signals
of students.

Visual Data Collection
As shown in Fig. 4(1), the ARKit framework was used to integrate the front-facing
camera of the iPhone to detect the face and track the positions of the face with six
degrees of freedom, and then a virtual mesh was overlaid over the face to simulate
facial expressions in real time, as shown in Fig. 5

Physiological Data Collection
As shown in Fig. 4(3), the same with the first study, an Apple Watch paired with an
iPhone was used to detect students’ changes in heart rate for the entire discussion.
The students were asked to wear the Apple Watch on their wrist, and synchronized
with the iPhone.

1

3

2

0

4

(a) Experimental scenario (b) Multimodal data collection

Fig. 4 a Small group face-to-face conversation-based coaching discussion. (0) Data collection
system was placed on a desk in front of each participant. b Multi-sensor-based data collection
system. (1) ARKit running on iPhone for face tracking. (2) AirPods for recording audio. (3) Apple
Watch for detecting heart rate. (4) Ricoh THETA to record panorama video of the experiment in
360◦
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Fig. 5 Virtual mesh generated through face tracking results to simulate facial expressions

Audio Data Collection
AirPods were used to synchronously record the participants’ audio data, as shown
in Fig. 4(2). In the case that the audio data could not be recorded due to equipment
failure or lack of power, students were required to wear pin microphones to record
their audio data. Cloud Speech-to-Text was used to convert speech content into text
content and then amanual text revision tool was designed tomanuallymodify the text
that was translated incorrectly while listening to a recording of the speaker’s speech
as well as add a period after each complete sentence so that entire speech statements
could be divided into sentence units. These text data in sentence units were used as
subtitles for the video in the annotation work explained in the next section.

360 degree’s Panorama Video Recording
For the panorama video recording, as shown in Fig. 4(4), Ricoh THETA was set in
the middle of the participants.

Observer Retrospective Annotation of Mental States
Two independent annotators were employed including one professor and one Ph.D.
course student to annotate mental states of speaker-students by observing their facial
expressions, upper body movements (since the participants were sitting, most of the
bodymovements occurred on the upper body, such as raising hands and body leaning
forward), and speech cues (speed, manner, tempo, and text content). A video-audio-
based retrospective annotation tool was developed as shown in Fig. 6.

Multimodal Dataset
A total of 10meetingswere recorded, accumulating around 2,000minworth of video-
audio and physiological data with a mean length of approximately 500min for each
student. In the end, 1,772 successful observations of mental states were obtained
which received consistent judgment from the two annotators, and used as the ground
truth of the mental states of students in this study. Looking at the details of the data,
concentration was the most common mental state observed by annotators (75.2%),
followed by frustration (10.4%), confusion (9.6%), and boredom (4.8%).
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Fig. 6 Tool for annotating mental states

5.2 Methodology for Recognizing Multiple Mental States

Extracting Heart Rate Features
Two types of heart-rate-related features were extracted as follows:

• Aggregated heart-rate features: One of the methods was deriving a series of simple
statistic features including the mean, standard deviation (std.), Root Mean Square
Successive Difference (RMSSD), max, min, variance, slope, mean gradient, and
spectral entropy for the entire segments.

• Sequential pattern heart-rate features: In the second study, rich feature represen-
tations that can describe the moment-by-moment dynamic changes in the HR
value using Symbolic Aggregate Approximation (SAX) were also explored [24,
25], which was done in two steps. First, the Piecewise Aggregate Approximation
(PAA) [5] algorithm was applied to the standardized raw sampled heart-rate time
series T = {t1...tn}, with zero mean and unit variance, where T is the time of
each speech video segment. The time series of length T seconds were divided into
w(w = 5) equal-length segments and represented the w-dimensional space with a
real vector T = {t1...tw}, where the i th element was computed with the following
T following Eq. 1:

t i = w

n

n
w i∑

j= n
w ( j−1)+1

t j (1)
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Fig. 7 Example of sequences generated from HR time series using SAX representation

Second, the PAA sequences of valuesweremapped into a finite list of symbols. The
discretion threshold was chosen so that the distribution of symbols was approxi-
mately uniform. An alphabet of size 3 {a, b, c} was chosen to represent the PAA
sequences to reflect the underlying dynamics of heart-rate transition among three
levels, i.e., low, medium, and high. In Fig. 7, an example of the SAX represen-
tation “cbaaa” generated from a raw heart-rate time series is shown as a way of
characterizing temporal dynamic patterns. Then, a feature representative method,
“Bag-of-Words,” where each word is a SAX pattern such as “cbaaa.” was used.
Altogether, there were 243 “words” of HR SAX patterns.

Extracting Acoustic Features
The INTERSPEECH 2009 Emotion Challenge feature set derived from openSMILE
[10] was used, which contains 384 standard audio features that have been validated in
terms of prediction ability regarding the task of recognizing emotion/mental states.
These features are based on 16 base contours (MFCC 1–12, RMS energy, F0, zero
crossing rate, and HNR) and their first derivatives (with 10 ms time windows). Fea-
tures for a whole chunk were obtained by applying 12 functions [mean, standard
deviation, kurtosis, skewness, minimum and maximum value, relative position, and
range as well as two linear regression coefficients with their Mean Square Error
(MSE)].

Extracting Facial Features
A series of dynamic facial features describing the movement patterns of the eye and
mouth were extracted at an average frequency of 30Hz. The first 300 frames (10 s)
from each entire meeting video were used as a baseline in computing the features.
Eye- and mouth-related dynamic events were measured for a given time window of
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3 sec. and then several statistical features including mean, standard derivation (std.),
max, min, range, and Root Mean Square (RMS) over the entire video segments were
computed.

(1) Eye-Related Features: Coefficients describing the changes in the closure of the
eyelids over the left and right eyes were used to detect eye-blink events. The average
of the eyelids’ movement coefficient of both eyes was measured when Pearson’s
r score was higher than 0.70. However, when a head rotation outside this range
was detected, as it often happens in “in-the-wild” uncontrolled environments as
in this study, only the movement coefficient of the visible eye was used. The raw
eyelidmovement coefficient time series was further denoised using a Savitzky-Golay
filter [33] with a window of 15 frames to remove artifacts introduced when the
device occasionally lost track of faces, leading to incorrect measurement. Then, peak
detection [7] methods were applied to detect the local maximum (peak, eye-shut)
and local minimum (valley, eye-opening). Eye blinks were detected by identifying a
complete cycle from open (low coefficient) to close (high coefficient) and then back
to open. Fake blinks were filtered by setting a threshold of 0.50 as the minimum
peak coefficient since it may indicate eye squinting and a minimum between-peak
duration of 0.40 s since an eye-blink cycle is around 0.40 to 0.60 s. The eye-blink
frequency was estimated on the basis of the detected eye-blink events as one of the
eye-related features. In addition, two other related features were derived to describe
the sustained duration of eye-closure and eye-opening. Presumably, when a student’s
concentration level is heightened, the duration for which their eyes remain open may
increase, while eyes closed for a long period of time may indicate that a student is
squinting or is feeling bored.
(2) Mouth-Related Features: The “smiling” state is defined as when two corners of
the mouth, respectively, appear in the first and the fourth quadrants with a minimum
movement coefficient of 0.30, and when the movement of the corners of the mouth is
detected in the second or the third quadrant with amaximummovement coefficient of
−0.30, the state at this time is regraded as the “frowning” state. Then, the sustained
durations of “smiling” and “frowning” were computed by measuring the position of
both mouth corners in 2D space. In addition, the velocity and acceleration of mouth
open-closemovements were alsomeasured along the vertical direction by computing
lip movement coefficients. Besides those basic patterns of mouth movements, from
the data itself, a state of interest is also found, that is, the corners of the mouth show a
slanted line, which means that the movement of the corners of the mouth is detected
in the first (or second) and the third (or fourth) quadrants. Presumably, when a student
is confused or frustrated with the discussion content, the movements in the mouth
area would appear diagonal. To filter out fake “diagonal lines” that occur due to
actions made when speaking, a threshold is set for an effective slanted line, that is,
when the slope of the line between the corners of the mouth falls between−0.57 and
0.57. Those patterns of mouth movements are shown in Fig. 8.
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Fig. 8 Example of mouth movement patterns observed from one student when he conversed with
the teacher: left and right corners of lips and middle points of upper and lower lips. a Mouth open,
b mouth close, c frown, d smile, e the movement of the corners of the mouth is detected in the first
and third quadrants, f the movement of the corners of the mouth is detected in the second and fourth
quadrants
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Fig. 9 Supervised learning mental state prediction classifiers with different multimodal fusion
approaches

Supervised Classification of Students’ Multiple Mental States
A line of supervised learning models with three different multimodal fusion meth-
ods was built as shown in Fig. 9. The feature vectors for each modality are
denoted as fhr, fa , and f f , which, respectively, represent a set of modalities of
M = {heart rate, acoustic, andfacial}. First, three baseline prediction models were
separately built on the basis of individual channels: fhr, fa , and f f . Second, four
feature-level fusion prediction models were built in which the three modalities were
combined together and a multi-label classifier was trained along with three other
classifiers based on two modalities each time. For feature-level fusion prediction
models, considering the different numbers of each modality’s features, RELIEF-F
was applied to extract the important features of each modality regarding the pre-
diction tasks. Finally, decision-fusion-level classification models were also built, in
which three single-channel-level classifiers were used as base classifiers to make
classifications on the same test instances separately. Then, voting was performed on
the prediction results (the probability of belonging to each category) which were
denoted as Ohr, Oa , and O f , respectively, and the result of the base classifier with
the highest decision probability was selected as the final decision of each instance.
The advantage of building decision-level fusion learning models is that, even in the
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case that some of the modality information was corrupted due to signal noise, was
missing, or could not be captured due to occlusion or sensor artifacts, etc., we could
still train the predictive learningmodels on the instances using a decision-level fusion
approach.

Classifiers and Validation
The Synthetic Minority Oversampling Technique (SMOTE [6]) is adopted in the
training data (not applied to the testing data) to control data imbalance in order to
improvemodel fit. Then, a set of multi-class classifiers was built based on three kinds
of supervised-learning machine learning models including Support Vector Machine
(SVM), Random Forest (RF), and Multi-layer Perceptron network (MLP). Leave-
one-student-out cross-validation was performed to evaluate the prediction perfor-
mance of each classifier at the student level to ensure generalization to new students.
The aggregate Area Under Curve (AUC) of the ROC curve (chance level = 0.5)
scores is reported here to measure the overall performance of each classifier in iden-
tifying all mental state classes as well as the performance of each modality fusion
method in recognizing each mental state class separately.

5.3 Results

Table 1 presents the aggregate AUC scores of each multi-class classifier in recogniz-
ing all mental state classes and the models that achieved the best overall performance
(in bold) along with the feature numbers used from each modality when the best per-
formance was yielded.

For the overall performance of single-channel classifiers, the RF classifiers (using
300 trees, along with balanced class weights and hyperparameter optimization using
randomized search with 100 iterations) did a better job both in using the single HR
modality and in using the single acoustic modality to recognize students’ multiple
mental states by demonstrating a better identification capability. Among them, the
RF classifier based on the HR modality achieved a mean AUC of 0.704, which was

Table 1 Mean AUC scores of each classifier with different modality fusion approaches

Fusion approaches SVM RF MLP No. features

HR 0.673 0.704 0.690 10

Facial 0.651 0.716 0.718 15

Acoustic 0.694 0.728 0.721 20

HR + Acoustic 0.683 0.759 0.737 30

HR + Facial 0.680 0.725 0.724 25

Acoustic + Facial 0.685 0.739 0.731 35

HR + Acoustic + Facial 0.701 0.763 0.741 45

Decision-voting 0.687 0.733 0.734 �
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slightly better than the MLP classifier with a mean AUC of 0.690. In addition, there
were 10 top-ranked HR-related features that were used to generate the HR-modality-
based classifierswhere the best performance is achieved.Meanwhile, theRFclassifier
also showed outstanding performance in using acoustic cues to recognize all of the
mental state classes, which yielded a mean AUC of 0.728, stronger than the SVM
classifier with a mean AUC of 0.694 and better than the MLP classifier with a mean
AUC score of 0.721. However, a difference was noticed for the facial-based single-
channel classifiers, that is, the MLP model (seven layers, with active function of
relu along with using cross-entropy as loss function) could learn the facial features
better than the other two supervised learning models, with a mean AUC score of
0.718, a small advantage over the RF model, which had a mean AUC of 0.716,
but stronger than the SVM model, which had a mean AUC of 0.651. Also noticed
that fusing channels provided a significantly notable overall recognition performance
improvements over each individual channel.Among them, fusing theHRandacoustic
channels helped with improving the overall recognition performance by increasing
the mean AUC scores by 5.5% over the individual HR channel and by 3.1% over the
acoustic individual channel. In particular, combining the three modalities (AUC =
0.763) showed the best recognition ability over using only any single modality and
any of the other combination methods in identifying the mental states of students.

The performance of the classifiers was also examined based on each individual
channel and the classifiers based on the feature-fusion level in discriminating each
mental state class as shown in Fig. 10. In addition, both of classifiers are based on
the RF learning models that achieved the best performance as presented above. From
the perspective of helping teachers augment their just-in-time decision-making capa-
bilities, it is more interesting to effectively recognize students’ states of confusion
and frustration as much as possible. As shown in the second bar group of Fig. 10,
fusing the HR and acoustic modalities (fourth bar, AUC= 0.695) was more effective
than any of the other fusion approaches. In addition, fusing those two modalities
helped with improving the prediction ability over only using the single HR modality
or acoustic modality, with increasing the AUC score by 6.5 and 3.3%, respectively.
Meanwhile, for identifying the state of frustration, the combination of three modali-
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ties achieved the best recognition performance with an AUC of 0.737 as shown in the
third bar group of Fig. 10. These results indicate that multimodal data can provide
complementary information to each other, which results in augmenting the overall
recognition ability in identifying the mental states of students.

6 Real-World Data Circulation to Educational Support

Real-World Educational Data Collection
For the target applications, applying the agent both for offline and online discussion
learning environments involving multiple participants is expected, as well as for the
activity of students learning through an online tutoring system, which have been a
common self-learning method. However, for this case, the monitoring of learning
situations is often not sufficient. The lack of external intervention may lead to high
drop-off rates or other aspects of sub-optimal learning outcomes. Figures 11 and 12
present the application of the proposed system in real-world environments in both
offline and online learning settings.

Data Analysis
Then, this information is input into the proposed mental state recognition models
to detect the mental states of students. For the cases of multi-participant coaching
activities, the proposed mental state detector can assist “busy” teachers not only to
effectively monitor multiple students’ mental states, but also to take advantage of

Fig. 11 Using the proposed system in a real-world environment of an offline discussion activity
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Fig. 12 Using the proposed system in a real-world environment of an online discussion activity

the replacement capabilities between different combinations of modalities to provide
human teachers with alternate solutions for addressing the challenges with monitor-
ing students such aswhen, in an online learning activity, the visual or audiomodalities
may not be available when non-speakers shut off their camera and mute their micro-
phone, or in an offline learning activity, the facial modality is sometimes not available
when students are wearing a mask. Similarly, the proposed system could also act as
a virtual teacher with high practicality to support students learning through an online
tutoring system.

Output
Furthermore, several feedback functions can be considered for help cultivating learn-
ing outcomes. To help a teacher make just-in-time decisions when providing instruc-
tions, designing a real-time feedback mechanism to alert teachers of the negative
states of students during learning should be useful, such as when they are confused
with opinions, or when they started feeling hopeless or frustrated with the learning
content. This is because, if such negative states persist, the lack of external interven-
tion could result in students losing interest and motivation in learning, which could
hinder the smooth progress of learning and ultimately decrease learning outcomes.

In addition, it is not recommended to always give feedback to students in real time
because thiswill interferewith their thinking process, inwhich case, those unresolved
contents can be returned as post-class materials. For the purpose of training, it would
be helpful to summarize and give feedback on students’ unresolved content after
discussion and to encourage them to spend more time reconsidering the appropriate
answers or reorganizing and thinking about the opinions/comments that they did not
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understand during the discussion. Another type of post-class feedback that would be
helpful to teachers is to help them discover which discussion content the students
showed a high level of concentration for and where the students became bored and
sleepy. This will assist teachers in effectively designing and arranging the lecture
items or discussion strategies to increase the students’ interest in learning as much
as possible. Meanwhile, except for providing post-class feedback to students and
teachers, itwould beuseful to designpost-class feedback functions for online learning
tutoring system developers regarding what kind of learning content students show
clear concentration for with a high level of interest and for what kind of learning
content students lose motivation. This will help system developers to optimize the
learning components.

7 Conclusion

In this research, machine intelligence was leveraged to generate an intelligent moni-
toring agent to provide teachers with solutions to challenge with monitoring students
regarding the recognition of multiple mental states including certainty level, concen-
tration, confusion, frustration, and boredom in different educational environments.

To achieve these goals, an advancedmulti-sensor-baseddata collection systemwas
developed to accumulate and archive a “in-the-wild” massive multimodal dataset,
for which the Apple Watch was used for real-time heart-rate data detection, ARKit
frameworkwas integratedwith iPhone front-camera to track and collect facialmotion
signals, and AirPods with pin microphones were used to record the audio of discus-
sions. A series of interpretable proxy features from visual, physiological, and audio
modalities were derived separately to characterize multiple mental states. Then, a set
of supervised learning SVM, RF, and MLP classifiers were trained separately using
differentmultimodal fusion approaches including single-channel-level, feature-level,
and decision-level fusion for recognizing students’ multiple mental states.

From the results of this research, it is suggested that a student’s physiological
data can be used as an effective predictor in recognizing their learning troubles
in discussion. In addition, this research has explored how to design multimodal
analytics to augment the ability to recognize different mental states and found that
fusing heart rate and acoustic modalities yields better recognition of the states of
concentration (AUC = 0.842) and confusion (AUC = 0.695), while fusing three
modalities yields the best performance in recognizing the states of frustration (AUC
= 0.737) and boredom (AUC = 0.810). Furthermore, the results also explored the
possibility of leveraging the advantages of the replacement capabilities between
different modalities to provide human teachers with solutions for addressing the
challenges with monitoring students in different real-world education environments.
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Towards Practically Applicable
Quantitative Information Flow Analysis

Bao Trung Chu

Abstract An adaptive information security solution is always demanded, especially
in this fast changing digital world. This adaptivity would not likely be achieved by
a single method, but rather by multiple approaches that are well-organized in a
system. Based on the philosophy of real-world data circulation, the model of an
adaptive system like that is introduced in the beginning of this chapter. Attempts to
speed up the static analysis of quantitative information flow and analyze the run-time
information leakage, which help software verifying and monitoring in an adaptive
solution, respectively, follows later. A discussion on building a practical adaptive
system in the future, then, sums up the chapter.

1 Data Circulation in Information Security

Figure 1 represents the life cycle of a software starting from Programming in which
a product is implemented. The development of a new software is the loop between
Programming and Verification. Following this loop, the quality of a software will
be improved incrementally both in terms of usability and security. Once software
passes predefined requirements in Verification, the product is released for Running
in real-world applications. While being used, the released software is monitored for
possible failures which could be either functional bugs or security vulnerabilities.
When Monitoring detects a failure, the software will be sent back to the very first
block for root cause analysis and fixing. Again, software goes through the loop, is
released, monitored, and so forth. Unless being replaced by a brand new software
using a novel technology or there is no need anymore, a software will travel through
this life cycle infinitely.

In the life cycle of a software, information security is considered atVerification and
Monitoring. While the former is static, the latter requires solutions during running
time. Figure 2 illustrates two cycles, each of which includes three phases in a data
circulation system: Acquisition, Analysis, and Implementation. The cycle on the left
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Programing Verification RunningRelease

Monitoring

Fig. 1 Software life cycle

Fig. 2 Data circulation in information security

corresponds to the information security enforcing process for Verification. The other
on the right describes the process forMonitoring. The two cycles communicate back
and forth through Release and Feedback which again creates one big cycle. In each
loop, there are chances where decisions need to be made for updating the software so
that it can adapt well to change in the real-world. In the implementation phase of the
loop on the left, it is decided if the software satisfies the security policy or not. While
in the implementation phase of the loop on the right, it is decided if confidential data
need to be updated. In both of the cases, a quantitative criterion for making decisions
is desirable. Thus Quantitative Information Flow (QIF) just goes in as a good fit for
the adaptive system.

2 Introduction to Quantitative Information Flow

In this section, the definitions of QIF based on Shannon entropy and Min entropy
as well as model counting-based calculation methods are introduced. The content is
mainly based on [13]. In the remaining parts of this section we use the following
notations. Let P be the program under analysis of QIF, S be the finite set of input
values and O be the finite set of output values of P . Without loss of generality, we
assume that P has one secret input variable s ∈ S and one publicly observable output
variable o ∈ O. Random variables S and O represent the events in which s takes a
value from S and o takes a value from O, respectively.
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2.1 Entropy-Based QIF

Given random variables X and Y ranging over finite sets X and Y , respectively,
Shannon entropy over X is defined as

H(X) =
∑

x∈X
p(X = x) log

1

p(X = x)
, (1)

and the conditional entropy of X , provided that an event associated with the random
variable Y took place, is

H(X |Y ) =
∑

y∈Y
p(Y = y)

∑

x∈X
p(X = x |Y = y) log

1

p(X = x |Y = y)
, (2)

where p(X = x) denotes the probability that X has value x , and p(X = x |Y = y)
denotes the probability that X has value x when Y has value y. Informally, QIF is
defined by the equation:

QIF = Initial Uncertainty − Remaining Uncertainty. (3)

In (3), initial uncertainty and remaining uncertainty are the degrees of surprise on
the value of s before and after executing P , respectively. Therefore we have the
Shannon entropy-based QIF of P defined as

QIFShannon(P) = H(S) − H(S|O). (4)

For deterministic programs, the information leakage is simplified as H(O).

Example 1 Let us consider the following example borrowed from [13].

o := s & 0x037,

where s is an unsigned uniformly distributed 32-bit integer, and hence 0 ≤ s ≤
232.We have H(S) = 232 1

232 log 2
32 = 32 bits, H(S|O) = 25 1

25 (2
27 1

227 log 2
27) = 27

bits. By (4), QIFShannon(P) = 5 bits.
Smith [13] proposes a different notion called Min entropy-based QIF. Firstly, he

defines the vulnerability over a random variable X as

V (X) = max
x∈X

p(X = x), (5)

and the conditional vulnerability of X given Y is

V (X |Y ) =
∑

y∈Y
p(Y = y)max

x∈X
p(X = x |Y = y). (6)
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Min entropy over X is defined as

H∞(X) = log
1

V (X)
, (7)

and the conditional Min entropy of X given Y is

H∞(X |Y ) = log
1

V (X |Y )
. (8)

Thus by (3), Min entropy-based QIF of P is defined as the following:

QIFmin(P) = H∞(S) − H∞(S|O). (9)

Especially when P is deterministic and S is uniformly distributed, (9) is simplified
to

QIFmin(P) = log |S| − log
|S|
|O| = log |O|, (10)

where |S| and |O| denote the cardinalities of S and O, respectively.

2.2 Model Counting-Based Calculation of QIF

This subsection is dedicated to the introduction of two popular methods to calculate
QIF by model counting. As required by model counters, let us assume the program
under analysis P be deterministic and terminating, and the input value set S is
uniformly distributed. This assumption technically can be removed by using the
result in [2].

A. Satisfiability (SAT)-based Counting
WhenS is uniformly distributed,we haveQIFmin(P) = log |O| andQIFShannon(P) =
H(O). It suffices to count the distinct output values to calculate the former, while
the distribution on O is needed to calculate the latter. Let O = {o1, o2, ...on} such
that oi �= o j ∀i �= j . For each oi ∈ O, let Coi = {s ′ ∈ S | P(s ′) = oi }. Because P is
deterministic, we have Coi ∩ Coj = ∅ (∀i �= j). Coi is called the preimage set of oi
by program P . The probability distribution onO is p(o = o1) = |Co1 |

|S| , p(o = o2) =
|Co2 |
|S| , ..., p(o = on) = |Con |

|S| . Thus,

QIFShannon(P) = H(O) =
∑

oi∈O

|Coi |
|S| log

|S|
|Coi |

. (11)

Let 〈P〉 denote the propositional formula in CNF of P , (b1b2...bk) and (r1r2...rt )
be the propositional representation of s and o, respectively.Without loss of generality,
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we assume that 〈P〉 has one input and one output. Basically, besides the propositional
variables corresponding to the input and the output, 〈P〉 includesmany not-of-interest
variables. It is necessary, therefore, to projectmodels onto the set ofBoolean variables
that represent the input and the output, to count the distinct output values. Let � be
the set of projection variables. Projecting a model m onto � is to remove from the
model all the truth values of propositional variables that are not in �. Algorithm 1
illustrates the counting method. Model(〈P〉) (lines 2 and 6) invokes a SAT solver
and it returns a model of 〈P〉. In the right hand side of line 5, � �≡ m|� expresses
the constraint that all the variables in � are different from their counterparts in the
projection of modelm on�. This constraint assures that all models in M are distinct.

Algorithm 1 SATBasedProjectionCount(〈P〉, �) [8]
1: M ← ∅
2: m ← Model(〈P〉)
3: while m �= ⊥ do
4: M ← M ∩ m|�
5: 〈P〉 ← 〈P〉 ∧(� �≡ m|�)

6: m ← Model(〈P〉)
7: return M

B. Satisfiability Modulo Theory (SMT)-based Counting
An SMT-based counting method is proposed by Phan et al. [11, 12]. Assume V ,
F , and P be countable sets of variables, function symbols, and predicate symbols,
respectively.

Definition 1 (SMT [11]) Given a theory or a combination of theories T and a �-
formula ϕ, the problem SMT is the problem of deciding T -satisfiability of ϕ.

Definition 2 (#SMT [11]) Given a theory or a combination of theories T and a �-
formula ϕ, the Model Counting Modulo Theories problem (#SMT) is the problem
of finding all models M of T w.r.t. a set of Boolean variables VI such that ϕ is
T -satisfiable in M .

Because there are theories T that allow infinite range of variables, the set VI of
important variables is added to assure the number of models w.r.t. VI to be finite.
The basic difference between #SAT and #SMT is that the former works on Boolean
variables after transforming original constraints into this basic unit of propositional
logic, while the latter directly works on original constraints.

Besidesϕ andVI ,VR is another argument that specifies relevant variables, namely,
the assignments of the variables of interest when a model is found w.r.t. VI . VR is
designed for the automated test generation, but not directly related to calculating
QIF. In Algorithm 2: N and � are the number of models and the enumeration of the
models; Assert(ϕ) in line 2 and Assert(block) in line 10 are to set the �-formula ϕ

in the problem #SMT, by line 10, ϕ is reassigned to ϕ∧ block; Check() in line 3 is
to verify if ϕ is T -satisfiable or not; Model(ϕ) in line 5 is to retrieve one model in
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Algorithm 2 All-BC(ϕ, VI , VR) [11]
1: N ← 0; � ← ε;
2: Assert(ϕ);
3: while Check() = SAT do
4: N ← N + 1;
5: m ← Model(ϕ);
6: mir ← Filter(m, VI , VR);
7: � ← � ∪ {mir };
8: block ← FALSE;
9: for all pi ∈ VI do block ← block ∨ (pi �= Eval(pi ));
10: Assert(block);
11: return N , �;

case ϕ is T -satisfiable; Filter(m, VI , VR) in line 6 is to extract from model m the
counterparts of VI and VR ; Lines 8 and 9 are used to add the blocking clause to the
�-formula so that the same model will not be retrieved again. The idea is similar to
line 5 in Algorithm 1.

3 Attempt to Speed Up Software Verification

Calculating QIF, an important step in software verification, relies hugely on model
counting which is costly especially for complex data structures like strings. Here
a novel counting method for string constraints based on Context-Free Grammars
(CFG) is proposed. Figure 3 is an example of a string constraint. The dot “.” repre-
sents a string concatenation. ASSERT(T_4) indicates a verification if there is any
assignment to the string variables that makes T_4 true. The only solution for this
example is var_0xINPUT_2 = "Hello=Joe".

The lengths of strings to count must be bounded to assure the number of solutions
is finite. As illustrated in Fig. 4, combining a string counter with a transformer like

Fig. 3 A sample string
constraint
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Fig. 4 String counting-based QIF calculation

Java String Analyzer1 and PHP String Analyzer,2 that can extract string constraints
on the output of the program under analysis, is another solution to calculate QIF.

3.1 Context-Free Grammar-Based String Counting

A polynomial S ∈ R〈〈A〉〉 is a formal series such that supp(S) is finite. The class of
all polynomials over A with coefficients inR is denoted asR〈A〉. We fix an alphabet
A and a semiring R and let Y be a countable set of variables disjoint with A.

Definition 3 (algebraic system) An (R-) algebraic system is a finite set of equations
of the form

yi = pi (1 ≤ i ≤ n)

where yi ∈ Y and pi ∈ R〈A ∪ Y 〉. The system is called proper if (pi , ε) = (pi , y j ) =
0 for all i, j (1 ≤ i, j ≤ n). �

For a vector v, let vT denote the transpose of v. Formally, let R = (R1, . . . , Rn)
T ∈

R〈〈A〉〉n×1 be an n-column vector of formal series and define the morphism hR :
(A ∪ Y )∗ → R〈〈A〉〉 by hR(yi ) = Ri (1 ≤ i ≤ n) and hR(a) = a for a ∈ A. We fur-
thermore extend hR to a polynomial p ∈ R〈A ∪ Y 〉 by

hR(p) =
∑

w∈(A∪Y )∗
(p,w)hR(w).

R is a solution of the algebraic system yi = pi (1 ≤ i ≤ n) if Ri = hR(pi ) for all i
(1 ≤ i ≤ n).

We say S ∈ R〈〈A〉〉 is quasi-regular if (S, ε) = 0. It is well-known that every
proper R-algebraic system yi = pi (1 ≤ i ≤ n) has a unique solution R = (R1, . . . ,

Rn)
T such that every component Ri (1 ≤ i ≤ n) is quasi-regular. R is called the

strong solution of the system. The strong solution of a proper algebraic system
yi = pi (1 ≤ i ≤ n) can be given by the limit R = lim j→∞ R j of the sequence R j

defined by R0 = (0, . . . , 0)T and R j+1 = (hR j (p1), . . . , hR j (pn))T for j ≥ 0.

Example 2 For an N-algebraic system y = ayb + ab, R0 = 0, R1 = ab, R2 =
ab + a2b2, . . ., and R = ∑

n≥1 a
nbn . �

1https://www.brics.dk/JSA/.
2https://sv.c.titech.ac.jp/minamide/phpsa/.

https://www.brics.dk/JSA/
https://sv.c.titech.ac.jp/minamide/phpsa/
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Definition 4 (algebraic series) A formal series S ∈ R〈〈A〉〉 is R-algebraic if S =
(S, ε)ε + S′ where S′ is some component of the strong solution of a proper R-
algebraic system. The class of R-algebraic series over A is denoted by R

alg〈〈A〉〉.
�

A Context-Free Grammar (CFG) is a tuple (N , T, P, S) where N and T are
finite sets of nonterminal and terminal symbols, respectively, P is a finite set of
(production) rules in the form A → γ where A ∈ N and γ ∈ (N ∪ T )∗, and S ∈ N
is the start symbol. The derivation relation

∗⇒G is defined in the usual way. For
A ∈ N , let LG(A) = {w ∈ T ∗ | A ∗⇒G w}. The context-free language generated by
G is L(G) = LG(S).

Proposition 1 ([7, 9]) A language L is context-free if and only if L is N-algebraic
if and only if L is B-algebraic.

Theorem 1 Let α : yi = pi (1 ≤ i ≤ n) be an R-algebraic system in Chomsky nor-
mal form and let R = (R1, . . . , Rn)

T be the strong solution of α. Then, for each i
(1 ≤ i ≤ n) and d ∈ N,

CC(Ri , d) =
∑

y j ym∈supp(pi )∩Y 2

(pi , y j ym)

d−1∑

k=1

CC(R j , k)CC(Rm, d − k)

+
∑

a∈supp(pi )∩A

(pi , a)�[d = 1]. (12)

Moreover,CC(Ri , d) can be computed inO(ξd2) timewhere ξ = nmax1≤i≤n |pi |
[3]. We can extend the above algorithm to apply to an arbitrary algebraic series.3

Example 3 Consider the following algebraic system:

y1 = y2y3 + y4y5, y2 = ay2 + a, y3 = by3c + bc,

y4 = ay4b + ab, y5 = cy5 + c.

Let R = (R1, . . . , R5)
T be the strong solution of the system. CC(Ri , d) (1 ≤ i ≤ 5,

1 ≤ d ≤ 5) can be computed by Theorem 1 as shown below.

R1 R2 R3 R4 R5

1 0 1 0 0 1
2 0 1 1 1 1
3 2 1 0 0 1
4 2 1 1 1 1
5 4 1 0 0 1

3We can keep the time complexity O(ξd2) through this extension by revising the algorithm in such
a way that an equation of length three or more is virtually divided into equations of length two on
the fly.
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Also,

CC(R1, 6) =
5∑

k=1

(CC(R2, k)CC(R3, 6 − k) + CC(R4, k)CC(R5, 6 − k)) = 4.

R1 = ∑
i �= j,i≥1, j≥1(a

ib j c j + aibi c j ) + ∑
i≥1 2a

ibi ci and supp(R1) = {aib j

c j | i, j ≥ 1} ∪ {aibi c j | i, j ≥ 1} is an (inherently) ambiguous context-free
language. �

3.2 Experimental Evaluation

To evaluate the efficiency and applicability of the algorithm proposed in Section
4, the following experiments are conducted. Based on Theorem 1, a prototype was
implemented for solving the following string counting problem for CFGs.

Input: CFG G = (N , T, P, S), A ∈ N and d ∈ N.
Output: �d ′≤d |L A(G)d ′ |, the number of strings derivable from A inG and of length

not greater than d.

The tool was implemented in C++ and the experiments were conducted in the
environment: Intel Core i7-6500U CPU@2.5GHz x 4, 8GB RAM, Ubuntu 16.10
64bits. GMP library was utilized to deal with big numbers.

Here, the experimental results conducted by the prototype are reported and com-
pared to the state-of-the-art string counterABConKaluza benchmark [1, 10]. Kaluza
bechmark consists of two parts, small and big. The former includes 17,554 files and
the latter does 1,342 files. This experiment was conducted on Kaluza small.

TheABC source code and benchmarkwere cloned from: https://github.com/vlab-
cs-ucsb/ABC.4 BothABC and the proposed tool were run at length bounds 1, 2, and 3
in order to manually confirm the counts. There was no big difference about running
time between the tools noticed. The comparison results (Table1) were consistent
through different length bounds (1, 2, and 3) in which ABC and the proposed tool
gave the same results on 17,183 files. The other 371 files were manually investigated
and were found that they can be classified into 21 groups such that all constraints in a
same group are very similar. Among those 21 groups, the proposed tool gave correct
answers for 18 groups, more precise than ABC for 2 groups, and less precise than
ABC for 1 group. Overall, the experimental result shows that the proposed counting
algorithm is potentially applicable to a qualified benchmark and it is promising to
extend the algorithm.

4There were several branches without mentioning a stable release in the repository. So, the master
branch as of 2017/12/27 was cloned.

https://github.com/vlab-cs-ucsb/ABC
https://github.com/vlab-cs-ucsb/ABC
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Table 1 Proposed prototype versus ABC on Kaluza small at length bounds 1, 2, and 3

Proposed ≡ ABC Proposed �≡ ABC

17,183 files Proposed right Proposed better ABC better ABC right

227 files 143 files 0 files 1 file

(18 groups) (2 groups) (0 groups) (1 group)

371 files

Total = 17,544 files

4 Quantitative Approach for Software Monitoring

In Example 4, assume source to be a positive integer, then there are 16 possible
values of output , from 8 to 23. While an observable value between 9 and 23 reveals
everything about the secret variable, a value of 8 gives almost nothing. It is crucial
to differentiate risky execution paths from safe ones. Here, a couple of notions to
model this amount of information, so-called dynamic leakage, are proposed.

Example 4 if source < 16 then output ← 8 + source
else output ← 8

4.1 New Notions

Let P be a program with a secret input variable S and an observable output variable
O . For notational convenience, the names of program variables are identified by the
corresponding random variables. We assume that a program always terminates. Also
letS be the set of values of S andO be the set of values of O . For s ∈ S and o ∈ O, let
pSO(s, o), pO|S(o|s), pS|O(s|o), pS(s), pO(o) denote the joint probability of s ∈ S
and o ∈ O, the conditional probability of o ∈ O given s ∈ S (the likelihood), the
conditional probability of s ∈ S given o ∈ O (the posterior probability), themarginal
probability of s ∈ S (the prior probability) and the marginal probability of o ∈ O,
respectively. We often omit the subscripts as p(s, o) and p(o|s) if they are clear from
the context. By definition,

p(s, o) = p(s|o)p(o) = p(o|s)p(s), (13)

p(o) =
∑

s∈S
p(s, o), (14)

p(s) =
∑

o∈O
p(s, o). (15)
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We assume that (the source code of) P and the prior probability p(s) (s ∈ S) are
known to an attacker. For o ∈ O, let preP(o) = {s ∈ S | p(s|o) > 0}, which is called
the preimage of o (by the program P).

The first proposed notion is the self-information of the secret inputs consistent
with an observed output o ∈ O (see the upper part of Fig. 5).

QIF1(o) = − log

⎛

⎝
∑

s ′∈preP (o)

p(s ′)

⎞

⎠ . (16)

The second notion is the self-information of the joint events s ′ ∈ S and an observed
output o ∈ O (see the lower part of Fig. 5).

QIF2(o) = − log

(
∑

s ′∈S
p(s ′, o)

)
= − log p(s, o) + log p(s|o). (17)

Theorem 2 If a program P is deterministic, for every o ∈ O and s ∈ S,

QIFbelief(s, o) = QIF1(o) = QIF2(o) = − log p(o),

and if input values are uniformly distributed, for every o ∈ O,

QIF1(o) = log
|S|

|preP(o)| �

In Example 4, we assume: both source and output are 8-bit numbers in the range
of 0 and 255, and source is uniformly distributed. Then, because the program is
deterministic QIF1 coincides with QIF2. We have QIF1(output = 8) = − log 241

256 =
0.087 bits, QIF1(output = o) = − log 1

256 = 8 bits for every o between 9 and 23.

Fig. 5 QIF1 (the upper) and QIF2 (the lower)
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4.2 Program Model

A program P has the following syntax:

P :: = in S; out O; local Z; c | P; P

where S,O, and Z are sequences of variables which are disjoint from one another.
We first define In(P), Out(P), and Local(P) for a program P as follows:

• If P = in S; out O; local Z; c, we define In(P) = {V | V appears in S}, Out(P)

= {V | V appears in O} and Local(P) = {V | V appears in Z}. In this case, we
say P is a simple program. We require that no variable in In(P) appears on the
left-hand side of an assignment command in P , i.e., any input variable is not
updated.

• If P = P1; P2, we define In(P) = In(P1), Out(P) = Out(P2) where we require
that In(P2) =Out(P1) holds. We also define Local(P) = Local(P1)∪ Local(P2)∪
Out(P1).

A program P is also written as P(S, O) where S and O are enumerations of In(P)

and Out(P), respectively. A program P1; P2 represents the sequential composition
of P1 and P2. Note that the semantics of P1; P2 is defined in the same way as that of
the concatenation of commands c1; c2 except that the input and output variables are
not always shared by P1 and P2 in the sequential composition.

4.3 Model Counting-Based Calculation of Dynamic Leakage

Although computing dynamic leakage is proved to be a very hard problem [4], it
is possible to reduce computations of QIF1 and QIF2 to model counting in some
reasonable assumptions. Let us consider what is needed to compute based on their
definitions (16) and (17).

For calculating QIF1 for a given output value o, it suffices (1) to enumerate input
values s ′ that satisfy p(s ′|o) > 0 (i.e., possible to produce o), and (2) to sum the prior
probabilities over the enumerated input values s ′. (2) can be computed from the prior
probability distribution of input values, which is reasonable to assume. When input
values are uniformly distributed, only step (1) is needed because QIF1 is simplified
to log |S|

|preP (o)| by Theorem 2.
As for QIF2, when programs are deterministic, QIF1 = QIF2. We would leave

computing QIF2 for probabilistic programs as future work.
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4.4 Compositional Approach to Speed Up Calculating
Dynamic Leakage

Aiming at speeding up the model counting-based calculation of dynamic leakage, a
“divide and conquer” fashioned method is proposed here. The dynamic leakage of
the original programwill be calculated from the leakage of constituted sub-programs,
sequentially or in parallel or a combination of both.

Sequential Composition

This section proposes a method of computing both exact and approximated dynamic
leakage by using sequential composition. For making the idea behind the proposed
method understandable, the programs under analysis are assumed to be deterministic
with uniformly distributed input, so that the problem of quantifying dynamic leakage
is reduced to model counting.

A. Exact Calculation
For a program P(S, O), an input value s ∈ S and a subset S ′ of input values, let

postP(s) = {o | p(o|s) > 0},
postP(S ′) =

⋃

s∈S ′
postP(s).

If P is deterministic and postP(s) = {o}, we write postP(s) = o.
Let P = P1; P2 be a program. We assume that In(P1), Out(P1), In(P2), Out(P2)

are all singleton sets for simplicity. This assumption does not lose generality; for
example, if In(P1) contains more than one variables, we instead introduce a new
input variable that stores the tuple consisting of a value of each variable in In(P1).
Let In(P) = In(P1) = {S}, Out(P1) = In(P2) = {T }, Out(P) = Out(P2) = {O},
and let S, T ,O be the corresponding sets of values, respectively. For a given o ∈ O,
preP(o) and p(o) can be represented in terms of those of P1 and P2 as follows.

preP(o) =
⋃

t∈(preP2
(o)∩postP1 (S))

preP1(t), (18)

p(o) =
∑

s∈S,t∈T
p(s)p1(t |s)p2(o|t). (19)

If p(s) is given, we can compute (18) by enumerating preP1(t) for t ∈ (preP2(o) ∩
postP1(S)) and also for (19). This approach can easily be generalized to the sequential
composition of more than two programs, in which the enumeration is proceeded in
a Breadth-First-Search fashion. However, in this approach, search space will often
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explode rapidly and lose the advantage of composition. Therefore, we come up with
an approximation, which is explained in the next subsection, as an alternative.

B. Approximation

Algorithm 3 LowerBound(P1, · · · , Pn, o, timeout)
1: Pre[2..n] ← empty
2: Stack ← empty
3: level ← n
4: acc_count ← 0
5: Push(Stack, o)
6: Pre[n] ← EnumeratePre(Pn, o)
7: while not Stack.empty and execution_time < timeout do
8: if level = 1 then
9: acc_count ← acc_count+ CntPre(P1, Stack.top)
10: level ← level + 1
11: Pop(Stack)
12: else
13: v ← PickNotSelected(Pre[level])
14: if v = AllSelected then
15: level ← level + 1
16: Pop(Stack)
17: else
18: Push(Stack, v)
19: level ← level − 1
20: if level > 1 then
21: Pre[level] ← EnumeratePre(Plevel , v)
22: return acc_count

Lower bound:
To infer a lower bound of |preP(o)|, we leverage Depth-First-Search (DFS) with a
predefined timeout such that the algorithmwill stop when the execution time exceeds
the timeout and output the current result as the lower bound. Themethod is illustrated
inAlgorithm3. For a program P = P1; P2; · · · ; Pn , an observable output o of the last
sub-program Pn and a predetermined timeout , Algorithm 3 derives a lower bound of
|preP(o)| by those n sub-programs. In Algorithm 3, CntPre(Q, o) counts |preQ(o)|,
PickNotSelected(Pre[i]) selects an element of Pre[i] that has not been traversed yet
or returns AllSelected if there is no such element, and EnumeratePre(Pi , v) lists all
elements in prePi (v). Pre[i] stores prePi (oi ) for some oi . For P1, it is not necessary
to store its preimage because we need only the size.

Upper bound:
For an upper bound of |preP(o)| we use Max#SAT problem [6], which is defined as
follows.

Definition 5 Given a propositional formula ϕ(X,Y, Z) over sets of variables X , Y ,
and Z , the Max#SAT problem is to determine maxX#Y.∃Z .ϕ(X,Y, Z).
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If we consider a program Q, In(Q), Out(Q) and Local(Q) as ϕ, Y , X , and Z ,
respectively, then, the solution X to the Max#SAT problem can be interpreted as
the output value, which has the biggest size of its preimage set. In other words,
maxX#Y.∃Z .ϕ(X,Y, Z) is an upper bound of the size of preQ over all feasible out-
puts. Therefore, the product of those upper bounds of |prePi | over all i (1 ≤ i ≤ n)
is obviously an upper bound of |preP |. Algorithm 4 computes this upper bound
where CntPre(Pn, o) returns the size of the preimage of o by Pn . Notice that, to
avoid enumerating the preimages, which costs much computation time, we count
only |prePn (o)|. For i = 1, ...n − 1, we compute MaxCount(Pi ) as an upper bound
for prePi , regardless of the corresponding output value.

Algorithm 4 UpperBound(P1, · · · , Pn, o)
1: Result ← CntPre(Pn, o)
2: for i ← 1 to n do
3: Result ← Result∗MaxCount(Pi )
4: return Result

Value Domain Decomposition

Another effective method for computing the dynamic leakage in a compositional
way is to decompose the sets of input values and output values into several subsets,
compute the leakage for the sub-programs restricted to those subsets, and compose
the results to obtain the leakage of the whole program.

Let P(S, O) be a program. Assume that the sets of input values and output values,
S and O, are decomposed into mutually disjoint subsets as

S = S1 � · · · � Sk,

O = O1 � · · · � Ol .

For 1 ≤ i ≤ k and 1 ≤ j ≤ l, let Pi j be the program obtained from P by restricting
the set of input values to Si and the set of output values to O j where if the output
value o of P for an input value s ∈ Si does not belong toO j , the output value of Pi j
for input s is undefined. In practice, this disjoint decomposition can be done simply
by augmenting the program under analysis with appropriate constraints on input and
output.

By definition, for a given o ∈ O j ,

preP(o) =
⋃

1≤i≤k

prePi j (o). (20)

By Theorem 2, if P is deterministic and the prior probability of S is uniformly
distributed,whatwe have to compute is |preP(o)|, which can be obtained by summing
up each |prePi j (o)| by (20):
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|preP(o)| =
∑

1≤i≤k

|prePi, j (o)|.

Calculating for probabilistic programs with arbitrary input distribution is a future
work.

Experimental Result

This section investigates two questions: (1) How well does parallel computing based
on the value domain decomposition improve the performance? and (2) How well
does approximation in the sequential composition work in terms of precision and
speed? Here, those questions are examined through examples: Grade protocol is for
question (1), and Population count is for (2). The benchmarks and prototype are
public.5 The experiments were conducted on Intel(R) Xeon(R) CPU ES-1620 v3
@ 3.5GHz x 8 (4 cores x 2 threads), 32GB RAM, CentOS Linux 7. For parallel
computation, OpenMP [5] library was used. A tool for Algorithm 3 and Algorithm
4, as well as the exact count in sequential compositions was implemented in Java.

A. Grade protocol
This benchmark is taken from [11]. The benchmark with 4 students and 5 grades
was used, and all variables were of 16 bits. We suppose the observed output (the
sum of students’ grades) to be 1, and hence the number of models is 4. The original
program was manually decomposed into 4, 8, and 32 sub-programs based on the
value domain decomposition: The set of output values was divided into 2 and the set
of input values was divided into 2, 4, or 16 disjoint subsets.

In Table 2, n: number of sub-programs; t : number of threads specified using
OpenMP. Note that n = 1 means non-decomposition, t = 1 means a sequential exe-
cution and the number of physical CPUs is 8. From the results, we can infer that
parallel computing based on the value domain decomposition improves the perfor-
mance at most 25 times, from 0.25s to 0.01s.

B. Population count
population_count is the 16-bit version of the benchmark of the same name given in
[11]. In this experiment, the original program is decomposed into three sub-programs
in such a way that each sub-program performs one-bit operation of the original. For
model counting, we let the output value by 7 (so the number of models is 11440) for
population_count.

Table 3 presents the execution times, exact count, lower bounds, and upper bound
for model counting. The execution times for the lower bounds are predetermined
timeouts, which were designed to be 1/2, 1/5, and 1/10 of the time needed by the
exact count. From the results, we learn that (a) while over approximation speeds
up the calculation almost 30 times, from 3.50s to 0.13s, the upper bound is more
than 500 times bigger than the exact count; and (b) under approximation halves the

5https://bitbucket.org/trungchubao-nu/dla-composition/src/master/dla-composition/.

https://bitbucket.org/trungchubao-nu/dla-composition/src/master/dla-composition/
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Table 2 Value domain decomposition based model counting time

n = 32 n = 8 n = 4 n = 1

t = 32 0.05 s − − −
t = 16 0.05 s − − −
t = 8 0.05 s 0.01 s − −
t = 4 0.07 s 0.01 s 0.01 s −
t = 2 0.12 s 0.02 s 0.02 s −
t = 1 0.18 s 0.04 s 0.03 s 0.25 s

Table 3 Model counting: execution time and the changing of precision

Execution time Count

Exact count 3.50 s 11,440

Lower bound 1.75 s 4,712

0.70 s 1,314

0.35 s 52

0.09 s 0

Upper bound 0.13 s 5,898,240

execution time, from 3.50s to 1.75s, while giving 4, 712 as the lower bound which is
almost half of the exact count. Also noted that dynamic leakage is just the logarithm
of counts, so the quantitative imprecision will be much smaller.

5 Conclusion

We are witnessing the transformation from analog to digital, real-world to virtual
world, in an extremely fast pace that might never have happened before. We have
used mobile phones, then smartphones, and now Internet of Things. We watched
black &white TVs, then color TVs, and now virtual reality is coming closer. Internet
becomes essential to our daily life.Many of us live two lives, real one and virtual one.
Because of the trend, information security becomes much more relevant to us. On
the other hand, real-world data, which includes all the data traveling on the internet,
affects hugely the security. A fixed security policy will face difficulties in this rapidly
changing world. While data circulation provides adaptability, QIF analysis offers
flexibility to an adaptive information security solution. This mechanism might be
a part of future cyber-security solutions.
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Research on High-Performance
High-Precision Elliptical Vibration
Cutting

Hongjin Jung

Abstract Recent researches/developments about high-performance and high-
precision elliptical vibration cutting and related topics about the Real-World Data
Circulations are introduced in this chapter. The elliptical vibration cutting technology
has been successfully utilized in the industry for the finishing of various precision
parts and precision micro-machining of dies and molds, which are made of difficult-
to-cut materials. However, applications of the elliptical vibration cutting have been
limited to high-cost ultra-precisionmachining because of its highmanufacturing cost
and limited cutting conditions and usages. To overcome the problems and expand its
applications, research on high-performance and high-precision elliptical vibration
cutting is carried out in this work. Furthermore, the applied Real-World Data Circu-
lation, i.e., data acquisition, analysis, and implementation, in this work is described
as well.

1 Overview of Research on High-Performance
High-Precision Elliptical Vibration Cutting

To realize the high-performance and high-precision ultrasonic elliptical vibration,
the author carried out researches as follows.

1.1 Development of a High-Power Ultrasonic Elliptical
Vibration Cutting Device

To expand the application of elliptical vibration cutting technology to low-costmirror
surface finishing, the development of a high-power elliptical vibration device whose
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available depth of cut is more than several hundreds of micrometers is required. The
newly developed device should be designed considering two conflicting features
at the same time. At first, it should be made larger compared to the conventional
devices to make it sustain at larger cutting loads by adopting large-sized piezoelec-
tric actuators which can load more electrical charge. Meanwhile, its size should be
an acceptable size considering the practical usages. Therefore, the half-wavelength
mode of axial vibration and dedicated support design are adopted. Then, to verify the
performance of the high-power elliptical vibration cutting, mirror surface finishing of
hardened steel is carried out at different cutting conditions. The experimental results
such as cutting forces, surface roughness, and tool wear are evaluated. As a result, it
is clarified that the newly developed vibration cutting device can increase the mate-
rial removing rate and can be utilized in the ordinary manufacturing environments
which leads to low manufacturing cost [1].

1.2 Clarification and Suppression of Chatter in Elliptical
Vibration Cutting

As the depth or width of cut of elliptical vibration cutting is small, there are no
undesirable vibration problems or the chatter. However, as the depth or width of
cut gets larger, there will be a case where chatter occurs and cannot be neglected
for further applications. The vibration is small like a micrometer but should be
suppressed for obtaining mirror surfaces and avoid wear and breakage of extremely
sharp diamond tools. Therefore, the generation mechanism of chatter is investigated
by analyzing the finished surfaces and the undesirable vibrations superimposed on the
elliptical vibration, and it is described regarding to the microprocess of the elliptical
vibration cutting process, i.e. ploughing process and material removing process.
Based on the generation mechanism of the chatter, a simple suppression method is
also proposed and its validity is verified experimentally [2].

1.3 High-Precision Cutting of Titanium Alloy Ti-6Al-4 V

Ultrasonic elliptical vibration cutting of titanium alloy Ti-6Al-4 V is investigated in
this research. Because products made of Ti-6Al-4 V alloy are usually designed for
possessing low-rigidity structures or good-quality cut surfaces, machining require-
ments such as low cutting forces and slow rate of tool wear need to be fulfilled for the
realization of their precision machining. Therefore, the ultrasonic elliptical vibration
cutting is applied as a novel machining method for those products. Machinability of
Ti-6Al-4 V alloy by the ultrasonic elliptical vibration cutting with cemented carbide
tools is examined to figure out suitable cutting conditions for precision machining of
Ti-6Al-4 V alloy. During themachining of the titanium alloy, forced vibration caused
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by the segmented chip generation, which is a well-known problem in ordinary non-
vibration cutting, occurs. Therefore, the characteristics of the forced vibration due to
the chip segmentation are investigated. Through the experiments, it is found that the
frequency andmagnitude of the forced vibration are related to the average uncut chip
thickness and cutting width. Based on the clarified characteristics of forced vibration
due to the chip segmentation, a practical strategy to suppress the forced vibration
due to chip segmentation is experimentally examined and verified. As a result, it is
possible to obtain a precision cut surface of titanium alloy with low cutting forces
by applying the elliptical vibration cutting [3].

1.4 Process Monitoring of Elliptical Vibration Cutting

The importance of cutting process monitoring has increased under a recent trend
toward manufacturing automation and the unmanned operation of a plant. Therefore,
a new method for monitoring the elliptical vibration cutting process is proposed by
utilizing internal data in the ultrasonic elliptical vibration device without external
sensors such as a dynamometer and displacement sensors. The internal data used
here is the change of excitation frequency, i.e., the resonant frequency of the device,
voltages applied to the piezoelectric actuators composing the device, and electric
currents flowing through the actuators. These internal data change automatically in
the elliptical vibration control system to keep a constant elliptical vibration against
the change of the cutting process. To estimate the cutting process from the internal
data, vibration model of the elliptical vibration cutting process is established, and the
modeling helps to analyze the internal data appropriately. Correlativity between the
process and the internal data is described by using a proposed model of ultrasonic
elliptical vibration cutting and verified by several experiments, i.e., planing and
mirror surface finishing of hardened die steel carried out with single-crystalline
diamond tools. As a result, it is proved that it is possible to estimate the elliptical
vibration cutting process parameters, e.g., tool wear and machining load, which are
crucial for stable cutting in such precision machining [4].

As a researcher of theGraduate Program forReal-WorldDataCirculationLeaders,
the author tried to study how RWDC can contribute to the advanced cutting process.
For example, in the thesis, the elliptical vibration tool controller’s internal data
is utilized to monitor the cutting process indirectly. The elliptical vibration tool
controller is used only to stabilize the elliptical vibration. Still, a new value of the
internal data is discovered by connecting, collecting, and analyzing the data based
on the knowledge of the cutting process. The more specific and concrete concep-
tion for RWDC in the cutting process is demonstrated by introducing various related
researches, and the novelty and contribution of the author’s research thesis concerning
RWDC are described in the following section.
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2 Real-World Data Circulation in This Work

Real-World Data Circulation (RWDC) is a new academic field established by the
Graduate Program for Real-World Data Circulation Leaders, Program for Leading
Graduate Schools of Nagoya University. RWDC encompasses the acquisition, anal-
ysis, and implementation of real-world data. Moreover, it emphasizes the interactive
integration of these three procedures to explore unknown mechanisms and create
new real-world values. Digital data is acquired mainly through the observation or
measurement of various phenomena in the real world. Those data should be analyzed
with a practical and comprehensive manner to figure out and predict the mechanism
of real-world phenomena. Moreover, those results should be implemented in the real
world to solve the real-world problem or to improve the existing phenomena. A new
approach with a perspective of RWDC will assist in understanding the real-world
problem clearly which is intricately connected all over the society and for creating
a new value that overcomes the stagnant general society circles such as humanities,
economics, and manufacturing industries.

The author’s primary concern is how RWDC will be activated to improve the
manufacturing industry’s circumstance, especially related to the cutting process. The
ultrasonic elliptical vibration cutting, which is the main topic of this work, can also
be considered an excellent example of RWDC. There is a real-world problem that
the ordinary cutting of ferrous materials with a diamond tool is impossible because
of the rapid tool wear. The elliptical vibration cutting method is implemented and it
resolved the problem. Moreover, the real-world data related to the cutting process,
such as cutting force, quality of cut surface, and tool wear, are acquired through the
experiments. It is analyzed to figure out the mechanism of the ultrasonic elliptical
vibration cutting process. As a result, it is possible to optimize the cutting conditions
and vibration conditions and successfully implement it in the dies andmolds industry
after the feasibility of the process is confirmed.

Recently, the advanced technologies (e.g., networked machines, big data, and
information analytics) are being introduced into the manufacturing environment.
These integrations between information technologies and manufacturing technolo-
gies are encouraging the advent of the fourth industrial revolution, called Industry
4.0 [5]. The new era’s industrial production will be highly flexible in production
volume and customization, extensive integration between customers, companies, and
suppliers, and above all sustainable [6]. Industry 4.0 describes production-oriented
Cyber-Physical Systems (CPS) to understand the CPS which is essential for imple-
menting the advanced manufacturing environment. The CPS refers to a new gener-
ation of systems with integrated computational and physical capabilities that can
interact with humans through many new modalities [7, 8]. For example, the cutting
process in a manufacturing site is a real-world physical system. Models of cutting
processes that are proposed by researchers to reproduce the physical system as iden-
tical as possible computationally are representative examples of the cyber system.
Data acquisition and analysis plays an important role in connecting and integrating
the physical system and cyber systems. Digital simulation of the cutting process from
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Fig. 1 Example of CPS in cutting process

the cyber systems should be integrated into real-world physical systems. Then the
results can be implemented in the cutting process in real time (Fig. 1).

Meanwhile, to implement the CPS to the manufacturing site and utilize it practi-
cally to improve productivity, more efficient and low-cost data acquisition methods
and advanced data analysis strategies should be developed and investigated. The
promising fundamental techniques consisting of the CPS are cloud, IoT (Internet of
Things), and big data [9]. There are lots of CNC (Computerized Numeric Control)
machines, tools, products, and workers in the manufacturing site, and all of these
should be connected through the cloud and IoT. This data acquisition state is called
the “smart connection level” of 5C architecture for realizing CPS [10], which is the
collection of all the data in the manufacturing site. The next level is the “data-to-
information conversion level”, which extracts the critical data or correlation among
the manufacturing site’s components for improving the cutting process. At this stage,
advanced data analysis technologies such asmachine learning are required. However,
without the comprehensive knowledge andunderstandingof the cutting process itself,
it is not efficient and reaches the limit for stepping over this level.

2.1 Real-World Data in Cutting Process and Its Acquisition

In the work, many kinds of data are used to figure out the mechanism of the cutting
process. Data are acquired during the machining experiments or after the experi-
ments. Then, the data are analyzed by various methods such as calculating the mean
value, transforming the time-domain signals to frequency components, measuring
the lengths from the photograph, etc. Through these kinds of processes, it is possible
to understand the various phenomena in the cutting mechanism and improve the
cutting process.
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Cutting Force

The cutting force is essential to figure out the cutting process because the cutting
conditions such as machining load and tool condition directly result in the change
of cutting force. In particular, the real-time monitoring of the cutting force is instru-
mental in figuring out disturbances such as excessive machining load, unstable
process conditions, and tool wear during the cutting process. In the thesis, the
measurement results are utilized to describe the various phenomena related to the
cutting process. For example, the mean value of the cutting forces is evaluated since
the cutting force of elliptical vibration cutting is superior or lower than that of the
ordinary cutting. As a different example, the frictional chatter or forced vibration
causes the change of cutting forces. In addition, the period and amplitude of the
dynamic forces due to the chip segmentation of the titanium alloy are observed.

Adynamometer is one of the standardmeans tomeasure the cutting forces directly.
It consists of piezoelectric sensors clampedbetween twoplates [11].However, it is not
desirable in general manufacturing environments since dynamometers are expensive
and too sensitive to overload.There is oftenno spacenear themachiningpoint for their
installation. To overcome the limitations and to introduce the practical application
on manufacturing machines, several studies have been conducted on indirect cutting
force measurement [12]. For example, the current of the spindle drive system [13]
or feed drive system [14], which are components of the machine tools, are used
to estimate the cutting forces. Indirect cutting force measurements are applied to
monitor the crucial parameters in the cutting process, such as the detection of tool
breakage [15] and chatter [16]. In this work, a new method is proposed to detect the
changes inmachining load or tool wear in the elliptical vibration cutting process. The
correlations between the change of internal data in the ultrasonic elliptical vibration
cutting control system and the change of several parameters of the cutting process
are demonstrated experimentally.

Vibration

During the cutting process, forced and self-excited vibrations often occur because
of the cutting forces and the machine’s structural dynamics. These vibrations cause
problems such as the deterioration of the surface quality and short tool life. The
self-excited vibration problem in the cutting process is called chatter, and it should
be suppressed to obtain high performances of the cutting process [17]. Because
the generation mechanisms of the chatter are different depending on the cutting
process, suppression methods for those vibrations are also various [18]. Therefore,
the data acquisition of the cutting process and machine tools and a comprehensive
understanding of the cutting process and machine’s structural dynamics are neces-
sary. It is because the chatter is an excited vibration of the structural modes of the
machine tool-workpiece system by cutting forces [19]. In this work, a kind of self-
excited vibration, i.e., frictional chatter, in elliptical vibration cutting during the high-
efficiency machining, that causes deterioration of the surface quality is investigated.
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The transfer functions of the vibration device are measured through the hammering
test. Then, the tool’s chatter vibration is measured by a displacement sensor, and
the frequency of chatter is calculated through the FFT analysis of the signals. As a
result, it is possible to know which mode of the vibration tool is excited during the
cutting process. Its growing mechanism is also explained by the cutting mechanics.
The phase between the velocity of the second bending mode and the ploughing force
is the reason for the chatter generation. Therefore, it is possible to suppress chatter by
changing the lead angle. In addition, during the titanium alloy machining, the forced
vibration due to the chip segmentation resulted in the increased cutting forces and
deterioration of surface quality. From the photographs of the chips, the periodicities
of the chip segmentation are calculated at different cutting conditions and compared
with the results from the vibration wave of cutting forces and cut surface. As a result,
the forced vibration is related to the cutting conditions such as average uncut chip
thickness and cutting width. It is possible to suppress the forced vibration without
sacrificing the machining efficiency by increasing the cutting width and decreasing
the average uncut chip thickness.

Cut Surface and Tool Wear

Observations of the cut surfaces and tool wear are important for the evaluation of
the cutting process. It is because the surface quality is one of the most specified
customer requirements, and tool wear is an additional parameter which affects the
surface quality of finished parts as well as the manufacturing cost. Therefore, many
studies have been carried out to improve the cut surface quality and decrease the
tool wear [20]. For example, to achieve ultra-precision surface quality, the diamond
cutting is utilized [21], and to decrease the excessive tool wear, the elliptical vibration
cutting is applied [22]. In this thesis, cutting experiments with long cutting distance
is carried out to clarify the feasibility of the newly developed high-power elliptical
vibration cutting device. After the experiments, the surface roughness of Ra and
PV values are measured as indices of the surface quality of the finished surface.
Tool wear is observed through the optical microscope. Furthermore, the cut surfaces
are crucial evaluation elements to determine whether the undesirable vibration is
imposed or suppressed in both frictional chatter and forced vibration due to chip
segmentation in the thesis.

2.2 Real-World Data Analysis and Implementation in Cutting
Process

Toovercome the limitations of the conventional elliptical vibration cutting device, the
high-power ultrasonic elliptical vibration cutting device is developed. Its feasibility
is confirmed from several cutting experiments results. Here, cutting forces, surface
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roughness, and tool wear data are utilized. Furthermore, frictional chatter became
the problem during the high-efficiency mirror surface finishing with elliptical vibra-
tion cutting. Hammering tests and cutting tests under various cutting conditions are
conducted. The transfer function of the developed high-power ultrasonic elliptical
vibration is calculated and dynamic properties of the device is verified. The vibra-
tion and cutting force data are analyzed in the frequency domain, and the frequency
components of the chatter vibration and elliptical vibration are compared with the
vibrationmarks on cut surfaces.Moreover, the time-domain simulation is also carried
out by using the experimental results and clarified that the reason for the vibration
marks on cut surfaces is the second resonant mode of bending vibration. Then, based
on the model of the elliptical vibration cutting process, the ploughing process excites
the second bending mode. As a result, its generation mechanism is confirmed, and
the proper suppression method can be suggested. The verification test is also carried
out, and with the collected data from the test, it can be concluded that the proposed
suppressionmethod is effective in suppressing the frictional chatter in high-efficiency
elliptical vibration cutting. Figure 2 shows an illustration of the RWDC regarding
chatter suppression for high-efficiency mirror surface finishing mentioned above.

The ultrasonic elliptical vibration cutting of titanium alloy is investigated. During
the machining of titanium alloy, the forced vibration due to the segmented chip
formation causes the deterioration of the cut surface and dynamic cutting forces. To
suppress the forced vibration, several cutting experiments are conducted at various
conditions. Time distribution data of cutting forces and vibration and image data
of cut surface and chip are utilized. From the forced vibration analysis results,
the relations between the segmented chip formation and the uncut chip geometry
are identified. Based on the identified segmented chip generation mechanisms, it
is possible to propose a practical and straightforward strategy to suppress forced
vibration. As a result, it is concluded that the ultrasonic elliptical vibration cutting
is an effective technology for reducing the cutting force, and precision machining is
possible by suppressing the forced vibration. Figure 3 shows an illustration of the
RWDC regarding forced vibration suppression caused by segmented chip formation
for precision machining of titanium alloy mentioned above.

Fig. 2 Chatter suppression for high-efficiency mirror surface finishing
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Fig. 3 Forced vibration suppression for precision machining of titanium alloy

Anewmethod formonitoring of the elliptical vibration cutting process is proposed
and experimentally verified. The internal data, such as currents, voltages, and exci-
tation frequency, are measured from the elliptical vibration cutting tool controller.
While the vibration status is changed according to the cutting process, those changes
are reflected in the change of measured internal data. Based on the proposed vibra-
tion model of elliptical vibration cutting, the relations between the change of internal
data and cutting process parameters, e.g., machining load and tool wear, are iden-
tified. It is expected that the process monitoring function investigated in this work
can be utilized for process monitoring and automation without external sensors in
the cutting process. Figure 4 shows an illustration of the RWDC regarding cutting
process monitoring during the elliptical vibration cutting mentioned above.

Fig. 4 Cutting process monitoring through internal data from EV tool controller
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Fig. 5 Illustration of RWDC for advanced manufacturing process

2.3 Real-World Data Circulation for Advanced
Manufacturing Process

Figure 5 shows the flow chart of the advancedmanufacturing process with the Cyber-
Physical System (CPS) for the perspective of promisingReal-WorldDataCirculation.
The author is confident that this RWDC will stimulate the successful realization of
the CPS and the Industry 4.0-based manufacturing systems. The cutting process is
considered as a multi-input and multi-output system. There is plenty of information
as input variables such as machine tool, tool, workpiece, CAD, CAM, tool path, and
machining conditions. Simultaneously, there is plenty of data as output variables
such as cutting force, vibration, temperature, cut surfaces, wear of used tool, and
power for the machine tool.

“Data Acquisition 1” describes the measurement or observation of the output
parameters from the cutting process. “Data Analysis 1” indicates the procedure for
interpreting the cutting mechanics based on the measured data and cutting process
physics and evaluating the cutting process in terms of cost and quality. The cutting
mechanics will be clarified from the analysis results, and improvement strategies
of the cutting process can be set up and carried out. This process is defined as
“Implementation 1” in Fig. 5. This data circulation is usually conducted by trial and
error, which means many pieces of workpieces and tools are consumed until the
feasibility is confirmed to be adopted in the actual manufacturing site.

Meanwhile, with the clarified cutting mechanics in the real-world system, it is
possible to construct the “Cutting Mechanics” in the cyber-world system. The eval-
uation algorithms [23] of cutter-part-geometry intersection are developed and used
to predict cutting forces, torque, power, and the possibility of having chatter by
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combining with cutting process physics and structural characteristics of the machine
tool. Usually, there are recurrences of the trial and error cycle between the CAM data
and real-world machining until it is competent. However, it is still not optimal. The
simulation of cutting mechanics in digital environments can reduce or even eliminate
physical trials in the real-world system. It can be used to search for optimal cutting
conditions such as feed rate and spindle speed, rearrange the toolpath according to
the optimal path strategy [24], and predict and avoid the chatter [25]. In this way, it
is possible to reduce the cycle time, increase the cut surface qualities, and decrease
the manufacturing costs [26].

“Real-time acquisition” and “Real-time implementation” indicate the integration
of simulation of cutting mechanics with real-time measurements at the real-world
systems [27]. For example, a virtually assisted online milling process control and
monitoring system is proposed. It is utilized to avoid false tool failure detection and
transient overloads of the tools during adaptive control [28]. To realize the CPS in
the manufacturing site, this kind of integration is essential, and the accuracy and
effectiveness of the process monitoring and cutting mechanics simulation should be
advanced.

“Data Acquisition 2 and Analysis 2” indicates the procedures where the entire
manufacturing process information and its data circulation are stored at every second
and analyzed with advanced information technology. Most researches mentioned
above are based on cutting process physics.Mathematicallymodeling theworkpiece-
tool engagement geometry and calculating the structural properties of the kinematic
motion of the machine and workpiece to simulate the cutting mechanics in the cyber-
world system are required for most of the research. However, there are also other
researches based on statistical approaches. For example, neural network models or
regressionmodels are utilized to optimize the cutting conditions [29] or to predict the
cut surface quality and tool wear [30]. Experimental results of the surface roughness
and tool wear at different cutting parameters such as cutting speed, feed rate, and
depth of cut are used as training data to construct the neural network models or
regression models. There are many machining tools in the manufacturing site, and
various cutting processes are conducted inside the machining tool continuously.
Therefore, there is a tremendous amount of data, such as from the input and output
variables of the cutting process to the evaluation elements of the cutting process, i.e.,
lead time, cost, and quality. It will be an important training data to construct a new or
advanced cutting mechanics simulation (“Implementation 3”). Initially established
cutting mechanics simulation is constructed based on the data acquired from the
restricted situations of cutting experiments. Therefore, when an unforeseen situation
occurs, the simulation cannot adaptively respond tonewsituations.However, byusing
the collected data and results of analysis from “Data Acquisition 2 and Analysis 2”,
more precise cutting mechanics simulation can be constructed. It will then improve
the effectiveness and accuracy of the cutting mechanics in the real-world system,
too. Moreover, these advanced data acquisition, analysis, and implementation will
be applied to real-time or short-term improvements of the cutting process and long-
term improvements such as the maintenance of the machine tool and index for new
machine tool development.
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3 Conclusion

Based on the researches in the work, the low-cost and high-efficiency mirror surface
finishing of hardened steel, high-efficiency and high-precisionmachining of titanium
alloy with low cutting forces, and a new function of the elliptical vibration cutting
process monitoring can be achieved. Hence, this study is significantly advantageous
to expand the applicable industrial fields because of its verified high performance
and high precision. Furthermore, the applied Real-World Data Circulation, i.e., data
acquisition, analysis, and implementation, in this work is categorized and described
as well.
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A Study on Efficient Light Field Coding

Kohei Isechi

Abstract This section introduces a study on light field coding as one example of
real-world data circulation. A light field is a set of dense multi-view images of which
intervals between viewpoints are quite small. The light field has rich 3D visual
information, so that the light field enables many kinds of 3D image processing.
Nowadays, the light field has become one of the fundamental data formats for 3D
image processing. The light field used for the practical applications consists of tens-
to-hundreds images, so that compression of a light field is required. This section
introduces a light field coding scheme of approximating a light field with the sum
of weighted binary patterns. At the end of this section, this study is reviewed in the
light of data circulation.

1 Introduction

This section introduces a study on light field coding using weighted binary patterns
as one example of real-world data circulation. A light field is a four-dimensional (4D)
signal describing light rays which travel in three-dimensional (3D) space [6, 10, 19].
The appearance of the world can be visually observed by receiving the light rays
which reach our eyes; therefore, visual information can be described by formulating
the light rays. The 4D light field signal can be interpreted as a set of dense multi-
view images of which intervals between viewpoints are quite small. Figure1 shows
examples of still light field images with different number of viewpoints. The dense
multi-view images can be captured by using special camera systems such as multi-
camera array systems [7, 32] and a light field camera [1, 9, 22, 23]. The captured
multi-view images are a kind of real-world data. Since the light field signal includes
rich visual information in the 3D space, the light field data can be utilized for various
kinds of applications such as depth estimation [12, 26, 27, 30], free-viewpoint image
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Fig. 1 Light fields with different number of viewpoints

synthesis [4, 19, 25], and stereoscopic displaying [17, 18, 24, 31]. Nowadays, the
light field has become one of the fundamental data formats for 3D image processing.

One of the important issues for handling the light field is the huge data size.
Light fields used in the practical applications consist of tens-to-hundred multi-view
images. Light fields with a larger number of viewpoints are desirable to provide
high-quality 3D experiences in the practical applications of a light field described
above. Increasing the number of viewpoints leads to an increase in the data amount
of a light field. In the case of light field videos, multi-view images are accumulated
in time sequence; consequently, its data amount becomes huge with time.

Due to the huge data size of a light field, efficient coding is one of the important
research topics for handling a light field. The huge data size of a light field causes
difficulty in light field applications. For example, assuming a light field streaming sys-
tem, it would occupymuch larger network bandwidth than a general single-viewpoint
video streaming system; thus, efficient light field coding scheme is required. The light
field has large redundancy which is different from typical single-viewpoint video
because the light field images are similar to each other due to quite small intervals
between viewpoints as shown in Fig. 1. By extracting the redundancy, the amount of
light field data can be dramatically reduced. There are many researches which focus
on efficiently removing the redundancy of a light field.

Most research usesmodern video coding standards such asH.265/HEVC[13]with
small modifications [11, 15, 20, 21, 28, 29]. The modern video coding standards
have been developed for compressing typical 2D videos where various kinds of
techniques such as intra/inter-frame prediction, discrete cosine transform (DCT),
and arithmetic coding are employed to eliminate the redundancy of the 2D video
sequences.A light field can be regarded as a 2Dvideo sequence by aligning viewpoint
images in some order, and the modern video coding standards can be applied to the
light field. In particular, motion compensation techniques, which predict motion
of captured objects between sequential frames in the target video, are useful for
removing redundancy among the images at different viewpoints in a dense light
field. The modern coding standards with small modifications have achieved good
coding performance for a light field.
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As a novel approach for light field coding, Fujii Laboratory in Nagoya University
has proposed a light field coding scheme with weighted binary patterns in [16]. In
contrast to the coding methods using the modern video coding standards with small
modifications, this scheme has been developed based on a mind that the standard
video coding techniques are not necessarily the most suitable for a dense light field.
The key idea of this scheme is that a light field is approximated with only several
weighted binary patterns. The binary patterns and weight values are computationally
obtained so as to optimally approximate the target light field. This scheme is named
“baseline” as a counterpart of the progressive scheme mentioned later.

The baseline coding scheme is completely different from those of modern video
coding standards, and its decoding process is dramatically simpler than that of the
standard codecs. The simplicity of decoding process allows us to implement faster
and less power-hungry decoders than those of the standard codecs. However, the
encoding process, i.e., solving the optimization problem, takes much longer than
the video coding standards as the number of binary patterns increases. To accelerate
the encoding process, a progressive framework that progressively approximates a
light field with a small number of weighted binary patterns at each group has been
proposed. The progressive framework accelerates the encoding process of the base-
line method while keeping feasible accuracy, but causes a problem of the trade-off
between computational complexity and coding performance.

To address the trade-off problem, disparity compensation framework has been
introduced into the progressivemethod [14]. Disparity compensation shifts the pixels
in the images according to a specified disparity value and the viewpoint positions.
This section briefly describes the framework of baseline, progressive, and progressive
with disparity compensation methods, and demonstrates their performances.

The study described in this section has been undertaken based on the concept of
real-world data circulation. In this case, light field data, namely a set of multi-view
images, is real-world data describing visual information in the 3D world. The detail
of data circulation structure is described at the end of this section.

1.1 Baseline Method

First, a framework of “baseline” light field coding is introduced. A light field to be
compressed is given as L(s, t, x, y). The set of symbols (s, t), (s = 1, . . . , S, t =
1, . . . , T ) and (x, y), (x = 1, . . . , X, y = 1, . . . ,Y ) indicate viewpoint coordinates
in a 2D grid and pixel coordinates in a viewpoint image, respectively. The baseline
method approximates a light field L(s, t, x, y) by using the sum of N weighted
binary patterns as follows:

L(s, t, x, y) �
N∑

n=1

Bn(x, y)rn(s, t), (1)
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Fig. 2 Light field approximation using binary patterns Bn(x, y) and corresponding weights rn(s, t)

where Bn(x, y) ∈ {0, 1}, (n = 1, 2, . . . , N ), rn(s, t) ∈ R, and bL indicate binary pat-
terns, corresponding weights, and a bit depth used for light field pixels, respectively.
Figure2 illustrates the framework of light field approximation using weighted binary
patterns. All the images at different viewpoints are represented with the same binary
patterns, but different weights are used depending on the viewpoints; therefore, the
binary patterns and the weights have the common and viewpoint-dependent compo-
nents of the multi-view images, respectively.

To obtain binary patterns and weights that can accurately approximate a given
light field, the following optimization problem is solved.

arg min
Bn(x,y)
rn(s,t)

∑

s,t,x,y

‖L(s, t, x, y) −
N∑

n=1

Bn(x, y)rn(s, t)‖2. (2)

The optimal solution to Eq. (2) cannot be easily obtained because the equation
includes two sets of unknowns, Bn(x, y) and rn(s, t). An alternating optimization can
be utilized for obtaining the solution, where the binary patterns Bn(x, y) are initial-
ized at first, and the following two steps are repeated until convergence: (i) the binary
patterns are fixed, and the weights are optimized, (ii) the weights are fixed, and the
binary patterns are optimized. The optimization of binary patterns (i) can be regarded
as a standard least squares minimization problem that can be easily solved by well-
known methods. The solution to the optimization of weights (ii) can be obtained
individually for each pixel (x, y) because this problem is pixel-independent. The
optimization (ii) is regarded as a binary combinational optimization known as an
NP-hard problem. Its solution can be obtained by using a simple brute-force search
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although the computational complexity of brute-force search is heavy and increases
exponentially as the number of binary patterns increase. After convergence, a light
field L(s, t, x, y) can be reconstructed using Eq. (1) with the obtained solution to
Eq. (2). As one implementation, all Bn(x, y) can be initialized to the same image
obtained by applying binary thresholding to the top-leftmost image of the target
light field. Since all the binary patterns are identical at this point, the weights rn(s, t)
cannot be determined uniquely in the optimization (i) of the first iteration.

Similar to other coding schemes, the proposed scheme has a trade-off between
rate (number of bits) and distortion (accuracy of decoded data). This trade-off can
be controlled by simply changing the number of binary patterns N . When a target
light field is represented by using N binary patterns and weights, the compression
ratio of the scheme is calculated as follows:

compression ratio = N (XY + STbr )

ST XYbL
, (3)

where br indicates bit depth used for weights rn(s, t). For instance, a compression
ratio for light field images with X = 160, Y = 120, S = 17, T = 17, and bL = 8
equals 0.54% in the case of N = 10 and br = 16. This compression ratio is calculated
based on the binary patterns andweights which are not compressed. To further reduce
the data amount, a lossless compression algorithm, e.g., gzip, can be applied to the
binary patterns and weights.

An important advantage of the proposed scheme is extreme simplicity of decod-
ing process. As shown in Fig. 2, the light field can be reconstructed by using only
product-sum operations. On the other hand, the decoding process of modern video
coding standards includes complicated operations such as intra/inter-frame predic-
tion, inverse DCT/DST transformation, and dequantization. Thus, the decoding pro-
cess of the proposed scheme is dramatically simpler than that of modern video cod-
ing standards. This simplicity allows us to implement a faster and less power-hungry
decoder using field programmable gate array (FPGA) and an application specific
integrated circuit (ASIC).

1.2 Progressive Method

Next, a framework of “progressive” light field coding,which accelerates the encoding
process of baseline method, is expounded. To accelerate the encoding process, the
coding scheme is made progressive on the basis of the divide-and-conquer strategy
as shown in Fig. 3. Assuming that an original light field L(s, t, x, y) is approximated
by using totally N binary patterns and weights, the N binary patterns are divided into
M groups (layers). Each layer has N binary patterns so that NM = N is satisfied.
At the first layer, the target light field L1(s, t, x, y) is set as an original light field
L(s, t, x, y) and is approximated by using N binary patterns and weights based on
Eq. (2). The light field obtained by the approximation is denoted as L ′

1(s, t, x, y).
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Fig. 3 Progressive coding framework

At the next layer, the target light field L2(s, t, x, y) is defined as the difference
between L(s, t, x, y) and L ′

1(s, t, x, y). The target light field L2(s, t, x, y), i.e., the
residual light field is also approximated with N binary patterns and weights in the
same manner as the first layer. At the following layers, the process is progressively
repeated where N binary patterns and weights are calculated to approximate the
target light field Lm(s, t, x, y) as follows:

arg min
B(m)
n (x,y)
r (m)
n (s,t)

∑

s,t,x,y

‖Lm(s, t, x, y) − L ′
m(s, t, x, y)‖2, (4)

Lm(s, t, x, y) = L(s, t, x, y) −
m−1∑

i=1

L ′
i (s, t, x, y), (5)

L ′
i (s, t, x, y) =

N∑

n=1

B(i)
n (x, y)r (i)n (s, t), (6)

where B(i)
n (x, y), r (i)n (s, t), and L ′

i (s, t, x, y) indicate the n-th binary pattern, the
corresponding weight, and the approximated light field at the i-th layer, respectively.
Finally, an original light field L(s, t, x, y) is approximated as follows:
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L(s, t, x, y) �
M∑

m=1

L ′
m(s, t, x, y). (7)

This progressive extension achieves remarkable reduction of the computational
complexity by optimizing a small number of binary patterns and weights per layer on
the basis of the divide-and-conquer strategy. Although the strategy generally cannot
bring about the global-optimum solution, a feasible solution can be obtained with
less computational complexity since the search space of the problem is reduced. In
the progressive coding, dividing the binary patterns and weights into M groups is
equal to the reduction of search space. The main bottleneck of the baseline scheme
is optimizing binary patterns; thus, reducing the number of binary patterns in the
optimization can significantly accelerate the encoding process. The computational
complexity for binary combinational optimization in the baseline scheme with N
binary patterns isO(2N ), but the computational complexity for that in the progressive
scheme is reduced to O(2N ) by dividing N binary patterns into M layers. Total
computational complexity for binary combinational optimization in the progressive
scheme equals O(M2N ) since the progressive scheme repeats the optimization for
each layer. For instance, the computational cost of the progressive coding is reduced
to 1/128 compared with that of the baseline one in the case with N = 12, M = 4,
and N = 3. As described above, the progressive extension finds a feasible solution
with less computational complexity, but the approximation accuracy cannot help
beingdegraded since the divide-and-conquer strategy cannot find the global-optimum
solution. Consequently, there is a trade-off between computational complexity and
rate-distortion performance.

1.3 Disparity Compensation Framework for Binary Patterns

To improve the rate-distortion performance while avoiding infeasible computational
complexity, a method of adapting a disparity compensation framework to the pro-
gressive light field coding scheme is introduced. In the conventional scheme, all the
images at different viewpoints are approximated using the same binary patterns with
different weights. This means that the binary patterns represent the common compo-
nents among multi-view images and that the weights represent viewpoint-dependent
components. Meanwhile, if disparity compensation is applied to the binary pat-
terns, they can represent not only the common components but also the viewpoint-
dependent components. Thus, applying appropriate disparity compensation might
improve the representation capability of the binary patterns. The amount of dispar-
ities included in a light field depend on a captured scene; therefore, the appropriate
disparity values should be adaptively searched for according to the scene. The con-
tents of this section have been published in a journal paper [14].

With disparity compensation applied, the approximation of a light field can be
formulated as follows:
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L(s, t, x, y) �
N∑

n=1

Bn(x − sdn, y − tdn)rn(s, t), (8)

where dn is a disparity valuewithwhich the n-th binary pattern is compensated. In the
case where x − sdn and y − tdn become non-integer values, pixel values at integer
position are interpolated by using the neighboring pixel values existing at non-integer
position. If x − sdn and y − tdn indicate the out of an image, as one approach, it
can be assumed that the pixel value at the corner position continuously exists at the
out of an image although there are several approaches for dealing with this case. All
pixels of Bn(x, y) are shifted according to the viewpoint position (s, t) so that each
viewpoint image is approximated by using slightly shifted binary patterns depending
on the viewpoint position. According to Eq. (8), the optimization problem to find the
binary patterns, weights, and disparity value is defined as follows:

arg min
Bn(x,y)
rn(s,t)
dn

∑

s,t,x,y

‖L(s, t, x, y) − L ′(s, t, x, y)‖2, (9)

L ′(s, t, x, y) =
N∑

n=1

Bn(x − sdn, y − tdn)rn(s, t). (10)

Although it would be preferable if the global-optimum solution for Eq. (9) can be
obtained, solving this optimization is quite difficult because it includes three sets
of unknowns. Eq. (8) is reformulated with a restriction on disparity values dn and
then introducing a disparity compensation framework into the progressive light field
coding scheme presented in Sect. 1.2.

The progressive light field coding with disparity compensation is formulated as
follows:

L(s, t, x, y) �
M∑

m=1

L ′
m(s, t, x, y) (11)

L ′
m(s, t, x, y) =

N∑

n=1

B(m)
n (x − sdm, y − tdm)r

(m)
n (s, t), (12)

where dm is a disparity value used for the disparity compensation at the m-th layer.
As a restriction, only one disparity value is used for each group of binary patterns.
At each layer, binary patterns, weights, and a disparity value are obtained by solving
the following optimization:

arg min
B(m)
n (x,y)
r (m)
n (s,t)
dm

∑

s,t,x,y

‖Lm(s, t, x, y) − L ′
m(s, t, x, y)‖2, (13)
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Lm(s, t, x, y) = L(s, t, x, y) −
m−1∑

i=1

L ′
i (s, t, x, y). (14)

Equation (13) still includes three sets of unknowns like Eq. (9). The range of dis-
parities included in a dense light field is basically narrow because of its very small
viewpoint interval; thus, the problem is simplified by manually defining a set of
candidate disparities D. The specific algorithm is shown in Algorithm 1, where
B(m)∗
n (x, y), r (m)∗

n (s, t), and d∗
m denote a solution for Eq. (13) at the m-th layer. The

binary patterns and weights are calculated for each candidate disparity value d ∈ D.
From the set of the obtained binary patterns and weights, the best one that achieves
the best approximation accuracy is employed. Consequently, the proposed method
adaptively searches for the appropriate disparity value at each layer depending on a
captured scene by simple brute-force search.

To practically solve Eq. (13), it is reformulated as follows:

arg min
B(m)
n (x,y)
r (m)
n (s,t)
dm

∑

s,t,x,y

‖Lm(s, t, x ′ + sdm, y′ + tdm)

−L ′
m(s, t, x

′ + sdm, y′ + tdm)‖2, (15)

L ′
m(s, t, x

′ + sdm, y
′ + tdm) =

N∑

n=1

B(m)
n (x ′, y′)r (m)

n (s, t), (16)

where x ′ = x − sdm , and y′ = y − tdm . The right side of Eq. (16) takes the same
form as the second term in Eq. (2). Disparity compensation is first applied to the
target light field Lm(s, t, x, y) to obtain Lm(s, t, x ′ + sd, y′ + td); after that, the
solution for (15) is obtained in the same manner as solving Eq. (2). The desired light
field L ′(s, t, x, y) can be obtained by applying inverse disparity compensation to the
light field L ′(s, t, x ′ + sdm, y′ + tdm).

By manually defining a set of candidate disparity values, the proposed method
finds the best disparity values while keeping feasible computational complexity. The
difference between the proposed scheme and the conventional progressive method
with respect to computational complexity is the brute-force search for disparity val-
ues. Assuming that the number of elements ofD, i.e., the number of candidate dispar-
ity values, is denoted as D, the computational complexity for optimizing binary pat-
terns in the proposed scheme is O(DM · 2N ) because the proposed method obtains
the binary patterns and weights with all candidate disparity values at each layer.
Although the proposed method takes much more time for encoding than the conven-
tional progressive coding, it still can find the solution with feasible computational
complexity. As mentioned in Sect. 1.2, the main bottleneck is optimizing binary pat-
terns; thus, ifN is kept small, the computational complexity of the proposed method
never increases explosively like that of the conventional baseline scheme as the total
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Algorithm 1 Progressive light field coding using disparity-compensated and
weighted binary patterns
Input: L(s, t, x, y),D
Output: B(m)∗

n (x, y), r (m)∗
n (s, t), d∗

m (n = 1, · · · ,N , m = 1, · · · ,M)
Initialize L1(s, t, x, y) ⇐ L(s, t, x, y)
for i = 1 to M do
BEST_PSNR ⇐ 0.0
for each disparity d ∈ D do
Obtain B(i)

n (x, y), r (i)n (s, t) using Eq. (13) with fixed dm = d
p ⇐ PSNR of L(s, t, x, y) from Eq. (11) with M = i
if BEST_PSNR < p then
B(i)∗
n (x, y) ⇐ B(i)

n (x, y)
r (i)∗n (s, t) ⇐ r (i)n (s, t)
d∗
i ⇐ d
BEST_PSNR ⇐ p

end if
end for
Carry over the residual using Eq. (14) with m = i + 1
i ⇐ i + 1

end for

number of binary patterns N increases. In the case with N = 24, M = 8,N = 3, and
D = 10, the proposed scheme takes 10 times longer than the conventional progres-
sive scheme, but the computational cost of the proposed scheme 10 × 8 × 23 = 640
is still feasible compared with that of the baseline scheme 224.

When a target light field is represented by using N binary patterns and the cor-
responding weights, which are divided in M groups, the compression ratio of the
proposed scheme is calculated as follows:

compression ratio = N (XY + STbr ) + Mbd
ST XYbL

, (17)

where bd denotes a bit depth used to describe the used disparity values. The increase
of total bits compared with Eq. (3) is less of an issue because one byte (bd = 8) is
enough to describe a disparity value when D is set to 10–20.

1.4 Experimental Results

To evaluate the performance of the coding schemes using weighted binary patterns,
the baseline method, progressive method, and progressive with disparity compensa-
tionmethodwere implemented using a softwaremade available from the website [8].
Six light field datasets [3] shown inFig. 4, each ofwhich consists of 17 × 17grayscale
multi-view images, were used in the experiments. For optimizing Eqs. (2) and (6),
the number of iterations was set to 20. All binary patterns Bn(x, y) were initialized
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Fig. 4 Datasets

by the result of binary thresholding to the most top-left image of the input light
field. To compress the binary patterns and weight values, gzip ver.1.6 was adopted as
an optional post-processing. Two implementations were adapted for H.265/HEVC:
FFmpeg ver. 4.1 with default parameters and the HEVC Test Model [5] with a ran-
dom access configuration [2]. As the difference between FFmpeg and HEVC Test
Model, FFmpeg makes use of the x265 library for HEVC encoding and its default
option is chosen to providemoderate coding efficiency with a reasonable complexity,
while the configuration of the HEVC Test Model is basically determined to bring out
the potential performance in the standardization process. To ascertain the effect of
inter-frame prediction, all intra mode with the HEVC Test Model were also tested.
When these video codecs were applied to a light field dataset, images in the dataset
were aligned in the row-major order and were regarded as a single-viewpoint video
sequence.

First, the rate-distortion performance and encoding time of the baseline and the
progressive methods were evaluated. The PSNR values were calculated from the
mean squared errors over all the viewpoints and pixels. The bitrate values were
calculated from the sizes of files that were compressed with gzip. Computational
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Fig. 5 Rate-distortion performances of baseline and progressive methods

Table 1 Encoding time (N = 12)

Method Time (s)

Progressive N = 1 51

Progressive N = 2 54

Progressive N = 3 66

Progressive N = 4 87

Baseline 8533

times were measured on a Desktop PC running Windows 10 Pro equipped with Intel
(R) Core (TM) i5-4590 3.3-GHz CPU and 8.0 GB main memory.

Figure5 [16] shows that rate-distortion curves of the baseline and the progressive
method. As shown in Fig. 5, using the progressive framework slightly decreases the
coding efficiency compared to the baseline one. Table1 shows the encoding timewith
and without the progressive framework, where the total number of binary images N
was fixed to 12. Table1 demonstrates that an approximately 100-fold increase in
speed is achieved with the progressive framework. In terms of the balance between
the rate-distortion performance and the encoding time,N = 3 is likely to be the best
parameter in the progressive framework. Therefore, this configuration is employed
from the following evaluation.

As shown in Fig. 6, the baseline and progressive methods were compared with
H.265/HEVC in regard to the rate-distortion performances over several grayscale
datasets taken from [3]. Performances of the baseline and progressive method appear
to depend on the image differences between the viewpoints. They achieved a good
rate-distortion performance for a dataset with small differences, such as Amethyst,
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Fig. 6 Comparison of R-D curves
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Fig. 6 (continued)

but could not achieve high PSNR values for a dataset including large differences,
such as Bulldozer. They achieved a reasonable performance overall, comparable to
that of FFmpeg but moderately inferior to that of the HEVC Test Model. The authors
believe that these results are promising because HEVC is the state-of-the-art video
coding standard that has been optimized with a significant amount of labor and time.

Next, the decoding times were compared between the baselinemethod andHEVC
codecs using the truck dataset in grayscale. The Desktop PC running Windows 10
pro equipped with Intel (R) Core (TM) i5-4590 3.3-GHz CPU and 8.0 GB main
memory was used, but the decoding time was measured on Ubuntu 16.04 installed
on Virtual Box ver 5.1.16 due to the availability of software. The user time was
used for executing decoding processes with “time” command. The measurement
was repeated 100 times and obtained the average for each method, which is plotted
in Table2 [16]. For the baseline method, N was set to 10 and the outputs were written
as pgm files. The time for unzip process was negligible. For FFmpeg and the HEVC
Test Model, the outputs were, respectively, written in pgm files and YUV files. The
parameters for these codecs was set so that they resulted in almost the same PSNR as
that of the scheme using weighted binary patterns. It can be seen from the graph that
the method with weighted binary patterns runs much faster than HEVC codecs. This
can be attributed to the simplicity of the scheme; as mentioned earlier, its decoding
process is carried out with simple sum-of-product operations, while HEVC requires
complex inter/intra-frame prediction and transforms.
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Table 2 Comparison of decoding time

Method Time [s]

HEVC test model 0.158

FFmpeg 0.064

Baseline method 0.012

The effectiveness of the disparity compensation framework in the progressive light
field coding schemewas investigated on the basis of rate-distortion performance. The
set of candidate disparity values D in the progressive with disparity compensation
methodwas given asD = {0.0,±0.2,±, 0.5,±0.8,±1.0,±1.5,±2.0}; namely, the
number of candidate disparity values is D = 13. The proposed method, the conven-
tional progressive coding, and the baseline coding were compared. The number of
binary patterns N for the proposed method and the conventional progressive coding
was varied from 3 to 24, but N for the baseline coding was limited from 3 to 12
because of the high computational complexity. The number of binary patterns in
each layer was set as N = 3. The bitrate was calculated from raw binary patterns,
weights, and used disparity values without gzip compression.

Figure7 shows rate-distortion curves for six datasets. The conventional baseline
and progressive methods are called “Baseline” and “Progressive”, respectively, and
the proposed method is called “Progressive + disp. comp.” in the results. Compared
to the conventional progressive coding, the proposed method remarkably improves
rate-distortion performances for truck and bulldozer while showing almost the same
performances for the other datasets. The rate-distortion performances of the proposed
method for truck and bulldozer even outperform those of the baselinemethod. Table3
indicates selected disparity values in the proposedmethodwith N = 24 for each layer
of six datasets. The proposedmethod finds and uses non-zero disparity values inmost
of the layers for truck and bulldozer; thus, the disparity compensation outstandingly
makes a difference for the twodatasets.Meanwhile, for the other datasets, the selected
disparities were zero for almost all the layers, which explains the reason why the
progressive method with and without disparity compensation performed similarly in
Figs. 7b–f; these datasets haveonly small disparities, and thus, the progressivemethod
without disparity compensation was sufficiently effective for them. Figure8 presents
visual comparisons between the proposed method and the conventional progressive
coding. It seems that the proposed method achieves better approximation accuracy
by alleviating blurs on the object’s parts having large disparities.

Table4 shows the comparison of encoding time of three methods for truck. The
encoding time was measured on a desktop PC running Windows 10 Pro equipped
with an Intel Core (TM) i7-6700 3.4-GHz CPU and 16.0-GB main memory. The
proposed method takes much more time for encoding than the conventional progres-
sive method. However, the encoding time of the proposed method linearly increases
as the number of binary patterns increases, while the encoding time of the base-
line method explosively increases. The experimental results prove that the proposed
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Fig. 7 R-Dcurves of the proposedmethod (Progressive+disp. comp.), the conventional progressive
method (Progressive), and the conventional baseline method (Baseline)
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Table 3 Selected disparity values in each layer

layer number 1 2 3 4 5 6 7 8

Truck 0.2 0.0 0.2 0.0 0.2 0.0 0.0 0.2

Bulldozer 0.2 0.2 0.8 0.2 0.2 0.2 0.5 −0.2

Amethyst 0.0 0.0 0.0 0.0 0.0 −0.2 0.0 0.0

Bunny 0.0 0.0 0.0 0.0 0.0 −0.2 0.0 0.0

Crystal 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Knight 0.0 0.0 0.0 0.0 0.0 0.0 −0.5 0.0

Fig. 8 Visual comparison of most top-left image (N = 24)

Table 4 Encoding time for Truck [s]

# of binary
patterns

3 6 9 12

Baseline 16.9 106 876 7521

Progressive 16.8 32.0 49.0 64.1

Progressive +
disp. comp.

263 514 774 1026

method improves rate-distortion performance while avoiding a computational com-
plexity explosion.

Next, the proposed method was compared with the modern video coding stan-
dard H.265/HEVC. As general implementations of H.265/HEVC, the HEVC Test
Model [5] was used with random access configuration and FFmpeg ver. 4.1. To apply
these video codecs to light field datasets, images in the dataset in the row-major order
were aligned and were regarded as a video sequence. The bitrate of the proposed
method was calculated from the binary patterns, weights, and used disparity values,
which are compressed by gzip ver. 1.9. As a reference, the baseline method was also
compared with the above methods.
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Fig. 9 Comparison with modern video coding standard H.265/HEVC

Figure9 shows rate-distortion performances of three methods for six datasets.
The proposed method shows better performance than that of the baseline method
in truck dataset, and the performance can be more comparable to that of the HEVC
Test Model. However, the proposed method still shows slightly inferior performance
to the HEVC Test Model in the other datasets. As mentioned in previous section,
the authors still believe that the performance of the proposed method is promising
because it achieves superior or comparable performance to that of FFmpeg and the
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HEVC Test Model, which has been optimized using enormous labor and time. The
excellent performance of HEVC comes from the combination of many sophisticated
coding techniques such as intra/inter prediction, transform coding, and arithmetic
coding, where the optimal coding modes (e.g., prediction mode and block partition)
are selected in accordance with the image content. Meanwhile, the method with
weighted binary patterns is merely constructed on a very simple framework using
weighted binary patterns with disparity compensation.

1.5 Real-World Data Circulation in Light Field Processing

This subsection discusses data circulation in light field processing. Light field pro-
cessing can be considered to consist of data acquisition, analysis, and implementation
in real world as shown in Fig. 10. For data acquisition, light field data is captured by
using camera systems such as a multi-camera array system and light field camera.
For data analysis, various light field processing technologies can be considered as a
light field analysis such as compression, calculation of layer patterns for a compres-
sive display, 3D object shape estimation, etc. For implementation, 3D image/video
systems such as light field display and free-viewpoint image/video reproduction sys-
tem can be realized by using the analyzed data. Our laboratory inclusively studies
on light field capturing, analysis, and display systems; the contents of this section
especially focus on light field compression which is classified as the analysis part
in data circulation. One example of light field data circulation is light field stream-
ing system (Fig. 10). A target 3D object is captured by using a light field camera;
and then, captured light field data should be compressed to transmit it. 3D display
systems such as the compressive display reproduce the 3D object using transmitted
light field data. For the output data of the display systems, subjective evaluation can
be obtained from viewers. By analyzing the result of evaluation, what is the impor-
tant for 3D display systems would be found. Although what is important for 3D
display system depends on the purpose of the system, each circulation stage could
also be improved depending on the subjective evaluation; consequently, light field
data circulation could be realized.

More specifically, data circulation in the study on light field coding can be consid-
ered as shown in Fig. 11. A room for improving compression schemes is first found by
considering current performance of coding schemes and demands for practical sys-
tems. The performance of existing schemes such as rate-distortion characteristics,
encoding/decoding times, and reconstructed images are obtained by experiments,
where an input light field is encoded/decoded and data size, computational time for
encoding/decoding, and visual quality are obtained. In the case of methods based
on the modern video coding standards, these data can be obtained by decoding the
bitstream, which is an output of the coding standards. Then, room for improving the
scheme can be discussed based on the obtained data. For instance, degradation of
decoded images can be confirmed by visual comparison and cause of the degradation
could be found by carefully observing it.When themethod of applying disparity com-
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Fig. 10 Real-world data circulation in light field processing

Fig. 11 Real-world data circulation in a study on efficient light field coding

pensation to the progressive coding was considered, large degradation of decoded
imageswas able to be seenon apart having large disparities by comparing the decoded
images with original one. Based on the result of the discussion, approaches for light
field compression could be designed. After designing approaches, the approaches
are actually implemented and experiments are conducted. Through the experiments,
new data of the considered light field coding scheme can be obtained and the remain-
ing issues and new approaches can be discussed based on the obtained data. This
procedure could be considered as one of data circulation.
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Point Cloud Compression for 3D LiDAR
Sensor

Chenxi Tu

Abstract Point cloud data from LiDAR sensors is currently the basis of most Level
4 autonomous driving systems, and its use is expanding into many other fields.
The sharing and transmission of point cloud data from 3D LiDAR sensors has broad
application prospects in areas such as accident investigation andV2V/V2Xnetworks.
Due to the huge volume of data involved, directly sharing and storing this data is
expensive and difficult; however, making compression indispensable.Many previous
studies have proposed methods of compressing point cloud data. Because of the
sparseness and disorderly nature of this data,most of thesemethods involve arranging
point clouds into a 2D format or into a tree structure and further coding them, while
these convertingmethods usually lead to information loss. Inmy research,wepropose
a new formattingmethod to losslessly format point cloud.Variant approaches are then
proposed to reduce spatial and temporal redundancy,which can obviously outperform
previous methods. At the same time, my research is closely related to real-world data
circulation (RWDC). It can advance RWDC by helping storing long-term data. And
to those learning-based approach (Sects. 5 and 6), my compression method can be a
RWDC itself.

1 Introduction

1.1 Background

Apoint cloud is a collection of points spread across a 3D space, which can be thought
of as a sampling of the real world. Point cloud data collected by LiDAR sensors is
currently being used for driving environment representation by many autonomous
driving systems [7], including those operated by Google and Uber [9].

Meanwhile, shared and stored streaming point cloud data is likely an impor-
tant component of accident investigation, future V2V (vehicle-to-vehicle) and V2X
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(vehicle-to-everything) systems [2] for autonomous driving. Sharing and storing
point cloud from LiDAR is also meaningful for many real robotics applications, for
example, remote control. Many robotic applications employ remote control systems
based on camera sensors, such as [6]. A 3DLiDAR scanner generating point cloud of
local environment could be a good alternative or supplement to video based control,
like the case in [10]. Another possible application ismulti-robot synergy. Researchers
have used laser scanners for mapping tasks involving multiple robots [13], in which
the data collected by the robot-mounted sensors must be transmitted using limited
bandwidth [16].

Streaming point cloud data is a type of “big data”; however, one hour of point
cloud data from the Velodyne HDL-64 sensor mentioned above can result in over
100GB of data, which is too large to realistically share or store using currently
available technology. Thus, developingmethods of compressing this data has become
an indispensable task.

1.2 Point Cloud Compression Challenges

In order to compress point cloud data fromLiDAR sensors, we need to eliminate both
spatial and temporal redundancy. This poses several problems, as shown in Fig.1.

The first and biggest problem is that it is difficult to directly reduce a point cloud’s
spatial redundancy because of its sparsity and disorder. Therefore, point clouds are
usually converted into another format before spatial redundancy can be effectively
reduced. Most compression approaches directly format point cloud data into a tree
structure or 2D matrix, but all of these methods lead to information loss during
the reformatting process. To avoid this, we need to develop a new approach which
allows us to losslessly reformat point cloud data. However, with the new data format,
a suitable approach for reducing spatial redundancy is also needed, which is another
challenge.

Reducing temporal redundancy in streaming point cloud data is a more complex
problem than reducing spatial redundancy, and performance is highly dependent on
the format of the point cloud. Taking a portion of the frames as reference/key frames
and then using these frames to predict the content of the enclosed frames is a popular

Fig. 1 Point cloud compression challenges
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strategy for compressing streaming data. One example of this approach is MPEG
compression, which usesmotion compensation to predict video frames. In the case of
streaming point cloud data, the key to reducing temporal redundancy is developing a
method for efficiently predicting the content of the LiDAR frames bracketed between
pairs of reference frames.

A good frame prediction method usually needs to be accurate, steady, and fast.
However, accurate and steady prediction usually requires a huge amount of computa-
tion, which conflicts with fast processing. In this paper, we treat achieving accurate,
steady prediction and achieving high processing speed as two separate problems.

1.3 Contribution

To tackle these challenges, four different compression methods are proposed. These
methods are introduced in Sects. 3, 4, 5, and 6.

As discussed in Sect. 1.2, there are four big challenges to be overcome in order to
efficiently compress point clouds from LiDAR; lossless reformatting of point cloud
data, stable and accurate frame prediction, efficient reduction of spatial redundancy,
and quick frame prediction. Section 3 introduces a method of losslessly reformatting
point cloud data, which solves the first challenge. An existing image/video compres-
sion method is used to further compress the data, which is regarded as a baseline
in following chapters. Section 4 targets the second challenge of stable and accurate
frame prediction. In order to achieve compression with high accuracy and stability,
a LiDAR simulation-based method is proposed. Section 5 focuses on the third chal-
lenge, reducing spatial redundancy efficiently, and proposes an RNN-based approach
to compress a single point cloud frame. Section 6 concentrates on high-speed pro-
cessing in order to tackle the fourth challenge of quick frame prediction. A U-net
based method is proposed to compress streaming point cloud from LiDAR in real
time.

2 Related Work

In order to effectively compress static point cloud data, we need to reduce its spatial
redundancy. If we are compressing streaming point cloud data, we also need to reduce
temporal redundancy.

Reducing spatial redundancy is important when compressing both static and
streaming point cloud data. However, since point clouds are generally sparse and
disorderly, they are difficult to compress in their original format. Therefore, before
compression, point clouds are generally converted into a different format, and then
quantized and encoded, in order to reduce spatial redundancy. Many studies have
been published proposing various approaches for formatting and compressing point
cloud data, as shown in Fig. 2.
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Fig. 2 Manymethods of compressing sparse and disorderedly point cloud data have been proposed.
Most of these strategies fall into one of the following categories: (1) converting 3D point cloud data
into a 2D format, (2) converting 3D point cloud data into a tree structure, (3) utilizing raw sensor
data to avoid directly processing the point cloud data

Most previous point cloud compression methods have been designed to compress
a single, static point cloud, and thus have only focused on reducing spatial redun-
dancy, making these approaches unsuitable for the compression of streaming data.
The streaming point cloud compression methods which have been proposed, such as
[4, 15], attempt to reduce both spatial and temporal redundancy.

The key to reducing temporal redundancy is the efficient utilization of reference
frames to predict the remaining frames. One classic strategy is differential encod-
ing, which calculates and transmits the residual between adjacent signals/frames.
Kammer et al. [4] propose an octree-based differential encoding algorithm for com-
pressing point cloud streams. They used an octree-based method to represent the
spatial location of each point, and a double-tree structure to calculate the difference
(exclusive or) between the octrees of adjacent frames, allowing the reduction of time
series redundancy for streaming. Kammer’s method can be used to control infor-
mation loss quantitatively, and allows the real-time compression of streaming point
cloud data. Since the open code for this method is available to other researchers via
the Point Cloud Library, it has become a popular method for the compression of
streaming point cloud data.

Another strategy for reducing temporal redundancy is to calculate motion vectors
for consecutive frames, a method widely used in the compression of video and
3D meshes. Thanou et al. [15] proposed a method of streaming point cloud data
compression which includes a spatial motion estimation module. Octrees are used
to divide 3D point clouds into many occupied voxels, while the points in each voxel
(or “leaf”) are represented by a weighted, undirected graph.
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3 Data Formatting and Image/Video-Based Compression
Methods

As mentioned before, since point cloud data are sparse and disorderly, before reduc-
ing spatial redundancy the data are generally converted into another format. While
directly converting point cloud data into a 2D format or tree structure results in
information loss, this section suggests an approach which utilizes the LiDAR packet
data, allowing the lossless conversion of a point cloud’s data points into a 2D matrix
format, which can solve the challenge 1 mentioned in Fig. 1.

LiDAR sensors detect their surroundings by emitting pulses of laser energy and
detecting their reflections. Each point in point cloud can be represented by a set of
x−, y−, and z-coordinates, which identifies the point’s location in a 3D space. In
contrast, raw LiDAR packet data (R) represent each point using a distance value, a
rotation angle, and a laser ID. Rotation angle here refers to the yaw angle of a LiDAR
at each emission. Note that a particular laser’s emissions occur at a particular yaw
angle once per rotation, without taking calibration into consideration. Laser ID here
represents pitch angle information. In LiDAR systems, every laser sensor is fixed at a
specific location and angle, so that if the laser ID is knownwe can easily determine the
pitch angle of the beam. In other words, raw packet data can be roughly considered as
a kind of polar-coordinate-like representation of a 3D point cloud. After a calibration
process ( f (R) = P), which uses a calibration file to correct the yaw angle, distance,
and starting locations, raw packet data R can be converted into a point cloud P in
real time.

Because raw LiDAR packet data has a natural 2D format, we can easily and
losslessly arrange it into a 2D matrix by making each row correspond to one laser
ID, each column correspond to once emission, and the value of each pixel represents
distance information. Figure 3 shows an example of an image created using this type
of raw packet data. Note that, on account of the internal structure of the LiDAR
system, 2D matrices of raw LiDAR packet data are irregular, i.e., the data is not
directly spatially correlated and cannot be understood intuitively.

After converting streaming point cloud data from a LiDAR system into a video-
like format, utilizing an image/video compression method to further compress the
data is a logical next step. We explore the use of existing image/video compression

Fig. 3 Visualization of raw LiDAR packet data in an image-like format. A pixel’s grayscale value
from black to white represents a distance from 0 to 13,000cm. Noted that without calibration, we
could not understand this raw data in the way one understands a depth map
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methods (JPEG and MPEG) with pre-processing to further compress 2D formatted
LiDAR data. These methods are also regarded as baselines in the following Sections.

4 Compression Based on LiDAR Simulation and Motion
Analysis

The performance of streaming data compression methods always depends on their
efficiency at reducing temporal redundancy. Section 3 proposed the use of existing
video compression methods to compress streaming LiDAR point cloud data. In con-
trast to video data, however, the pixels in adjacent frames of 2D formatted LiDAR
data not only translate, but their values (usually representing distance) also change. In
addition, adjacent pixels do not always have similar motion. All of these phenomena
make it difficult to directly use the pixels of reference frames to predict the content
of nearby frames, as is done during video compression.

To reduce temporal redundancy efficiently, we need to predict frames accurately
and stably, as challenge 2 in Fig. 1 mentions. For this purpose, this section pro-
poses a frame predictionmethod to reduce temporal redundancy in streaming LiDAR
packet data by simulating the operation of a LiDAR system, and by utilizing LiDAR
motion information. Furthermore, based on this analysis of the motion of the LiDAR
unit, a dynamic approach to reference frame distribution is proposed, which further
improves compression performance. This LiDAR simulation and motion analysis-
based compression method was first proposed by us at the 2017 IEEE Intelligent
Vehicles Symposium (IV2017) [19], and we developed it further in a subsequent
study [20].

The proposed method can be divided into three components: (a) motion analy-
sis, (b) prediction, and (c) encoding, as shown in Fig. 4. The motion analysis mod-
ule selects reference frames from the data, the prediction module reduces temporal
redundancy, and the encoder reduces spatial redundancy.

Motion analysis (a) is the first step in the compression process, and is composed of
two sub-processes:motion estimation and sequencing.Motion estimation heremeans
obtaining the rotation (yaw, pitch, roll) and translation (x, y, z) of the LiDAR data
in each frame. The proposed method uses Simultaneous Localization and Mapping
(SLAM) based on the Normal Distributions Transform (NDT) [5, 14] to obtain this
information. By using motion information, the sequencing module can optimize the
number and location of the reference frames. The use of amotion analysis module for
streaming data compression is a unique and original feature of the proposed method.
Other streaming data compression methods utilize a prediction + encoder structure,
but the reference frames are usually chosen at a constant interval.

Prediction (b) is the second step of the proposed method. In the following sec-
tions, we call the reference frames ‘I-frames’ (intra-coded frames) and the remaining
frames, which are predicted using the reference frames, ‘B-frames’ (bi-directionally
predicted frames), which are conventional designations used in the video compres-
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Fig. 4 Flowcharts illustrating the proposed LiDAR simulation-based method. The upper flowchart
shows the compression process, while the lower one shows decompression

sion field. The prediction module attempts to predict the B-frames using data from
the I-frames and the motion estimation results. The residuals between the predicted
B-frames and the true B-frames are then calculated.

Encoding (c) is the last step of the compression process, in which the I-frames are
compressed losslessly, while the residuals of the B-frames are quantized and coded.

The decoding process (d) can be thought of as the inverse of the process conducted
during encoding.

5 RNN-Based Single Frame Compression

In this section, we focus on reducing spatial redundancy more efficiently (i.e., the
challenge 3 shown in Fig. 1) and target at static point cloud compression, which is a
component of streaming point cloud compression.

Section3 is introduced to arrange LiDAR packet data into a 2D matrix naturally
and losslessly to convert into point cloud using calibrations. The challenge is that, on
account of the structure of the LiDAR, 2D matrices of raw LiDAR packet data are
irregular, i.e., the data are not directly spatially correlated and cannot be understood
intuitively. Some of these raw LiDAR packet data compression methods sacrifice
accuracy and reduce the number of bits used by each “pixel” [23], or use existing
image compression methods to compress the 2D matrix, as introduced in Sects. 3
and 4. Considering the irregularity of image-like raw packet data, these compression
methods are not suitable.
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Deep learning has already achieved state-of-the-art results in many fields, and
data compression may be a task which deep learning is good at. In this section,
a compression method which uses a recurrent neural network with residual block
structures is proposed to compress one frame of point cloud data progressively.

5.1 Method

The overall approach can be divided into three parts. First, we convert one frame of
raw packet data into a 2D matrix R plus a few extra bits, as introduced in Sect. 3.
Second, we conduct pre-processing to normalize the data before sending it along
the network. Third, a recurrent neural network composed of an encoder, a binarizer,
and a decoder is used for data compression. In contrast to a related study [17], a
new type of decoder network is proposed which uses residual blocks to improve the
decompression performance.

As shown in Fig. 5, the compression network is composed of an encoding net-
work E , a binarizer B, and a decoding network D, where D and E contain recurrent
network components. The original 2D matrix R is first sent into the encoder, and
then the binarizer transforms the encoder’s output into a binary file which can be
stored as the compression output and transmitted to the decoder. The decoder tries
to reconstruct the original input using the received binary file. This process repre-
sents one iteration. The calculated residual between the original input data and the
reconstructed data becomes the input of the next iteration. Repeating this, after one
more iteration, we obtain more bits of compression output while the decompressed
data can be more accurate.

Fig. 5 Architecture of the proposed network
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We can compactly represent a single iteration of this network as follows:

bt = B(Et (rt−1)), x̂t = Dt (bt ) + x̂t−1, (1)

r0 = x, x̂0 = 0 (2)

Subscript t here represents the iteration, for example, Dt and Et represent the
decoder and encoder with their states at iteration t , respectively. x represents the
original input, x̂t the progressive reconstruction of the original input, rt the residual
between x and the reconstruction x̂t , bt ∈ {−1, 1}m them bits binarized stream from
B. After k iterations, compression output totally needs m × k bits.

During training, the average residuals generated at each iteration is calculated as
loss for the network:

1

t

∑

t

|rt | (3)

Input x is a 32 × 32 × 1 array. During training, a patch this size is randomly
sampled from each training data, and during compression the height and the width
of the input were made divisible by 32 through padding. After the encoder and the
binarizer, the input is reduced to a 2× 2× 32 binary representation per iteration,
which leads to adding 1/8 bit per point (bpp) for compression output after each
iteration. By using more iterations, bits per point, in other words, volume needed by
compression output, will increase linearly. At the same time, decompression can be
more accurate.

During compression, data passes through the encoder, binarizer, and decoder, but
during decompression, only the decoder is needed.

5.2 Evaluation

To train the network, we use 33,134 frames as training data, consisting 1Hz sampling
of driving data from 11 areas of Japan. All the point cloud data came from Velodyne
HDL-32E sensor and include various situations like urban road, country road, forest
park, etc. Test data come from a 32min driving data in Akagi, Gunma, which is not
one of the areas included in the training data.

In the evaluation,we compare the proposedmethodwith JPEG image compression
based approach [18] and the generally used octree compression. By taking advantage
of the feature extraction and context analysis capability of RNN with convolutional
layers, the proposed method can tune the compression rate with decompression
error and greatly outperform previous image compression based approach and octree
compression, which is constant to our hypothesis.
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6 Real-Time Streaming Point Cloud Compression Using
U-Net

Now, we return to the topic of streaming point cloud compression. In this section, in
contrast to Section 4, we pay more attention to processing speed in order to address
the challenge of quick frame prediction, mentioned in Sect. 1.2. To achieve real-time
processing, a method of streaming point cloud compression using U-net is proposed.

6.1 Method

The overall structure of the proposed U-net-based compression method is very sim-
ilar to the LiDAR simulation-based method introduced in Sect. 4. In contrast to the
LiDAR simulation-based method, however, the U-net-based method does not rely
on LiDAR motion information, so a motion analysis module is not needed. Without
motion information to assist with segmentation, the number of B-frames between
each pair of I-frames is fixed at a constant value by parameter n. The prediction part,
which uses I-frames to predict the B-frame for reducing temporal redundancy, is now
performed by a U-net-based network.

Inspired by Jiang et al.’s work [3], given two I-frames, I0 and I1, which are 2D
matrices of reformatted LiDAR packet data, the proposed method uses two U-nets
to infer the enclosed B-frames at time t (Bt ). Here t = 1/n, 2/n, . . . (n − 1)/n.

Utilizing optical flow to interpolate 2D frames is a popular and efficient strategy, so
the proposed method also uses this approach. To interpolate the B-frames between
I0 and I1, optical flows F0→1 (from I0 to I1) and F1→0 (from I1 to I0) should be
calculated first. Since U-net has proven its ability to calculate optical flow in many
studies [11, 12], the proposed method also uses U-net to obtain F0→1 and F1→0, as
shown in the blue box in Fig. 6. We call this U-net a “flow computation network.”

Basically, given F0→1 and F1→0, we can linearly approximate F̂t→1 and F̂t→0 as
follows:

F̂t→1 = (1 − t)F0→1 or F̂t→1 = −(1 − t)F1→0

F̂t→0 = −t F0→1 or F̂t→0 = t F1→0, (4)

Since, it is better to combine the bi-directional optical flows of F0→1 and F1→0 to
calculate Ft→1 and Ft→0, we assume F0→1 = −F1→0, and rewrite Eq. (4) as follows:

F̂t→0 = −(1 − t)t F0→1 + t2F1→0

F̂t→1 = (1 − t)2F0→1 − t (1 − t)F1→0. (5)

Linearly approximating Ft→1 and Ft→0 is not sufficient to obtain the desired
results; however, following Jiang et al.’swork [3], anotherU-net is used to refine F̂t→1
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Fig. 6 Overview of entire frame interpolation network

and F̂t→0, as shown in the red box in Fig. 6. We call this U-net a “flow interpolation
network.” The inputs of the interpolation network are I0, I1, F̂t→1, F̂t→0, g(I0, F̂t→0)

and g(I1, F̂t→1). Here g(·, ·) is a backwardwarping function, which is implemented
using bi-linear interpolation [8, 24]. In other words, we can approximate Bt using
g(I0, F̂t→0) or g(I1, F̂t→1).

The outputs of the interpolation network are �Ft→0, �Ft→1 and Vt←0. �Ft→0

and �Ft→1 are intermediate optical flow residuals. According to Jiang et al. [3], it
is better to predict these residuals than to directly output the refined optical flow:

Ft→0 = F̂t→0 + �Ft→0

Ft→1 = F̂t→1 + �Ft→1 (6)

Vt←0 is a weight matrix used to combine g(I0, Ft→0) and g(I1, Ft→1). As mentioned
earlier, in contrast to the pixels in images, the 2D packet data pixels represent dis-
tances, which means their values will change in dynamic scenarios. Thus, optical
flow alone is not enough to interpolate the enclosed B-frames; pixel values also need
to be approximated from both g(I0, Ft→0) and g(I1, Ft→1). Assuming that a pixel’s
value changes linearly between two I-frames, we restrict the elements of Vt←0 to a
range from 0 to 1, resulting in

Vt←0 = 1 − Vt←1. (7)
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Finally, we can obtain the interpolated B-frame B̂t :

B̂t = 1

Z
�(

(1−t)Vt←0�g(I0, Ft→0)+tVt←1�g(I1, Ft→1)
)

where Z = (1 − t)Vt→0 + tVt→1 is a normalization factor and � denotes element-
wise multiplication, implying content-aware weighting of the input.

6.2 Evaluation

For evaluation, the proposed U-net-based method is compared with other stream-
ing point cloud compression methods, such as octree [4], MPEG [18], and LiDAR
simulation-based methods [19, 21]. The proposed U-net-based compression method
outperformed all of the other methods, except in some scenarios where the LiDAR
simulation-based method achieved better performance. However, the LiDAR
simulation-based method lacks the proposed method’s real-time capability, which
gives the U-net-based method a major advantage.

In the experiment, the original point cloud from LiDAR cost 244Mb/s. The pro-
posedU-net-basedmethod can compress them into 3.8Mb/s,which is 1/64 of original
data, with average 2cm SNNRMSE as shown in Fig 7 and could even be affordable
for nowadays 4G network.

Fig. 7 SNNRMSE versus Compression rate for proposed U-net-based streaming point cloud com-
pression method, in comparison with other compression methods. Symmetric Nearest Neighbor
Root Mean Squared Error (SNNRMSE) is to measure loss after decompression
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7 Relationship with Real-World Data Circulation

The concept of real-world data circulation (RWDC) is the transfer of data from its
acquisition to its analysis, and in turn, to its implementation, which is a key process
for the success of a commercial application. This section introduces the concept of
RWDC and discusses the relationship between the presented research and RWDC
from two aspects; how this research advances RWDC, and how itself is an example
of an RWDC.

7.1 Definition of RWDC

Successful manufacturing requires that “real-world data” about the end users’ status
and expectations be continuously collected and applied to products and services [1].
Real-world data circulation (RWDC) refers to such a data-driven system. An RWDC
usually consists of three parts: Acquiring real-world data, analyzing real-world data,
and utilizing real-world data. One typical example of RWDC is an autonomous driv-
ing system, which collects driving data. By analyzing various types of driving data,
we can further improve the safety and comfort of autonomous driving systems for
their users. Another example is the development of pharmaceuticals, during which
genomic information and medical histories are collected from patients. Omics anal-
ysis using this data can lead to the discovery of new drugs, which can then be used
to treat patients.

7.2 Point Cloud Compression and RWDC

Compression technology is important for data storage and transmission,which can be
thought of as a bridge between acquiring real-world data and analyzing it, which are
the first two steps of RWDC. Effective compression methods can greatly improve the
efficiency of RWDC loops by allowing the sharing of more data. At the same time,
point cloud data compression has broad commercial applications in autonomous
driving, augmented reality/virtual reality (AR/VR), in which a point cloud can be
regarded as part of a 3Dmesh, etc. All of the RWDC in these domains which involve
point clouds are also likely to involve a compression method.

Let us take autonomous driving as a typical field for the application of RWDC.
To develop a safe and comfortable autonomous driving system, big business’s self-
driving vehicles have driven tens of million kilometers. During this process, all the
sensor data, algorithm output, and manual interventions need to be recorded to find
out potential shortcomings or even to investigate accidents. Through these analysis,
development department can improve the system, as shown in Fig. 8. An extreme case
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Fig. 8 RWDCsystem for autonomous driving usingLiDARpoint cloud data. Streaming point cloud
compression technology, which can be regarded as a bridge, allows the storage and transmission of
long-term real-world data before analysis

is the Uber’s self-driving accident [22].1 After that fatal crash, recorded sensor data
and system log helped engineers to find out what happened and to further prevent it.

In order to make its data circulation process work, various types of data need to
be stored and transmitted (i.e., the red dotted line in Fig. 8), and point clouds are no
exception. As one of the most important types of sensor data used by autonomous
driving systems, point clouds are widely used for localization and object detection.

To store long-term point cloud during driving, huge volume is needed without
compression. Take Velodyne HDL-64 sensor as an example, directly storing stream-
ing point cloud needs 285 Mb/s (i.e., over 128 GB/h). It is a very huge burden for
storage device, considering about there are still other sensors, like cameras, data need
to be stored. The proposed U-net-based method, which was introduced in Sect. 6, can
compress data at 3.8 Mb/s, which means saving 98.6% volume. And as mentioned
in Sect. 6, its computational cost is low enough for real-time processing. Even if
not necessary, real-time compression can greatly help self-driving vehicles to store
longer period data. Here, we use b to denote bitrate needed before compression (285
Mb/s in our case), b′ � b to denote bitrate needed after compression (3.8 Mb/s in
our case). In an online system, if the algorithm needs nt time (n ≥ 1) to compress t
time’s data, to store t time’s data locally, we totally need v(t) volume:

v(t) = bt + b
′ t

n
− b

t

n
=

(
b − b

n
+ b

′

n

)
t =

[
b − (b − b

′
)

n

]
t (8)

The smaller n is, the less volume is needed for the disk in a local self-driving car.
In other words, we can store longer term data without changing disk. When n = 1,
which means real-time compression, we can obtain the smallest v(t) and store the
longest data.

1On the night of March 18, 2018, an autonomous car operated by Uber—and with an emergency
backup driver behind the wheel—struck and killed a woman on a street in Tempe, Ariz. It was
believed to be the first pedestrian death associated with self-driving technology.
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7.3 Proposed Method as RWDC

The investigation of streaming point cloud compression not only helps to facilitate
RWDC by improving the efficiency of data transmission, but also the learning-based
compression methods introduced in Sects. 5 and 6 are themselves a kind of RWDC
system. The RNN and U-net-based methods require real-world data for training.
Then, by analyzing large amounts of real-world data, the algorithms can extract effi-
cient spatial and temporal high-level features of 2D formatted LiDAR point cloud
data, allowing us to discard useless residual data. With the help of these compres-
sion algorithms, we can more easily collect, store, and transmit point cloud data.
Theoretically speaking, the more data we have, the better learning network we can
train, resulting in more efficient compression methods. Thus, we have the typical
three-step process (acquiring real-world data, analyzing real-world data, and utiliz-
ing real-world data) of an RWDC system.

8 Expectation for Future RWDC

With the development of AI-related technology, as a kind of productive means, real-
world data are becoming more and more important. We can expect that more value
could be explored with the help of RWDC in the near further. One promising area is
customized service. Due to the requirement of huge manpower from professionals,
customized service is always a luxury in many domains. RWDC with individualized
data has a potential to make customized service affordable to by normal families.
An attractive field to me is garment customization. By analyzing body information
collected by depth-camera or LiDAR, maybe we can generate customized clothes
for customers. Medical treatment is another area which RWDC may be good at.
Treatment of some difficult diseases, like cancers, still relies on doctors’ experience
nowadays. By analyzing real-world cases, maybe we can help doctors to decide the
treatment plan.

I believe RWDC can contribute a lot for all human beings in the near future.
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Integrated Planner for Autonomous
Driving in Urban Environments
Including Driving Intention Estimation

Hatem Darweesh

Abstract Thousands are killed every day in traffic accidents, and drivers are mostly
to blame. Autonomous driving technology is the ultimate technological solution
to this problem. There are still many unresolved problems with autonomous driv-
ing technology, such as navigating complex traffic situations. One of the reasons
is detecting other drivers’ intentions. Planning, which determines the movement of
autonomous vehicles, is the cornerstone of autonomous agent navigation. Planning
applications consist of multiple modules with different interfaces. Another challenge
is the lack of open-source planning projects that allow cooperation between develop-
ment teams globally. In this chapter, I will introduce two approaches to the planning
problem. The first is developing of an open-source, integrated planner for
autonomous navigation called Open Planner. It is composed of a global path
planner, intention predictor, local path planner, and behavior planner. The second
is a novel technique for estimating the intention and trajectory probabilities of sur-
rounding vehicles, which enables long-term planning and reliable decision-making.
Evaluation was achieved using simulation and field experimentation.

1 Introduction

There are several causes for the high number of traffic fatalities and injuries; rapid
urbanization, low safety standards, insufficient law enforcement, people driving
while distracted, fatigued, or under the influence of drugs or alcohol, speeding and
failure to wear seat belts or helmets. Drivers are responsible for most of these acci-
dents, as opposed to equipment failure or road hazards.

Many researchers are trying to tackle this problem by eliminating the human
factor, using state-of-the art technology to replace human drivers with a collection of
sensors, hardware, and software, in order to achieve automated driving. Self-driving
vehicles (autonomous vehicles) are close to becoming a reality. Interest in this field
was sparked by the DARPA Challenge in 2005 [1] and DARPA Urban Challenge in
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Fig. 1 Automation levels and milestones for autonomous driving, as defined by the Society of
Automotive Engineers (SAE)

2007 [2]. However, after more than a decade of development, autonomous driving
(AD) is still far from achieving its ultimate automation objectives. Figure1 shows the
milestones for autonomous driving, starting with the classical 100% human driver
(no automation) to futuristic, 100% computer automated systems (full automation).1

Autonomous driving is still a difficult problem due to the vast number of possible
situations that can occur in dynamic driving environments. Here, I propose a solution
to one of the most challenging autonomous driving tasks, which is planning. My
research objective is to develop an open-source framework for planning which can
achieve the following goals:

• Fosters international collaboration
• Provides a complete autonomous driving software package
• Integrates the various planningmodules so that they are usable inmost autonomous
systems

• Supports a broad range of platforms, such as stand alone APIs and within ROS
• Supports a broad range of maps, so that the system will support standard and
open-source map formats

• Supports a broad range of environments, such as indoors, outdoors, structured
streets, and off-road

• Incorporates intention awareness

1U.S. Department of Transportation, Automated Driving Systems 2.0, A Vision for Safety, https://
www.nhtsa.gov/, [Online; accessed December 2019].

https://www.nhtsa.gov/
https://www.nhtsa.gov/
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Fig. 2 Level 4+ autonomous driving software stack, showing the complexity of the planning part

1.1 Problem Definition

Planning consists of multiple modules as shown in Fig. 2. Integrating these together
correctly is a challenging task.

Another challenge facing autonomous driving is the complex social interaction
scenarios. In addition, location and culture difference pose additional challenges:

• In some countries, vehicles travel on the left side of the road, while in others on
the right side

• Infrastructure differs from country to country and even from city to city
• Driving rules and habits differ
• Social interaction rules are different
• Traffic laws are different.

1.2 Proposed Solution

1.2.1 OpenPlanner: An Open-Source, Integrated Planner

The implementation of the open-source, integrated planner introduced in this work
is called OpenPlanner. Its architecture is illustrated in Fig. 3. It includes a global
planner that generates global reference paths using a vector (road network) map. The
local planner then uses this global path to generate an obstacle-free, local trajectory
from a set of sampled roll-outs. It uses various costs, such as collision, traffic rules,
transition, and distance from center, to select the optimal trajectory. An intention
and trajectory estimator calculates the probabilities associated with other vehicles’
intentions and trajectories, while the behavior generator uses predefined traffic rules
and sensor data to function as a decision-maker.
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OpenPlanner

Smooth Obstacle Free Trajectory
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(Current Pose)
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and 
Trajectory 
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Fig. 3 Architecture of the proposed integrated planner

OpenPlanner has been used by many international research teams, which
have made diverse and innovative contributions by applying it to a wide range of
autonomous driving planning problems around the World, for example:

• The Roboat project: Using a fleet of autonomous boats [11] on Amsterdam’s
canals as transportation solution2

• Autonomous driving map editor: Road network map editor developed at the
University of Konkuk, Korea [10]

• ADAS Demo: An Advanced Driver Assistance System (ADAS) demo for a major
Hong Kong-based technology company

The integrated planner contributions could be seen in Table1. It compares Open-
Planner to the top open-source planners currently available.

1.2.2 Trajectory and Intention Estimation

I have developed a novel method of estimating the probabilities of the intentions
and trajectories of surrounding vehicles, using an existing behavior planner with a
particle filter. This estimation process is a very important function of the planner,
allowing it to handle complex traffic situations.

2Roboat Project, MIT and AMS, https://roboat.org/, [Online; accessed December 2019].

https://roboat.org/
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Table 1 Comparison of OpenPlanner with leading open-source planners

Planner

Feature Open Motion
Planning
Library
(OMPL)

ROS
navigation
stack

Open robotics
design &
Control
Open-RDC

Mobile robot
programming
toolkit MRPT

Apollo AD
planner

Open planner

Platform
support

Robots Robots Robots Robots Autonomous
vehicles

Robots +
Autonomous
vehicles

Environment
support

Indoor Indoor,
sidewalk

Indoor,
sidewalk

Indoor Pre-driven
structured
roads

Indoor,
outdoor,
public road,
highway

Library APIs Independent – – Independent – Independent

ROS support Yes Yes Yes Via bridge – Yes

Map support Cost map +
point cloud

Cost map Cost map Cost map +
point cloud

Customized
OpenDRIVE

Vector Map,
KML,
OpenDRIVE,
Lanelet2

Global
planning

Yes – – – Yes Yes

Local
planning

Yes Yes Yes Yes Yes Yes

Behavior
planning

Custom – – – Yes Yes

1.3 Chapter Structure

In Sect. 2, the components of OpenPlanner will be explained in detail, with intention
and trajectory estimation discussed at length in Sect. 3. The relationship between
OpenPlanner and the real-world data circulation is explained in Sect. 4. Finally, in
Sect. 5, this chapter is concluded and future work is introduced.

2 Integrated Planner for Autonomous Navigation

The open-source, integrated planner introduced in this section can be used for
autonomous navigation of mobile robots in general, including autonomous driv-
ing applications. It is designed to use road network map items such as lanes, traffic
lights, traffic signs, intersections, and stop lines, which is one of its main advantages
over other open-source as shown in Table1. In this section, different components of
the planner and experimental results are introduced.
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2.1 Global Planning

The global planner handles path routing. It takes the vector map, a start position and
a goal position as input and then finds the shortest or lowest cost path using dynamic
programming [9]. The global planner used by OpenPlanner can support complicated
vector maps. Dynamic programming is used to find the optimal path from start to
goal positions as in Fig. 4.

2.2 Trajectory Planning

A local trajectory planner is a set of functionality that generates a smooth trajectory
which can be tracked by path-following algorithms, such as Pure Pursuit [3]. For
OpenPlanner, Roll-out generation approach in Fig. 5 is adapted, in which the behav-
ior generator can demand a re-plan at any time to generate fresh, smooth, roll-out
trajectories. The sampled roll-outs are divided into three sections as shown in Fig. 6.

2.3 Behavior Planning

The behavior state generation module of OpenPlanner functions as the decision-
maker of the system. It is a finite state machine in which each state represents a
traffic situation. Transitions between states are controlled by intermediate parame-
ters calculated using current traffic information and pre-programmed traffic rules.
Figure7 shows the currently available states in the OpenPlanner system.

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

Start

Goal

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

Start

Goal

Fig. 4 Searching the map for the shortest path. Line color indicates route cost. Cost is represented
by distance; green color is the closest distance to Start and red color is the max distance reached at
the Goal position
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(a) (b) (c)

Fig. 5 Local Planner in action, in a the central trajectory is free, in b obstacle blocks the central
trajectory so the most feasible one is the right-most trajectory, and in c the most feasible one is the
second trajectory on the left

Fig. 6 Sections for generating roll outs
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End

Swerve

Emergency 
Stop

Follow

Traffic Light Stop
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Start Signal

SwerveTraffic Light Stop

Traffic L

Stop Line Stop

Stop Line Wait

Fig. 7 Current system behavior states
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2.4 Experiment Results

In this work, multiple robotics platforms are used, such as Ackerman-based steering
robot, differential drive robot, and a real vehicle. These platforms are used in several
experimental environments such as indoor, outdoor, structured public roads, and
simulation environment. Table2 shows the conducted experiments’ maps and results.

2.5 Conclusion

The integrated planner was able to achieve the design objectives by successfully
generating plans for multiple platforms in various dynamic environments. Also it
targeted most of the open-source challenges we aimed for. Figure8 shows the chal-
lenges and how OpenPlanner tackled these challenges.

As a result of providing this work as open-source, continuous feed back from the
open-source community is received. There are diverse and innovative contributions

Table 2 Experimental results for proposed integrated planner

Experiment Environment Results

Simulation

0 150

Meters

• The planner can correctly
generate trajectories and select
a suitable behavior

• The global planner was able
to find the shortest path on a
complex map

Nagoya University

 0 400

Meters

Start
Goal

• The planner is able to
perform in real time at a
minimum 10Hz, with an
average of 100 objects detected

• The planner is able to
generate smooth trajectories
and avoid obstacles even in a
narrow passage

• The planner is able to handle
different traffic situations

Tsukuba Challenge • The planner achieves
automatic rerouting even when
perception-based behavior is
not available

• The planner successfully
navigates through a busy,
unfamiliar environment
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• Integrated interfaces, Library APIs, ROS nodes.  
• All planning modules are provided. 
• Video tutorials are available. 

Usability 

• Uses standard open-source road network maps. 
• Environment support depends on map availability. 
• Supports mul ple pla orms. 

Portability 

• Precise object representa on. 
• Even with 100 obstacles, performance is s ll higher 

than 10Hz.  
Performance 

Challenges Solutions 

Fig. 8 Solution provided by OpenPlanner for the main challenges of developing an open-source
planner for Autonomous Navigation systems

using OpenPlanner to a wide range of planning problems from around the World,
for example:

• The Roboat project: MIT & AMS, Netherlands [11]
• Autonomous driving open-source map editor: Developed at the University of
Konkuk, Korea [10]

• Campus self driving carts: University of California San Diego, USA [6]
• ADAS Demo: An Advanced Driver Assistance System (ADAS) demo, HKPC
Hong Kong3

3 Behavior Planner Based Intention and Trajectory
Estimation

Predicting with a high level of confidence what other vehicles are doing is essential
for autonomous driving, and is one of the basic functions of a successful planner.
Actions of other vehicles also include their probable intentions and future trajectories.
The planner uses this information to generate suitable plans, i.e., ego-vehicle actions
and trajectories.

The proposed solution is an intention and trajectory probability estimation algo-
rithm, which utilizes a behavior planner [4] working in passive mode, wrapped in a
multi-cue particle filter [7] for uncertainty modeling.

The main contribution is the development of a new method for estimating the
intentions and trajectories of surrounding vehicles which can accurately handle most

3HKPC, HKPC web page, https://www.hkpc.org/en/, [Online; accessed December 2019].

https://www.hkpc.org/en/
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Table 3 Issues with conventional particle filter estimation algorithms and contributions of the
proposed estimation method by addressing these problems

Challenges using a conventional particle filter
for estimation

Contributions of proposed approach

Difficult to model the complex motion
parameters of surrounding vehicles

Behavior planner is used as the motion model

The state consists of both continuous and
discrete variables

Multi-cue particle filter is used with variable
confidence factors

Since the state dimensions are high, thousands
of particles are needed to capture the posterior
distribution

Separate particle filters are used for each
intention and trajectory combination

Multi-cue particle filter uses joint distribution
to aggregate the weights of different sensing
cues, leading to particle deprivation

Weighted sum of different cues is used instead
of the joint distribution

complex urban driving situations in real time. This is accomplished by using a behav-
ior planner as the complex motion model, and integrating it with a non-parametric
probabilistic filter (amulti-cue particle filter) to handle uncertainty. Table3 highlights
the main issues with the conventional approach and shows how these problems are
solved.

3.1 Solution Approach

Figure9 shows the system architecture of the proposed intention and trajectory esti-
mation system. The proposed algorithm consists of three main parts; a trajectory
extractor, a passive behavior planner, and multi-cue particle filters.

3.2 Passive Behavior Planner

The passive behavior planner is a stripped-out version of the integrated planner
described in Sect. 2. The integrated planner is so flexible that unnecessary modules
such as the Global Planner, Intention Estimation, and Object Tracking could be
eliminated. It is called a passive planner because no feedback is available, thus the
control signal does not have a direct impact on the observed state, and it has become
similar to an open-loop planner.

Figure10a shows the estimated intention states. For each intention state inFig. 10a,
there should exist a behavior that models the intention inside the passive behavior
planner, Fig. 10b. Multiple behaviors can model single intention and vice versa.
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Road Network Map Observations
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Trajectories
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Fig. 9 Proposed intention and trajectory estimation system. Multi-cue particle filters use a passive
behavior planner as a motion model
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Fig. 10 Comparison of intentions to be estimated (a), to behaviors modeled by the passive behavior
planner (b)

3.3 Uncertainty Modeling Using Particle Filter

The basic idea behind particle filtering is to approximate the belief state b(xt ) at
time t by a set of weighted samples χt as in Eq. (1) [5]. Here, xt is the state vector,
where z is the observation vector, χ i

t means the i th sample of state xt . Equation (1)
enables computing the posterior probability using importance sampling. Because it
is hard to sample from the target distribution, importance distribution q(x) is used,
then weighted according to Eq. (2).
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P(xt |z1:t ) ≈
Ns∑

i=1

wi
t δ(xt , χ

i
t ) (1)

wi ∝ P(xi1:t |z1:t )
q(xi1:t |z1:t )

(2)

In particle filter, the sample of a posterior distribution is called particles and
denoted as χ in Eq. (3) with M the maximum number of particles. Here, each particle
x [m]
t is a concrete instantiation of the state at time t .

χt := x [1]
t , x [1]

t , . . . , x [m]
t (3)

Including the hypothesis xt in the particle set χt requires that it is proportional to
the Bayes filter posterior belief b(xt ) = P(xt |zt , ut ) as in relation (4), where z is the
observation and u is the control signal.

x [m]
t ∝ P(xt |Zt , ut ) (4)

The particle importance factor (particle’s weights) is denoted as w
[m]
t , which is

the probability of the measurement zt under the particle x
[m]
t and is given by Eq. (5).

w
[m]
t = P(zt |x [m]

t ) (5)

Here, two main modifications are introduced to the original particle filter in [8].
The first one is the use of a Passive behavior planner as the state transition distribution,
as in Eq. (6). The second is the Multi-cue particle filter to allow the use of several
weak measurement cues to be accumulated into a strong estimator, as in Eq. (7).

x [m]
t � x(zt , xt−1, M) (6)

w
[m]
t = p(zt |x [m]

t ) = αp · P(z p,t |x [m]
t ) + αd · p(zd,t |x [m]

t ) + αv · p(zv,t |x [m]
t )

+ αa · p(za,t |x [m]
t ) + αs · p(zs,t |x [m]

t ) (7)

3.4 Estimation Algorithm

The proposed algorithm consists of three steps; trajectory extraction (initialization),
particle sampling, and measurement update (weight calculation).

For the detected vehicle, all possible driving trajectories from the road network
map is extracted. Then two additional trajectories to represent branching right and
branching left are added.
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The next step is the particle sampling to create hypothesis state xmt using the state
transition p(xt |ut , x [m]

t−1). State transition probability follows the motion assumed for
each particle which is represented by the passive behavior planner working as an
expert driver.

Finally, in the weight calculation step, the sampled particles are filtered by cal-
culating how far the hypothesis distribution is from the measurement sensing cues.
The weight for each particle is calculated against the sensing data, such as position,
direction, velocity, acceleration, and turn signal information using Eq. (8).

w
[m]
t = αp · w

[m]
p,t + αd · w

[m]
d,t + αv · w

[m]
v,t + αa · w

[m]
a,t + αs · w

[m]
s,t (8)

3.5 Evaluation Results

Theproposed intention and trajectory estimation systemwas evaluated usingmultiple
simulated driving situations. The objective of these evaluations is to demonstrate that
the proposed method can accurately estimate trajectories and intention probabilities
in various driving scenarios, such as three-way intersection, four-way intersection,
intersection with and without stop signs, and bus stops. These driving scenarios
are depicted from the National Highway Traffic Safety Administration (NHTSA)
report.4

The results in Table4 show that the proposed method has the ability to accu-
rately discriminate between various possible intentions and trajectories in a variety
of complex driving situations.

4 Real-World Data Circulation and Social Impact

The idea of RWDC is based on openly creating, organizing, and sharing data, which
capture the problem enabling teams to explore more possibility offline, analyzing
existing solutions, and developing new ones based on the openly shared data. After
development, another data set is created and shared which helps bench-marking the
problem’s solution. Data circulation creates a modern and unique way for inter-
national collaboration to tackle the most challenging technological problems. The
work introduced in this chapter fits perfectly to the definition and support the RWDC
concept. Section4.1 shows how the integrated planner (OpenPlanner) relates to the
RWDC concept. Additional project developed under the supervision of the RWDC
Leading program at Nagoya University is introduced in Sect. 4.2 as another example
of the utilization of the data circulation concept.

4U.S. Department of Transportation, Pre-crash Scenario Typology for Crash Avoidance Research,
https://www.nhtsa.gov/, [Online; accessed December 2019].

https://www.nhtsa.gov/
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Table 4 Experimental results for intention and trajectory estimation

Experiment Environment Results

Three way intersection • The estimator successfully
assigns higher probabilities to
the correct intention and
trajectory for both Goal F and
Goal L

Four way intersection • The method shows
successful estimation of
intention and trajectory when
there is sufficient sensing
information

• The method is tested in
different situations, such as the
vehicle stopping and not
stopping at a stop line, and
using or not using a turn signal

• There was only one situation
in which the estimator could
not predict the trajectory,
which was when the vehicle
stopped at the stop line and no
turn signal information was
available. However, even the
best human driver can’t predict
where the vehicle will go next
in this situation

Bus stop (parking & yielding)

Ego vehicleStopped Bus

Yielding vehicle

• The proposed method
successfully estimates the
parking intention of the bus
and the intention of the vehicle
in the other lane as to whether
it would or would not yield.
This is important because the
planner needs to decide
whether to wait behind the bus
or to pass it

4.1 Autonomous Driving Planning

The introduced integrated planner utilizes the RWDC concept in two perspectives.
First, data drivenwhich is illustrated inFig. 11. The second, as an open-source project,
which is shown in Fig. 12.

The development of OpenPlanner contributed to the society as an open-source
application. It has so far achieved the following:
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Fig. 11 Relationship
between OpenPlanner and
RWDC

Collect sensors data 
and test logs

Build map and 
simulaƟon environment

Share with 
collaborators

Test Planning Algorithm 
on mobile plaƞorm and 
simulaƟon environment

Fig. 12 OpenPlanner and
other open-source code
projects as examples of
RWDC

Publish/Update 
open-source 

research

Get feedback from 
other researchers

Analyze feedback 
comparing 

experiments

Improve current 
method or develop 

new one

Test using 
commonly shared 

data

• Hundreds of users, as well as feedback from the autonomous mobility community
• International collaboration with several teams in multiple countries, working on
different goals

• Experiment and data sharing between development teams to improve the platform
and create safer autonomous driving systems

• Use of the planner in multiple projects which directly improve daily life, such as
the Roboat project.
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4.2 Automated Road Network Mapping (ASSURE Maps)

Accurate road network maps are an essential part of reliable autonomous driving
systems. ASSURE Maps project focused on developing a method of automatically
building High Definition (HD) road network maps for autonomous vehicles. The
goals of the ASSURE Maps project (and the origin of the project’s name) were as
follows:

• Accurate road network maps
• Secure cloud service
• Smart mapping tools
• Updated maps
• Rich details
• Evaluated results

The ASSURE Maps system consists of two main modules. The first module uses
AutomaticMap Generation (AMG)APIs, and the second uses Smart Mapping Tools
(SMT), as shown in Fig. 13. ASSURE’s AMG APIs function as the internal engine
that loads data logs (LiDAR, camera images, GPS data and odometry) and extracts
map semantic information. The smart mapping tools module functions as a review
tool which helps users control the output of the AMG APIs and create data sets for
the system’s machine learning-based components.

AMG (Automated map generation) APIs 

SMT (Smart 
Mapping Tools) 

ASSURE Map 

Raw or 
Annotated Data 

Fig. 13 ASSURE Maps Architecture
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Fig. 14 LiDAR-based detection of the map data (curbs, markings, and lines)

Fig. 15 Visual detection of map data (traffic lights, intersections, markings, and lines)

Experimental results in Fig. 14 show the extracted map items from the LiDAR
data. The AMGAPIs successfully detect curbs, lines, andmarkings. Figure15 shows
the detection of traffic light, intersections, markings, and lines using camera images
only.

The relationship between ASSURE Maps and RWDC is twofold. The first is the
data circulation that occurs at the core of the system development process. Figure16
shows how data are utilized within the ASSURE mapping system. The second is
based on the business model. Figure17 shows the utilization of customer’s data to
improve the detection and mapping algorithms.
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Fig. 16 Relationship between ASSUREmaps and RWDC from a system development perspective

Fig. 17 Relationship between ASSURE Maps and RWDC from a business perspective
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5 Conclusion and Future Work

In this chapter, the development of a complete, integrated, open-source planner for
autonomous drivingwas introduced. The implementation of this planner,OpenPlan-
ner, is open-source, so the robotics community can freely take advantage of it, use it,
modify it, and build on it. OpenPlanner relies heavily on precisely created road net-
work maps, which improve autonomous driving safety. Multiple experiments were
conducted to show the planner functionalities. Continuous feedback from the open-
source community indicates that OpenPlanner is useful not only for autonomous
driving but also for a wide range of robotics applications.

In addition, intention and trajectory estimation method was introduced for pre-
dicting the actions of surrounding vehicles by associating a probability with each
intention and trajectory. This is a very important step before decision-making in an
autonomous driving system’s planning process. A behavior planner is used to model
the expected motion of surrounding vehicles, and particle filters are associated with
each intention and trajectory. The results show that the proposed method has the abil-
ity to accurately discriminate between various possible intentions and trajectories in
a variety of complex driving situations.

Achieving a speed of more than 30km/h on a public road is one of our future
goals. Another idea is to useMDP to calculate optimal motion actions rather than the
current optimization method. Finally, for intention estimation filtering, using other
probabilistic methods such as an HMM could improve performance dramatically.
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Direct Numerical Simulation on
Turbulent/Non-turbulent Interface
in Compressible Turbulent Boundary
Layers

Xinxian Zhang

Abstract Direct numerical simulations for compressible temporally evolving turbu-
lent boundary layers atMach number ofM = 0.8 and 1.6 are performed to investigate
the turbulent/non-turbulent interface (TNTI) layer. The usual computational grid size
determined based solely on the wall unit is insufficient near the TNTI, which results
in spiky patterns in the outer edge of the TNTI layer and thicker TNTI layer thickness.
With higher resolution direct numerical simulation (DNS), where the resolution is
determined based on both the wall unit and the smallest length scale of turbulence
underneath the TNTI layer, we investigate the characteristics of the TNTI layer in
the compressible turbulent boundary layers. The thickness of the layer is found to
be about 15 times of the Kolmogorov scale ηI in turbulence near the TNTI layer.
The mass transport within the TNTI layer is well predicted by an entrainment model
based on a single vortex originally developed for incompressible flows. The scalar
dissipation rate near the TNTI is found to depend on the TNTI orientation: it is
larger near the TNTI facing the downstream direction (leading edge). Finally, the
real-world data circulation (RWDC) in the present study is explained. Besides, the
contributions of this work to society are also discussed.

1 Background

1.1 Turbulent Boundary Layer

Turbulent boundary layer (TBL) plays an important role in many engineering appli-
cations and geophysical flows. For example, the development and separation of tur-
bulent boundary layer can significantly affect the lift, drag, and also the instability
of the aircraft and vehicle. Passive scalar is also important to be investigated for
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studying turbulent boundary layer, which is a diffusive contaminant in a fluid flow.
Understanding the behavior of passive scalar is a necessary step in understanding
turbulent mixing, chemical reaction, or combustion [41]. For example, passive scalar
can show the mixing degree of two different flows in a reaction flow.

1.2 Turbulent/Non-turbulent Interface

Over the past few decades, a large number of studies [15, 27, 38] have been devoted
to understanding TBL from various points of view. Turbulent boundary layers are
known as highly intermittent flows, where both turbulent and non-turbulent (lami-
nar) fluids coexist. The studies show that the turbulent and non-turbulent flows are
separated by an apparent boundary. In 1928, Prandtl [26] firstly pointed out the
existence of this sharp interface between turbulent and non-turbulent flows in the
intermittent region, which is called turbulent/non-turbulent interface (TNTI). After
decades, the existence of TNTI was firstly examined in a free shear layer by Corrsin
and Kistler [6], and recent studies [1, 29] have revealed that the TNTI is a thin layer
with finite thickness. The turbulent and non-turbulent flow regions are separated by
this TNTI layer, where flow properties, such as enstrophy, kinetic energy dissipa-
tion, and scalar concentration, sharply change in this layer so that they are adjusted
between the turbulent and non-turbulent flows [28]. This layer is also important for
the exchanges of substance, energy, and heat between turbulent and non-turbulent
flow and is also related to the spatial development of turbulence [10]. Therefore, it
is very important to understand the characteristics of TNTI.

The spatial distribution of turbulent fluids also plays an important role in scalar
mixing in TBLs because turbulence can create small-scale fluctuating scalar fields,
which enhances turbulent mixing at the molecular level. Modeling of turbulent mix-
ing is crucial in numerical simulations of reacting flows [8] and combustions [35].
One of the key quantiles in the modeling of turbulent reacting flows is scalar dissi-
pation rate, which strongly depends on the characteristics of turbulence [34]. Many
models developed for simulating turbulent reacting flows contain the scalar dissi-
pation rate as an unknown variable [5, 7, 17, 24]. The TNTI often appears near
the interface that separates two streams with different chemical substances, thus,
the mixing process near the TNTI can be important in chemically reacting flows [9,
42, 44], where the chemical reaction rate is strongly affected by turbulence. There-
fore, it is also important to investigate the characteristics of scalar mixing near the
TNTI.
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2 Current Researches and Our Objectives

2.1 Current Researches

The TNTI appears in many canonical flows such as jets, wakes, and boundary lay-
ers. Recently, with the improvement of supercomputer resources and laser-based
measurement techniques, many numerical simulations and experiments have been
conducted to investigate the TNTI in canonical turbulent flows [29]. The flow proper-
ties near the TNTI in these flows have been investigatedwith the conditional statistics
computed as a function of the distance from the TNTI [1]. The TNTI layer is found
to consists of two (sub) layers with different dynamical characteristics as shown
in Fig. 1. The outer part is called viscous superlayer (VSL), where viscous effects
dominate vorticity evolution, while the region between the VSL and turbulent core
region is called turbulent sublayer (TSL) [36], where the inviscid effects, such as
vortex stretching, become important.

The phenomenon of mass transferred from the non-turbulent region to the turbu-
lent region is called the turbulent entrainment process, by which turbulence spatially
grows. As introduced in previous study [22], the entrainment caused by large-scale
eddies is called engulfment, and the entrainment process caused by small-scale eddies
near the TNTI is referred to as nibbling. The nibbling-type entrainment is aroused
by the viscous diffusion of vorticity near the TNTI layer while the engulfment is
described as the non-turbulent flow which is drawn into the turbulent side by large-
scale eddies before acquiring vorticity. The dominant mechanism for the entrainment
process has been argued for many years. Recent studies have suggested that the nib-
bling process is responsible for the entrainment mechanism, and large-scale features
of turbulence impose the total entrainment rate [10, 22, 47].

Color: enstrophy

TNTI layer
VSL
TSL

Turbulent region

Non-turbulent region

Fig. 1 The concept of inner structures in TNTI layer
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Thegeometry ofTNTI is also an important issue for understanding the entrainment
process: large pockets structures on the TNTI interface can indraft the non-turbulent
fluids into the turbulent region before acquiring vorticity (engulfment) if the TNTI
interface is intensely folded [37]. It is doubtless that the complex geometry of the
interface is highly related to the total entrainment rate because the total entrain-
ment rate can be expressed as the surface integral of the local entrainment velocity
(nibbling). Therefore, it may need more information to know the relation between
nibbling and engulfment as mentioned by Borrell and Jiménez [2]. Some recent stud-
ies have revealed the influence of large-scale structures on the geometry of TNTI in
the boundary layer [20, 32], which can make differences in the entrainment process
between the TBLs and free shear flows because the large-scale motions depend on
flow types.

Furthermore, the turbulent flow under the TNTI layer contains eddies with a
wide range of scales, and all length scales can affect the properties and geome-
try of the TNTI layer. Therefore, motions from the smallest to the largest scales
need to be captured in measurement or simulations. Especially in direct numerical
simulations (DNS), all scales should be resolved, and insufficient resolution can
directly affect computational results. With the DNS, researchers are able to access
three-dimensional data of all quantities, which is difficult to obtain in experiments
especially in high-speed flows. However, the resolution of TNTI in DNS for TBLs
has not been investigated.

Recently, the TNTI in TBLs have been studied in experiments [4, 25, 31, 32,
48] and direct numerical simulations [2, 11, 20, 32]. Some characteristics of the
TNTI in TBLs are found to be similar to the ones in the free shear flows [30], e.g.,
vorticity jump in the TNTI layer, and fractal features of the TNTI. There are still
few studies on the TNTI in the turbulent boundary layer compared with in free shear
flows. Especially, TNTI studies in TBL have been done in incompressible flows.

In many aerospace engineering applications, the TBLs often develop in a tran-
sonic or supersonic free-stream, where compressibility is no longer negligible [33].
Compressibility effects on the TNTI have been studied in compressible mixing lay-
ers [12, 13, 23, 40]. There are only a few experimental studies on the TNTI in
high-speed TBLs [48, 49], in which they conducted fractal analysis on the TNTI of
supersonic turbulent boundary layer with the experimental data. However, the flow
measurement near the TNTI is very limited and difficult especially in high-speed
flows so that many characteristics about TNTI in compressible TBLs have not been
investigated.

2.2 Objectives

Even though there are already some DNS studies on the TNTI in TBL [2, 11, 20],
grid setting has not been evaluated with consideration of the resolution on the TNTI
in TBL. This is because most DNS studies for TBL focus on the near-wall region,
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where the grid spacing is carefully considered in usual DNS for TBL, while the
intermittent region has not been fully considered.

The TNTI has been extensively studied in recent studies on free shear flows and
some similar characteristics of the TNTI are also found in the TBL [30]. However,
there are few studies on the TNTI in the TBL than in free shear flows, and many
issues remain unclear for the entrainment process near TNTI layer. Although a high-
speed regime is of great importance in realistic aerospace engineering applications,
most studies on the TNTI have been done in incompressible flows. However, the
TNTI in compressible turbulence is still less understood compared with the one in
incompressible flows.

Understanding the characteristics of the TNTI is greatly important in modeling
and predicting the spatial development of turbulence as well as the flow control based
on the turbulent structures near the TNTI. As described above, it is important to inves-
tigate the TNTI in compressible TBLs. In this study, direct numerical simulations
with two types of grid setting are performed for both the subsonic and supersonic
turbulent boundary layers in order to investigate the spatial resolution effects on
TNTI, compressibility effects, entrainment process, as well as the development of
the high-speed turbulent boundary layers.

The main objectives in the present study are to

a. Develop the DNS code for the compressible TBLs with two types of grid setting.
b. Evaluate a reasonable grid setting for the TNTI study in compressible TBLs.
c. Investigate the compressibility effects on TNTI in compressible TBLs.
d. Elucidate the physical mechanism of the entrainment in compressible TBLs.

3 Main Achievements

3.1 High Resolution Simulation

DNS of subsonic and supersonic temporally evolving turbulent boundary layers are
performed for studying the TNTI. Two different setups of the DNS are considered,
where in one case the grid spacing is determined solely based on the wall unit (case
C001 and C002) while the other case uses the computational grid small enough to
resolve both the turbulent structures underneath the TNTI and near the wall (case
F001 and F002). The global statistics are compared between the present DNS and
previous studies, showing that the DNSs with both grids reproduce well the first-
and second-order statistics of the fully-developed turbulent boundary layers. The
visualization of temporally evolving turbulent boundary layer with high resolution
for M = 0.8 (case F001) is shown in Fig. 2.

However, the spatial distribution of vorticity in the outer region is found to be very
sensitive to the spatial resolution near the TNTI. At the present Reynolds number
(Reθ ≈ 2200), the DNS based on the grid size determined by the wall unit does not
have sufficient resolutions near the TNTI. The lack of resolution results in spiky
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Case F001 

Fig. 2 Visualization of temporally evolving turbulent boundary layer forM = 0.8 case F001. Color
represents passive scalar φ

(a)

Color: 

(b) Case: C001

(d)

Color: 

Case: C002

Case F001 

(c) Case: F002

Fig. 3 Visualization of irrotational boundary forming at the outer edge of the TNTI layer for
M = 0.8 (case F001, case C001) and M = 1.6 (case F002, case C002). Color represents dilatation
∇ · u

patterns of the enstrophy isosurface used for detecting the outer edge of the TNTI
layer (Fig. 3) and thicker TNTI layer thickness. This problem can be solved by
increasing the number of the grid points, where a smoother enstrophy isosurface is
similar to the previous studies of incompressible free shear flows obtained in the
DNS with the grid small enough to resolve Kolmogorov scale in the turbulent core
region below the TNTI.
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3.2 TNTI in Compressible Turbulent Boundary Layers

Based on the 3Dhigh-resolutionDNS, the structure of theTNTI layer in compressible
turbulent boundary layers can be investigated. The outer edge of TNTI layer, namely,
irrotational boundary, is detected as an isosurface of vorticity as shown in Fig. 3a
and c. The present results show that the thickness of the TNTI layer, defined with
a large gradient of conditional mean vorticity magnitude, is about 15 times of the
Kolmogorov scale ηT I in turbulence near the TNTI layer. The inner (sub)layers of
the TNTI layer are detected based on the vorticity dynamics, where the TSL and
VSL are found to have a thickness of 11–12ηT I and 4ηT I , respectively.

Even though the compressibility effects increase with Mach number, the condi-
tional statistics confirm that the direct influences of compressibility are small near
the TNTI layer, and the profiles of the conditional statistics are qualitatively similar
between incompressible and compressible turbulent boundary layers. These struc-
tures of the TNTI layer and their thicknesses divided by the Kolmogorov scale are
very similar to those found in incompressible free shear flows. The compressibility
effects at the Mach numbers M = 0.8 and 1.6 are very small within the TNTI layer,
which appears in the outer intermittent region.

The local entrainment process is studied with the propagation velocity of the
enstrophy isosurface, which represents the speed at which non-turbulent fluids cross
the outer edge of the TNTI layer. It has been shown that the compressibility effects are
almost negligible for the propagation velocity, which is dominated by the viscous
effects rather than a dilatational effect or baroclinic torque. The mean downward
velocity is found in the non-turbulent region in the intermittent region, which is
consistent with spatially evolving boundary layers [3, 20]. The mass entrainment
rate per unit horizontal area of the temporal TBLs is consistent with the theoretical
prediction [33] for the spatial compressible TBLs. This confirms that the domi-
nant mechanism for the momentum transport, which is related to the TBL thickness
growth, is not different between spatial and temporal compressible TBL as also found
in incompressible TBLs [18]. Furthermore, the mass entrainment rate normalized by
uτ ρ0 at M = 0.8 also agrees well with experiments of spatially developing incom-
pressible TBLs at various Reynolds numbers. Furthermore, the entrainment process
across the TNTI layer is studied with the mass transport equation in the local coor-
dinate system (x I, t ′) which is moving with the outer edge of the TNTI layer. The
statistics of the mass flux show that the mass within the VSL is transferred toward the
TSL in the direction normal to the TNTI while the TSL is dominated by a tangential
transfer. These mass fluxes within the VSL and TSL are compared with the single
vortex model for the entrainment within the TNTI layer, which was proposed for
incompressible flows [45] because of very small effects of the compressibility in
the outer region of the turbulent boundary layer, the entrainment model given by a
single vortex predicts the mass flux within the TNTI layer fairly well, which strongly
suggests the connection between the entrainment process within the TNTI layer and
the small-scale vortical structures found underneath the TNTI layer of the turbulent
boundary layers.
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Irrotational boundary

Case F001 
Scalar dissipation rate 

Fig. 4 Instantaneous profile of scalar dissipation rate (color contour) and irrotational boundary
(white line) on x-y plane for case F001 (M = 0.8)

The irrotational boundary detected by an isosurface of passive scalar is also shown
in this study, and the detected irrotational boundary shows an excellent agreement
with the one detected by vorticity in visualization. It indicates passive scalar is also a
good marker of turbulent fluids, which is easy to measure in experiments compared
with vorticity. Conditional mean passive scalar also exhibits a sharp jump within the
TNTI layer, and the highest conditional mean scalar dissipation rate appears near the
boundary between the VSL and TSL. This indicates that the fluid locally entrained
from non-turbulent side encounters the fluid coming from the turbulent side, where
the difference in the passive scalar between these fluids creates large scalar gradients.
It is also shown that the production rate of scalar gradient and enstrophy within the
TNTI layer is as high as in the turbulent core region, and peaks in conditional averages
of these quantities appear within the TNTI layer. Both visualization and conditional
statistics show the dependence on the TNTI orientation for the scalar dissipation rate
and the production rate of scalar gradient as shown in Fig. 4, both of which have a
large value near the leading edge facing the downstream direction than the trailing
edge facing the upstream direction. The production rate of scalar gradient within
the TNTI layer of the trailing edge is comparable to the non-turbulent value, which
causes a lower scalar dissipation rate near the trailing edge. These tendencies are
explained from the difference in streamwise velocity between turbulent and non-
turbulent fluids in a similar way to the TNTI orientation dependence of enstrophy
production (rate) given for incompressible planar jets [43, 46].

4 Real-World Data Circulation

Real-WorldData Circulation (RWDC) is a recent advanced new research field, which
is often conducted for the real-world products or services in society. The information
in RWDC is represented and analyzed in the form of data. By analyzing these data,
people can create new designs or improve the old ones.
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RWDCexists in virtually all fields related to our lives, including business, medical
treatment, economics, education, and industry, and is highly related to the develop-
ment and globalization of the world [16, 39]. In the real world, even though people
get data or information from the fields they are interested in, it is difficult to know
how to use these data to contribute to our life or improve our knowledge. That is the
reason why we need to study RWDC.

Industries are of great importance in our daily life, from the plastic bag for food
to the aircraft by which people can travel everywhere on this earth. However, man-
ufacturers cannot unilaterally create valuable products. In other words, techniques
and user requirements are necessary for creating valuable products or services. The
recent proposed fourth industrial revolution (Industry 4.0) [19], which has been
developing with Information Technology (IT), has attracted a lot of attention. This
industrial revolution tries to connect many fields together, e.g., the Internet of Things
(IoT), Cyber-Physical System (CPS), information and communications technology
(ICT), and Enterprise Architecture (EA) [21]. RWDC is one of the key points in the
realization of Industry 4.0.

4.1 Relation Between RWDC and the Present Study

Due to technological limitations, it is still difficult for industry to create desired
products or services based on current techniques. For advancing the techniques,
it is necessary to deeply understand the fundamental aspects, namely, practical or
industrial related science, which can help engineers essentially achieve a new stage
of the technique.

Fluid dynamics plays a significant role in the performance of many industrial
applications, such as aircraft and automobile. How to use the practical or industrial
related science in fluid dynamics to improve industries can be studied by RWDC as
shown in Fig. 5, which is a general concept of RWDC in fluid dynamics for industrial
products design. Some products in industries may have some problems or users may
not be satisfiedwith the products, but engineersmay not be able to solve the problems
and need more information from the theory or fundamental characteristics. Then,
researchers conduct some simulations or experiments to acquire data for fundamental
studies. Thirdly, these fundamental studies can be done with the acquired data, and
it can contribute to the development of theories or empirical laws. Finally, theories
or empirical laws can be directly used for industrial design. By these steps, RWDC
builds bridges for scientific study and real-world product design.

Computational fluid dynamics (CFD) is a widely used method for studying fluid
dynamics, which has been using to design many parts of the aircraft. The usage of
CFD is growing rapidly due to the increases of computational resource [14], which
also decreases the time and financial cost of aircraft design, because aerodynamics
studies of aircraft highly depended on the wind tunnel experiments in the past, that
takes a lot of time, human resources, and financial cost. Commercial CFD software
(CFX,Fluent, Fastran andComsol, and soon) are frequently used for flowsimulations
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Fig. 5 The general concept of RWDC in fluid dynamics

in industrial applications, includingmany complexflows, e.g., combustionflow, high-
speed flow, and flow with a heating wall. However, the turbulent flow simulations for
industrial applications can only be done with the turbulent model due to the limited
computational resource in the current stage. Even though these turbulent models
excellently reduce the computational cost, it also brings some accuracy problems,
especially in complex flows. Until now, a turbulent model is still one of the biggest
problems in CFD community.

As mentioned in da Silva et al. [29], a better understanding of the TNTI layer
is needed for predicting the chemical reaction flows or combustion flows, in which
the properties essentially depends on the position and inner structures of TNTI layer.
New computational algorithms and turbulent models near the TNTI layer should also
be further considered because this layer separates the turbulent region from the non-
turbulent region where the grid mesh used in applications near the TNTI is generally
larger than the thickness of this layer.

The present study focuses on the TNTI layer in compressible turbulent boundary
layers, which can be found in many engineering applications as described in Sect. 1
of this chapter, especially in aerospace engineering. The relation betweenRWDCand
the present study can be explained by four steps as shown in Fig. 6. Firstly, the devel-
opment of compressible TBLs can significantly affect the efficiency and instability
of the aircraft and vehicles, and the many fundamental mechanisms about the devel-
opment of compressible TBLs are still unclear as described in Sect. 1. These issues
need to be investigated more. Then, direct numerical simulations of compressible
TBLs are conducted for studying the fundamental characteristics of the TNTI layer
and the entrainment process in compressible TBLs, which are strongly related to the
development of compressible TBLs. Direct numerical simulations are conducted in
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Fig. 6 Connection of RWDC and TNTI study in compressible TBLs

the present study because it directly solves all the turbulence motions with different
scales without any turbulent model. Thirdly, the results about the TNTI layer in the
present study can contribute to the understanding of the development of compress-
ible TBLs, which provides information for the CFD algorithms and turbulent model
development near the TNTI. Finally, these improvements in understanding of the
development of compressible TBLs can be directly used in the design of real-world
industrial products such as aircrafts and turbines.

4.2 Contributions to the Society

The present work can contribute to the understanding of the development of com-
pressible TBLs, which can significantly contribute to design of industrial products
from three points:

a. It can be used to improve the turbulent model and new CFD algorithms near the
TNTI for compressible TBLs as described in Sect. 4.1. This will be a very big
step if a suitable turbulent model or new CFD algorithms can be developed for
industries because an improvement ofCFD is an improvement for all the products
designs which are related to the high-speed boundary layer. For example, the
improvement of CFD in compressible TBLs can exactly improve the prediction
of the flow around a high-speed vehicle, and it can be used to design a better
vehicle with less drag and higher stability, subsequently better efficiency.

b. Besides, understanding the development of compressible TBLs is also helpful
for developing related theories or empirical laws, that can be directly used in the
industrial product design.
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c. Furthermore, it also gives some ideas for flowcontrol, e.g., it is possible to control
the development of compressible TBL by controlling the large structures in the
boundary layer because the large structures can affect properties of the TNTI in
TBLs.

The work in the present study mainly focuses on the first and second steps of RWDC
shown in Fig. 6, and contributes to the third step.
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Efficient Text Autocompletion for Online
Services

Sheng Hu

Abstract Query autocompletion (QAC) is an important interactive feature that
assists users in formulating queries and saving keystrokes. Due to the convenience it
brings to users, it has been adopted inmany applications, such asWeb search engines,
integrated development environments (IDEs), and mobile devices. In my previous
works, I studied several fundamental problems of QAC and developed novel QAC
techniques that deliver high-quality suggestions in an efficient way. The remark-
able contribution is the proposal of a novel QAC paradigm through which users
may abbreviate keywords by prefixes and do not have to explicitly separate them.
Another contribution is to efficiently solve geographical location constraints such as
considering Euclidean distances to different locations when completing text queries.
Based on the above studies, an overview of novel QAC methods across different
application domains is provided in this chapter. By creating a data circulation on var-
ious QAC applications, I believe that the proposed methods are practical and easy to
use in many real-world scenarios. I illustrate the realized data circulation in Sect. 2.
Contributions to the society are presented in Sect. 3.

1 Introduction

In recent years, the rapid boost of massive data volumes has led to the increasing
need for efficient and effective search activities. One common search activity often
requires the user to submit a query to a search engine and receive answers as a list of
documents in ranked order. Such a search task is called document retrieval and has
been studied by the information retrieval community formanyyears.Before receiving
the ranked documents, a query is issued to the search system. Then the documents
are sorted by the relevance calculated according to the query. Query formulation
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Fig. 1 Query autocompletion service

thus arose and focused on improving the overall quality of the document ranking
with regard to the submitted query. As an important subtask of query formulation,
query autocompletion (QAC) aims at helping the user formulate his/her query while
typing only the prefix, e.g., several characters [2]. The main purpose of QAC is to
predict the user’s intended query and thereby save keystrokes. QAC has become a
main feature of today’s modern search engines, e.g., Google,1 Bing2 and Yahoo.3

In some cases, it is possible to pre-compute and index all the completion candi-
dates (i.e., keywords or phrases) in an efficient data structure. However, when query
autocompletion is applied in some complex applications, such as aWebmapping ser-
vice, input method editors (IMEs), and programming integrated development envi-
ronments (IDEs), keeping fast response time and accurate performance becomes
challenging. This has created a need for efficient and effective autcompletion for
online services.

In Fig. 1, I show an example of autocompletion for Web search engines. When a
prefix is input, it will give a candidate list to show all the completion strings. When
large amount of users are intending to obtain completions from the server, they have
to wait in a priority queue thus incurring response time lags.

1https://www.google.com/.
2https://www.bing.com/.
3https://search.yahoo.com/.

https://www.google.com/
https://www.bing.com/
https://search.yahoo.com/
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Following this trend, the database and software engineering community has begun
to investigate autocompletion for various applications recently. Some research works
have been done on autocompletion for Web mappings [9, 14, 16, 17], and several
autocompletion systems for IDEs have been proposed [1, 4, 10–12].

The general approach to achieving efficient and effective autocompletion is to use
an index structure called trie [3], which can be taken as a search tree for fast lookups.
For effective autocompletion, a straightforward way is to collect popularity statistics
for each candidate and rank it according to this criterion.

In my previous works [6–8], I focused on both efficient and effective autocom-
pletion methods. In other words, I use novel index structures to improve search
performance and also collect various features for more accurate ranking. Under this
setting, I combine these two ideas together to design algorithms and data structures. I
focus my effort on applications for Web mappings, IMEs, IDEs, and desktop search.

In this section, Iwill give a brief introduction about the fundamental problems I had
addressed. Sect 1.1 clarifies the problem location-aware autocompletion. Sect 1.2
defines the problem autocompletion for prefix-abbreviated input. Then, Sect 1.3
describes the problem code autocompletion.

1.1 Location-Aware Autocompletion

Inmy first work [6], I considered location-aware query autocompletion, one of
the most important applications for Web mapping service. A query for such a
service includes a prefix and a geographical location. It retrieves all the objects
that are near the given location and begin with the given prefix. The location
can either be a point or a range. In practice, this query can help a user to find
a proper point of interest (POI) with the prefix and location provided quickly.
An example is shown in Fig. 2.

Technical Details

Thiswork ismotivated by the prevalence of autocompletion inWebmapping services.
In this work, I adopt two kinds of query settings: range queries and top-k queries.
Both queries contain two kinds of information. One is a location, such as a point or
an area. The other one is a string prefix. A point of interest will be returned if it is
close to the spatial location and its textual contents begin with the given prefix.

Although there have been several solutions [9, 14, 16, 17] to location-aware
query autocompletion that are based on a combination of spatial and textual indices
to process queries, all of them suffer from inefficiency when the dataset is large
or when large amount of simultaneous queries occur. Most existing works can be
classified into text-first, space-first, and tightly combined methods, according to how
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Fig. 2 Location-aware
autocompletion. When a user
issues “starb” as a prefix and
selects the screen as the
range, the system will return
“starbucks”, “starboard”,
“starburst” and display the
their positions on the map

the indices are combined. The text-first methods first index the text descriptions and
then apply spatial constraints as filters to verify the objects. For example, if a user
searches for “Starbucks” around “New York”, text-first methods will first find all the
objects matching “Starbucks” and then verify whether they are around “New York”.
The space-first methods adopt the reverse order. The tightly combined methods will
transfer “Starbucks” and “New York” into one combined token and then use it as
a key for lookups. After analyzing the characteristics of queries, a novel text-first
indexing method was devised to answer both range and top-k queries. I chose to
store the spatial information of data objects in the trie index for fast lookups. Several
pruning techniques were developed to avoid unnecessary access using pointers to
quickly locate data objects. Due to these techniques, only a small part of objects
need to be checked. I also extended my method to deal with error-tolerant problems
which can suggest correct queries when there are typos in the user input.

Extensions

In the current work, the locations are independent points with static popularity scores
on the map. For future work, I plan to make use of the boosted LBSN (Location-
based Social Network) to enhance the location-location relationship for semantic
autocompeltion. This allow us to take advantage of the rich properties from LBSN
such as functional regions, time, user attributes, and even descriptive landscape pic-
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tures. I also plan to utilize external resources such as knowledge graphs or corpora to
enrich the utilities of the methods. Moreover, I also consider multimedia techniques
to combine landscape descriptions in the methods.

1.2 Autocompletion for Prefix-Abbreviated Input

My second work [8] studies prefix-abbreviated query, which has a wide usage
in IMEs, IDEs, and desktop search. This query can retrieve relevant results
when the query is a prefix-like abbreviation. I focused on both efficiency and
effectiveness of this approach. An application example is to find the candidates
by inputting characters as few as possible.

Technical Details

In this work, I studied a novel QAC paradigm. I proposed a novel QAC paradigm
through which users may abbreviate keywords by prefixes and do not have to explic-
itly separate them. There is no previous work on such an implicit autocompletion
paradigm. Moreover, the naïve approach of performing iterative search on a trie is
also computationally expensive for the problem in this work. Thus a novel indexing
and query processing scheme called nested trie is proposed to efficiently complete
queries. Moreover, to suggest meaningful results, I devised a ranking method based
on a Gaussian mixture model (GMM) [13], by considering the way in which users
abbreviate keywords, as opposed to the traditional ranking method that merely con-
siders popularity. Efficient top-k query processing techniques are developed on top
of the new index structure. The proposed approaches can efficiently and effectively
suggest completion results under the new problem setting.

Extensions

In the current work, I use a generative probabilistic model of GMM to rank the
completions. In the future, I consider improving this ranking module with more
complex ranking models by utilizing learning to rank techniques. I also plan to
incorporate user profile information to personalize the abbreviated patterns for more
accurate suggestions. Moreover, I am going to deploy the algorithms as a practical
service for demonstrations.
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1.3 Code Autocompletion

My third work [7] explored scope-aware code completion. Given a free
acronym-like input of a programming method name, the proposed method
can suggest the completions in a fast and accurate way. This is extremely cru-
cial when online IDEs are becoming popular these days. The proposed method
utilized the discriminative model to measure the relevance between input and
different completion candidates.

Technical Details

The third work takes a different view and focuses on the ranking performance of
code completion, which is a traditional popular feature for API access in IDEs. The
prompted suggestions not only free programmers from remembering specific details
about an API but also save keystrokes and correct typographical errors. Existing
methods for code completion usually suggest APIs based on popularity in code bases
or languagemodels on the scope context.However, they neglect the fact that the user’s
input habit is also useful for ranking, as the underlying patterns can be used to improve
the accuracy for predictions of intendedAPIs. In thiswork, I proposed a novelmethod
to improve the quality of code completion by incorporating the users’ acronym-like
input conventions and the APIs’ scope context into a discriminative model. The
weights in the discriminative model are learned using a support vector machine
(SVM) [15]. A trie index was employed to store the scope context information. An
efficient top-k suggestion algorithm is developed.

Extensions

In the current work, I adaptmy rankingmodel to all the code bases including different
projects. Thus, in the future, we can consider collecting the project topic information
and programmer information for more customized code completion. Furthermore,
I will study the naturalness and conventions underlying in different programming
languages to provide more accurate completions on top of specific programming
languages. I am going to develop these techniques as plug-ins in online IDEs. More-
over, my acronym-like input paradigm can be extended as various applications to
improve its usability in the real world. We can adapt the method to complete a
sentence, a road network sequence, or equip it with a general speech recognition
interface to improve productivities.
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1.4 Summary

In the above QAC studies, I observed that the character input from users is used
to produce completed candidates while the selections on different candidates are
recorded in the query logs as output. Interestingly, such query logs will be learned
and reused for providing improved and more precise autocompletions for new users.
This forms the basis of the data circulation.

With the achievements from the above QAC studies, I realize a real-world data
circulation formally. Such a circulation consists of three steps: Acquisition, Anal-
ysis, and Implementation. Acquisition here represents the observations of entire
users’ activities that occur from the user’s first keystroke in the search box to the last
selection of an autocompletion candidate provided. In the Analysis step, I focused
on revealing the input behavior patterns of users by employing machine learning and
statisticalmodeling techniques for accurate predictions. In the Implementation step,
I demonstrated superior performances through prototype autocompletion systems.
Details will be discussed in Sect. 2.

I also show such a data circulation can benefit the society in terms of e-commerce
search systems, location-based services, and online text editors. More details can be
found in Sect. 3.

2 Realized Data Circulation

First, I show an overview of the data circulation realized in my works in Fig. 3.

Fig. 3 Real-world data circulation in autocompletion
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As Fig. 3 shows, I divide the real-world data circulation into three steps:

• Step1: Acquisition
• Step2: Analysis
• Step3: Implementation

In the general sense, Acquisition means revealing the users’ real intentions or
desires from the digital footprints in existing services left by the users. Analysis
indicates employing the cutting-edge data analysis techniques such as statistical
models, machine learning, and deep learning models to describe the underlying pat-
terns from the observations of Acquisition. Analysis also includes utilizing novel
database techniques such as indexing and query processing paradigm designs to han-
dle scalable data volumes collected in Acquisition. A well-formulated data model
will fit the users’ desires properly and thus allows the provision of accurate predic-
tions. A scalable and robust data model can handle simultaneous query requests to
satisfy real-time requirements. In Implementation step, the models and prototypes
obtained in Analysis are applied to specific applications. Parameters are adjusted
to fit the problem settings in real-world scenarios. By inspirations and fancy ideas,
innovative products and services are expected to be developed in this step.

In this section, I will describe the details of the data circulation realized in terms
of autocompletion. Acquisition here represents the observations of entire users’
activities that occur from the user’s first keystroke in the search box to the last
selection of an autocompletion candidate provided. The specific input of a user
can reflect his/her input behavior and patterns. The cursor hovering time over a
completion can be seemed as an implicit feedback. The final clickthrough link can
be considered highly related to the user’s desires. All of such information is recorded
into query logs for further analysis.

For Acquisition, I have used large datasets in all my previous works [6–8].

For example:
• FSQ [6] is a dataset containing 1MPOIs collected from real-world check-in
data on a social media service Foursquare.4

• PINYIN [8] is the Chinese input method corpus compiled by collecting
frequent words appearing in real-world communications. It contains 3.55M
Chinese phrases.

• Java Corpus [7] is a large-scale code base collected from the real-world
code bases on GitHub. It contains 10M lines of codes.

Moreover, corresponding hand-crafted training sets are collected from Amazon
Mechanical Turks. I managed to handle these “Big Data” to produce efficient and
effective completions in my thesis [5]. These “Big Data” are sufficient reflections
and perfect representations of real-world data.

3https://foursquare.com/.

https://foursquare.com/
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In the Analysis step, I focused on revealing the input behavior patterns of users
by employing machine learning and statistical modeling techniques for accurate
predictions. In paper [8], I made use of Gaussian mixture model (GMM) to evaluate
the probability (density function) of a specific input pattern. In paper [7], I utilized
the noisy channel model, logistic regression, and support vector machine (SVM)
to accurately predict the user’s real intended completions. I considered the input
patterns and usage counts as global features as well as the scope context information
as a local feature. Thus we can explore the underlying input patterns both locally
and globally. A significant observation is that common input patterns of human
writing behavior can evidently improve the completion accuracy. For example, users
tend to preserve consonant characters more than vowel characters when inputting
abbreviations. Moreover, to handle scalable query throughputs, I proposed novel
indexing techniques in [6, 8].

In the Implementation step, I demonstrated superior performances through pro-
totype autocompletion systems. The work developed in [6] can be directly applied
to many location-based service (LBS) applications such as map applications, POI
recommendation systems or trip route recommendation systems. My prototype sys-
tem in [6] can handle a hundred thousand queries per second on a very large dataset
containing 13M records. My works in [7, 8] can be directly applied to online inte-
grated development environments (IDEs), cloud input method editors (IMEs), desk-
top search systems, and search engines. Experiments in [8] show that my prototype
system can save on average 21.6% keystrokes at most and achieve 121 times speedup
at most than the runner-up method. Experiments in [7] show that my experimen-
tal system can achieve 6.5% improvement at top-1 accuracy and achieve 31 times
speedup than the naïve method. Sufficient experimental results prove that my pro-
totype systems are superior in terms of both effectiveness and efficiency, which can
be easily adapted to innovative products and services.

To show the real-world applicability of my algorithms, I incorporated the algo-
rithms in [6] into a real-worldmapping application. This application is called Loquat
(Location-aware query autocompletion). I used two preprocessed datasets UK and
US here. UK is a dataset containing POIs (e.g., banks and cinemas) in the UK.5

It contains 181,549 POIs in total and the geographical coordinates are within the
territory of the UK. US is a dataset containing about 2M POIs located in the US.6

Preprocessing:By observing that the range queries issued by users are usually
located in the surroundings of large cities, I removed POIs that are too far from
themetropolis. After this preprocessing, the statistics of UK andUS are shown
in Table 1.

5https://www.pocketgpsworld.com/.
6https://www.geonames.org/.

https://www.pocketgpsworld.com/
https://www.geonames.org/
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Table 1 Dataset statistics

Dataset # of POIs (raw data) # of POIs (after removal)

UK 181,549 122,748

US 2,234,061 1,782,024

Fig. 4 Range Query
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Fig. 5 Top-k Query
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Fig. 6 Range Query with Error = 3

Here I will show the query processing time of my system in comparison to the
state-of-the-art method named Prefix-Region Tree [17] (denoted as PR-Tree).

Figure 4a, b show the efficiency on range queries on UK and US, respectively.
The proposed Loquat is at most 30 times faster than PR-Tree on the smaller dataset
UK and at most 10 times faster than PR-Tree on the larger dataset US.

Meanwhile, Fig. 5a, b shows the efficiency on top-k queries on UK and US,
respectively. The proposed Loquat is at most 20 times faster than PR-Tree on both
UK and US datasets.

Figure 6a, b shows the efficiency on range queries with error = 3 (i.e., tolerating
three typos) on UK and US, respectively. The number of errors is set to three because
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Fig. 7 Top-k Query with Error = 3

existing works [3, 15] proved that in most real-world scenarios, the number of typos
is less than three. The proposed Loquat is at most 25 times faster than PR-Tree on
UK and 13 times faster on US datasets.

Meanwhile, Fig. 7a, b shows the efficiency on range queries with error = 3 on
UK and US, respectively. The proposed Loquat is at most 30 times faster than
PR-Tree on UK and 22 times faster on US.

High-performance products and services in Implementation will also help to
provide more high-quality data for the collection in Acquisition, which forms an
occlusive circulation in terms of autocompletion.

Figure 3 gives an example to illustrate the data circulation of the work in [7].
First begins with the Acquisition step. Suppose a user types an input “swu”, then all
the matched candidates are listed in a naïve alphabetical order as SetWarpGuide
Painted, ShowCurrentItem, ShowFullPath, SwingUtilities. After
that, let’s say that the user clicked SwingUtilities as his/her intended comple-
tion. Then the Analysis step begins. Based on the observations in Acquisition, the
machine learning model is trained to let it have a high probability to match “swu”
with “SwingU” but low probabilities with the others. Note that P(Q|C) in Fig. 3
represents the probability of abbreviating C as Q if the user’s intended completion is
C. Last is the Implementation step. After training the model, SwingUtilities
will have a higher rank (move up by 3 positions) in the autocompletion candidates.
Thus we can obtain more accurate predictions by learning the user input patterns.

3 Contributions to the Society

Autocompletion can provide great assistance in human knowledge explorations. The
data circulation formed in my works can help better understand the search intentions
of users, which can benefit the society from many aspects.

First, in traditional search systems under e-commerce settings, an effective query
autocompletion can directly lead to a purchase decision. Figure 8 shows an example
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Fig. 8 Autocompletion in Amazon

of the autocompletion system ofAmazon.7 A customer-personalized autocompletion
system can stimulate consumer spending and save the time of users, which might
boost the economic growth of a country as well as improve customer satisfaction.

Second, an effective and efficient autocompletion system for Location-based ser-
vice can promote the local tourism development. Figure 9 shows an example to
autocomplete the query as “Restaurants near me”. Comparing with existing systems
such as Google Maps8 which can only tolerate a few typos in its autocompletion,
my work [6] can tolerate more typos in a dynamic way. This is extremely impor-
tant when the location names are too long, e.g., “Gasselterboerveenschemond”, the
name of a village located in the Netherlands. A personalized autocompletion system
can balance the user preferences and spatial distances to provide proper rankings.
A scalable and robust autocompletion system can support large query throughputs
and thus provide smooth and stable services. Therefore, it will help to increase the
venues of restaurants, museums, hotels and tourist attractions.

Third, a quick-response online IDE editor with accurate API suggestions can
help the programmers or designers to improve their productivities in their work
as shown in the example in Fig. 10. With the growing popularity of online text
editors / IDEs (e.g., Overleaf9 and IBM Bluemix10), the demand on efficiency and
effectiveness is increasing. Comparing with these existing online IDEs, myworks [7,
8] can support acronym-like input and thus save almost 30% keystrokes. Especially

7https://www.amazon.co.jp/.
8https://www.google.com/maps/.
9https://overleaf.com/.
10https://www.ibm.com/cloud.

https://www.amazon.co.jp/
https://www.google.com/maps/
https://overleaf.com/
https://www.ibm.com/cloud
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Fig. 9 Autocompletion in Goolge Maps

Fig. 10 Autocompletion in online IDEs
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in teamwork, an effort-saving andwell-performed code completion systemwill boost
the coordination among multiple workers, which will definitely create more value
for the whole society.

4 Conclusion

In this chapter, several fundamental autocompletion problems were investigated for
online services in a wide variety of fields in recent decades. There are many prac-
tical challenges for online real-time autocompletion in the real world. Particularly,
efficiency and effectiveness challenges are the most important ones which will influ-
ence the response time and prediction accuracy of an autocompletion system directly.
Hence, a real-world data circulation is established to address those challenges. Such
a circulation consists of three steps: Acquisition, Analysis, and Implementation.
The Acquisition here represents the observations of entire users’ activities that occur
from the user’s first keystroke in the search box to the last selection of an autocom-
pletion candidate. In the Analysis step, I focused on revealing the input behavior
patterns of users by employing machine learning and statistical modeling techniques
for more accurate predictions. In the Implementation step, superior performances
were shown using the prototype autocompletion systems. Such a data circulation can
benefit our society in terms of e-commerce search system, location-based service,
and online text editors.
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Coordination Analysis and Term
Correction for Statutory Sentences Using
Machine Learning

Takahiro Yamakoshi

Abstract Statutes form an essential infrastructure that sustains and improves human
society. They are continuously updated as society changes; that is, legislation (inter-
preting, drafting, and managing statutes) is an endless work. In Japan, statutes are
written following a number of rules regarding document structures, orthography, and
phraseology. Therefore, we need to pay attention to the formalism in addition to the
substantial contents in drafting a statute. Another issue in Japanese statutes is com-
plex hierarchical coordination that impedes smooth comprehension. In this chapter,
machine-learning-aided methodologies for interpreting support and drafting support
of Japanese statutory sentences are discussed. As for interpreting support, a coor-
dination analysis methodology that utilizes neural language models is established.
By transforming the whole sentences into vectors, the proposed methodology takes
broader contexts into account in judgment. As for drafting support, a legal term
correction methodology that finds misused legal terms and offers their correction
ideas is established. Classifiers for legal term correction are utilized by regarding
this task as a kind of sentence completion test with choices. Legislation itself can be
regarded as a real-world data circulation of statutes from the viewpoint that legisla-
tion is to recognize problems in the real world and to solve them by updating statuses.
Both coordination analysis and legal term correction support this data circulation by
accelerating interpretation and drafting of statutes, respectively. Furthermore, each
technology constructs another data circulation centered on its analysis results.

1 Statutory Sentence and Its Characteristics

Laws are the fundamental components of society. They illumine the exemplary ways
of economic and social activities, which guarantee the health and cultural lives of
citizens. Laws are continuously updated in accordance with the changes of economic
situations, values, and technology.

T. Yamakoshi (B)
Nagoya University, Nagoya, Japan
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Statutes are laws written as documents, which are continuously revised in accor-
dance with societal changes. Since statutes bind people by rights and duties, statutes
must be described strictly so that they can be correctly understood. Statutes must be
completely devoid of errors or inconsistencies. To meet this requirement, the lan-
guage with which statutes (statutory sentences) are composed often contain specific
wordings, technical terms, and sentence structures that are rarely used in daily writ-
ten language. Overall, for understanding statutes, large amounts of knowledge and
experience are required about such description rules of statutory sentences.

Japan’s current statutory law system, which was established in the Meiji era,1 has
basically remained unchanged for over 100 years. Japan established its legislative
(interpreting, producing, and updating statutes) technique for the precise and uniform
drafting, enacting, and modifying of statutes. This technique includes a number
of concrete customs and rules (hereinafter legislation rules) stipulated by various
workbooks [1, 2].

In its first layer, the legislation rules stipulate that a statute structure must be
defined as a document. Here are some examples of such rules. A statute is required
to have a title and must be divided into main and supplementary provisions. Main
provisions should generally be divided into articles.

Along with statute structure definitions, the technique enacts rules for forming,
modifying, and deleting particular sentences, figures, and tables. In addition to such
editing guidelines, rules exist on the usage of kanji and kana. Furthermore, they
define the distinct usage of similar legal terms. For example, three Japanese words,

and are all pronounced mono and share the concept
of “object.” Nontheless, term (a) only indicates a natural or a juristic person, term
(b) only indicates a tangible object that is not a natural or a juristic person, and term
(c) only indicates an abstract object or a complex of such objects. Figure 1 displays
phrases including these legal terms. In ordinary Japanese written language, unlike
in statutory sentences, (c) can refer to and . That is, we can use (c)

as (work) (accusative marker) (create) (momo) to
express “a person who creates a work” in ordinary Japanese. However, this usage is
prohibited in Japanese statutory sentences due to the above rules.

Two more examples of such legal terms are (oyobi) and
(narabini), which are coordinate conjunctions indicating “and” coordination. The
legislation rules provide special directives for these legal terms to express the hier-
archy of coordination. Term (d) is used for coordinations of the smallest hierarchy,
and term (e) is used for the coordinations of the non-smallest hierarchy. For example,
the sentence in Fig. 2 contains two coordinate structures of (d) and (e) that compose
a two-layered hierarchical coordinate structure.

These legislation rules are not only applicable for the central government. Local
governments enact ordinances and orders using identical legislation rules. Further-

1Japan established its law system by referencing Occidental countries’ law systems in this era after
its opening to the world in the late 19th century.
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Fig. 1 Phrases in Japanese statutory sentences with legal term (underlined), from the Copyright
(Act No. 48 of 1970)

Fig. 2 Japanese statutory sentence with “oyobi(d)” and “narabini(e)”

more, such private entities as companies also use the rules to enforce contracts,
agreements, articles of incorporation, patents, and other legal documents. Mastering
legislation rules is critical for those who handle any kind of legal documents.

Under this context of Japanese statutory sentences, we identify two issues for
handling them. The first issue is the strong influence of legislation rules on draft-
ing. These legislation rules are comprehensive. Legislation bureaus scrutinize draft
statutory sentences, which force legislation officers to completely obey the legisla-
tion rules in drafting a statute. That is, they need to be cognizant of the formalism of
the statutory sentences in addition to their substantial contents.

Another issue is the appearance of long, complex statutory sentences originated
by hierarchical coordinate structure, which complicates their understanding. Those
who attempt to read such long and complex statutory sentences are required to
have sufficient experience and knowledge reading them or else they will most likely
fail to identify and understand their sentence structures. Machines that handle such
sentences will also probably fail to adequately analyze their sentence structures
because of their complexity, and analysis errors will cause deterioration of further
processes.
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2 Solutions for the Issues

We establish a solution for each issue. For the issue of the hierarchical coordinate
structure, we propose a novel coordination analysis method specialized for Japanese
statutory sentences. With coordination analysis, we can simplify long and complex
statutory sentences, which supports any person or system that has trouble under-
standing long and complex statutory sentences. Thus, this study can be regarded as
a quite fundamental study for further sentence processes.

For the issue of legislation rules on drafting, we establish a legal term correction
methodology as a first step toward establishing the proofreading of comprehensive
statutory sentences. Our legal term correction finds misused legal terms and offers
correction ideas for them, which helps legislation officers to write statutory sentences
consistent with the legislation rules.

We briefly describe the background, the method, and the experimental result of
each solution in the following sections.

2.1 Coordination Analysis

Background

Japanese statutory sentences are not easy to read because of the frequent appearance
of hierarchical coordinate structures that is supported by the Japanese legislation
rules. Various methods have been proposed for coordination analysis for general
sentences (e.g., [3–8]). However, we cannot expect these methods, especially those
for general sentences, to work well on Japanese statutory sentences because they are
not designed to consider the legislation rules. In fact, even a famous Japanese text
parser, KNP (v3.01) [5], could identify coordinate structures in Japanese statutory
sentences at only 26 points of F-measure [9].

One existing method specialized for Japanese statutory sentences is from
Matsuyama et al. [9]. This method deterministically identifies the hierarchy of coor-
dinate structures and the scope of their conjuncts based on the legislation rules.
However, this method has a weak point in identifying conjuncts whose word length
is very different from that of their adjacent conjuncts. This is because this method
uses a scoring strategy based on one-to-one word alignment in identifying conjuncts.
Also, this word alignment approach does not consider context outside the coordinate
structure, which may also degrade the performance.

From this background,we propose a newmethod for identifying hierarchical coor-
dinate structures in Japanese statutory sentences. We use Neural Language Models
(NLMs) [10], especially Long-Short Term Memory (LSTM) [11] based NLMs, to
overcome the weak points of the conventional method.
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Method

Analysis of hierarchical coordinate structures consists of two subtasks: hierarchy
identificationwherewe identify the hierarchical relationship among coordinate struc-
tures and conjunct identification where we identify the scopes of conjuncts in a
coordinate structure.

Hierarchy Identification
As for hierarchy identification, ourmethod inherits the deterministic analysis strategy
from Matsuyama et al.’s method. This strategy consists of the following processes:

1. Coordinator Extraction and Ranking
Our method first extracts coordinators (coordinate conjunctions, etc. that indi-
cate coordination) from the given sentence by text-matching. It then decides
the analysis order of coordinate structures according to coordinator types. The
hierarchy of the coordinate structures in the sentence is roughly consolidated by
this analysis order. For example, it analyzes “oyobi(d)” in prior to “narabini(e)”
to let the latter coordinate structure include the former one.

2. Conjunct Candidate Extraction
For each coordinator, our method extracts candidates of the conjuncts adja-
cent to the coordinator. The extraction is rule-based that involves part-of-speech
matching. Our method also uses heuristics for hierarchy identification such as
a coordinate structure of “narabini(e)” should include at least one coordinate
structure of “oyobi(d).”

3. Conjunct Identification
Our method chooses the most likely conjunct candidates using NLMs, which
we describe later.

4. Further Conjunct Existence Judgment
A coordinate structure may have more than two conjuncts (see the coordinate
structure of “oyobi(d)” in Fig. 2). In the first conjunct candidate extraction, this
method extracts candidates for the last two conjuncts.2 After their identification,
it judges whether there is another conjunct forehand of the conjuncts in this
process. If it judges that another conjunct exists, it then proceeds to the conjunct
candidate extraction for the next conjunct.

5. Substitution of Coordinate Structure
After identifying all the conjuncts in a coordinate structure, the method substi-
tutes the coordinate structure with its last conjunct. This substitution contributes
to fairer conjunct identification by flattening long coordinate structures into sim-
ple phrases.

Conjunct Identification
In contrast to hierarchy identification, ourmethod adopts LSTM-basedNLMs instead
of one-to-one word alignment for conjunct identification. They transform each con-
junct candidate into a fixed-length vector so that our method can identify conjunct

2This is always satisfied in Japanese statutory sentences because coordinators are to be located
between the last two conjuncts of coordinate structures in such sentences.
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scopes without being affected by their length. Since they are trained by tokenized
statutory sentences, our method does not rely on any annotated dataset such as Genia
Treebank [12], which is friendly for a domainwith limited resources such as Japanese
statutory sentences.

Our method identifies conjunct scopes based on two assumptions on coordinate
structures: (1) conjunct similarity and (2) conjunct interchangeability. The conjunct
similarity is that paired conjuncts are alike. Assume that we have a sentence “I ate a
strawberry cake and an orange cookie for a snack today.” The most likely coordinate
structure in this sentence is “a strawberry cake and an orange cookie,” where “a
strawberry cake” and “an orange cookie” are the paired conjuncts. Both conjuncts
are similar in terms of that both objects are confections with fruit. With NLMs, our
method evaluates the conjunct similarity from the similarity of word distributions at
the left and right edges of the two conjuncts. In the previous example, we calculate
the word distributions of X in the sequences “X a strawberry cake for a snack today”
and “X an orange cookie for a snack today,” where “ate,” “eat,” “chose,” etc. may
have high probabilities in both of the sequences. In the samemanner, we calculate the
word distributions of X in “I ate a strawberry cake for a snack today X” and “I ate an
orange cookie for a snack today X ,” where punctuations may have high probabilities
in both of them. This assumption is inspired by the distributional hypothesis [13]
that a word’s meaning is influenced by the position where it is used.

Conjunct interchangeability is that the fluency of a sentence is maintained even if
the conjuncts in a coordinate structure are swapped with each other. In the previous
example, we swap the two conjuncts “a strawberry cake” and “an orange cookie” as
we have a sentence “I ate an orange cookie and a strawberry cake for snack today.”
This swapped sentence seems fluent so that we consider this coordinate structure is
adequate. We calculate the fluency by inputting the swapped sentence to the NLMs.

Experiment

In the experiment, we compared our method with Matsuyama et al.’s method. We
constructed both input data and gold data from an annotated corpus [14]. In the cor-
pus, each sentence is annotated by hand with information onmorphological analysis,
bunsetsu segmentation, and dependency analysis. We constructed the input data by
removing information on dependency analysis and extracting each parenthesized
expression as another independent sentence. The size of the input data is 592 sen-
tences with 792 coordinate structures.We created the gold data using the dependency
information in the corpus.

We built LSTM-based NLMs [15] for our method. Based on our preliminary
experiment, we decided that each model has four hidden layers and that each layer
consists of 650 LSTM units. A sequence of one-hot word vectors is fed into the
model. In creating the one-hot word vector, we used basic forms of words obtained
from a Japanesemorphological analyzerMeCab (v0.98)with the IPAdictionary [16].



Coordination Analysis and Term Correction for Statutory Sentences … 193

Table 1 Experimental results

Our method Matsuyama et al.

Coordinate structure P 66.1% 46.8%

(463/700) (312/667)

R 64.6% 43.5%

(463/717) (312/717)

F 65.2 45.1

Conjunct P 83.0% 68.0%

(1,372/1,653) (1,019/1,499)

R 81.0% 60.2%

(1,372/1,694) (1,019/1,694)

F 82.0 63.8

Table 1 shows the experimental results of each method. Since our method was
much superior to the conventional methods in all evaluation indices, we confirmed
its effectiveness for coordination analysis of Japanese statutory sentences.

2.2 Legal Term Correction

Background

Legislationdrafting requires careful attention.To avoid errors and inconsistencies,we
should inspect statutory sentences in accordance with the legislation rules. However,
inspections of statutory sentences are still conducted mainly by human experts in
legislation, which requires deep knowledge and an enormous amount of labor. The
legislation rules are applied to not only statutes but also ordinances and orders of
local governments. Furthermore, legal documents in a broad sense, such as contracts,
terms of use, and articles of incorporation, are also written in compliance with the
rules. Manual inspections are also dominant in these domains.

From this background, this work aims to establish a proofreading method for
statutory sentences. Legal terms with distinct usage are especially focused, since
judgments of such legal terms require understanding contexts around the legal terms
so that a simple rule-based approach is insufficient.

Problem Definition

Although there are a lot of studies on proofreading methods [17–20], no study other
than the presented work focuses on legal terms that are used separately on the basis
of context. Therefore, a definition of the legal term correction task is provided below
so that we can search for a solution.
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Concretely, we define it as a special case of the multi-choice sentence completion
test. For instance, we assume that we are going to check legal terms of the following

sentence (“Author”means amonowho
creates a work.) In this casx e, the underlined legal term (mono) is to be

checked, which constitutes the legal term set .We then blank

the legal term in the sentence such as
and try to pick the best word from the legal term set that most adequately fills the
blank.

We use a scoring function score(Wl , t,Wr ) to pick the best candidate, where Wl

andWr are two word sequences adjacent to the left and right of legal term t , respec-
tively. In the above case,Wl andWr areWl = (chosakubutu wo
sosakusuru; creating awork) andWr = (wo iu .;means).Weexpect the func-
tion to assign the highest score to term (a) and to output a suggestion that

in the sentence be replaced into .

Approaches

Two classifier-based approaches are proposed here for the scoring function.

Random Forest Classifiers
With this setting, first an approach that uses Random Forest classifiers [21] is pro-
posed, each of which is optimized for each set of similar legal terms. The classifiers
input words adjacent to the targeted legal term and output the most adequate legal
term in the targeted legal term set. Here, we prepare distinct sets of decision tree
classifiers for each legal term set T . Concretely, the scoring function for a legal term
set T using Random Forest classifiers scoreRFT is defined as follows:

scoreRFT (W
l , t,Wr ) (1)

=
∑

d∈DT

Pd(t |wl
|Wl |−N+1, . . . ,w

l
|Wl |−1,w

l
|Wl |,w

r
1,w

r
2, . . . ,w

r
N ),

where DT is a set of decision trees for the legal term set T and Pd(t |wl
|Wl |−N+1, . . . ,

wl
|Wl |−1,w

l
|Wl |,w

r
1,w

r
2, . . . ,w

r
N ) is the probability (actually 0 or 1) that d ∈ DT

chooses a legal term t ∈ T based on features wl
|Wl |−N+1, . . . ,w

l
|Wl |−1, wl

|Wl |,
wr
1,w

r
2, . . . ,w

r
N . w

l
i and wr

i are the i-th word of Wl and Wr , respectively, and N
is the window size (the number of left or right adjacent words). Here, the rightmost
N words of Wl are used because they are the nearest words to t .

Although language models [22–24] are typically used for the multi-choice sen-
tence completion test, Random Forest classifiers are adopted here for the following
two reasons: First, we can optimize hyperparameters of the Random Forest clas-
sifier for each legal term set, which can cope with the characteristics of the legal
term set more flexibly. Second, a classifier approach can easily cope with multi-
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word legal term sets. Multi-word legal terms are quite common in Japanese statu-
tory sentences, such as (zenko no baai ni oite) and

(zenko ni kiteisuru baai ni oite).3 Classifiers
including Random Forest treat a legal term as one class regardless of its word count,
while language models are designed to predict a single word from the given context.

BERT Classifiers
Another approach that uses a classifier based on BERT (Bidirectional Encoder Rep-
resentations from Transformers) [25] is proposed here. A BERT classifier captures
an abundant amount of linguistic knowledge by fine-tuning a “ready-made” model
that is pretrained by a large quantity of text. Furthermore, it utilizes more contexts
than the conventional classifiers in prediction, since BERT classifiers can handle
whole sentences (128 tokens maximum in our experiment). The BERT classifier
here inputs a “masked” sentence where the targeted legal term t is masked and out-
puts a probability distribution of the legal terms in t’s legal term set. Therefore,
this BERT classifier is a sentence-level classifier. The following equation shows the
scoring function using a BERT classifier.

scoreBERT(W
l , t,Wr ) = BERT(t |S), (2)

where BERT(t |S) is a probability of t that the BERT classifier assigns from the
masked sentence S made as follows:

S = pp(wl
1w

l
2 · · ·wl

|Wl | [MASK] wr
1w

r
2 · · ·wr

|Wr |), (3)

where pp(W ) is a function to truncate the input sentenceW on the masked legal term
“[MASK]” that was originally t .

Experiment

A statutory sentence corpus from e-Gov Statute Search4 provided by the Ministry
of Internal Affairs and Communications, Japan was compiled for the experiment.
This corpus includes 3,983 Japanese acts and cabinet orders on May 18, 2018. Each
statutory sentence in the corpus was tokenized by MeCab (v.0.996), which is a
Japanese morphological analyzer. The statistics of the corpus are as follows: the
total number of sentences is 1,223,084, the total number of tokens is 46,919,612,
and the total number of different words is 41,470. The 3,983 acts and cabinet orders
in the corpus were divided into training data and test data. The training data has
3,784 documents, where there are 1,185,424 sentences and 43,655,941 tokens in
total. The test data has 199 documents with 37,660 sentences and 1,557,587 tokens

3Both terms mention the preceding paragraph. The difference is that the former refers to the entire
paragraph, and the latter mentions the condition prescribed in the paragraph.
4http://elaws.e-gov.go.jp/.

http://elaws.e-gov.go.jp/
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Table 2 Overall performance

Classifier accmicro (%) accmacro−S (%) accmacro−T (%)

BERT (approach 2) 97.57 96.15 92.56

RF (approach 1) 95.37 93.22 84.68

TextCNN 95.99 94.12 86.28

CBOW 88.82 84.65 74.94

Skipgram 75.42 63.07 65.68

vLBL 80.23 75.46 74.17

vLBL(c) 91.38 86.32 80.67

vLBL+ 90.95 85.62 81.12

Trigram 87.12 85.81 69.36

4-gram 88.81 87.83 72.58

MLE 78.61 62.49 38.81

in total. 27 legal term setswere definedby referencing the Japanese legislationmanual
[1, 2]. There are 7,072,599 and 251,085 legal terms in the training data and the test
data, respectively.

The proposed BERT classifier and Random Forest classifiers (abbreviated as
RF) were compared with the following classifiers and language models: CBOW
[22], Skipgram [22], vLBL [23], vLBL(c) [24], vLBL+vLBL(c) (abbreviated as
vLBL+) [24], and n-gram language. To test a neural-based model whose complexity
is between BERT and the NLMs, TextCNN [26] was additionally tested, which is a
sentence classifier based on a convolutional neural network.

Table 2 shows the overall performance of each model. Here, the accuracy of
predicting legal termsweremeasured in three averages:micro average accmicro,macro
average by legal term set accmacro−S, and macro average by legal term accmacro−T.

The proposed BERT classifier achieved the best performance in all of accmicro,
accmacro−S, and accmacro−T. Notably, its accmacro−T is 92.56%, which is 7.88 points
better than Random Forest. TextCNN achieved the second-best performance in all
of the criteria as it performed better than Random Forest.

3 Real-World Data Circulation

In this chapter, we shall discuss the relationship between the work in this chapter and
real-world data circulation. In Sect. 3.1, the concept of the real-world data circulation
is described. In Sect. 3.2, data circulations and their contributions that can be found
in this work are discussed.



Coordination Analysis and Term Correction for Statutory Sentences … 197

3.1 Concept of Real-World Data Circulation

The real-world data circulation is a recent interdisciplinary study field on the utiliza-
tion of real data. The core objective of the real-world data circulation is a sustainable
improvement of the real world by circular data utilization. The circular data utiliza-
tion is typically categorized into three phases of data processing: data acquisition,
data analysis, and data implementation. In the data acquisition phase, we obtain live
data from the real world in a computer-readable form. In the data analysis phase,
we analyze the acquired data to figure out knowledge that may affect the real world
favorably. In the data implementation phase, we return the knowledge to the real
world, which brings about a more comfortable world. Here, it is necessary to sustain
this data processing, or it cannot form a circulation.

Among many tasks where we can establish a real-world data circulation, we can
consider autonomous driving as a typical example. In the data acquisition phase,
for example, we identify the terrain around the car from sensors like LiDAR (Light
Detection and Ranging) or GPS (Global Positioning System), where the former can
directly identify the terrain by point cloud while the latter is to associate with prebuilt
terrain data from a database. Using such data, we find the best trajectory for the car
that avoids hitting obstacles and that brings about a smooth movement, which is
the data analysis phase. Finally, we control the car autonomously according to the
computation,which is the data implementation phase. By storing the terrain data from
the sensors, we can continue improving our computation model using it. That is, our
autonomous driving system is sustainable in terms of continuous improvement.

3.2 Examples of Real-World Data Circulation in Legislation

Data Circulation of Statutes in the Society
Fundamentally, legislation itself can be regarded as the data circulation of statutes in
the real world. Figure 3 illustrates the overview of that circulation. Here two circu-
lations are mutually related: the circulation of societal conditions and the circulation
of legislation.

The circulation of societal conditions basically consists of two states: healthy and
problematic. A healthy society becomes problematic when it violates the human
rights of its citizens. This typically happens due to such environmental changes as
technology innovation, climate changes, and economic changes. Legislation copes
with the problems by updating the current statutes so that they guarantee the human
rights. For example, the 2020 amendment to the Japanese Act on the Protection
of Personal Information improves the scheme of HTTP cookie usage [27]. Adver-
tisement services predict customer segments such as the age range and interests by
HTTP cookies of a user gathered from Web sites he/she accessed, which has been
enabled by the innovation of big data analysis. In the current scheme, cookies can
be transferred between the advertisement services and Web sites without the user’s



198 T. Yamakoshi

Fig. 3 Data circulation in legislation

prior consent because such data do not directly identify an individual. However, the
Web site can link such data with personal data in its membership system, that is,
it can acquire additional personal data without consent. To solve this vulnerability
of privacy protection, the new amendment stipulates that the Web site shall find the
agreement of the users on the cookie data transfer to another entity beforehand.

The circulation of legislation consists of four phases: search, analysis, drafting,
and enactment. In the search phase, we thoroughly research related statutes, a phase
that resembles the data acquisition phase in the context of real-world data circula-
tion. In the analysis phase, we decide what kind of statute is needed or what statutes
should be changed by analyzing the current statutes and current social situations. In
the drafting phase, we verbalize the renewed statute in accordance with the legis-
lation rules, which is one perspective of the implementation phase that focuses on
documentation. In the enactment phase, we spread the revised statutes to the public,
and thus people conduct economic and social activities healthily under the revised
statutes. This is another perspective of the implementation phase that focuses on
society. Therefore legislation resembles data circulation.

Legislation support technologies make this legislation process rapid and smooth.
Each circulation phase has its corresponding technologies that support the phase. For
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instance, the search phase has document retrieval systems (e.g., [28–30]), the analysis
phase has legal reasoning systems (e.g., [31, 32]), the drafting phase has statute
generation systems (e.g., [33, 34]), and the enactment phase has statute databases
such as e-Gov Statute Search.

The two studies presented in this chapter, coordination analysis and legal term
correction, also contribute to this environment. First, coordination analysis is an
important auxiliary process of syntax parsing that supports circulation. The syn-
tax structure of Japanese statutory sentences is useful information for any practi-
cal method for the search, analysis, drafting, and enactment of statutory sentences
because that information interprets them. Therefore, coordination analysis supports
the data circulation of statutes through parsing. The result of coordination analysis
itself also helps people to understand statutory sentences and directly accelerates
the analysis of the data circulation of statutes. The proposed coordination analysis
method holds a certain position among coordination analysis methods for Japanese
statutory sentences because it is compatible with the hierarchical coordinate struc-
tures specific in Japanese statutory sentences and provides better predictions by
utilizing LSTM-based language models.

Second, legal term correction directly supports the drafting part of the circulation
of statutes. It tells legislation officers incorrectly using legal terms, making the draft-
ing process quicker and more efficient than manually inspecting such legal terms.
Additionally, legal term correction can indirectly contribute to the analysis of the
circulation of statutes, which originates from the self-growth of legislation officers.
Although a legal term correction system offers correction ideas, the final decision
of the legal term use is left to legislation officers who must eventually consider the
validity of legal term use by themselves, which is a good resource for legislation
training. Once they improve their legislation skills, interpreting statutes will become
more efficient. This is the contribution of legal term correction for the analysis part
of the circulation of statutes.

Data Circulation of Statutes as Electronic Data
Coordination analysis forms another data circulation centralized by annotated elec-
tronic statute data (Fig. 4). Nowadays, we easily acquire statutes as electronic data
from such law database systems as e-Gov Statute Search in a computer-friendly
form like XML. Utilizing such data sources satisfies the data acquisition role. We
then apply coordination analysis to the acquired data to obtain the coordinate struc-
ture information of the statutory sentences, which is the analysis phase. We then
append the coordinate structure information to the electronic statute data and upload
them to a database. The annotated statute data can be utilized for further tasks, includ-
ing parsing, visualization, and simplification. That is, they have become resources
for legislation support technologies. This is the implementation phase of the data
circulation. Since ordinary users do not need raw coordination information in their
work, it is reasonable to establish another database system for the annotated statute
data in the implementation phase.
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Fig. 4 Data circulation in statutes as electronic data

Data Circulation of Legal Term Correction
If we utilize the feedback of legal term correction from legislators, we can estab-
lish a data circulation centralized by correction history data. Figure 5 shows such a
circulation. A legal term correction system receives a statute draft and outputs cor-
rected ideas using the correction model, for example, the classifiers in the proposed
method. In this circulation, we ask legislators to judge the correction results of the
model.We put their feedback into the correction history of the system. The correction
history then contributes two ways of data circulation. The first way is regarding the
system, which updates the correction model from the history. The second is regard-
ing legislation practices, where we analyze the history from the perspective of how
legislators made mistakes. This analysis result is compiled as legislation tips, which
teach legislators better ways to use legal terms. Both ways produce a better legisla-
tion environment so that the system can provide an improved prediction model and
reduce mistakes in legislation.

LegalAI Project and its Data Circulation
For a practical activity regarding real-world data circulation, I am participating in
the LegalAI project where I have been developing an online contract review sys-
tem. Figure 6 shows an overview of the LegalAI system, which has three modules:
anonymization, comment generation, and database.

The legal term correction methodology proposed in this study is implemented in
this system as a comment generation module. Here the legal term correction model
is trained by contracts. In addition to legal term correction, the system offers sev-
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Fig. 5 Data circulation in legal term correction

eral other comment generation modules based on natural language processing tech-
nologies, such as risky clause detection, contract density judgment, and misspelling
detection.

With this system, we aim to establish an organic data circulation centralized
by feedback from users by automatically updating the judgment rules, the legal
term set, and the classifier based on the feedback. With this plan, the system can
achieve data circulation, where it acquires feedback, analyzes it to establish more
sophisticated knowledge, and implements the knowledge as system updates. When
we establish a data circulation that uses texts in contracts, the anonymization module
is crucial. Unlike statutes, contracts often contain sensitive expressions, such as
names, addresses, account numbers, transaction amounts, and so forth. Therefore,
we must replace such sensitive expressions with anonymized expressions when we
reuse the text data even if we are using them for training machine learning models.
Even though LegalAI currently offers an anonymization module as a Web service,
we do not consider it to be optimal. To maintain maximum security, we want to
separate the module as an offline service that users can execute without requiring
internet access.

As another utilization of real-world data regarding contracts,we aim to offer statis-
tical facts of uploaded contracts such as frequently commented clauses, frequently
appearing clauses in certain contract categories, comparisons of clause amounts
between users and averages, and so on. This plan will encourage users to reflect
and improve their practices when they draft contracts. Here lies another real-world
data circulation for users’ drafting skills. We collect contracts and their clauses in
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Fig. 6 LegalAI system (Cited from [35], translated)

the acquisition part and analyze statistical facts from the data in the analysis part.
We then highlight the habits of users based on the statistics in the implementation
part. They will eventually learn better ways to draft contracts, resulting in improved
contracts.

4 Conclusion

In this chapter, we discussed two machine-learning-aided methodologies that sup-
port handling Japanese statutory sentences: coordination analysis for interpreting
support and legal term correction for drafting support. Background, approach, and
experimental results are briefly introduced. Next, we discussed the real-world data
circulation found in legislation. Here we argued that legislation itself can be regarded
as a real-world data circulation of statutes. Also, we showed that both coordina-
tion analysis and legal term correction support this data circulation by accelerating
interpretation and drafting of statutes, respectively. Furthermore, each technology
constructs another data circulation centered on its analysis results.
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Research of ICT Utilization
for the Consideration of Townscapes

Mari Endo

Abstract The townscape reflect the social background and values of people of each
period. Although many buildings and towns were destroyed, people have to know
those values. On the other hand, a huge number of photos had been shot since cameras
became popular. This chapter deals with the values of those film photos as records
of townscapes. In this research, two applications were developed to recognize the
changeof townscapes byusingold photos and carried out demonstration experiments.
Results of experiments are shown. In addition, the change of values of photos by
implementation as contents of applications and the possibility of photo archives are
considered.

1 Introduction

As time changes, townscapes change, since townscapes reflect lifestyles, thoughts,
and values of societies of each period. In Japan’s period of high economic growth, in
urban areas, large-scale housing complexes were constructed and multi-story apart-
ments and new houses were built following the increase of population and household
numbers. Therefore, townscapes changed drastically, and accordingly, many histor-
ical buildings and remains were destroyed. The Japanese government established the
Cultural Property Protection Law in 1950 and traditional building conservation areas
in 1975. They put effort into the preservation and inheritance of precious cultural
townscapes. On the other hand, there are precious values like cultural history of
local areas and life histories of people living in buildings and townscapes that are
not designated cultural properties. We should evaluate not only the remarkable value
of cultural property, but also the value from the viewpoint of regional perspectives.
To do so, we have to improve literacy to evaluate the value of cultural properties we
look at. We call this literacy, the “visual literacy” of a townscape.

The aim of this research is to make people focus their attention on the historical
significance of a townscape to consider the value from the regional perspective. We
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provide ameans so that people can find out and consider the value of the townscape by
themselves through old photos and information technology. Applications are devel-
oped to compare the current townscape with the old townscape by using information
communication technology including augmented reality technology. These applica-
tions could provide people with the chance to become conscious of the value of the
townscape because people can experience the change more instinctively in a real
town than just the knowledge from books, museums, and so on.

2 Visual Literacy of Townscape

Visual literacy [1, 3] was defined by Debes1 as follows.2

Visual literacy refers to a group of vision competencies a human being can develop by seeing
and at the same time having and integrating other sensory experiences. The development
of these competencies is fundamental to normal human learning. When developed, they
enable a visually literate person to discriminate and interpret the visible actions, objects, and
symbols natural or man-made, that he encounters in his environment. Through the creative
use of these competencies, he is able to communicate with others. Through the appreciative
use of these competencies, he is able to comprehend and enjoy the masterworks of visual
communication.

As an intelligible example of visual literacy, there is the William’s3 case that she
introduced in her book4 [2] as follows.

Many years ago I received a tree identification book for Christmas. I was at my parents’
home, and after all the gifts had been opened I decided I would identify the trees in the
neighborhood. Before going out, I read through some of the identification clues and noticed
that the first tree in the book was the Joshua tree because it only took two clues to identify it.
… I would know if I saw that tree, and I’ve never seen one before. … I took a walk around
the block … at least 80 percent of the homes had Joshua trees in the front yards. And I had
never seen one before! Once I was conscious of the tree – once I could name it – I saw it
everywhere.

To come in sight is different from to recognize. People become able to be aware
of things after they recognize them by acquiring knowledge. This can be implied
from Williams’ case.

Debesmentioned in his definition of visual literacy that a humanbeing can develop
it by seeing and at the same time having and integrating other sensory experiences.
Seeing is simply seeing trees and other sensory experience is reading a book about
the Joshua tree in Williams’ case. Williams could develop her visual literacy about
the Joshua tree by integrating seeing and other sensory experiences (Fig. 1).

In the case of the visual literacy of a townscape, people with it can find and
recognize the historical significance of a townscape when they see similar buildings

1Fransecky and Debes [1], USA, writer, educator, founder of IVLA.
2Fransecky and Debes [1], Visual Literacy: A Way to Learn-A Way to Teach, AECT Publications.
3Williams [2], USA, writer, educator, graphic designer.
4Williams [2], The Non-Designer’s Design Book, Peachpit Press.



Research of ICT Utilization for the Consideration … 207

Fig. 1 Development of the visual literacy in Williams’ case

Fig. 2 Development of the visual literacy of a townscape

and townscapes after they recognize the historical significance of the townscape on
a certain building or area. In this research, the ability for finding and recognizing the
historical significance of a townscape is defined as the visual literacy of a townscape
(Fig. 2).

3 Applications for Developing the Visual Literacy
of a Townscape

In this research, we focus on old photos of a townscape as a way for developing
the visual literacy of the townscape. Two kinds of smartphone applications by
using old photos were developed. Both applications lead people to places where
old photos were taken and enable people to compare the old townscape with the
current real townscape on a smartphone. Sensory experiences other than those that
Debes mentioned are provided through these applications. People are expected to be
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Fig. 3 Development of the visual literacy of a townscape through applications

able to develop their visual literacy of a townscape through these applications and
become able to recognize the historical significance of the townscape (Fig. 3).

3.1 The First Application for a Historical Site in a Townscape

We tend to see a townscape innocently. Even if there is a historical site, many people
pass by it without considering its historical significance. The first step to recognize
the historical significance is to know the existence of such sites in a townscape.
Therefore, the first application’s function is to lead people to a historical site and
display old photos on a smartphone. In addition, a display system connected with
the application is developed to attract users’ interests (Fig. 4).

Leading Users to the Place Where Old Photos Were
Users are lead to a location where old photos were actually taken by displaying the
direction and the distance to the sites using augmented reality technology on a smart-
phone. When the users’ locations are far from the site, the application indicates the
distance and the direction to it. Users will approach the site following the directions
on the display, and walk around (Fig. 5).

Displaying Old Photos on a Smartphone
When the distance and direction are met, the application shows the old photos. Users
can learn about the history of the site and compare the old photos with the current
situation (Fig. 6). When users tap the information button, texts explaining the history
of the site are displayed.

Planning for Users’ Participation with the Display System
Not only displaying the old photos, but also adding the arrangement of users’ partic-
ipation attracts the users’ interests to the site. Thus, a function for taking pictures and
uploading them to a server is implemented in the display system. The EXIF data of



Research of ICT Utilization for the Consideration … 209

Fig. 4 System image of the application and the display system

Fig. 5 Interface for leading users
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Fig. 6 Interface for comparing the old photos and the current situation

an uploaded photo are immediately added to the display system, then those photos
are displayed at an exhibition. This makes users feel they contributed to the history
of the site (Fig. 7).

Fig. 7 Display system
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3.2 Experiment and Result of the First Application

A demonstration experiment using the first application was conducted in November
2016. Feedbacks were collected in the form of a questionnaire which was filled in
by 63 people around the site. At the same time, both old photos and user-contributed
photos were exhibited and feedbacks were collected in the form of a questionnaire
which was filled in by 26 people at a gallery. In the results of this questionnaire-based
survey, over 80% of the users of the application answered they could learn more
about the site. The reasons why they wanted to visit were that they were interested
in the site and the history of the area. We can see that this application attracted
not only the temporal interests of users in the application, but also certainly the
historical significance of the site and the area. They also answered that they found
the attractiveness of the old photos themselves. This should hopefully lead to the
preservation of old photos. In addition, over 80% of the users answered they wanted
to visit the exhibition gallery and to see the photos contributed by themselves. This
could also be the reason why users’ interests were attracted to the application.

3.3 The Second Application for Local Area History

The experiment of the first application clarified the possibility of expanding the
application to other areas using old photos. So, the second applicationwas developed.
While the first application was for one specific site, the second one expands the
target to a local area. Users are expected to be able to recognize the change of a
townscape and the historical significance byusing this application at various locations
throughout the town. The main points of modification from the first application are
as follows.

Displaying Location Information by Google Map API
An augmented reality technology is used to lead users to the sites. On the other hand,
the target of this application is the whole area. It should be more effective if users
walked around voluntarily and found locations where old photos were taken than the
application leading them. Therefore, location information of users and that where
photos were taken are displayed by using the Google Map API (Fig. 8).

Addition of Photo Overlay Function
The second application is equipped with a function to overlay an old photo on the
camera image. In addition, users can change the degree of transparency of the overlaid
photo. This function is added so that users can find locations where old photos were
taken, compare old photos with the real townscape in more detail, and recognize the
change of townscape and the historical significance (Fig. 9).
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Fig. 8 Interface for displaying location information

Fig. 9 Photo overlay function
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3.4 Experiment and Result of the Second Application

A demonstration experiment was conducted using the second application in May
2019. Research subjects of the experiment were 8 university students and 6 volun-
teer guides of a local area. The application was presented to them and feedbacks
were collected in the form of a questionnaire. Volunteer guides answered that there
is a possibility that the way of their guidance could be expanded with this applica-
tion. On the other hand, there were some answers that they felt uneasy about the
controllability of the application and the explanation to visitors. Meanwhile, some
university students answered that they noticed it was interesting to recognize the
difference between the current townscape and the old townscape. This indicates that
the application attracts users’ interests in recognizing the change of a townscape.

4 Records by Photos in the Circulation World

People find various values in things and phenomena in the real world, and they circu-
late and reflect on the real world. Townscapes reflect the values of people and the
social background of each period, too. Values which people find in townscapes are
artistic values of buildings and historical values of the area. They are protected as
cultural properties because people recognize those values. On the other hand, there
are many buildings and areas whose values are not recognized, because they are
not researched nor recorded. As mentioned in the previous sections, many historical
buildings and remains are destroyed because of the lack of our recognition of their
historical and cultural values. The applications introduced in Sect. 3 were intended
to lead people to understand them. The influence on the real world by this research
is to lead people to become aware of new knowledge and the value of visual literacy
of townscapes. In addition, this application adds the value as recorded data of town-
scapes (Fig. 10). This is helpful for not only conserving old photos from the past,
but also storing current photos. In this section, we focus on adding value to photos
by data circulation in the real world.

4.1 Photos as Records of Townscape

Camera became widespread in the second half of the nineteenth century, and since
then many photos were taken around the world. The number of photos taken by film
cameras was about 8.5 billion throughout the year in the year 2000 [4]. This means
that about 2,500 photos were taken per second. However, the number of film photos
decreased rapidly because of the spread of digital cameras. The days when people
shared photos with families and friends after shooting and development have gone
away. Furthermore, the characteristics of photos changed to sharing digital data with
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Fig. 10 Addition of values by circulations

people all over the world through social networking services, like Facebook, Twitter,
and Instagram.Althoughmost of the filmphotos taken before the year 2000 are stored
in each household, they are in the process of disposing because of their degradation
or change of generations. These photos include snapshots that were taken in touristic
areas and in daily life. In addition, they could be precious records for understanding
the lifestyle and the townscape in those days, because there are many photos that
have shot the change of townscapes.

John Urry,5 who was a sociologist, said in his book6 [5] as follows:

What is sought for in a holiday is a set of photography images, which have already been seen
in tour company brochures or on TV programmes,… It ends upwith travellers demonstrating
that they really have been there by showing their version of the images that they had seen
before they set off.

As Urry said, many tourists go to see touristic sites which are introduced in
brochures or on TV programs, then they take photos from the same angle as intro-
duced in them. This action of tourists implies that there are many photos shot at the
same location and from the same angle at different timings. These photos could be
considered like time-lapse photos taken from the past to the present (Fig. 11).

Asmentioned in previous sections, the developed applications allowus to compare
the old photos with the current townscape at the same location and from the same
angle. This plays the same role as the brochures and TV programs in Urry’s example.

4.2 Examples of Utilization of Recorded Photos

There are many cases that recorded photos of the change of townscapes served as
references for restoring precious cultural properties. For example, many photos of

5Urry [5], (1946–2016), UK, Sociologist.
6Urry [5], The Tourist Gaze, SAGE Publications Ltd.
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Fig. 11 Photos from the past to the present and the future

Nagoya Castle from the latter part of the Edo period have been preserved. Although
the castle was destroyed by fire during World War II, it was restored referring to
old photos shot in the early Showa period [6, 7]. In recent years, Kawakami7 and
her team has been engaged in the digital restoring project of Shuri-jo Castle that
was destroyed by fire in 2019 [8]. They called to people for providing photos and
videos of the castle, and have restored the three-dimensional shapes from photos by
using Structure from Motion technology on a computer. These examples showcase
the value as data for restoration was added to townscape photos. Similarly, the three-
dimensional shapes of old buildings and townscapes could be restored by making
use of computer vision and AI technologies and applied for augmented reality or
virtual reality environments. These technologies will have a big impact not only on
entertainment, but also on education or sociology. On the other hand, more recorded
photos are needed for restoring more precisely. The application developed for visual
literacy in this research are expected to be helpful for collecting recorded references.

4.3 Adding Values to Photos by Applications

Values of photos changed through the developed applications in this research as
follows: (Fig. 12).

a. To digital data from analog film photos
Analog film photos archived in public corporations and private households were
digitized.

b. To contents by being used in the applications
When and where a photo was shot were checked, then annotated as contents for
the applications. The location where a photo was shot was confirmed manually.

7Rei Kawakami, JPN, Research Associate Professor, Tokyo Institute of Technology.
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Fig. 12 Circulation of values of photos

In the future, the development of AI technology may allow us to specify the
location by analyzing a lot of photos.

c. To references for comparing old photos with the current townscape
Users could find the difference between the old townscape and the current
townscape by comparing them on the application.

d. To recorded data everyone can use
Newly recorded photos are shot at a similar location from a similar angle with an
old photo, since users tend to shoot photos referring to old photos in the applica-
tion. In addition, new digital photos are accumulated in the display server by the
first application introduced at Sect. 3.1, then displayed at an exhibition. They
could become recorded data that everyone can use by archiving and providing
freely in the future.

As noted above, the values of film photos have changed through the development
and the implementation of the proposed applications. Furthermore, new values will
be created by circulating back to the real world. This circulation should be helpful for
not only recognizing the cultural and historical significance, but also other research
and development like the restoring project mentioned in Sect. 4.2, local tourism, and
so on.

5 Conclusions

In this chapter, the value that photos have and created by data circulation in the real
world have been discussed. Most photos were taken in the real world record only
private scenes and memories. However, some of them have the value of recorded
data of cultural and historical significance. By collecting and utilizing them, it



Research of ICT Utilization for the Consideration … 217

could be applied to new technologies, like restoring buildings or constructing three-
dimensional shapes for lost buildings. This research showed that a new value as
recorded data is added to film photos by developing applications using old film
photos. In addition, there is a possibility that more recorded photo data could be
collected and new values could be created with the use of the proposed applications.

On the other hand, we have to pay attention to copyright and privacy issues when
we use those photo data. It is important to consider more accessible archiving and to
thoroughly explain themerit of the utilization of recorded photo data to the providers.
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Measuring Efficiency and Productivity
of Japanese Manufacturing Industry
Considering Spatial Interdependence
of Production Activities

Takahiro Tsukamoto

Abstract Wedeveloped anewspatial autoregressive stochastic frontiermodel for the
panel data.Themain feature of this frontier model is aspatial lag term of the explained
variables, ajoint structure of aproduction possibility frontier with amodel of technical
inefficiency.This model addresses the spatial interdependence, the heteroskedastic
technical inefficiency.This study applies themaximum likelihoodmethods by consid-
ering the endogenous spatial lag term.The proposed model nests many existing
models. Further, an empirical analysis using data on the Japanese manufacturing
industry is conducted, the existing models are tested against the proposed model,
which is found to be statistically supported.The findings suggest that estimates in the
existing spatial, non-spatial models may exhibit bias because of lack of determinants
of technical inefficiency, as well as aspatial lag.This bias also affects the technical
efficiency score, its ranking.Our model can analyze industrial policies including
industrial cluster policies, also it is expected that, by devising the spatial weight
matrix, it will be possible to analyze what kind of industrial agglomeration form is
desirable for improving productivity.

1 Economics and Concept of Real-World Data Circulation

In order to create a cycle of the process of creating social values, it is important to
consider the three aspects of data “acquisition,” “analysis,” and “implementation.”
“Acquisition” refers to obtaining digital data through an observation of various real-
world phenomena. “Analysis” refers to analyzing real-world data using information
technology, statistical techniques, and so on. “Implementation” refers to the social
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contribution based on the results of the analysis. The concept of creating social
values by circulating these three phases is at the heart of Real-World Data Circulation
(RWDC).

Although economics has several definitions, it generally refers to the study of any
phenomenon related to goods, people, or money. Economics seeks to elucidate the
structure of our society and develop it. It tries to maximize people’s utility by allo-
cating limited resources efficiently. Therefore, it is not an exaggeration to say that
the purpose of economics is to create social values. In economics, it is true that many
studies focus on the “analysis” phase, but studies on “acquisition” and “implementa-
tion” have also been conducted. A typical example of research on “acquisition” is the
system of national accounts. The gross domestic product (GDP), a well-known indi-
cator of economic activity, is one of the itemsof the systemof national accounts.Here-
after, it is expected that amore detailed and accurate informationwill be collected in a
timely manner by utilizing information technology. In economics, “implementation”
often means policy implementation in the real world. Several studies also focus on
policy implementation. In the field of public economics, frameworks and policies that
achieve the economically desirable state (Pareto optimum) in the presence of market
failure have long been analyzed. Several recent studies have also been conducted on
feasibility in the real world. The carbon emissions trading and the congestion taxes
are good examples of the real-world implementations of the results of economics
research.

Even if we focus on the “analysis” phase, we should still imagine the creation
of the potential three processes of “acquisition,” “analysis,” and “implementation.”
Since economics is an academic field related to the human society, it embraces both
the scientific and practical aspects. While research on the development of economics
as science is important, it is also our mission to orient our research toward societal
development. In order to build a better society, it is very valuable to think about
the cycle of the three processes of “acquisition,” “analysis,” and “implementation,”
instead of only the scientific aspect.

The topics covered in this chapter are productivity, efficiency, and production
technology, all of which are extremely important to our society. Improving produc-
tivity through improved efficiency or technological progress implies that more output
can be obtained with a certain input. This is desirable in terms of the effective use
of resources, and it is expected to increase the real wages of workers. These are the
typical potential social values of our work.

2 Background and Aims

The stochastic frontier models are often used to estimate the production functions at
the establishment-, plant-, firm-, or regional levels. These models were first proposed
by Aigner et al. [2] and Meeusen and van den Broeck [3] almost at the same time.
The feature of this model is a composed error structure consisting of two vari-
ables: a random variable that captures noise and a random variable that explains
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technical inefficiency. When the production function is estimated using the ordi-
nary least squares (OLS), the estimated production function is interpreted as the
average production function. However, if we use a stochastic frontier model, then
the estimated production function can be interpreted as the PPF. The stochastic
frontier model can be used in empirical studies based on the economic models,
given that the PPF illustrates the production function in microeconomics. However,
since the production activities may be interdependent with neighboring production
activities by various externalities or input–output networks such as a supply-chain
network, observations on production entities are likely to correlate depending on
their geographical distances. Thus, it is very doubtful that the assumption of spatial
independence, as usual stochastic frontier models assume, is appropriate. Knowl-
edge spillover is one of the typical examples of spatial externalities. Knowledge
spillover promotes the imitation and innovation of a production technology. The
spatial proximity between entities promote knowledge spillover. Therefore, if knowl-
edge spillovers are present, production activity is spatially interdependent.Also, from
the fact that production activities affect the labor market and the intermediate goods
market in that area and its surrounding areas and vice versa, it turns out that produc-
tion activities are spatially dependent. In addition, networks through Input–Output
have been constructed. For example, the ToyotaGroup’s offices and plants are located
mainly in Aichi Prefecture and its surrounding prefectures, and they have established
a large industrial linkage network. These network linkages facilitate an active internal
exchange of human resources and technologies. Hence, these regions are considered
mutually dependent.

In the field of spatial econometrics, there has been a constant evolution of econo-
metric models to address spatial interdependence. The basic spatial econometric
models are as follows: the spatial autoregressive model (SAR), which includes a
spatial autocorrelation structure (spatial lag) of explained variables; the spatial error
model (SEM), which includes a spatial autocorrelation structure in error terms; and
a spatial lag of X model (SLX), which includes an autocorrelation structure (spatial
lag) of the explanatory variables, and their integrated models [4]. SLX is a model that
captures the local spillover of the explanatory variables. Since there are no notable
estimation problems, SLX can be estimated by OLS. SEM and SAR capture global
spillovers and cannot be estimated by OLS. As Glass et al. emphasize [5], in SAR,
spillovers are explicitly adopted and are related to the independent variables. In
LeSage and Pace, a spatial spillover is defined as non-zero cross-partial derivatives
∂yj/∂xi, j �= i [6], which means that changes to the explanatory variables in region
i impact the explained variables in region j. In this definition, SAR allows a spatial
spillover, while SEM does not allow this spillover. The inability of SEM to address
the spatial spillover reduces its appeal [7]. Fingleton and López-Bazo criticize SEM
because it absorbs externalities into random shocks [8].

Many empirical studies have focused on the magnitude and existence of a spatial
spillover [9]. If an analyst is interested in spatial spillover, SAR is preferred.However,
the SAR has concerns about omitted variables with a high degree of spatial interde-
pendence,which could lead to an overestimation of themagnitude of externalities [7].
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Since the 2010s, the literature has witnessed an evolution of stochastic fron-
tier models considering spatial interdependence (spatial stochastic frontier models).
Druska andHorrace conducted the first study on the spatial stochastic frontiermodels
[10]. The authors estimated a spatial error production frontier panel data model using
the generalized methods of moments by integrating Kelejian and Prucha’s stochastic
frontier model and SEM [11]. They calculated the time-invariant technical ineffi-
ciency and concluded that the consideration of spatial correlation affects the technical
efficiency (TE) score and its ranking. Adetutu et al. estimated the stochastic frontier
model that incorporates the structure of SLX [12]. We can directly apply the esti-
mation procedures for usual non-spatial stochastic frontier models to the stochastic
frontier model with an SLX structure. Glass et al. proposed a spatial autoregres-
sive stochastic frontier model (SARSF) for panel data [5] by integrating SAR and
a half-normal stochastic frontier model proposed by Aigner et al. [2]; they esti-
mate using the ML methods. Glass et al. introduced the concept of an efficiency
spillover [5]. Their inefficacy term was homoskedastic. Ramajo and Hewings devel-
oped an SARSF model for panel data with a time-varying decay efficiency spec-
ification [13], by extending Battese and Coelli’s model [14]. This SARSF model
permitted the inefficiency to increase or decrease exponentially based only on a
scalarmeasuring the yearly rate of the technological catch-up.Gude et al. developed a
heteroskedastic SARSFmodel with a feature wherein the parameter of the spatial lag
term is heteroskedastic [15]. Their inefficacy term was homoskedastic. Concerning
the non-frontier SAR, an omission of spatially dependent variables in these existing
stochastic frontier models with a SAR structure may lead to an overestimation of the
magnitude of externalities.

In the literature of non-spatial stochastic frontier models, it has been considered
important to estimate considering the determinants of technical inefficiency. Since
it is possible to estimate the score of technical efficiency for each unit in stochastic
frontier models, it is natural to try to find the determinants of the score. In early
studies, such as Kalirajan [16] in 1981, to know the determinants of technical inef-
ficiency, a “two-stage approach” was adopted in which technical inefficiency was
first estimated using a stochastic frontier model, and, subsequently, the estimated
value was regressed with factor variables. However, the second-stage contradicts the
assumption in the first-stage, that is, the probability distribution of random variables
explaining the technical inefficiency is mutually independent. Subsequent studies
(Kumbhakar et al. [17] in 1991; Reifschneider and Stevenson [18] in 1991; Caudill
and Ford [19] in 1993; Huang and Liu [20] in 1994; Caudill et al. [21] in 1995;
Battese and Coelli [22] in 1995) developed a (non-spatial) “single-stage approach”
that simultaneously estimates the stochastic frontier and the determinants of tech-
nical inefficiency. As Kumbhakar and Lovell mentioned, if there are determinants
of technical inefficiency which correlate with explanatory variables (input quantity
of production function), the parameter estimates in usual stochastic frontier models
will have a bias [23]. This of course also affects the TE score. Therefore, if the tech-
nical inefficiency is not completely randomly determined or if the determinants of
technical inefficiency may exist, then it would be appropriate to prefer the single-
stage approach, regardless of whether analysts are interested in the determinants of
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technical inefficiency. Battese and Coelli’s model proposed in 1995 [22] is a single-
stage approach model adopted by the largest number of empirical studies, such as
Fries and Taci [24], Srairi [25], and Saeed and Izzeldin [26]. Given this background,
it is expected that stochastic frontier model with an SAR structure introducing a
model of technical inefficiency can correctly estimate parameters including parame-
ters related to the spatial interdependence. Pavlyuk mentioned the spatial stochastic
frontier model that simultaneously estimates the determinants of technical ineffi-
ciency as “one possible spatial modification of the stochastic frontier” [27]. However,
Pavlyuk presented neither the estimation method nor the estimates. We do not know
any study estimating single-stage approach stochastic frontier models with the SAR
structure.

We develop a spatial stochastic frontier model with the SAR term and a feature of
Battese and Coelli’s model [22], which simultaneously estimates the determinants
of technical inefficiency. The proposed model can identify the cause of technical
inefficiency. It also has the merit of dealing with the omitted-variable bias because of
the lack of the determinants of technical inefficiency and the spatial lag. Moreover,
the proposed model nests many existing spatial and non-spatial stochastic frontier
models. The model selection can be easily done by a statistical test for the nested
structure.

3 Model

Our proposed SARSF production model for panel data that incorporates a model of
technical inefficiency is as follows:

yit = x
′
itβ + ρ

N∑

j=1

wt
ijyjt + vit − uit, i = 1, 2, . . . ,N , t = 1, 2, . . . ,Ti,

vit ∼ i.i.d .N
(
0, σ 2

v

)
, uit ∼ i.i.d .N+(

μit, σ
2
u

)
, μit = z

′
itδ. (1)

In the above equations, yit is a scalar output of the producer i in the period t, and
xit is a vector of inputs used by the producer i in the period t. zit is a (m × 1) vector
of determinants that may generate technical inefficiency, including both producer-
specific attributes and environmental factors. δ is a (m×1) vector of unknown param-
eters. The second term in the right-side-hand of Eq. (1) represents the SAR term that
captures the spatial dependency. wt

ij is the ij element of the spatial weight matrix
in the period t. The whole spatial weight matrix W is a block diagonal matrix of{
W 1,W 2, . . . ,WTi

}
, whereWt = {wt

ij}, and ρ is an unknown parameter associated
with the SAR term. The parameter space of ρ is (1/ωmin, 1/ωmax), where ωmax and
ωmin are the smallest and largest eigenvalues of W , respectively. vit is random noise
and uit represents the technical inefficiency. It is assumed that vit and uit are inde-
pendent. The spatial weight matrix W is a non-negative and non-stochastic matrix
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that describes the strength of the relationship between the cross-sectional units. To
eliminate the direct influence on itself, the diagonal matrix is set to 0. The spatial
econometrics literature has proposed various spatial weight matrix specifications
such as a binary adjacency matrix or a matrix defined as the decreasing function
of the geographical or economic distance between regions. If W is row-normalized
(each row sum is set to 1), the product Wy of the spatial weight matrix and the
explanatory variables can be interpreted as a weighted average of the explanatory
variables. Therefore,many spatial econometric studies have used the row-normalized
spatial weight matrices [28]. When elements of a spatial weight matrix are defined
as inverse distances, the row-normalization eliminates the influence of the distance
unit.

In the usual linear models, β represents the marginal effects, which can be inter-
preted as elasticity when the variables are logarithmic values. However, as noted by
Kelejian et al. [29], LeSage and Pace [6], and Glass et al. [5], among others, β does
not represent the marginal effects in models with an SAR structure. In our model,
the partial derivatives matrix with respect to the r th explanatory variables xr is:

∂y

∂xr
′ = (INT − ρW)−1βr

= (
INT + ρW + ρ2W 2 + ρ3W 3 + ρ4W 4 + . . .

)
βr (2)

where y = {yit} is a vector of outputs, and βr denotes the r th parameter of β.
The marginal effect varies over observations. Every diagonal element of the matrix
denotes the marginal effect of the own explanatory variable, which is called a direct
effect. Every off-diagonal element of the matrix denotes the marginal effect of the
not-own explanatory variable, which is called an indirect effect. LeSage and Pace
proposed an average of the diagonal elements of the matrix as the summary statistics
of the direct effects [6]. However, since the average lacks a substantial amount of
information, it is necessary to report the indices representing the dispersion of the
direct effect (e.g., maximum and minimum values).

The proposed model nests many existing spatial and non-spatial stochastic fron-
tier models. If ρ = 0, then the proposed model turns to be equivalent to the model
suggested by Battese and Coelli [22]. If zit includes only a constant term, then our
model becomes a spatial stochastic frontier model assuming a truncated normal
distribution as the distribution that represents technical inefficiency. If δ = 0, then
our model becomes equivalent to the SARSF model assuming a homoskedastic
half-normal distribution as a distribution that represents the technical inefficiency
proposed by Glass et al. [5]. If ρ = 0 and zit has only a constant term, then our
model will be a non-spatial stochastic frontier model assuming a truncated normal
distribution as the distribution that represents the technical inefficiency proposed by
Stevenson [30]. If ρ = 0 and δ = 0, our model becomes equivalent to a non-spatial
stochastic frontier model assuming a homoskedastic half-normal distribution as a
distribution that represents the technical inefficiency proposed by Aigner et al. [2].
The spatial lag term

∑N
j=1 w

t
ijyjt is endogenous; thus, estimating the proposed model
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with the ML methods of non-spatial stochastic frontier models will generate a bias,
unless ρ = 0. Taking into account the endogeneity of the spatial lag term, we present
the ML methods to estimate the SARSF model.

Following Battese and Coelli [22], we re-parameterize as follows:

σ 2 := σ 2
v + σ 2

u , γ := σ 2
u

σ 2
v + σ 2

u

(3)

Then, the log-likelihood function in Eq. (1) is as follows:
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Here, ln|INT − ρW | comes from the Jacobian that accompanies the variable trans-
formation from εit := vit − uit to yit , considering the endogeneity of the spatial
lag term. We maximize the log-likelihood function numerically with this first-order
condition satisfied (The first order conditions are Eqs. (13)–(17) in [1]).

As proposed by Battese and Coelli [31], the TE score TEit is measured by the
expectation of exp(−uit) conditional on εit = vit − uit .

TEit := E(exp(−uit)|εit) = exp
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The estimates of TEit are obtained by evaluating Eq. (4) with the ML estimates.

4 Application to the Japanese Manufacturing Industry

In this section, using balanced regional panel data of all 47 prefectures in Japan
during the 13 years from 2002 to 2014, we estimate the regional aggregate production
function of themanufacturing industry. Each prefecture is one of the important policy
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makers on its industry. Some studies have applied spatial stochastic frontier models,
especially to European data or country-level data (Fusco and Vidoli [32] in 2013;
Vidoli et al. [33] in 2016 (Italy); Glass et al. [5] in 2016 (41 European countries);
Ramajo and Hewings [13] in 2018 (9Western European countries); Han et al. [34] in
2016 (21 OECD countries)). However, we do not know any study to apply a spatial
stochastic frontier model to Japanese regional data.

The significance of this application is as follows. First, we clarify the features of
our model and confirm the usefulness of the proposed model for empirical studies.
Our model nests many existing spatial and non-spatial stochastic frontier models.
By comparing our model and these existing models using real-world data, we check
whether the model difference such as the consideration of the spatial interdepen-
dence, affects their estimates or efficiency scores. Second, we verify whether it is
necessary to consider the spatial interdependence on the estimation of prefectural
production function. There are many studies of estimating prefectural production
functions. The existence of the example where the spatial interdependence is present
means that spatial interdependence needs to be generally consideredwhen estimating
prefectural production functions. In this case, it is inappropriate to usemodels that do
not consider the spatial interdependence unless we show the non-presence of spatial
interdependence in the dataset by statistical test using a model considering spatial
interdependence. Third, this study presents important policy implications for the
manufacturing industry. This is analyzed in relation to the spatial interdependence,
which can arise as a result of spatial externalities such as knowledge spillover and
input–output networks. Each prefecture is one of the important policy makers about
its own industrial policy, whereas the Japanese government is trying to form indus-
trial clusters across a wide range of prefectures. The government expects positive
spatial externalities across prefectures. Thus, it is important to the industrial policy
to verify whether or not manufacturing industry has an interdependency relationship
straddling prefectures.

We adopt the Cobb–Douglas production function, which is one of the most
standard production functions. The estimation equation is as follows:

lnyit = α + βl lnLit + βk lnKit + βt t + βt2 t
2 + ρ

N∑

j=1

wijyjt + vit − uit,

i = 1, 2, . . . , 47, t = 0, 1, 2, . . . , 12. (5)

μit = δ0 + δ1DPOPit + δ2DPOP
2
it + δ3LARGEit + δ4WHOURSit + δ5WHOURS2it

(6)

In the above equations, yit , Lit , and Kit denote output, labor input, and capital
input, respectively. βl and βk are the unknown estimated parameters about labor and
capital, respectively. As with Glass et al. [22], assuming a Hicks-neutral technical
change, we add a linear time trend variable t and its square (t is 0, with 2002 as the
benchmark year, and increases by 1 for each year) in Eq. (5).
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The measure of output is value-added (mn yen) in manufacturing establishments
with 30 or more employees; the data is taken from the census of manufacture by
the Ministry of Economy, Trade and Industry. Labor input is the number of workers
multiplied by the working hours per capita. The number of employees in manu-
facturing establishments with 30 or more employees is taken from the industrial
statistical survey. The working hours are the total average monthly hours worked
per capita of regular employees in manufacturing establishments with 30 or more
employees, and this data is taken from the monthly labor survey (regional survey) by
the Ministry of Health, Labor andWelfare. Capital input is the “value of the tangible
fixed assets, other than land,” (mn yen) in manufacturing establishments with 30 or
more employees from; this data is taken from the census of manufacture.1

Concerning the spillover, it is natural to think that the spatial interdependence, such
as externalities, reduces with geographical distance. In fact, in many urban economic
studies, the property that knowledge spillover decays with distance is thought to lead
to the formation of cities, that is, agglomeration [35]. Thus, in this study, the spatial
weight matrix is defined as row-normalized inverse distances between the prefectural
offices (km). As mentioned in the model section, the row-normalization eliminates
the influence of the distance unit.

The variables that represent the determinants of technical inefficiency include
population density DPOPit , the ratio of large establishments LARGEit , and the per
capita working hours WHOURSit . DPOPit is obtained by dividing the intercensal
adjusted population aged 15 to 64 years, as on October 1 of each year, by the inhab-
itable land of each prefecture (ha); this data is taken from the population estimates
of the Ministry of Internal Affairs and Communications. This can be regarded as a
proxy variable of agglomeration. An agglomeration economy is usually considered
to have a positive influence on efficiency. However, as the agglomeration progresses,
the effect of agglomeration may become negative because of a dominating conges-
tion effect. Taking this into account, we also add the squared term of population
density. LARGEit is the relative number of manufacturing establishments with 300
or more employees to those with 30 or more employees. Based on the estimates
by aggregated data, it is impossible to distinguish whether the increasing returns to
scale of the regional production function is because of the agglomeration economy
or the increasing returns to scale at the establishment level. In this regard, LARGEit

is expected to capture the economies of scale at the establishment level. The data
required to compute LARGEit are taken from the census of manufacture. In Eq. (6),
the squared term of WHOURSit is also an explanatory variable. This is because
of the existence of optimal working hours. In Japan, the long working hours is a
social problem from the viewpoint of health, work-life balance, and labor produc-
tivity. Therefore, some policies are underway to regulate working hours in order to

1The index variables ofmonetary value are not nominal, but real. For themanufacturing industry, we
apply a chain-linked deflator to the value-added; for the private enterprise equipment, this deflator is
also applied to the value of tangible fixed assets. These deflators are taken from “National Accounts
for 2015” (2008 SNA, benchmark year = 2011).
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improve the welfare of workers. However, from the perspective of labor produc-
tivity, too short working time per worker may be costly for managers to coordinate
the production plan. We will measure the optimal working hours per worker in the
next section.

Tables 1 and 2 show the descriptive statistics and correlation coefficient matrix
of those variables in our dataset, respectively. There is a correlation between the
explanatory and determinant variables of inefficiency. If the inefficiency determinants
that correlate with explanatory variables are omitted, then the parameter estimate in
the PPF will be biased.

The proposed SARSF model for panel data that incorporates a model of technical
inefficiency (hereinafter referred to as SSFTE), nests many existing spatial and non-
spatial stochastic frontier models. Therefore, in addition to the proposed model, we
will estimate severalmodelswith constraints onparameters. First, themodelwithρ =
γ = 0 and δ = 0 is a linear regressionmodel. Second, themodelwithγ = 0 and δ =
0 is an SAR regression. Third, the model with ρ = 0 and δ = 0 is a non-spatial
stochastic frontier model with a half-normal distribution proposed by Aigner et al.
[2] (hereinafter, ALS). Fourth, the model with δ = 0 is a spatial stochastic frontier
model with an SAR structure and a half-normal distribution proposed by Glass et al.

Table 1 Summary statistics

Max Min Mean Mode Std. dev

lny 16.28 11.00 13.80 11.00 0.99

lnL 18.58 14.49 16.49 14.49 0.82

lnK 15.57 11.37 13.50 11.37 0.88

DPOP 10.93 0.28 1.84 1.65 2.12

LARGE 0.1131 0.0000 0.0664 0.0625 0.0189

WHOURS 175.90 151.10 165.71 166.70 4.43

Note y = output; L = labor input; K = capital input; DPOP = population density; LARGE = ratio
of large establishments; WHOURS = per capita working hours.

Table 2 Correlation coefficient matrix

lny lnL lnK DPOP LARGE WHOURS

lny 1.000 0.514 0.528 0.234 0.276 0.028

lnL 1.000 0.384 0.153 −0.143 0.197

lnK 1.000 −0.234 0.095 −0.228

DPOP 1.000 −0.226 −0.356

LARGE 1.000 0.025

WHOURS 1.000

Note y = output; L = labor input; K = capital input; DPOP = population density; LARGE = ratio
of large establishments; WHOURS = per capita working hours
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[5] (hereinafter, GKS). Fifth, themodel with ρ = 0 is a non-spatial stochastic frontier
model that incorporates the model of technical inefficiency proposed by Battese and
Coelli [22] (hereinafter, BC95).

5 Estimation Results

Table 3 shows the estimation results. In the models with the spatial lag, the coeffi-
cient ρ of the spatial lag is statistically significant at the 1% significance level, with
a positive sign. This indicates that the production activities of the Japanese manu-
facturing industry are spatially dependent. The production activities have mutually
positive effects. This lends support to the industrial cluster policy of the Japanese
government. The magnitude of the coefficient varies depending on the models. The
coefficient in SSFTE is smaller than that in the other models (ρ = 0.3129 in SAR
and ρ = 0.3329 in GKS; however, ρ = 0.2115 in SSFTE). In models that do not
consider determinants of technical inefficiency, ρ is considered to be overestimated
such that ρ absorbs some of the heteroskedasticity of the technical inefficiency. This
indicates the necessity to incorporate the determinants of technical inefficiency into
the spatial models.

Table 4 shows the labor elasticity of production, the capital elasticity of production,
the degree of the returns to scale, and the Hicks-neutral technical change rate, which
are calculated from the estimation results. In the model with the spatial lag term,
those values vary over observations, and hence we have displayed their maximum,
minimum, and average values. The average values are equivalent to the summary
statistics of the direct effect in [20]. The degree of the returns to scale is the sum of
the labor elasticity of production and the capital elasticity of production. The degree
of returns to scale greater (less) than 1 indicates increasing (decreasing) returns to
scale technology.

The labor coefficient and the labor elasticity in the models with a spatial lag are
lower than those in the models without a spatial lag. This suggests an overestimation
of the labor elasticity value in themodel without a spatial lag, as labor input correlates
with the spatial spillover effects, including externality. The degrees of returns to scale
indicate the economy of scale in not only linear regression and SAR but also in the
stochastic frontier models without a model of technical efficiency. For example, the
estimates by ALS and GKS are 1.08 and 1.15, respectively, indicating increasing
returns to scale. However, BC95 and SSFTE show almost constant returns to scale
technology, as their estimates of the degree of the returns to scale are 1.005 and 1.01,
respectively. This suggests that the coefficients of input quantities in models that
ignore the determinants of technical inefficiency are overestimated because of the
correlation between the determinants of technical inefficiency and the input amount,
especially the capital input.

As Table 3 shows, in all the models, the coefficient of the time trend in the PPF is
statistically significant at the 5% significance level, and its sign is positive. The sign
of the coefficient of the squared time trend is negative, but insignificant for all the
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Table 4 Marginal effects and technological progress rate

OLS SAR ALS GKS BC95 SSFTE

Frontier x x x x

Spatial lag x x x

Model of TE x x

Labor elasticity of production

Max. 0.5987 0.5171 0.5483 0.4247 0.5396 0.4682

Min. 0.5987 0.5105 0.5483 0.4184 0.5396 0.4655

Mean 0.5987 0.5129 0.5483 0.4207 0.5396 0.4665

Capital elasticity of production

Max. 0.5501 0.6025 0.5854 0.6719 0.4651 0.5415

Min. 0.5501 0.5948 0.5854 0.662 0.4651 0.5384

Mean 0.5501 0.5976 0.5854 0.6656 0.4651 0.5395

Degrees of returns to scale

Max. 1.149 1.120 1.134 1.097 1.005 1.010

Min. 1.149 1.105 1.134 1.080 1.005 1.004

Mean 1.149 1.111 1.134 1.086 1.005 1.006

Hicks-neutral technical change rate

Max. 0.0209 0.0167 0.0204 0.0155 0.0203 0.0169

Min. 0.0209 0.0164 0.0204 0.0152 0.0203 0.0168

Mean 0.0209 0.0165 0.0204 0.0153 0.0203 0.0169

Note Model of TE: model of technical inefficiency; OLS: Linear Regression; SAR: spatial
autoregressive model; ALS: non-spatial stochastic frontier model with a half-normal distribution
proposed by Aigner et al. [2]; GKS: spatial stochastic frontier model with a SAR structure and a
half-normal distribution proposed by Glass et al. [5]; BC95: non-spatial stochastic frontier model
that incorporates a model of technical inefficiency proposed by Battese and Coelli [22]; SSFTE:
our proposed model; Hicks-neutral technical change rate is the mean annual technical progress rate
calculated based on the estimated time trends

models, except BC95. The results indicate that the PPF shifts upward by a technical
change during the period of the analysis; in this case, the rate of shift of the PPF is
constant or decreasing. The Hicks-neutral technical change rate in Table 4 shows that
the change rate in themodels considering the spatial interdependence (SAR,GKSand
SSFTE) is lower than that in the models that do not consider spatial interdependence.
The coefficient of population density is significantly negative at the 1% significance
level in both BC95 and SSFTE. The sign of the coefficient of the square term of
the population density is also positive in both BC95 and SSFTE. In BC95, it is
statistically significant at the 10% significance level, while it is not significant in
the case of SSFTE. Eventually, it is implied that the increase in population density
raises technical efficiency within the dataset. In BC95 and SSFTE, the coefficients
of working hours and working hours’ squares are statistically significant at the 1%
significance level. The per capita working hours to maximize technical efficiency
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Table 5 LR test results

Model Null hypothesis Number of
constraints

Test statistic 1% rejection
statistic

Decision

OLS ρ = γ = 0,
δ = 0

8 229.09 26.12 Reject

SAR γ = 0, δ = 0 7 157.63 24.32 Reject

ALS ρ = 0, δ = 0 7 220.85 24.32 Reject

GKS δ = 0 6 136.69 22.46 Reject

BC95 ρ = 0 1 37.78 10.83 Reject

Note ALS: non-spatial stochastic frontier model with half-normal distribution proposed by Aigner
et al. [2]; GKS: spatial stochastic frontier model with a SAR structure and a half-normal distribution
proposed by Glass et al. [5]; BC95: non-spatial stochastic frontier model that incorporates a model
of technical inefficiency proposed by Battese and Coelli [22]; SSFTE: our proposed model

were 167.1 h and 167.2 h for BC95 and SSFTE, respectively. Thus, this result is
robust in the specification of the model. The coefficients of the large-scale business
establishment ratio are significantly negative at the 1% significance level in BC95 and
SSFTE. This suggests the existence of the economies of scale at the establishment
level.

Table 5 shows the results of the likelihood ratio (LR) test on several models nested
by the proposed model.2 The null hypothesis of no spatial lag (i.e., Ho : ρ = 0) is
rejected at the 1% significance level. The model with a spatial lag is empirically
supported. The null hypothesis of no determinants of technical inefficiency (i.e.,
Ho : δ = 0) and the null hypothesis of no spatial lag and no determinants of technical
efficiency (i.e., Ho : ρ = 0andδ = 0) are both rejected at the 1% significance level.
The modeling determinants of technical inefficiency are statistically supported. The
null hypothesis of no technical inefficiency (i.e., Ho : γ = 0andδ = 0) is rejected at
the 1% significance level. This supports the composed error structure peculiar to the
stochastic frontier model. The null hypothesis of no spatial lag and no determinants
of technical efficiency and no technical inefficiency (i.e., Ho : ρ = γ = 0andδ = 0)
is decisively rejected at the 1% significance level. As a result of the LR test, all the
existing nested models are rejected, indicating that SSFTE is preferable.

Next, we compare the TE score in the several models. Although there are several
definitions of the TE score, in order to compare the effect of the estimation models,
we unify them by defining them, as in Eq. (4). Figure 1 shows the TE scores’
histogram using 611 observations. The average of the TE scores in SSFTE, BC95,
GKS, and ALS are 0.8047, 0.7530, 0.8494, and 0.8348, respectively. In the model
where the determinants of technical inefficiency are considered, the distribution of
TE is dispersed. By considering the spatial interdependence, that is, removing the
constraint of ρ = 0, it is found that the TE score tends to approach 1.

2The LR test statistic is defined as LRλ = −2{LL[H1] − LL[H0]}, where LL[H1] and LL[H0] are the
log-likelihood functions under H1 and H0, respectively. This test statistic asymptotically follows
the chi-square distribution with degrees of freedom equal to the number of constraints.
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Fig. 1 Distribution of TE scores

Table 6 shows the periodmean of Spearman’s rank correlation coefficient (SRCC)
matrix and the period mean of the maximum rank difference ratio (MRDR). Let the
TE score ranking of the ith producer in the period t, in the model K , be RK

it , then the
MRDR of models A and B will be as follows:

MRDRABt :=
max

i

∣∣RA
it − RB

it

∣∣

N
(7)

As expected, there are positive correlations between the TE score ranking in all
models. However, the TE score ranking changes significantly between models using
variables that explain the determinants of technical inefficiency (SSFTE and BC
95) and models that do not use those variables (GKS and ALS). Given that there is
statistical significance between the variables describing the determinants of technical
inefficiency, it is important to consider the determinants of technical inefficiency
when conducting an estimation. The presence or absence of the spatial lag does not
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Table 6 Spearman’s rank correlation coefficient (SRCC) and maximum rank difference ratio
(MRDR)

Mean SRCC Mean MRDR

SSFTE BC95 GKS ALS SSFTE BC95 GKS ALS

SSFTE 1.000 0.980 0.814 0.798 SSFTE 0.000 0.177 0.512 0.604

BC95 1.000 0.789 0.720 BC95 0.000 0.506 0.622

GKS 1.000 0.936 GKS 0.000 0.383

ALS 1.000 ALS 0.000

Note ALS: non-spatial stochastic frontier model with half-normal distribution proposed by Aigner
et al. [2]; GKS: spatial stochastic frontier model with a SAR structure and a half-normal distribution
proposed by Glass et al. [5]; BC95: non-spatial stochastic frontier model that incorporates a model
of technical inefficiency proposed by Battese and Coelli [22]; SSFTE: our proposed model.

lead to so dramatic change in the rank order. The mean SRCC of GKS and ALS is
0.936, and the mean SRCC of SSFTE and BC95 is 0.980. Since SSFTE and BC 95
specify the determinants of technical inefficiency, the TE score ranking is similar.
However, the mean MRDR of these models is 0.177, which means that there is a
difference of up to 17.7% in the rank order, on an average. This indicates that the
TE score ranking varies depending on the presence of the spatial lag. Taking into
consideration the results and statistical test results, it is clear that the introduction of
spatial lags plays a significant role.

Figure 2 shows the regional mean of the TE scores. As the overall mean of the
scores varies by model, we map them using six quantiles; this mapping is attributed
to the fact that the shape of the distribution varies greatly depending on the models.
Considering the discussion so far, the efficiency scores differ depending on the pres-
ence or absence of a spatial lag and the determinants of technical inefficiency. Let
us consider the area around the Aichi Prefecture, where the automobile industry
agglomerates and where the value-added is the largest. The ranking of the TE score
of the prefectures around the Aichi Prefecture (e.g., the Shizuoka and Gifu prefec-
tures) in SSFTE is lower than that in BC95. In these areas, it is considered that the
efficiency scores decrease because of the introduction of the spatial lag, whichmakes
the PPF shift upward around the Aichi prefecture.

6 Conclusions

Wedeveloped a spatial stochastic frontiermodel with the SAR term and the feature of
Battese and Coelli’s model [22], which simultaneously estimates the determinants
of technical inefficiency. Subsequently, we conducted an empirical analysis using
data from the Japanese manufacturing industry. Statistical tests have supported the
proposed model. We found that the production activities of the Japanese manufac-
turing industry are spatially interdependent and produce mutually positive effects.
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Fig. 2 Regional mean of TE scores (six quantiles)

This lends support to the industrial cluster policy of the Japanese government. Our
findings suggest that, in the existing spatial and non-spatial models, the estimates
(e.g., labor and capital elasticities and spatial interdependence) in the existing spatial
and non-spatial models were biased because of a lack of consideration to the deter-
minants of technical inefficiency and the spatial lag. This bias also affected the TE
score and its ranking.

In particular, it is a significant conclusion that, in models without the determinants
of technical inefficiency, the scale parameter of spatial interdependence ρ is overes-
timated because ρ absorbs some of the heteroskedasticity of technical inefficiency.
This implies an over-measurement of the spatial spillover, such as externalities, and
it can lead to an erroneous policy judgment. Our model can measure the spatial
spillover while controlling for the heteroskedasticity of technical inefficiency; in this
respect, our model is superior to the aforementioned models.
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Using the proposed model, we can statistically ascertain the presence of spatial
interdependence and the need to consider the determinants of technical inefficiency.
Therefore, if the test supports spatial independence, then studies can use the existing
non-spatial stochastic frontier models such as BC95. If the test supports that the
determinants of technical inefficiency are not required, then studies can use the
existing spatial stochastic frontier model such as GKS. There is no positive reason
to first use models that do not consider both of the spatial interdependence and the
determinants of technical inefficiency.

Ourmodel has some extensibility.We can easily introduce a spatial lag of explana-
tory variables into our model. In the field of spatial econometrics, the model that
adds both the spatial lags of the explained and explanatory variables is called the
spatial Durbin model. Therefore, this extended model can be called a spatial Durbin
stochastic frontier model that incorporates a model of technical inefficiency. Since
these added variables are all exogenous, we can estimate this model directly using
our estimation method. We can also potentially introduce the SEM structure into the
error term in our model. The SEM structure can address the spatial interdependence
in the error term. By adding the additional weight matrix, we can extend our model
to higher order spatial econometric models [36, 37].

Recently, there are many studies on how to deal with endogenous explanatory
variables in stochastic frontier models [38, 39]. However, it is difficult to apply the
methods to spatial interdependence models, including our model. This remains as a
future subject of research.

In this study, we proposed a useful spatial stochastic frontier model; however,
several challenges and applicability remain from the viewpoint of application. First,
we confirmed the existence of the spatial interdependence by using the prefectural
data because each prefecture is a policymaker about manufacturing industry. Hence,
from a policy standpoint, it is important to exhibit the spatial interdependence across
prefectures. Our proposed model also allows various other analyses on spillover.
For example, if an analyst is interested in interdependence relationships between
firms, conducting a firm-level analysis using the proposed model may results in
new findings. Second, the proposed model can reduce the omitted-variable bias by
introducing appropriate determinants of technical inefficiency. We expect further
research on the appropriate determinants of technical inefficiency. Finally, we used
the geographical distance for the spatial weight matrix, whereas by creating a spatial
weight matrix based on the economic distance calculated using the input–output
tables, it is possible to analyze in consideration of technological proximity [40]. As
described above, there is much room for empirical studies. The proposed model is
expected to be applied to empirical analysis inmany fields, including regional science
and productivity analysis.

Finally, we present an example of a potential RWDC about this study (Fig. 3).
Consider an example of the Japanese manufacturing industry. The data required
for productivity analysis of the Japanese manufacturing industry are continuously
obtained through surveys, such as the census of manufacture and the economic
census. Analysis can be performed using these data and our proposed model. In
particular, the current industrial policy will be evaluated, and also it is expected that,
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Social Values

・Improving productivity 
(through improved efficiency or 

technological progress)
・Effective use of resources

・Creation of innovative things

・Increasing the real wages of 
workers

Fig. 3 Potential Real-World Data Circulation about our Study

by devising the spatial weight matrix, it will be possible to analyze what kind of
industrial agglomeration form is desirable for improving productivity. Based on the
results of the analysis, we will implement industrial policies, including industrial
cluster policies. It is expected that the policy proposals and implementations can be
made effective by acquiring and analyzing data after the “intervention” of the policy
implementation.
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