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Abstract. In smart cities, pervasive IoT devices generate an elephan-
tine amount of multi-source heterogeneous data. The semantics helps to
explore such complex datasets and drive towards higher-level insights.
Later, these high-level insights are transformed to develop interlinks
and associations among diverse sources of the data which leads towards
knowledge discovery in a smart city. This discovery when combines with
the domain knowledge using ontology-based approaches develop con-
cepts and perceptions which initiate decision making in complex envi-
ronments. However, the ontology-based approaches come up with cer-
tain limitations including an incapability to transform semi-structured
data into useful knowledge, issues in handling inconsistent data, and
inability to process large-scale, multi-source, and complex data of smart
cities. Therefore, in this paper, we proposed a Semantic Knowledge Based
Graph (SKBG) model as a solution to overcomes these limitations. The
SKBG model is particularly customized to a smart city environment
and purely utilizes knowledge-based graphs to incorporate any type of
domain knowledge by combining diversify domains as a unit. As a result,
the model works fine with diverse domain knowledge, automatically clas-
sify heterogeneous data by using machine learning techniques, handle
large knowledge databases and support intelligent semantic search algo-
rithms in smart cities. Finally, the results are summarized in the form of
a knowledge graph which gives a comprehensive insight into the data.
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1 Introduction

In smart cities, highly innovative technologies and services are emerging which
produce an elephantine amount of interlinked heterogeneous data [6]. This big
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data in smart cities is quite challenging to harvest it timely and to get useful
data patterns due to its volume, velocity, and variety [4]. However, it creates
great opportunities for data analytics in the field of semantic data mining and
knowledge discovery. In semantic data mining, we process on the semantics of
the data by in cooperating the domain knowledge [19,21]. Further, the domain
knowledge is supplemented with particular semantics which helps to analyze the
relationships between document set and terms resides in the document set to
highlight new domain concepts and insights.

Normally, when semantic data mining is applied to widespread contextual
data of smart cities, we practice formal ontologies for processing semantics and
are known as ontology-based approaches [17,18]. The principal step of these
ontology-based approaches is data preprocessing. The preprocessing phase helps
to find out the semantic gaps and missing data between the entities or actors
of the smart cities [20]. Further, it instruments vital procedures of cleanness,
normalization, integration, transformation, extraction, and feature selection to
explicitly specify the concepts and patterns that support domain knowledge
which helps to take rightful decisions in smart cities [9,30].

There is no doubt that ontology-based approaches provide a set of tech-
niques for data modeling, defining features and concepts of formal semantics [16].
However, the ontology-based approaches come up with certain limitations. One
such limitation is its inability to transform semi-structured data into useful
knowledge [12]. Second, there are limited techniques for exploring knowledge
in ontology-based approaches. Third, sometimes it allows inconsistent data to
be loaded into a database with traditional data processing techniques [1]. Finally,
the scarcity of robust algorithms and techniques to process large-scale, complex
and heterogeneous data of smart cities using the full strength of the ontolo-
gies [14,23].

Multiple methodologies exist in literature to overcome the limitations of
ontology-based approaches and data preprocessing. For example, semantic anno-
tations, filter and multivariate methods for feature selection and different tax-
onomies for better classification [9,13]. Particularly, the semantic annotations
proposed a technique to deal with semi-structured data. For this purpose, a
semantic search algorithm is used to bring out meaning in the semantic data
and annotate the semi-structured data [15]. Similarly, many featured based
models are also proposed to classify, extract and select right terms for build-
ing search models in the smart cities [24]. However, these algorithms do not
fulfill the requirements of handling the diverse amount of high-speed data in
smart cities [10].

In this paper, we proposed a Semantic Knowledge Based Graph (SKBG)
model as a solution which overcomes the basic limitations of conventional
ontology-based approaches as discussed earlier. The proposed SKGB model is
particularly customized to a smart city environment which works seamlessly
upon semantics by using knowledge-based graph. Our SKBG model interlinks
heterogeneous data, find meaning, concepts, and patterns of the data in smart
cities. The model purely utilizes knowledge-based graphs to incorporate any type
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of domain knowledge by combining diversify domains as a unit. In particular, it
combines three terms i.e., text mining, machine learning, and knowledge-based
graph to search out semantics, interlinking them by finding relationships among
them, discover unique patterns in data and representation of information. As a
result, the model works fine with diverse domain knowledge, automatically clas-
sify heterogeneous data, handle large knowledge databases and support intelli-
gent semantic search algorithms by using machine learning techniques in smart
cities.

The main contributions of this paper are summarized as follows.

– First of all, the limitations of ontology-based approaches and data preprocess-
ing in semantic data mining regarding smart cities are thoroughly analyzed.

– Secondly, we propose SKBG model for semantic data mining using knowledge-
based graphs for complex and heterogeneous data from the diverse origins in
the smart cities.

– Finally, the key features of the proposed model are explained and analyzed
to have a better insight into the model concerning the challenges features of
the smart cities.

The remaining of the paper is organized as follows. Section 2 describes the
related work. Section 3 gives a brief description of ontology-based approaches
and data preprocessing regarding smart cities. Section 4 describes the proposed
model. Section 5 comprises of features of SKBG model in smart cities. Section 6
provides the future work. Finally, Sect. 7 concludes the paper.

2 Related Work

Current ontology-based approaches and data preprocessing techniques gener-
ally work on structured and unstructured data. Many researchers have sur-
veyed semantic data mining, data preprocessing, and ontology-based approaches
in smart cities [7,15]. Additionally, the researchers have combined different
approaches of ontology and preprocessing to overcome their limitations [21].
However, these ontology-based approaches mainly concentrate on handling data
of the single type and used classical algorithms for classification, clustering, fea-
ture selection and decision making in smart cities [9,19].

The researchers also tried to improve these approaches by improving rules
i.e., association rule mining which was first introduced for prioritizing and rec-
tifying different variants of k means algorithms applied to a group data [2].
However, these algorithms only cover similar data sets. Afterward, fuzzy sets
were introduced to cover the diverse data sets [25,27]. Later, it was suggested
that these fuzzy sets also need revisions as they failed to cover every combina-
tion of the data. There were chances that these fuzzy sets miss out, not all, but
some semantic of the data sets [8]. Similarly, semantic annotations were applied
separately to handle semi-structured data [11,22]. Many similar techniques were
also introduced to improve the data preprocessing in data mining for better
normalization of the data [3].
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Fig. 1. Ontology-based approaches in semantic data mining

In smart cities, some featured based approaches focused on feature selection
steps for better prediction and decisions making [5]. However, these techniques
are used to handle data separately with different perspectives. At present, the
semantic data mining in smart cities is facing diverse challenges where only
specific domain knowledge is not enough and one type of content cannot be
processed separately [6,14]. Therefore, there is a need for an intelligent system to
resolve large and complex conflicts in semantic data mining [26]. Further, better
representation formats for better understanding of domain knowledge are the key
requirements of the smart cities [19]. Thus, in order to resolve these challenges,
we proposed a Semantic Knowledge Based Graph model as a solution to mine
concepts and patterns from complex heterogeneous data originating from the
diverse sources of the smart city.

3 Formal Semantic Mining with Ontologies
and Preprocessing

In smart cities, semantic data mining usually combines several stages by includ-
ing ontologies for conceptualization and content management [28]. Ontology-
based approaches are comprised of extraction, classification, mining with asso-
ciation rules, clustering, finding links, mining of web structure, integration and
recommending systems as shown in Fig. 1. These steps focus on the semantics
of the content. However, when these steps are applied to a data commencing
from a smart city domain, knowledge extraction becomes complex and time-
consuming [12,30].

Similarly, data preprocessing when specifically focuses on semantics and in
finding relations in these semantics with similar meanings to interlink them with
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Fig. 2. Semantic Knowledge Based Graph model

one another; requires available domain knowledge. Further, it applies traditional
techniques like the cleanness of data by using regression for smoothing noise,
inconsistencies and semantic gaps. Also, data is classified by labeling through
binning and then finally integrate them to transform into something processable.
However, to undertake these tasks on the data originating from the smart cities
is quite complicated and challenging [15,29].



Semantic Knowledge Based Graph Model in Smart Cities 273

4 Proposed Model: Semantic Knowledge Based Graph
(SKBG)

In this section, we proposed a Semantic Knowledge Based Graph model as a solu-
tion to above-mentioned limitations in conventional ontology-based approaches
and preprocessing data in smart cities. The model helps in transforming knowl-
edge discovery practices. It integrates the semantic mining in diverse and tedious
data catalogs of smart cities via fusing structured, unstructured and semi-
structured data intelligently. As a result, information retrieval becomes very swift
and effective. Further, the model effectively handles, manages and interlinks the
semantics of the contents by discovering new and unique patterns during the
knowledge discovery phase in smart cities.

4.1 Work Flow of Semantic Knowledge Based Graph Model

Following are the key steps of the proposed SKBG model with the objective to
work seamlessly upon semantics in a smart city environment by using knowledge-
based graphs. This is carried out by interlinks heterogeneous data, finding mean-
ings, concepts, and patterns of the complex data. Moreover, the steps help to
overcome the basic limitations of conventional ontology-based approaches in the
smart city.

Step 1: Extraction. In the first step, extraction is performed to excavate and
mine all kind of smart city data available in any format. The data can be struc-
tured (tables), semi-structured (Emails, CSV, TSV, XML or docx) and unstruc-
tured (audios, videos, images). The step is highlighted in Fig. 2.
Step 2: Semantic Labeling. During this step, excavated data is tagged with
some useful and authentic semantic names. We used CEM (Concept Elicitation
Mode) which helps in finding and making correct tagging as shown in Fig. 2.
As a result, documents are checked out from top to bottom. Text is analyzed
to mine the concepts, keywords, and topics form the content. Finally, semantic
labeling helps in generating relationships between them.
Step 3: Content Stratification. In this step of our model, smart word stratifi-
cation is used for grouping or classifying the content using artificial intelligence
and core machine learning (supervised and unsupervised) algorithms as shown
in Fig. 2. The machine learning makes the content classification process quite
robust and impulsive as compared to static approaches.
Step 4: Content Similarity Discovery. In this step, the model checks the docu-
ments correspondence with similar documents and separate them. This step will
figure out, how much one content data is similar to other content data? Further,
the similarity index set the path for the linking of the data originating from the
diverse source of a smart city. To get better experience, more enhanced graphs
of different user’s history and profiles are used to find out the content similarity
in a smart city as shown in Fig. 2.
Step 5: Semantic Hunt. In this step, semantics of search results are analyzed as
user search different and relevant words to get their desired results. Afterwards,
the outcomes are linked to get better semantics in a specific domain.
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Step 6: Link to Reference Data. In this step contents are linked to the reference
data which is available in the knowledge database of the semantics. Two-way
approaches are used for establishing the links. First, by adding reference data to
the knowledge database. Second, by indexing the existed data known as meta-
data as shown in step 6 of the Fig. 2. Later, both approaches help to tack back
the original data.
Step 7: Data Concatenation. This step is similar to integration step in the
traditional ontology-based approaches of data processing. However, it has an
edge on traditional approaches as it merges both external and internal data
more actively and efficiently. Semantics that are relevant to a specific domain
are integrated as unit during this step.
Step 8: Features Selection. In this step, datasets after integrating semantics as
a unit are analyzed extensively. As a result, some key features and attributes are
mined on which knowledge graphs are established. Further, decisions are carried
out regarding the combination of these features to improve the semantics of the
data.
Step 9: Building Relationship. In this step after selecting unique features in
the datasets, need arises to discover the unique relationships that exist among
them. Therefore, by analyzing them in different dimensions’ unique relationships
are apprehended among the selected features.
Step 10: Standard Format of Graph. During this step, a related and standard
framework is selected that represents the precise meanings in the semantic data.
Further, a framework is conceived which helps to visualize the actual relationship
in the semantic data.
Step 11: Tie-Up Links in Open Data. Finally, in this step, we merge two things.
One is the links which are the diverse data combinations. Second is the open
data which refers to the data which is free and handy to everyone. Graphical
representation of knowledge is also generated for visualization as shown in Fig. 2.

Semantic Knowledge Based Graph model works with a systematic procedure
and use knowledge/graph database of semantics. Our model helps to mine every
type of data initiating from different sources available in the smart cities. The
model employs machine learning algorithms for better classification and feature
selection of the data. It helps to search relevant semantics for a specific problem
and find links in them. Later, the model combines them with specific patterns
which reside in them. Finally, the model shows the output in a graphical form.
Hence, the Semantic Knowledge Based Graph model completely process raw
data in parallel to discover and gain useful knowledge in an environment like a
smart city.

5 Features of Semantic Knowledge Based Graph Model

The ontology-based approaches when applied to multi-source complex datasets
(e.g., data originating from the smart cities) requires a preprocessing stage to
be carried out separately. However, in our proposed SKBG model there is no
need to perform the preprocessing of the data separately. All the steps in the
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Table 1. Correspondence of SKBG model and preprocessing steps

No. SKBG model steps Preprocessing steps

1 Extraction Nil

2 Semantic Labeling Cleanness of data/Normalization

3 Content Stratification Cleanness of data/Normalization

4 Content Similarity Discovery Cleanness of data/Normalization

5 Semantic Hunt or Search Integration and transformation

6 Linkage to Reference Data Integration and transformation

7 Data Concatenation Integration and transformation

8 Selection of indications or Features Integration and transformation

9 Building Relationship Integration and transformation

10 Settle on Standard Format of Graph Integration and transformation

11 Tie-up links and open data Nil

proposed model are integrated well enough to perform their specific task indi-
vidually without linking or merging the data. Therefore, our SKBG model can
be a pioneer for more advance knowledge discovery and data visualization in
smart cities. The correspondence of SKBG model and preprocessing steps are
summarized in Table 1.

Finally, Our proposed SKBG model provides a conceptual framework which
mines multi-source raw data and interconnects them without having any kind of
specific domain knowledge. The model is equipped with machine learning algo-
rithms which provide persistent learning, data refining, and process monitoring
as a continuous process in knowledge discovery. Further, it also connects the
additional knowledge from people and different domains of the smart cities to
get the diverse illustration of the data.

6 Future Work

As future work, we will evaluate our model by conducting experiments on struc-
tured, semi-structured, and unstructured datasets typically originating from a
smart city domain. Also, we will define semantic labeling and semantic indexing
more precisely in a smart city environment to symbolize information related to
the user’ s interest.

7 Conclusion

In this paper, we thoroughly analyzed the limitations of traditional ontology-
based approaches and data preprocessing. Ontology-based approaches and data
preprocessing are traditional ways of handling data in smart cities. However,
only a single type of data can be extracted with these approaches whereas we
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have heterogeneous multi-source type data in smart cities. To overcome these
limitations, we proposed a Semantic Knowledge Based Graph (SKBG) model.
The model works with a systematic procedure and instrument a multi-source
knowledge/graph database of semantics for knowledge discovery. Further, the
model provides persistent learning by employing machine learning algorithms
for better classification and feature selection. It searches relevant semantics for
a specific problem in a smart city and interlinks them graphically for generating
patterns and relationships in data. Finally, the results are summarized in the
form of a knowledge graph which gives a complete insight into the data.
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