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Abstract. Internet of Vehicles (IoV) provides a broad range of ser-
vices of data exchange of traffic information to improve the effective-
ness of smart vehicles. However, the security issues in Internet of Vehi-
cles are multifaceted: data theft, message tampering and forgery, etc.,
which results in possibilities of incorrect data sharing. To address above
issues, we proposed an efficient blockchain-based data sharing model.
In this paper, we leverage the consortium blockchain and enhanced
Diffie-Hellman algorithm to build a trust decentralized verifying mech-
anism, which is designed to secure the data sharing process in IoV.
To improve the performance, we optimize the consensus mechanism on
our blockchain-based system by decreasing the consensus delay without
affecting the correctness of consensus verifying. The security analysis and
simulation experiments show that our model meets security requirements
and the overhead from our system is acceptable for IoV.

Keywords: Internet of Vehicles · Consortium blockchain · Access
policy · PBFT Algorithm · Diffie-Hellman key agreement algorithm

1 Introduction

In recent decades, the widely deployed Internet of Vehicles (IoV) [1] represents
a tend of developing smart transportation, because the Intelligent Transporta-
tion System (ITS) is playing an increasingly significant role in improving the
efficiency of transportation systems. ITS introduces information technology to
the transportation infrastructures and aims to improve road safety and traffic
efficiency. Since the IoV is a core component of ITS, it develops a new type
of self-organizing network consisting of mobile vehicles with sensing, comput-
ing, storage and wireless communication capabilities and basic communication
facilities on the road [2]. With IoV, it becomes possible to control the whole pro-
cess of transportation in an intelligent way, to effectively improve traffic safety
and facilitate user driving, and also to provide an effective platform for daily
transportation or value-added services such as travel and entertainment etc.
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There are two main communication modes, that is, vehicle-to-vehicle (V2V)
and vehicle-to-roadside units (V2R), respectively, in the traditional IoV archi-
tecture. Various of communication mechanisms can be adopted in each model
to achieve better performance in different IoV scenarios. However, the main
issue in IoV is still about the security. In IoV service scenario, vehicles are con-
stantly moving, which leads to a complex communication environment. There
are many security risks involved in the communication process, such as: mes-
sage tampering, forged identity, message stealing, etc. In recent years, many
researchers address those IoV security issues by using identity authentication,
information integrity monitoring and other checking approaches [3]. Those secure
IoV architecture [4] is divided into four layers: the first layer is the central man-
agement organization, which is the certificate authority (CAs), and the sec-
ond layer is composed of a series of security domains, responsible for managing
the encryption-related information. The third layer consists of RSUs (Roadside
Units), which are built on the road by following certain rules, and the forth
layer is the vehicle nodes. However, all the above mechanisms could be suscep-
tible to some attacks, such as: the single point of failure [5], data lost, data
tampering, etc., and all of them would lead to information leakage, traffic acci-
dents, or other untrusted data sharing problems. In this paper, we proposed a
consortium blockchain-based model for data sharing in IoV, and the traditional
information transmission mode in IoV is optimized through the data encryption,
access policy matching, time stamp and the improved consensus algorithm. Our
contributions can be generalized as follows:

– We developed a secure data sharing system based on consortium blockchain,
which becomes the core part of distributed vehicle networking communica-
tion architecture, and adopted symmetric encryption and Diffie-Hellman key
agreement algorithm.

– We optimized the consensus algorithm for our model, which can efficiently
improve the consensus efficiency. In addition, we improved the consensus sys-
tem effectiveness by introducing the access control policy.

– We evaluated the security advantages in our model, and the result of simula-
tion experiment is acceptable for data sharing in IoV.

The remainder of this paper is organized as follows. In Sect. 2, we briefly
discuss the related work. Section 3 contains the architecture of data sharing
model in IoV. Then we present the detailed design of our model in Sect. 4. In
Sect. 5, we give the security analysis and conduct the performance evaluation
for our model through the simulation experiment. Finally, we come into our
conclusion in Sect. 6.

2 Related Work

IoV faces many opportunities and challenges, many researchers have tried to
solve the security problems mentioned in former section in IoV. Zeadally [6]
proposed to patch a time-stamp when the vehicle sends messages to others, and
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the receiver can detect anti-replay attack by checking the consistency of time-
stamp. Varshney [7] proposed to add a digital signature in sharing data. When
the vehicle sends messages to others, the message is signed by using the private
key held by the vehicle, and the receivers use the sender’s public key to verify
the signature, which can ensure the non-repudiation of the information. But
all above approach has a significant problem that key or signature used in a
centralized sever, which may lost its power after attacking.

In recent years, blockchain, a decentralized distributed database which gen-
erates lots of blocks that store transaction record, has gradually been regarded
as an significant technique that can be used in IoV. In order to solve the problem
of single point failure, Li [8] proposed an anonymous authentication mechanism,
called “CreditCoin”, to check the entry of malicious nodes in the Ad-hoc net-
work. In addition, it was created based on the blockchain technology to effectively
protect the privacy of users and ensure the security of communication between
vehicle nodes. Zhang [9] proposed a scheme about secure data sharing and stor-
age based on a consortium blockchain, it guarantees that the data stored in
the RSU is safety in tamper-proof device. Meanwhile, smart contracts are used
to limit the triggering conditions for preselected nodes when transmitting and
storing data. But these schemes can’t solve many problems in IoV.

Blockchain is managed and maintained by all of the participating computa-
tional nodes, even part of nodes become untrusted, the entire system should still
work. Although the blockchain brings many possibilities for the IoV, the issues of
efficiency in consensus mechanism need to be resolved. Thus, Castro and Liskov
proposed Practical Byzantine Fault Tolerance (PBFT) [10], which reduced the
complexity of the Byzantine protocol from exponential to polynomial, made it
possible to apply the Byzantine protocol in distributed systems. Gan et al. [11]
proposed an improved practical Byzantine fault-tolerant consensus algorithm,
they optimized PBFT’s consensus process to improve consensus efficiency and
improved the method of PBFT’s master node selection. Consensus verified by a
few important nodes will significantly reduce the number of messages broadcast
in the network. In the digital currency-based applications, the weights can also
correspond to the user’s currency, thus achieving a consensus mechanism which
is similar to the proof of stake (PoS) [12]. A problem that cannot be ignored in
the consensus mechanism is sybil attack [13] caused by the free entry and exit
of nodes. The consensus based on the proof mechanism is usually applied to the
public chain which allows the free access of nodes, and the PoW mechanism is
used by Bitcoin and Ethereum. The consensus based on voting mechanism is
generally applied to the consortium blockchain authorized by the node.

3 System Model

In our work, the goal of secure model is to build a trust data sharing system in
IoV. We predefine a reasonable scenario: A city is divided into several regions
according to the partition of urban transportation system, i.e., business center,
airport, railway station, as shown in Fig. 1. Each region can be regarded as a
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Fig. 1. System architecture diagram.

vehicle convergence zone and some main facilities are selected as RSU. In each
specific alliance member, a retail store, a gas station, a toll station, or a trans-
portation station can be selected as the RSU. The RSU periodically broadcasts
road condition information at regular intervals based on actual conditions. The
general content includes: time, location, and traffic conditions in the coverage
area.

In our model, each zone comprises multiple RSUs and OBUs (Onboard
Units), as a alliance member of the whole IoV system. The size of each part
depends on the local scenario, for example, business center is a region where has
a larger daily traffic flow, and the size should be greater in order to access more
RSU and OBU nodes. Meanwhile, to maintain a stable IoV network, we assumed
a reasonable communication range for each node in consortium. Depending on
the capability of existing IoV wireless technology [14], the wireless communica-
tion range is about 1KM in normal conditions. Therefore, in our model, with a
radius of 1KM, one RSU can be deployed every 2KM to achieve full coverage.

OBU, represents the vehicle in the consortium blockchain network. OBU
sends and receives the message from other nodes. To ensure a trust communi-
cation, we leverage the consensus mechanism and optimize Diffie-Hellman algo-
rithm to protect the data. In addition, we adopt access control policy to reduce
the overhead. The OBU who requests information can leverage their attributes
to match others’ access policy.

RSU, refers to the fixed building in network, which possesses a greater stor-
age and computational capicity. RSU collects private information including the
position and speed of vehicles from sensors, monitors the running status of the
vehicle who passes through the range covered by RSU. Meanwhile, RSU is a
roadside unit node which is capable of storing and forwarding information, and
taking part in the consensus process as an accounting node in the consortium
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blockchain. To improve the communication’s efficiency and reduce the overhead,
RSU is also designed to store the encrypted messages.

After the system initialization, the workflow in this model is designed as
follows:

– First, we assume OBU1 is the data provider, and it has the information
requested by OBU2.

– Second, OBU2 broadcasts its attribute set and request to other nodes. Other
nodes will check the attribute set using their self-defined access control pol-
icy when they receive message sent by OBU2. In this model, we make the
assumption that OBU1 receives the attribute set sent by OBU2.

– Third, as long as OBU1 matches the request from OBU2, OBU1 will sent
cryptography parameters to OBU2 and encrypt the message using the sym-
metric key. Meanwhile, a transaction between OBU1 and OBU2 is initiated
and the related block will be sent to blockchain. Once the transaction succeed,
OBU1 sends the ciphertext to the nearby RSU.

– Last, after verifying the transaction block, the RSU then send the correspond-
ing ciphertext to OBU2. OBU2 decrypts the ciphertext with the symmetric
key to get the data.

In whole system, the main challenges include the security of informa-
tion transfer, message tampering and efficiency issues. We adopt consortium
blockchain to solve the problem of tampering and over centralization by leverag-
ing this decentralized architecture. We leverage symmetric encryption and DH
key agreement algorithm to ensure the security of the messages and keys. We
also adopt access control policy and improve PBFT algorithm to enhance the
system efficiency. Moreover, we will make detailed description in the following
sections about the implementation of the system.

4 System Design

Since it has different situations in real transportation environment, we select
a typical scenario as the Fig. 2 shown. The vehicle node OBU2, traveling in
the urban area of the city A, try to collects real-time traffic information of the
current vehicle node, including: speed, direction, location, road congestion index
and other information, such as, information about the car park. Then we will
implement each phase based on the above application.

4.1 Data Sharing Phase in IoV

We assume OBU2 traveling on the road request to get real-time traffic infor-
mation about the car park. Thus, OBU2 broadcasts in the network to find a
OBU which hold its needed data. We leverage the consortium blockchain to pro-
cess the data sharing transaction which ensure the contents without tampering.
Once the transaction about information requested by OBU2 is verified, it will be
stored in the block. In addition, the content of the data will be encrypted before
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transmission. Using the Diffie-Hellman key agreement algorithm [15], OBU2 and
the message sender can obtain a key through the session. We demonstrate the
model with simple DH algorithm, but it may be attacked by the man-in-the-
middle attack (MITM), however, this can be solved by using some enhanced DH
algorithm [16,17] which is out of our goal. The detailed steps are as follows:

Fig. 2. Business center for data sharing.

Fig. 3. Access policy tree

Initialization: We define public parameters p and g, and g should satisfy:
2 ≤ g ≤ p − 1, those two parameters p, g are open to whole network
nodes. The broadcast request br = <p, g, S> including: the prime num-
ber p and integer g, where g is the generator of p, OBU2’s attribute set
S = {Parking;Shoppingcenter;S′}, S′ = {Free;ParkingSpace > 2}.
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Attribute Matching: The nodes nearby the OBU2 will receive the request from
OBU2, here we refer the existing routing mechanism. We assume that OBU1
has the corresponding information requested by OBU2 and the attribute set
S in the OBU2’s request matches the access policy tree defined by OBU1.
Once successfully matching, the match is successful, as shown in the Fig. 3,
the values of the first two leaf nodes in the right subtree in the access policy
tree {Parking;Location : ShoppingCenter} satisfy the first two attributes
in S, {ParkingSpace = 3}, satisfying the last one in S. For ‘1 of 2’ or ‘1 of
3’, it represents a successful match as long as an attribute in S matches one
of the two or three leaf nodes. Therefore, the attribute matches successfully.

Key Agreement: Then, OBU2 produces a private random number A, A satisfies
1 ≤ A ≤ p − 1. Meanwhile, it calculates Ya = gA mod p and sends this value
to OBU1. In same workflow, OBU1 chooses a private random number B,
which is required 1 ≤ B ≤ p − 1 and calculates Yb = gB mod p and sends
it to OBU2. At the same time, the data known by OBU1 are p, g,B, Ya, and
OBU1 obtains the negotiation key Kb by calculating Kb = (Ya)B mod p.
Meanwhile, OBU2 receives the corresponding information sent by OBU1 and
obtains the key Ka by calculating Ka = (Yb)A mod p. According to the
algorithm, Ka = Kb. This result can be verified as follows: For OBU2: Ka =
(Yb)A mod p = (gB mod p)A mod p = g(B×A) mod p. For OBU1: Kb =
(Ya)B mod p = (gA mod p)B mod p = g(A×B) mod p.

Data Sharing: The message m sent by OBU1 is encrypted by the symmetric key
K to get the ciphertext c, and the time-stamp t is attached to get < c, t > and
then sent to the nearby RSU where stored and maintained by RSU. OBU1
uses the negotiation key Yb to encrypt the symmetric key K, and get the
encrypted file c key. OBU1 then sends c key and index information about
the RSU where stored the ciphertext c to OBU2.
OBU2 can get the symmetric key K by decrypting c key with Ka. Then OBU2
initiates a transaction, the transaction structure includes a version number
v, a transaction input tx in, an output tx out, and a lock time locktime.
After the transaction parties OBU1 and OBU2 confirm this transaction, the
related transaction information is sent to the accounting node for a consensus.
Only if the consensus is successful, the RSU storing ciphertext c will allow
OBU2 to obtain this ciphertext after the transaction is completed. Among
them, the RSU confirms whether the transaction is successful by querying
whether a block in the blockchain contains this transaction. RSU can verify
the existence of the transaction in the block in a short time by utilizing the
Merkle root in the block header and Bloom Filter [18].

However, the above mechanism works on the vehicle nodes which are in same
region’s group (nodes in same group can communicate each other without mes-
sage forwarding). Considering the data sharing between different group’s nodes,
the message should be forward by one of RSUs. We assume that there is an OBU3
traveling in the surrounding area of airport, as shown in Fig. 1, it first launches
the information requirement related to business center. OBU3 then queries the
block record on the consortium blockchain to find the transaction record which
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match the requirement by querying the information abstract. To remove the
invalid or outdated data, it filtrates the useless block by calculating the time-
stamp. After that OBU3 finds a matching transaction record successfully (We
assumed the related information comes from OBU1), then OBU3 and OBU1
exchange a secret key, and OBU3 initiates the transaction. Since OBU3 and
OBU1 are in different groups without directly communication channel. This can
be solved by leveraging the powerful node, RSU, to forward the session message,
and the routing algorithm can choose the existing ad-hoc routing approaches [19].

4.2 Consensus Phase

In the data sharing phase, the consortium blockchain verify the correctness of
the data transaction between OBU1 and OBU2. The verifying process works in
whole accounting nodes, which selected from all of the OBUs and RSUs through
PBFT voting mechanism. When the verification is successful, the corresponding
block will be generated to record the transaction information about OBU2 and
OBU1. However, the traditional PBFT algorithm cannot satisfy the actual IoV
scenario due to the long delay of consensus computing. In this section, we propose
an efficient practical byzantine fault-tolerant algorithm (EPBFT). Among those
accounting nodes, the consensus process of the primary node leader is in a view
v, and v is a consecutive numbered integer in each view. Among them, there are
the following roles: requester, primary node, and replica node. The three role
functions are as follows:
Requester: After the transaction originator OBU2 initiates the transaction,
the transaction and the signatures are sent to the network. If the node receiv-
ing the information is not the accounting node, the message is broadcast to
other nodes; otherwise, the signature should be verified and message will be
written to the cache when the signature is correct. The request format is
<REQUEST, t, trans, Sig>, where t is the time stamp to unique the request
which promise the valid information applying. The trans represents the trans-
action, Sig represents the OBU2’s signature on this transaction.
Primary Node: In this paper, the primary node is mainly responsible for receiv-
ing transactions, and after a period of time, the received transaction generates
a block. The primary node is a node selected from the accounting nodes partic-
ipating in the consensus, and also serves as the private key generation center,
and the other replica nodes act as the signer group. A block is generated when
a certain amount of transaction trans is stored in the primary node’s cache or
after a certain time interval Δt.
Replica Node: Replica node is mainly responsible for picking up messages
sent from primary node and other replica nodes, executing some corresponding
verifications, finally sending the consensus result back to the requester.

A collection of all nodes is represented by R, and each copy in the collection
can be represented by an integer from 0 to |R| − 1. The ideal number of nodes
in the collection is: |R| = 3f + 1. f is the maximum number of failed nodes, |R|
is the number of nodes. Although more nodes can be deployed, this will only
reduce system performance and will not help the consensus process.



A Consortium Blockchain-Based Model for Data Sharing in IoV 261

View Change: Considering the height h of the current block and the view
number v, the selection of the primary node number p is determined by the
following formula: p = (h−v)modN . When the primary node fails, the consensus
request is not initiated within Δt time after the consensus starts, or the primary
node is suspected from the node, the view change will be initiated and the view
will be switched, then the primary node is replaced. The specific process is as
follows:

– When the replica node finds that the primary node is invalid or suspects that
the primary node is a malicious node, it broadcast a message about view
change to other nodes in the cluster. The format of the message is <view −
change, Vold, Vnew, h, p,Δt, Si>, Vnew represents the new view number, Si

represents the node that initiated the view change.
– The other replica nodes will verify that Vold is the same as the current view

number when they receive the message about view change. Then they com-
pute the formula: Vnew = Vold + 1. Replica nodes will check whether the
primary node is invalid. If the primary node is valid and the proposal sent by
the primary node is not considered to be problematic, the message about view
change will be ignored; if the verification is passed, they will broadcast view
change confirmation message, <view − change − confirmation, Vold, Vnew,
h, p,Δt, Si>.

When the replica node receives the confirmation values from 2f + 1 replica
nodes, then it will start to enter the primary node re-voting phase, and obtains
a new primary node according to the steps above.

In the application scenario of IoV, the transaction originator OBU2 is located
in a region with many nodes, including RSUs and OBUs. For OBUs, it is a mobile
node that appears in various areas according to the user’s own driving intentions.
Information owned by nodes may lag behind other nodes due to personal reasons
or failure of some nodes themselves. Based on the dynamic check mechanism,
the Δtcheck is used as the time interval, and the replica node backs up the data
including v, h, pre hash. After the backup data is verified, it can be saved to
the same state.

The transaction originator OBU2 initiates a transaction, signs the transac-
tion with its own private key, and broadcasts it to other nodes in the network.
If the accounting node receives the transaction, it verifies whether the transac-
tion is legal. If it is legal, the transaction will be recorded in the cache; if other
non-accounting nodes receive the information about the transaction, they only
need to broadcast to other nodes. Thus, the specific steps of this algorithm are
as follows:

– Consensus Request Phase: After Δt time or the primary node p stored
a number of transactions, the message is broadcasted to other accounting
nodes participating in the sharing process. The format of the message is
<<consensus−request, v, h, p, d, σp>, block>, v represents the view number,
h is the height of the current block, p is the current primary node number,
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block is the block information propagated by the primary node, d is the
summary of the block, and σp is the signature generated by the primary
node p using the ECDSA signature algorithm to verify the integrity of the
information.

– Consensus Confirmation Phase: After receiving the consensus request
sent by the primary node, the replica node Nodei, i ∈ 0, 1, · · ·, N − 1, par-
ticipating in the verification, sends a consensus confirmation message to the
other node. A confirmation message is broadcast to other nodes than itself,
and messages generated during the consensus request phase and the consen-
sus confirmation phase are written to the message log. The format of the
message is <consensus − confirm, v, h, d,Nodei, σi, Result>, Result repre-
sents the result of the verification about the signature. If the result is 1, it
means the signature verification is successful; otherwise, it means the signa-
ture is invalid. The flag for completion of the consensus confirmation phase is
to receive 2f + 1 acknowledgment messages from different replica nodes, and
then issue the block from the primary node.

After the rest of the nodes confirm that the current round of consensus
computing is completed, the nodes delete the transactions recorded in their own
cache and start a new round of consensus.

5 Security Analysis and Evaluation

In this section, we evaluate our system about the security and performance.
Through simulate the system, the experimental result compares to previous pro-
posed approaches to show the improvement of our new model.

5.1 Security Analysis

Security is a very serious issue that need to be addressed in IoV application.
Incorrect vehicle information can cause some extremely terrible accidents and
threaten driver’s lives. Due to the importance of users’ privacy, users is not
willing to share all of their traveling information, including locations, directions,
destination etc., with others [20]. Since there are some traditional attacks in IoV
[21,22], we summarize some of them into follow aspects as follows:
Confidentiality Attacks: Eavesdropping [23] is an simple attack targeting
confidentiality by sniffing transmitted communication messages and eventually
intercepting passwords, etc.
Integrity Attacks: This type of attack contains some typical features, which
including message spoofing and tampering, timing attack, etc. The worse situ-
ation may cause an accident and threaten users’ lives. Messages shared in V2V
and V2I communications can be tampered with and influence user’s judge in
the real-time traffic. Attackers may add delay between packets which causes a
reception behind the time and finally, traffic congestion or even accidents.
Privacy Attacks: For example, the vehicle can be tracked and their privacy
about location will be leaked. Sybil attack, mentioned in the section of related
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work, represents that a malicious vehicle sends wrong numerous messages to
other vehicles with different fabricated identities. And the messages transmit-
ted in IoV may be theft by other attackers, what’s worse, they can get some
important information and even influence the whole system.

Our model enable to against these attacks to promise a security data sharing
in IoV through following aspects:
Decentralization: By leveraging the consortium blockchain, nodes in network
no need to trust other nodes in generally. Attacks on those traditional data shar-
ing severs will affect whole data sharing process. Fortunately, server in blockchain
does not depend on the trusted third-party entity but verified by whole con-
sortium nodes. Meanwhile, times-stamp in the message help us defend timing
attack. This decentralized storage system has good scalability and reliability.
Data Security: We adopt Diffie-Hellman key agreement algorithm. It generate
a couple secure and private key at both sides, the DH key is privacy, but data can
be secure encrypted and decrypted by each other without leaking the cryptog-
raphy information. It can be proved by the following example: We assume that
Eve, who is a attacker, hacked the relevant information, including p, g, Ya, Yb.
Even in this case, Eve is hard to crack the key Ka or Kb. In fact, if p is large
prime number, it’s extremely hard for Eve to get A according to the following
formula: gA mod p = Ya. The time complexity of the most efficient algorithm
for calculating this problem is O(

√
p), so the difficulty in solving the problem in

computing ensures the security of the Diffie-Hellman algorithm. Meanwhile, we
adopt some improved schemes to address the MITM attack which is mentioned
in Sect. 4.1.
Fault Tolerance: Our model proposed the EPBFT consensus mechanism to
ensure the system working normally, even 33% of the RSUs or OBUs in the
entire system are compromised. According to the EPBFT algorithm, if there
are f invalid RSU nodes in the whole network and the total number of nodes
satisfies n ≥ 3f +1, our proposed system can defend against the security attacks
initiated by invalid RSU nodes. It ensure that the final consensus result are not
changed based on this proof.

5.2 Performance Evaluation

After we analyzed the requirements of IoV data sharing system, for example,
Scalable, Lightweight, Key security, etc., shown in Table 1. Our system meets
most of the requirements and reach an acceptable performance. Also, compar-
ing to other existing approaches, our mechanism shows more advantages as the
follows.

In this paper, we leverage the consortium blockchain as the key mechanism to
construct a decentralize system for IoV data sharing with trust trading parters.
Meanwhile, the suitable access policy matching mechanism help the whole sys-
tem reduce the generation of unnecessary blocks. The improved EPBFT algo-
rithm in this paper makes some improvements based on the traditional PBFT
algorithm, and simplifies the algorithm steps to make it suitable for the vehi-
cle networking scenario. Improving the primary node selection and view change
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Table 1. Evaluation between our scheme and other schemes

Azees et al.’s
scheme [24]

Liu et al.’s scheme
[25]

Dorri et al.’s
scheme [26]

Our scheme

Decentralization NO YES YES YES

Traceable NO YES YES YES

Scalable NO NO YES YES

Lightweight NO NO YES YES

Key security NO NO NO YES

Low overhead and
high efficiency

YES NO NO YES

methods in the algorithm to prevent malicious nodes from leading the consensus
process. Through the data synchronization and verification methods, the reli-
ability of each node is guaranteed. It is better than other algorithms in their
schemes.

Fig. 4. The comparison of throughput for consensus algorithms

We evaluated the system throughput and delay. Throughput generally refers
to the number of transactions processed by the system per unit time. The
throughput indicates the ability of the system to withstand the data loading,
transactions applying, processing and answering. Due to the difficulties of deploy-
ing experimental nodes in real-world IoV scenarios, we conducted simulation
experiments to simulate the performance of improved consensus algorithm. The
results are reported in Figs. 4 and 5. We can see that our scheme is better than
other schemes in the simulated experimental environment. We refer to Bahsoun’s
scheme [27], to test the performance of our model by assessing the throughput
and the delay when changing the number of nodes. The number of nodes in
the Fig. 4 refers to the number of nodes that send transaction requests. In the
traditional PBFT algorithm, the client sends a request to the master node. In
the improved PBFT algorithm, we set the vehicle node to broadcast transaction
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Fig. 5. The comparison of delay for consensus algorithms

records to the whole network. This mechanism is more suitable for P2P net-
works. When the number of nodes requested is small, the throughput of several
schemes in the figure increases with the number of nodes, and the throughput of
several schemes is improved. Our scheme has a certain improvement compared
with the schemes such as Ring; As the number of nodes continues to increase, the
throughput may even decrease. In Fig. 5, as the number of nodes sending trans-
action records increases, the consensus delay also increases rapidly. Therefore,
sending too many nodes will affect the performance of the system. In summary,
our scheme has higher throughput than other schemes when the number of nodes
is constant.

6 Conclusion

In this paper, we present a secure data sharing system for IoV by leveraging the
consortium blockchain. Since the blockchain technology is continuously devel-
oped and improved, it provides an effectively mechanism against the data tam-
pering and is applicable to the vehicle data transferring. In our system, we built a
secure traffic data sharing model in IoV system. Consortium blockchain in IoV is
well matched the different zone in city, and proposed a local trusted data verify-
ing mechanism. In addition, to solve the privacy of data when it is exchanged in
whole network, we proposed the corresponding key agreement algorithm for IoV
data encrypted/decrypted. Since performance is the key issue of blockchain, we
developed the modified EPBFT algorithm, it decreased the consensus delay, and
only useful blocks are created in chain, which significantly reduce the overhead
during the process of the data transaction in IoV. Simulation result shows that
our model performs a secure application and the performance has been greatly
improved and compared with the exiting consortium blockchain scenarios. Future
researches should focus on the cross-chain technology that are common in the
research of blockchain and attempts should be made to apply it to the IoV system
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to solve the cross-chain transactions between different blockchains in different
cities.
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