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Abstract Opinions are key influencers of almost all human practices. One can
easily find a number of opinions about any product or services in the form of product
reviews. These product reviews are available in a tremendous amount. It is not feasi-
ble or even impossible to go through each review and make a concise decision about
any product. Aspect-based sentiment analysis (ABSA) comes as a solution to this
problem. It gives an approach to examine online reviews and provides a summary
based on these reviews. Machine learning techniques have been broadly utilized for
ABSA. Recently with the evolution of processing power of computers and digiti-
zation of the society, deep learning is taking off. Deep learning methods produced
state-of-the-art results in various NLP tasks without intensive feature engineering.
In this chapter, we present an introduction about ABSA following a comprehensive
overview of various deep learning models used in the field of ABSA.

Keywords Aspect-based sentiment analysis · Recurrent neural network · Long
short-term memory · Convolution neural network · Natural language processing

1 Introduction

Because of the simple openness of the Web, people are often using Web portals to
frame an opinion about a certain product, topic, and service. These online reviews
expressed online opinions. These online opinions are valuable resources for decision
making. The availability of enormous reviews does not ease our task; in fact, the
complications are increased as it is not possible to read each and every review. In
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order to make an opinion about a product based on its reviews, it is critical to analyze
the sentiment associated with reviews.

Sentiment analysis on opinions can be done at various levels, viz. document,
sentence, and aspect. Document and sentence levels deal with the identification of
overall opinion in the designated document and sentence, respectively. But these
levels ignore the fact that a document and sentence may talk about different features
(aspects) of an entity. There is a need for extracting these aspects and their corre-
sponding sentiment polarity. This process is called aspect-based sentiment analysis
(in short ABSA).

ABSA is a task that involves various subtasks. Following are some of these sub-
tasks [6].

1. Identification of aspect-terms
2. Identification of opinion-terms
3. Extraction of aspect-categories
4. Sentiment (Polarity) identification
5. Sentiment intensity identification
6. Sentiment shifters identification
7. Opinion holder and time identification
8. Generation of opinion tuple
9. Opinion summarization

An opinion can be expressed or understood in different ways. However, according
to [16], an objective definition of opinion is given below:

Definition 1 (Opinion) An opinion is a quintuple.

(ei, aij, sijkl, hk , tl) (1)

Table 1 Example reviews

Reviews Entity Aspect-term Aspect-category Opinion-word

1. This laptop is
great!

Laptop – – Great

2. It is very
overpriced and
not very tasty

Restaurant – Food, Price Overpriced, tasty

3. The pizza was
pretty good and
huge

Restaurant Pizza Food Good, huge

4. it is the best
service you will
find in even the
largest of
restaurants

Restaurant Service Service Best

5. It is not worth
for that bucks

– – Price Worth
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In the problem of sentiment analysis (opinion mining), the relation between the
items of tuples is extracted, for example, identifying the different aspects aij of an
entity ei, determining sentiment sijkl of an aspect aij, and finding the opinion holder hk ,
who has expressed the opinion at time tl . Sentiment sijkl can be positive, negative, or
neutral, or can take any discrete value on a certain scale to define sentiment intensity.

Before proceeding to ABSA, it is important to objectively define the notion of
aspect-terms and aspect-categories and some other related terms. There are various
terms used in ABSA, i.e., entity, aspect-term, aspect-category, opinion-word, etc. Let
us try to understand these terms with the help of some examples.

It is clear fromTable1 that reviews are regarding someentities likeLaptop,Restau-
rants, etc. However, they may point out the sentiment about the entity as a whole
(in Review 1) or about some features of the entity (in Reviews 2, 3, 4, 5). Different
aspect-terms can be used to render an opinion about an aspect-category. Aspect-terms
like pizza, bagels, etc., can be used to put an opinion about aspect-category Food.

Aspect-category is a generic notion/concept/property of an entity. The opinion is
generally expressed about an aspect-category. Aspect-categories may be different in
different domain. For an instance, let us take an example of Restaurant domain; then,
the possible category list includes Service, Food, Price, and Ambience. Different
aspect-terms may belong to an aspect-category. Aspect-term and aspect-category are
two different things. In some cases, aspect-category may be explicitly mentioned
by an aspect-term, (in Reviews 3 and 4). However, such cases are very few. An
aspect-category is quite often a hypernym of an aspect-term. For example, Food is
hypernym of pizza, but that is not always the case. Aspect-category can be implied
implicitly also (in Reviews 2 and 5).

ABSAmay be performed either on aspect-terms or on aspect-category. As aspect-
terms are explicit, it is easier to identify these terms and relate them with the sen-
timent expressed. However, when we are performing ABSA on an entity, we may
be interested in analyzing opinions about some well-defined aspects of the entity,
as discussed earlier. Each of these represents an aspect-category. Thus, ABSA on
aspect-categories is more appealing, but at the same timemore demanding.When we
speak about review sentences, a sentence may talk about a single aspect-category,
however, that is not always the case. Some sentences may depict opinion about
multiple categories also (in Review 1). This adds further challenges to ABSA.

With the accessibility of an enormous volume of data and increase in computa-
tional power of computers (GPUs) in the last decade, deep learning has become the
first choice of the research community. Unlike traditional machine learning tech-
niques that require intensive feature engineering and a separate model for classifica-
tion, deep learning performs both tasks. It does feature engineering and classification
with the help of input data only. Apart from good performance in image encouraging
tasks, deep learning shows promising outcomes in various NLP tasks like named-
entity recognition, text summarization, machine translation, sentiment analysis, etc.

This chapter highlights the diverse deep learning strategies for aspect-terms ex-
traction, aspect-category detection, and sentiment polarity detection methods. This
chapter shows the contribution and challenges of deep learning in ABSA. Chapter
association is done in an accompanying manner. Section2 describes the problem
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formulation in ABSA. Section3 lighten up some useful observation/assumption by
researchers in the field of ABSA. Section4 talks about input representation for deep
learning. In Sect. 5, introduction about some basic methods of deep learning is given.
Section6 highlights the different deep learning architectures used in ABSA. Finally,
Sect. 7 finishes up the chapter.

2 Problem Formulation

As there is a lot of subjectivity involve in opinion mining and ABSA, it is important
to formulate the problem of aspect-term extraction and aspect-category detection.
This section formulates these two problems.

2.1 Aspect-Term Extraction

This task aims to extract explicit aspect expression presented in an online review. In
most of the cases, ATE task can be examined as a sequence labeling problem where
each review token is labeled to represent whether it is a piece of aspect-term or not.
For this tagging process, popular BIO tagging scheme [22] is used generally, where
B represents the beginning of aspect-term, I represents inside of aspect-term, and O
is used for others that are not part of aspect-term.

For a given review sentence x = (w<1>, w<2>, . . . , w<T>), the output is a se-
quence of labels y = (y<1>, y<2>, . . . , y<T>), where w<i> represents word position
in review sentence and each individual label y<i> ∈ �; � = {B, I , O}. The problem
can be considered as a multi-class classification problem with |�|T different classes.

2.2 Aspect-Category Detection

For a given predefined aspect-category set C = {c1, c2, c3, . . . , ck}, where C de-
notes the category label space with k possible categories and a review dataset
R = {r1, r2, r3, . . . , rn} containing n review sentences. The task of aspect-category
detection can be formulated as a learning function h : R → 2C from amulti-category
training set D = (ri, Yi) | 1 ≤ i ≤ n, Yi ⊆ C is a set of category labels associated
with ri. For each unseen review r ∈ R, the aspect-category prediction function h(·)
predicts h(r) ⊆ C as the set of proper category label for r.

3 Observation/Assumption in ABSA

By conducting a survey on various articles regarding ABSA, we came up with the
following observations/assumptions that are made by researchers. By considering
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these assumptions in mind while designing a model for ABSA, these assumptions
can help to tackle the problem of ABSA in a very efficient way.

1. In ABSA, the context of words plays a very significant role. Words’ location and
how the words are interacting with each other matter a lot. A basic bag-of-words
model is never again adequate, since all context information lost in the bag-of-
words model [29]. To represent negative sentiment, generally negation of positive
sentiment words is used. If we use bag-of-word, then it will be difficult to capture
sentiment orientation in that case.

2. To construe the sentiment of a specific aspect in the review sentence, only some
subsets of context words are required. Rather than focusing on full context, it is
always beneficial to give attention to that subset of context words [28]. In the given
review “The price is reasonable although the service is poor.” The context word
reasonable is more important as compared to poor for aspect “price.” Oppositely
poor is more important as compared to reasonable for aspect “service.”

3. Aspect-term should co-occur with some opinion-words that helps in determin-
ing the sentiment polarity on it [15]. For example, Given review “I’ve eaten at
many different Indian restaurants.”, contains no opinion-words. Hence, the word
restaurants should not be extracted as aspect-term.

4. In addition to the word-context association, handling the connection between sen-
timent words and aspects can likewise be valuable for ABSA [34]. For example,
many sentiment words are aspect-specific like ‘delicious’ and ‘tasty’ are used for
aspect food only while ‘cheap’ and ‘costly’ are used only for price. Dependency
parsing will be helpful in capturing the connection between aspect-terms and
sentiment (opinion) words.

5. In sequential labeling, the predictions at the previous time-steps are useful clues
for reducing the error space of the current prediction. For example, in the B-I-O
tagging, if the previous prediction is O, then the current prediction cannot be I
[15].

6. In a sentiment classification task, while using deep neural networks like LSTM,
casting sentence portrayal alone does not perform well. Fusing target information
into LSTM helps in improvement of sentiment classification accuracy.

7. For aspect-term extraction task, if we are using CNN then do not apply any max-
pooling layer after convolution layers because a sequence labeling model needs
good representations for every position and max-pooling operation mixes the
representations of different positions, which is undesirable [32].

4 Input Representation

Inputs for the neural networks should be represented appropriately for the desired
outputs. One should consider the good representation of the input, so that designated
neural network learn good features. Word-embedding forms the basic building block
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for representing text as an input to a deepneural network in thefield ofNLP.Following
are some of the ways to represent a sentence/words/aspect-terms.

1. Each word of review sentence is represented as an embedding vector. Word-
embeddings [17, 19] are distributed representation of words in a vector space.
Words and phrases are encapsulated to vectors of real numbers. Word-embedding
represents wordmeaning from its surrounding context which is learned from large
corpora.

2. To represent any sentence, one can take the bag-of-words approach by averaging
the word vectors of the input sentence.

3. Each aspect-term can be represented usingword-embeddings. For the aspect-term
that consists only single word can be represented using the word-embedding of
that word only. But for multi-word aspect-term, averaging of each word can be a
way to represent multi-word aspect-term [28].

4. Some time it is better to represent words as a consolidation of word-embeddings
and character-embeddings [10] to illustrate the effect of word morphology.

5. However, it has been observed that aspect-terms are generally nouns or noun
phrases. So passing the POS information along with word information can be
useful. If there are six pos-tags (noun, verb, adverb, adjective, preposition, and
conjunction), these can be encoded as a six-dimensional vector. If the word-
embedding dimension is 300, then word + POS features dimension will be 306
[20].

6. Since aspect plays a key role in ABSA, aspect information can be taken into
account by concatenating aspect vector into sentence hidden representations and
by additionally appending aspect vector into the input word vectors [30].

5 Concepts Related to Deep Learning

5.1 Word-Embeddings

Different ways of generating semantical associations are Linked Statistical Data
(LSD), WordNet, Word-embeddings, etc. WordNet is an ontology representation of
relationships of words which is constructed manually. WordNet is a symbolic repre-
sentation, computing the similarity between words is limited to its hierarchical repre-
sentation, whereas word-embeddings represent word meaning from its surrounding
context words which are learned from large corpora. Word2vec (word-embeddings
model) represents words in multi-dimensional vector space, this enables similarity
calculation in terms of vector distance. Hence in terms of similarity calculation,
word2vec is more effective than WordNet. In this technique, words and phrases
are encapsulated to vectors of real numbers. Various strategies have been proposed
to obtain word-embeddings [17–19]. In this architecture, neural network language
model first learns word vectors, and then, n-grams neural network language model is
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trained on top of these distributed representations of words. Out of two models, skip-
gram and continuous bag-of-words (CBOW) proposed by [18], Skip-gram model
anticipates the context based on the current word. The following mathematical for-
mulation needs to be maximized as an objective function for a given sequence of
words w1, w2, w3, . . . , wT .

1

T

T∑

t=1

∑

−c≤j≤c,j �=0

log p(wt+j | wt) (2)

wherewt is the focusedword and c is contextwindowsize.A larger value of c provides
more samples for training which leads to high accuracy at the cost of training time.
softmax function is used to calculate the probability p(wt+j | wt).

p(wo | wI ) = exp(v′
wO

T
vwI )∑W

w=1 exp(v
′
w

T vwI )
(3)

where vw and v′
w are the “input” and “output” vector representations of w, and W

is vocabulary size. The cost of computing � log p(wO | wI ) is in proportion to W ,
which is often large (105 to 107 terms). So, one of the following two approximations
are used, hierarchical softmax and negative sampling, to solve it.

5.2 Long Short-Term Memory (LSTM)

LSTMs are an extraordinary sort of RNNs [12], which have been devised to capture
long-term dependencies that are difficult to be handled by simple RNNs. LSTM
resolves the problem of vanishing gradient by offering the concept of gates into their
state dynamics. The fundamental architecture of RNN and LSTM is same, but hidden
state activation computation function is different in LSTM. The memory of LSTM
is called cell and is treated as a black box whose inputs are the past state a<t−1> and
present input x<t>.

LSTM has the ability to add new information, update, and remove previous infor-
mation stored in the cell states. It uses the concept of gates to regulate the information
flow at each time-step. A standard LSTM consists many gates like input (i), forget
(f ), and output (o) gates. The input gate decides what new information from the input
need to be updated in the cell state. While the forget gate determines which informa-
tion is not needed anymore. So that it can be erased from the cell state. Output gate
chooses what to output conditioned on input and the content of the memory cell.
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Fig. 1 LSTM Network

The LSTM cell at time-step t is formulated as below:

ĉ<t> = tanh(Wc[a<t−1>, x<t>] + bc)

i<t> = σ(Wi[a<t−1>, x<t>] + bi)

f <t> = σ(Wf [a<t−1>, x<t>] + bf )

o<t> = σ(Wo[a<t−1>, x<t>] + bo)

c<t> = i<t> ∗ ĉ<t> + f <t> ∗ c<t−1>

a<t> = o<t> ∗ tanh(c<t>)

where σ is the logistic sigmoid function, ∗ is element-wise multiplication function,
ĉ, c are memory cell states, a is activation (hidden) state, Wc, Wi, Wf , Wo are weight
matrices, and bc, bi, bf , bo are bias vectors of different gates for input x. Like RNN,
LSTM cells’ combination is used to represent LSTM architecture (illustrated in
Fig. 1).

For sequence tagging problems like aspect-term extraction if the input sequence
is x<1>, x<2>, . . . , x<T> and output sequence is y<1>, y<2>, . . . , y<T> , then while
making a prediction for y<3>, LSTM uses the information not only from x<3> but
from x<2> and x<1> also. However, one weakness of LSTM is that it only uses the
information that is earlier in the sequence to make a prediction. In order to decide
whether or not the word is part of an aspect-term, it would be really useful to know
not just information from the preceding words but to know information from the later
words in the sentence.

5.3 Bi-directional Long Short-Term Memory (Bi-LSTM)

The idea behind the concept of Bi-LSTMs is to use the information associated with
previous and future elements while generating output for the current element [23].
To capture all available information, two different networks are used (one for each
direction) and results from both networks are combined to predict the final output.
In simple words, bidirectional LSTMs are just two LSTMs assembled side by side
[8]. The Bi-LSTM architecture is depicted in Fig. 2.
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Fig. 2 Bi-LSTM network

5.4 RNN with Attention

Given a continuous input vector sequence x<1>, x<2>, . . . , x<T>, a standardRNNes-
timates the sequence of output of same length y<1>, y<2>, . . . , y<T> using following
equations [25].

h<t> = tanh(Wa[a<t−1>, x<t>] + ba)

ŷ<t> = softmax(Wy[a<t>] + by)

But this structure fails, for the problemswhen the input sequence and output sequence
have a different length (in machine translation). A simple way is to map the inputs
to a vector of fixed length and adopt this vector in an output sequence generation
(encoder–decoder architecture).

First RNN that computes this fixed-size context vector c is called encoder and
second RNN that computes output from the encoded fixed-size vector is called de-
coder. This overall architecture is called encoder–decoder. It computes the following
conditional probability.

p(y<1>, . . . , y<Ty>|x<1>, . . . , x<Tx>) =
Ty∏

t=1

p(y<t>|c, y<1>, . . . , y<t−1>) (4)

All the information of input sequence (sentence) is converted into a single vector.
It must fully capture all the information (meaning) from the input sequence. This
encoding process is senseless with a potentially very long input sequence. So the
performance deteriorates when input sequence length increases.

To tackle this issue, attentionmechanismwas proposed by [2]. An attentionmech-
anism was used to selective focus on sentence part while doing language translation.
Using RNN, Eq.4 can be modeled as

p(y<t>|v, y<1>, . . . , y<t−1>) = g(y<t−1>, s<t>, c<t>) (5)
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Fig. 3 Bi-LSTM with attention network

where g is a nonlinear function that outputs the probability of y<t> using a single
directional RNN with state s<t>. Context vector c<t> for each time-step will depend
on features at different time-step h<1>, h<2>, . . . , h<Tx> and attention parameter α

that tells how much attention should pay on different features. Context vector c<t>

is computed as weighted sum of features at different time-step h<i>.

c<t> =
Tx∑

t′=1

α<t,t′>h<t′> (6)

Attention weight should satisfy this

Tx∑

t′=1

α<t,t′> = 1 (7)

The weight α<t,t′> of each annotation h<t′> is computed by

α<t,t′> = exp(e<t,t′>)
∑Tx

t′=1 exp(e
<t,t′>)

(8)

where e<t,t′> = a(s<t−1>, h<t′>).
A simpleway is to utilize a small neural network, to parameterize the alignmentmodel
a. Instead of generating a common fixed-length vector for each step of output. At
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each step of output generation, decoder focuses on various sections of the sentence.
Notably, the model grasps “what to attend” depending on the current input and
previously generated outputs. Figure3 shows a graphical illusion of attention-based
network.

5.5 Convolution Neutral Network (CNN)

CNN has been used for the image classification task. More recently, with the de-
velopment of word-embeddings, CNN produces state-of-the-art results in various
NLP tasks also [14, 33]. Each sentence can be converted into a sentence matrix
with the help of word-embeddings (word2vec, glove, etc.). If sentence length is s
and word-embeddings dimension is d , then sentence matrix S dimension will be-
come s × d . Now sentence can be treated like an image a CNN can be easily ap-
plied over it. In CNN, a filter is convolved over the image an produce a feature
map. If the image dimension is n × n, filter size is f × f and feature map will be
(n − f + 1) × (n − f + 1). Same in the case of text, convolution procedure com-
prises a filter w ∈ IRhd , which is imposed on a window of h words to produce a new
feature.

Following output sequence will be obtained by applying convolution operator
over the sentence matrix S.

oi = w · S[i : i + h − 1]; (9)

where (·) denotes dot-product and i has interval [1, s − h + 1]. After that feature map
c ∈ IRs−h+1 is introduced by adding a bias b and a nonlinear activation function f
(e.g tanh).

ci = f (oi + b) (10)

Finally, each feature map goes through a pooling function to generate a fixed-
length vector. That vector can be used as an input in other neural network architecture.
An illusion of sentence classification using CNN architecture is depicted in Fig. 4.

Fig. 4 CNN architecture for text
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6 Deep Learning Architectures Used in ABSA

In this section summarizes the applications of deep learning approaches on different
tasks of ABSA.

6.1 Sentiment Analysis

For sentence-level sentiment classification, [29] used basic CNN architecture in their
sentiment model. The CNN model performs a convolution operation, using a filter,
over the words of a sentence within a window size of h. This operation results in
a feature map for the whole sentence. In next step, maximum value is extracted
from the feature map using max-over-time pooling. The drawback of this approach
is that it is aspect-agnostic. This approach works well only for sentences containing
uni-sentiment.

In the approach by [4], authors also have done sentence-level sentiment analysis
using CNN. In their approach, sentences were categorized into various groups de-
pending on the total count of aspect-terms presented in the review sentence. Then,
different CNN classifiers were trained separately on each sentence groups. Authors
observed a significant increase in performance by separating sentences into different
groups.

6.2 Aspect-Term Extraction

Chen et al. [4] used a neural network model consisting of bi-directional LSTM
with CRF (Bi-LSTM-CRF) for extraction of aspect-terms presented in the reviews
sentences.

Similar to the aforesaid architecture, to extract aspect-terms, a Bi-LSTM-CRF
model was developed byAl-Smadi et al. [1]. Thismodel used character-level features
along with word-level features in the form of embeddings while predicting aspect-
terms. Use of character-level embeddings benefited in analyzing of affixes without
morphology analysis.

Giannakopoulos et al. [7] employed a Bi-LSTM architecture to extract features
from the inputs. Randomly initialized character-embeddings and word-embeddings
were passed as input to a Bi-LSTM layer. These character-embeddings were learned
during the training process. Indirectly, a feature vector was created as a combination
of pre-trained word-embeddings provided by fastText and character-based word-
embeddings of each token of a sentence. This feature vector acts as input to main
Bi-LSTM layer, which is utilized to extract features for the CRF layer. These features
were generated by exploiting word morphology and sentence structure.
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Fig. 5 Bi-LSTM-CRF network

Jebbara and Cimiano [13] used a hybrid neural architecture consisting of CNN
and GRU for extraction of aspect-terms and opinion-terms. Deep CNN was able to
capture local dependencies near a word of interest. Using the extracted features by
CNN, GRU preserved the information over a long distance.

Wu et al. [31] have used a set of dependency relation-based rules for extraction
of NP chunks. These NP chunks were treated as candidate aspect-terms and used
to generate the noisy labeled dataset. Finally, a deep GRU network was trained to
predict aspect-terms.

The basic Bi-LSTM-CRF model architecture is presented in Fig. 5.

6.3 Aspect-Category Extraction

In aspect model proposed by Wang and Liu [29], input was generated by averaging
of word vectors of sentence and output was a probability distribution over aspects
(where aspects were entity and attribute pair, E#A pair). They used a basic two-layer
fully connected neural network for detection of aspects (aspect-categories).

Zhou et al. [34] also represented input sentence same as [29]. Then two separate
neural networks were trained to learn shared features and aspect-specific feature.
The first two-layer neural network was trained to classify the aspect-categories, and
a hidden layer of this network was used as shared feature. The second neural network
was trained for one specific category only (different neural networks were trained
for each category). The hidden layer of this network was described as an aspect-
specific feature. To form hybrid features, aspect-specific and shared features were
concatenated. Finally, aspect-categories ware predicted using the hybrid features by
a logistic regression classifier.
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6.4 Aspect-Based Sentiment Detection

WangandLiu [29] re-scaledword-embeddings in proportion to the aspect distribution
in the review sentence. The idea behind this is to encode the relation between word
and aspect associated with it. For this process, top n-aspects were filtered out based
on the aspect distribution. Then filter the probabilistic mass with respect to each
aspect. Aspect-specific probabilistic mass was propagated based on the parse tree.
Finally, each word vector was re-scaled (weight distribution) and new word vectors
were used in the CNN-based sentiment model.

Tang et al. [26, 27] claimed that standard LSTM is incapable to produce good
results by incorporating only sentence representation. Along with sentence represen-
tation, if target information is used then the performance of sentiment classification
will boost significantly. So they developed twomodels, target-dependent LSTM (TD-
LSTM) and target-connection LSTM (TC-LSTM). In TD-LSTM, the selection of the
relevant part of the context is based on the relatedness of it with the target word. They
used two LSTMs, one for preceding context plus target word and another for target
word plus following context. Last hidden vectors of both LSTMs after concatena-
tion were passed to a softmax layer. Finally, target-specific sentiment polarity was
inferred by the softmax layer. In this way, they include the context in both directions.
An extension of the TD-LSTMwas also introduced, named TC-LSTM. To expressly
use the relationship between target word and context word, a target-connection com-
ponent was used. Target vector was acquired by averaging the vectors of words it
contains.

For first LSTM, they used word-embeddings of preceding context words con-
catenated with target vector, and for second LSTM, they used word-embeddings of
following context words concatenated with target vector. This architecture works
best for positive and negative examples but misclassifies examples belonging to the
neutral category.

Neural network methods presented by [27] cannot efficiently identify which word
in the sentence is more important. Existing work ignores or does not explicitly model
the position information of the aspect-term in a sentence, which has been studied for
improving performance in information retrieval (IR). Fortunately, attention mecha-
nisms are an effective way to solve this problem. When an aspect-term occurs in a
sentence, its neighboring words in the sentence should be given more attention than
other words with long distance. Gu et al. [9] proposed a position-aware bidirectional
attention network (PBAN) based on bidirectional Gated Recurrent Units (Bi-GRU).
This model consists of three components: (1) Obtain position information of each
word based on current aspect-term, then convert position information into position
embedding. (2) The PBAN consists of two Bi-GRU for extracting aspect-level and
sentence-level features respectively. (3) Use the bi-directional attention mechanism
to model the mutual relation between aspect-terms and its corresponding sentence.

Wang et al. [30] explored the interrelation between an aspect and a sentence. To
emphasize the crucial part of a sentence provided the aspect, aspect-to-sentence atten-
tionmechanismwas used. There were two approaches bywhich this can be achieved.
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One was the concatenation of aspect vector with sentence hidden representation. An-
other was to appending the aspect vector with the input vectors. So they proposed
two models, attention-based LSTM (AT-LSTM) and attention-based LSTM with
aspect-embedding (ATAE-LSTM). In AT-LSTM, aspect-embeddings were concate-
nated with the hidden representation of sentence to calculate the attention of different
context words with respect to an aspect. On another hand, aspect-embedding was
also appended into each input word vector in AT-LSTM to built ATAE-LSTMmodel.
These models were designed to discover the aspect-based sentiment polarity. These
models have the capabilities to deals with different parts of a sentence based on the
current aspects.

Similar to aforementionedATAE-LSTMmodel,Al-Smadi et al. [1] also developed
an attention-basedmodel named (AB-LSTM-PC) for aspect-based sentiment polarity
classification. In thismodel, attentionweightswere calculated usingword and aspect-
embeddings. This model was trained on Arabic review dataset.

A sentence could contain multiple sentiment-target pairs. To isolate diverse opin-
ion circumstances for different targets, He et al. [11] proposed an approach for
improving the effectiveness of attention. To acquire the semantic significance of
the opinion target, a better target representation method was proposed by authors.
The computed attention weights rely entirely on the semantic associations between
context words and the target representation. However, this may not be sufficient for
differentiating opinions words for different targets. Apart from semantic informa-
tion, syntactic informationwas also incorporated into the attentionmechanism. Their
syntax-based attention mechanism selectively focuses on a small subset of context
words that are close to the target on the syntactic pathwhichwas obtained by applying
a dependency parser on the review sentence.

Li et al. [15] model contains two key components, namely Truncated History-
Attention (THA) and Selective Transformation Network (STN), for capturing aspect
detection history and opinion summary, respectively. THA and STN were built on
two LSTMs that generate the initial word representations for the primary ATE task
and the auxiliary opinion detection task, respectively. THAwas designed to integrate
the information of aspect detection history into the current aspect feature to generate
a new history-aware aspect representation. STN first calculates a new opinion rep-
resentation conditioned on the current aspect candidate. Then, a bi-linear attention
network was used to calculate the opinion summary as the weighted sum of the new
opinion representations, according to their associations with the current aspect repre-
sentation. Finally, the history-aware aspect representation and the opinion summary
were concatenated as features for aspect prediction of the current time-step.

Inspired by the work of [24], Tang et al. [28] uses memory networks to capture the
importance of context words for aspect-level sentiment classification. An external
memory was created by stacking the context word vectors. A computational layer
called hop took aspect vector as an input and focused on memory using attention
mechanism.Eachhop summedup the linearly transformedaspect vector and attention
layer output, which was passed as an input to next hop. Last hop output was treated
as sentence representation with respect to aspect and passed to softmax classifier
to sentiment classification. Apart from performance enhancement, they observed
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that deep memory network with 9 layers is 15 times faster than LSTM with CPU
implementation.

Similarly, with described architecture Chen et al. [3] utilized multiple attention
mechanism but differently, it uses Bi-LSTM to generate memory. The further relative
position of wordswith respect to aspect target was used to generate locationweighted
memory. A recurrent network (GRU) was used to capture multiple attention on
memory. Finally, softmax classifier was used to sentiment classification.

A summary of current state-of-the-art methods of ABSA is presented in Table2.

7 Conclusion

In this chapter, we have presented some introduction about deep learning method-
ology used in Natural Language Processing especially for ABSA. This chapter dis-
cussed various tasks of ABSA and deals with the approaches used for these tasks. For
sequence labeling task like aspect-term extraction, deep learning models consisting
the Bi-LSTM-CRF are generally used. For the sentiment classification task, vanilla
neural networks and CNN have shown state-of-the-art performance. For aspect sen-
timent detection task, exploiting the relationship between aspect and opinion, aspect
and context words is beneficial. Researchers tried different approaches to extract this
relationship and used in the deep neural networks. There is also a need to combine
approaches to jointly perform two tasks, i.e., aspect detection and sentiment analysis.
Overall, this chapter provides a starting point to dive into ABSA using deep learning
approaches.
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