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Preface

The main aim of the First International Conference on Applied Mechanical
Engineering Research (ICAMER 2019) is to bring together all interested academic
researchers, scientists, engineers, and technocrats and provide a platform for con-
tinuous improvement of mechanical engineering research.

ICAMER 2019 received an overwhelming response with more than 300 full
paper submissions. After due and careful scrutiny, about 160 of them have been
selected for oral presentation. The papers submitted have been reviewed by experts
from renowned institutions, and subsequently, the authors have revised the papers,
duly incorporating the suggestions of the reviewers. This has led to significant
improvement in the quality of the contributions.

Springer publications have agreed to publish the selected proceedings of the
conference in their book series of Lecture Notes in Mechanical Engineering
(LNME). This enables fast dissemination of the papers worldwide and increases the
scope of visibility for the research contributions of the authors.

This book comprises three parts, viz. thermal, design and production engineer-
ing. Each part consists of relevant full papers in the form of chapters. The thermal
part consists of chapters on research related to IC engines, CFD, solar energy,
automobiles, etc. The design part consists of chapters on computational mechanics,
design of mechanisms, composite materials, tribology, and advanced areas like the
isogeometric analysis. The production part consists of chapters on machining, new
materials, additive manufacturing, unconventional manufacturing, and industrial
engineering areas. This book provides a snapshot of the current research in the field
of mechanical engineering and hence will serve as valuable reference material for
the research community.

Warangal, India Dr. Hari Kumar Voruganti
Warangal, India Dr. K. Kiran Kumar
Warangal, India Dr. P. Vamsi Krishna
Vancouver, Canada Dr. Xiaoliang Jin
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Computational Study of Mixed
Convection of Electronic Chips
with Surface Radiation

Arnab Deb and S. K. Mandal

Abstract In this present study, the effect of heat spreader in a horizontal channel con-
sisting of electronic chips with mixed convection and surface radiation is examined.
SIMPLER algorithmwith finite volumemethod is used to solve governing equations
using ANSYS 16.2 software. Results show the increase in the performance of heat
transfer with an increase in the values of governing parameters like Reynolds number
and emissivity of the spreader.

Keywords Heat spreader ·Mixed convection · Radiation · Electronic chip

1 Introduction

The dependability of the basic electronic components of a device has key importance
in the overall reliability of the device. Electronic equipment becomes less efficient
if it exceeds a specific temperature limit. As the temperature is increased, the failure
rate is enhanced exponentially. So, control of the temperature of the electronic parts
is a vital issue in the design and operation. A virtuous literature survey suggests
that many of the studies are focused on heat transfer augmentation with the utility
of various shaped control elements. Various forms of vortex generators can be used
to enhance the heat transfer such as protrusions, inclined blocks, wings, fin and
ribs, winglets [1, 2] in different geometries like circular, non-circular channel under
turbulent flow [3–5] as well as laminar flows [4]. Effect of surface radiation along
with mixed convection also improves the heat transfer performance [6, 7]. Electronic
chip covered by heat spreader can also be used to enhance the rate of heat transfer.
It also avoids direct contact of air with the chips.
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Fig. 1 Schematic diagram of the problem

2 Problem Description

The schematic diagram of a rectangular parallel plate channel with five identical
electronic chips covered by a rectangular heat spreader is shown in Fig. 1. Electronic
chips are located at the bottom wall of the channel maintaining a spacing of ‘d’
with successive chip. Channel has a length ‘L’ and a width ‘H’. Each chip has a
width ‘w’ and height ‘h’. The heat spreader has a width of ‘W s’ and height ‘hs’. Left
face of the first chip maintains a distance of ‘L1’ from the inlet and right face of
the 5th chip is positioned at a distance of ‘L2’ from the outlet. Walls of the channel
has a fixed thickness of ‘t’. Each chip with volumetric heat-generating capacity of
100,000 W/m3 is chosen in the present case. Fluid properties are supposed to be
constant.

3 Governing Equations and Boundary Conditions

For a two-dimensional, steady, incompressible, laminar flow the governing equations
are given as follows:

∂U

∂X
+ ∂V

∂Y
= 0 (1)
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Fig. 2 Variation of non-dimensional maximum temperature with number of nodes

Surface to surface radiationmodel is used considering all internal surfaces are grey,
opaque and diffuse. Air is a non-participating medium. No-slip boundary conditions
are employed at surfaces. Couple boundary conditions are used at wall-to-fluid and
wall-to-wall boundaries [7]. At inlet, velocity inlet boundary condition and at outlet,
pressure outlet boundary condition is imposed.

4 Grid Independence Test

Grid independence study is conducted for Re = 250. A non-uniform grid is used
all through the domain along with very fine grids in front of the chips and spreader.
Figure 2 shows that by increasing the total number of nodes from 161,265 to 216,279,
a change is only less than 1% on themaximum non-dimensional temperature. Hence,
the node of 161,265 is considered in whole study for time limits.

5 Results and Discussions

Present study is conducted for diverse Reynolds number (Re = 100, 250 and 500),
various emissivity values of heat spreader (εs = 0.1, 0.3, 0.5, 0.7 and 0.9) by fixing
emissivity of substrate at 0.9 to create sufficient data for non-dimensional temperature
(θ ). In this investigation, the dimensionless geometric parameters have been taken
as L1 = 2H, L2 = 8H, d = w.
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(a)

(b)

(c)

Fig. 3 Streamline for εs = 0.5 at a Re = 100, b Re = 250 and c Re = 500

5.1 Influence of Reynolds Number on Heat Transfer

One of the considerable parameters in this present numerical study is Reynolds num-
ber. Flow field is characterized by using streamline as shown in Fig. 3. Temperature
distribution is shown in Fig. 4.

FromFig. 3, it is observed that with the increase in Reynolds number, recirculation
strength behind the spreader increases due to sudden increase in cross-sectional area
which leads to backward pressure drop. At higher Reynolds number, a weak flow
reversal takes place near the topwall of the channel due to sudden expansion of cross-
sectional area. Figure 4 depicts that with the increase in Reynolds number, thermal
boundary layer thickness decreases and also temperature of the channel decreases.
As, due to radiation, heat is transferred from spreader to top wall of the channel, and
thus, thermal boundary layer is also developed at the top wall which decreases with
increase in Reynolds number.

5.2 Influence of Heat Spreader Emissivity on Heat Transfer

Figure 5a depicts that with the increase in emissivity of heat spreader, non-
dimensional temperature decreases. When emissivity changes from 0.1 to 0.9, max-
imum temperature changes from 347 to 334 K as radiative interaction between
spreader and wall increases. Figure 5b depicts the effect of surface radiation on
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(a)

(b)

(c)

Fig. 4 Temperature distribution for εs = 0.5 at a Re = 100, b Re = 250 and c Re = 500

total heat transfer. At Re = 250, when spreader emissivity 0.1, the contribution of
radiation is 7.65%,while for emissivity 0.9, it is 31.87%.At higher Reynolds number,
the contribution of surface radiation on total heat transfer decreases as mixed con-
vection effect dominates. Temperature distribution for various emissivities of heat
spreader is shown in Fig. 6.

6 Conclusions

From the above analysis, it is observed that with the increase in Reynolds number,
maximum temperature within the channel decreases and also, contribution of radi-
ation decreases. Again, it is observed that with the increase in spreader emissivity,
the temperature at the chip surface decreases.
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(a)

(b)

Fig. 5 Graph a variation of non-dimensional temperature with Re for different emissivity,
b contribution of radiation on total heat transfer for different Re



Computational Study of Mixed Convection … 9

(a)

(b)

(c)

Fig. 6 Temperature distribution for Re = 250 a εs = 0.1, b εs = 0.3 and c εs = 0.7
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Combustion Performance of Hybrid
Rocket Motor Under the Influence
of Cylindrical Protrusion

Kabaleeswaran Manikandan, K. Lakshmi Das, N. Purushothaman
and L. Karthik

Abstract The sequence of hybrid rocket motor static firings is performed, with and
without cylindrical protrusion, to evaluate the combustion behavior of bee-wax fuel
grain. Firing is done for the injection pressures of 2.75 bar, 4.15 bar, and 5.51 bar,
respectively, all firings are done for an identical firing duration of 7 seconds. Exper-
imental outcome confirms the addition cylindrical protrusion as vortex generator
yield an average of 45% higher regression rate than that of the baseline rocket motor.
Among all injection pressures, modest 4.15 bar with cylindrical protrusion shows a
significant improvement in the combustion performance by exhibiting the enhanced
regression rate as well asmass consumption rate of the fuel grain. Hence, the addition
of cylindrical protrusion as a vortex generator to the classical hybrid motor promise
to improve the combustion performance of the bee-wax fuel grain.

Keywords Hybrid rocket · Regression rate · Vortex generator · Bee-wax fuel grain

1 Introduction

Propulsion systems play the major role as a workhorse for the space launch vehicles
to accomplish its mission. Different rocket engines are used in the launch vehicles
based on their mission requirements. Currently, solid, liquid and cryogenic engines
are employed to perform the mission task. Among these engines, solid and liquid
engines are widely used in the primary stages of the launch vehicles. Even though,
these engines are used primarily both engines has some characteristics, which need
to be addressed to optimize the vehicle performance. The hybrid rocket is naturally
safer than other rocket engines, where the oxidizer is stored as a liquid and the fuel
as a solid. Hybrid rocket motors are less susceptible to chemical explosion than
conventional solid and bi-propellant liquid designs [1]. The main shortcoming of
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the hybrid is that the combustion process relies on a relatively slow mechanism for
combustion, with a sequence of fuel melting, evaporation, and diffusive mixing. But,
in a solid rocket, the flame is much closer to the fuel surface and the regression rate is
typically an order of magnitude larger. As a rough comparison, the regression rate in
a classical hybrid rocket fuel regression rate is typically one-third of the composite
solid rocket propellants [2].

In order to compensate for the low regression rate, the surface area for burning
must be increased. This is accomplished through the use of amulti-port fuel grain, but
it reduces the volumetric loading as well as the structural integrity of the fuel grain
[3]. More attempts are made to increase the regression rate by increasing the heat
transfer rate to the fuel surface. Mainly, the performance of a hybrid motor depends
critically on the degree of flow mixing attained in the combustion chamber, also the
local regression rate of the fuel is quite sensitive to the general turbulence levels of the
combustion port gas flow because localized combustion gas eddies or recirculation
zone adjacent to the fuel surface act to significantly enhance the regression rate in this
area [4]. In this work, novel idea of using blunted objects like cylindrical protrusion
is employed to induce the turbulence in the combustion port, where the bee-wax fuel
grain is selected to perform combustion analysis.

2 Experimental Setup and Research Methodology

The experimental setup consists of a static firing mount, a rocket motor assembly,
solid fuel grain, oxygen supply, ignition setup, recording device, and hand tools. This
section gives a detailed description of each and every component and subsystemof the
complete setup. The hybrid rocketmotor unit consists of the parts like an accumulator,
combustion chamber, and nozzle. All the subcomponents are fabricated by stainless
steel 304 grade. In general, accumulator consists of an oxidizer settling chamber
followed by the showerhead injector plate with six orifices of diameter 1.5 mm,
subsequently, the combustion chamber is fabricated for the length to diameter ratio
of 3. In case of the nozzle, the simple convergent–divergent cone shape is made from
stainless steel with graphite insert for the throat diameter of 6 mm. A schematic of
the 3D exploded and assembled views of a hybrid rocket motor is shown in Figs. 1
and 2.

Few sample static firings are done to fix the oxidizer injection pressure range
and firing duration so that after every firing there should be enough sliver (i.e.,
Leftover) in the fuel grain to perform the internal ballistic calculations. Based on
the input from the sample firing injection pressure range is fixed between 2.75 and
5.51 bar as well as 7 s as firing duration. The primary aim of this work is to analyze
the combustion behavior of bee-wax in the hybrid rocket motor with and without
cylindrical protrusions The first set of firing is carried out without the cylindrical
protrusion for injection pressures of 2.75, 4.15, and 5.51 bar, the second set of
firing is also completed for the same injection pressures and firing duration with
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Fig. 1 Exploded view of a
rocket motor

Fig. 2 Assembled view of a
rocket motor

an attachment of cylindrical protrusion. The injection pressure values are chosen in
order to induce additional turbulence of the incoming gaseous oxygen. The blunted
object like a cylindrical projection of 8 mm is chosen as a vortex generator because it
can generate larger wake region in the downstream, which can provide an additional
turbulence fuel grain port [5].

A cylindrical projection is placed with a fixed distance of 50 mm from the injector
plate also 25 mm ahead of the fuel grain. A specific CAD model of the vortex
generator (i.e., VG) detail is shown in Fig. 3.

Fig. 3 CAD model vortex
generator
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Fig. 4 Bee-wax fuel grain and wax quadrant

Gaseous oxygen along with the bee-wax is selected as a propellant combination
for this experimental analysis. The bee-wax is received in the form of thick cubes, and
then it is melted andmolded using a cylindrical die to the configuration of single-port
cylindrical shape. Once themolding is done the raw fuel grain is machined to give the
length of 100 mm, outer diameter 45 mm, an inner diameter of 17 mm, respectively.
A basic bee-wax molded fuel grin and wax-quadrant are shown in Fig. 4.

All the subsystems of rocket static firing unit, like oxygen supply, an ignition
device, and recording devices are checked twice to ensure the reliability of each
component. Similarly, a primitive examination of the parameters like throttling time,
ignition pressure, and cut-off timingwas also carried out to ensure the safety of rocket
firing. Based on the simulated firing inputs, injection pressure is fixed between 2.75
and 6.90 bar. Similarly, firing duration is also fixed as 7 s of its total firing duration
in order to keep enough left out of fuel grain to complete combustion performance
calculations.

The rocket motor’s combustion performance fully depends on the combustion
parameters like local (i.e., regression at any location along the fuel grain length) and
average regression rate, the mass consumption rate of fuel, etc. Regression rate is
generally referred to as the burning surface of a propellant grain recedes in a direction
essentially perpendicular to the surface, which is usually expressed in mm/s [6]. For
further performance determination, the mass of the fuel grain before and after firing,
and fuel grainweb thickness before and after firing need to bemeasured and tabulated.
After each firing rocket motor is allowed to cool for some time then the fuel grain
is removed and sliced into four pieces as shown in Fig. 4. From the injector end as
a reference point length of 100 mm fuel grain is divided into five equal parts, from
each location local web thickness is measured using a screw gauge. Each static firing
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is recorded as a video with the help of a Nikon DSLR D5100 camera to evaluate the
temporal behavior of rocket exhaust plume.

3 Result and Discussion

In total, six static firings are performed with and without the cylindrical protrusion,
firings are conducted at the varied injection pressures of 2.75, 4.15, and 5.51 bar
for the fixed firing duration of 7 seconds. In general, hybrid rocket fuel combustion
performance is evaluated through the values of local and average regression rate, as
well as mass consumption rate. Each firing is recorded by the Nikon DSLR D5100
camera to measure the firing duration and to understand exhaust plume behavior of
the fuel grain. Local regression rate behavior of bee-waxwith andwithout cylindrical
protrusions (i.e., vortex generator) is shown in Fig. 5.

From Fig. 5, each local regression rate curves of different injection pressures were
distinguished into three regimes (1) high regressive head end, which is present near
the injector surface. This end is susceptible to the maximum shear of the oxidizer
flow (2) the mid-regressive end which occurs usually between

(
1
3 ≤ lc ≤ 2

3

)
, where

lc is the total length of the cylindrical grain. In this regime, the grain experiences
the high to mid-level shearing [7] when axially measured towards the end (3) low
regressive tail due to lesser shear than the other portion of the fuel grain, which is the
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Table 1 Average regression
rate of fuel grain with and
without VG

Pressure (bar) Average regression rate of
fuel grain (mm/s)

Incremental
percentage

Without VG With VG

2.75 0.647 0.9856 40.38

4.15 0.709 1.1132 57.00

5.51 0.911 1.26876 39.27

Average
increment

45.55

end portion of the grain beyond which, the nozzle is located. Figure 5, reveals that the
regression rate of the fuel grain increases linearly with oxidizer injection pressure,
higher injection pressure leads to increasing the amount of an oxidizer flux [1], hence
amplified regression all along the fuel grain. Among the other injection pressures,
the 5.51 bar of injection shows the higher local regression rate, because of higher
injection pressure can get an increased mass flux of oxidizer into the combustion
chamber. In case of firings without the VG, local regression value of fuel grain at
the injector end varies between 0.75 mm/s and 1 mm/s for the baseline firings (i.e.,
without cylindrical protrusion) of all injection pressures.

As it can be noticed from Fig. 5, the minimum injection pressure 2.75 bar itself
is reaching the local regression of 1.11 mm/s at an injector end, whereas maximum
injection pressure of 5.51 barwithout VG reaches only 1mm/s, which is roughly 11%
higher. So, it is exceptionally apparent that fuel grain experiences an improved local
regression all along fuel grain with the addition of VG. This enhanced regression is
due to induced turbulence by the VG to the incoming oxidizer flow, this additional
turbulence results in higher mixing and greater residual time [3]. As the injection
pressures increase local regression profile attains more linear in nature. Interestingly,
4.15 bar shows superior improvement in the regression. This is mainly due to a
higher percent of increment in the average regression rate (i.e., 57%) as well as mass
consumption rate (i.e., 71%), as is can be seen from the Tables 1 and 2, respectively.
Hence, the introduction cylindrical protrusion as VG seems to favors the moderate
injection pressures like 4.15 bar to possess a higher enhancement in the regression

Table 2 Fuel grain mass
consumption rate with and
without VG

Pressure (bar) Fuel grain mass
consumption rate(gm/s)

Incremental
percentage

Without VG With VG

2.75 3.44 4.75 38.15

4.15 4.46 7.63 71.26

5.51 8.33 10.10 21.20

Average
increment

43.54
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Fig. 6 Exhaust plume of bee-wax with and without VG with the pressure of 4.4 bar at t = 3 sec

rate. Unlike baseline firings, rocket motor with VG gets higher regression values at
the injector end ranges between 1.11mm/s to 1.35 mm/s.

Comparison of the average regression rate andmass consumption rate of the grain
for all the injection pressures with and without VG are calculated and tabulated. In
the case of the average regression rate, fuel grain shows the average increase of
40%, 57%, and 39% for the injection pressures of 2.75 bar, 4.15 bar, and 5.51 bar,
respectively. Similarly, fuel grain mass consumption rate also shows the significant
improvement exhibiting average percent increase of 38%, 71%, and 21% for the
injection pressures of 2.75 bar, 4.15 bar, and 5.51 bar, respectively. Higher local
regression rate enhancement with VG at 4.15 bar can be the main reason for this
significant performance of the bee-wax fuel grain from the hybrid rocket motor.
Finally, exhaust plume images of bee-wax with and without VG are exposed in
Fig. 6, which shows a significant reduction in secondary burning area as well as
plume length. This is due to effective mixing in the combustion port, because of
induced turbulence from the cylindrical protrusion.

4 Conclusion

The present study reports the regression behavior of bee-wax fuel grain in a Hybrid
Rocket Motor by adding cylindrical protrusion. Three different injection pressures
2.7 bar, 4.15 bar, and 5.51 bar were used for static firing test and the regression rate
andmass consumption rate of the fuel weremeasured. The experimental stating firing
test results showed an improved regression rate because of introducing the vortex
generator. Moreover, bee-wax fuel grain showed a maximum increment value of
57.00% when vortex generator was introduced. Additionally, the mass consumption
rate is enhanced to a greater extent of 71.26%. The results showed that the head end
regression value is enhanced. With the inclusion of the vortex generator, the study
proved that bee-wax can be used as one of the potential candidate as hybrid fuel
grain.
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Social and Economic Impact Assessment
of Solar Water Pumping System
on Farmers in Nagpur District
of Maharashtra State of India

Devidas H. Yadav, Arunedra K. Tiwari and Vilas R. Kalamkar

Abstract In India, farmers depend on variable rainfall and groundwater for irriga-
tion. Load shedding and high diesel cost are the barriers for regular watering of crops.
Solar photovoltaic water pumping system (SPVWPS) is a better sustainable option,
but the high capital cost is hindering widespread applications. The Maharashtra state
government distributed SPVWPS to marginal farmers (Whose land holding is less
than 5 acres) and are grid isolated, providing subsidies as high as 95%. Total, 8959
pumps are distributed till November 2018 in the whole Maharashtra state with 210
in Nagpur district only. Current work assesses the impact of the use of SPVWPS
on the livelihoods of farmers, their social and economic condition by conducting a
survey. The aim of the study is to evaluate the health, reliability and durability of
SPVWPS. An effort has beenmade to understand the grassroots level insights associ-
ated with solar pump use. The field research was carried on by interviewing farmers.
Questionnaires were created in order to get useful data required easily. By splitting
up the questionnaires into different areas, the results gave a general impression of
the farmer’s daily challenges and troubles. The authors surveyed total 25 sites from
17 villages of 8 Talukas of Nagpur district. Payback period value of solar pump is
calculated with respect to electric and diesel pump using breakeven point analysis
and found that shifting from diesel to solar pump have shorter payback period.

Keywords Solar photovoltaic water pumping · Survey · Irrigation · Cost-benefit
analysis

1 Introduction

In a developing country like India whose economy depends on agriculture, and
which is rapidly changing into the realm of renewable energy, the future of solar
pumps seems brighter than ever [1–3]. Agriculture sector in India employs almost
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50% of the workforce, and gives 17.32% to India’s GDP. Thus, it is important to
assure a high return of agricultural crops, by introducing new practices like efficient
irrigation techniques. Water pumps have come forth as a reliable mode of irrigation,
and the advent of renewable energy has ensured the speedy progress of solar water
pumps. At the fore of this breakthrough is The Ministry of New and Renewable
Energy (MNRE), which has collaborated with various state governments and started
promoting solar water pumps by providing various subsidies to farmers [4].

Solar water pump scheme for farmers in Maharashtra was launched by the State
Government of Maharashtra in 2016. Farmers got solar pumps at a highly subsidized
rate and beneficiaries paid just 5–10% of the pump’s cost. One solar pump costs
between 3 and 7.5 lakh depending on the horsepower [5]. To get benefits from this
scheme, a farmer has to have a landholding smaller than five acres. Preference is
given to the farmers who are grid isolated. Up to date, 8959 pumps are distributed.
The main objective of this survey is to assess the socio-economic impact, on-field
performance of the system and train the farmers for better uses of system. To get
useful data from a survey, the main step is the design of survey.

2 Methodology

2.1 Survey Design

The Maharashtra state government distributed solar water pumps in 20 districts,
including major quantities in the drought-hit districts. In this study, surveys are
conducted in 8 talukas covering whole Nagpur district. Nagpur region falls in the
“Hot and Dry” zone, all survey sites fall under Hot Zone [6]. A total of 1200 km was
covered in remote villages of Nagpur for the study.

The field research was conducted by interviewing farmers and by observing their
fields and irrigation systems. Questionnaires were created in order to facilitate the
survey. By splitting up the questionnaires into different arenas, the results gave a gen-
eral picture of cropping pattern, irrigation method, peak water requirement, water
head, total cultivated area, and the daily challenges and troubles confronted by farm-
ers. All farmers were questioned at their farm. As a consequence of this, it was more
comfortable to watch over their situation and get extra notes if required.

Totally 25 farmers were interviewed from 17 villages of 8 Talukas of Nagpur
district. The survey sites are marked in Fig. 1. Inside information of beneficiaries are
presented in Table 1. Altogether the 25 farmers interviewed were male, education
level among farmers were low; 52% farmers studied up to elementary school.

Before acquiring any system it is important to check its economic feasibility. So
in this study, breakeven point analysis is done to find out payback period of solar
pump.
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Fig. 1 Surveyed farmer’s location in Nagpur district of Maharashtra

Table 1 Details of farmers
interviewed

Average age of respondents 43.2

Education level

Primary 13

Secondary 5

Graduation 7

2.2 Cost-Benefit Analysis

Cost-benefit analysis (CBA) is a systematic procedure for estimating and comparing
benefits and costs of a project, decision or government insurance. This method com-
pares the total anticipated cost of each alternative against the total expected benefits,
to examine whether the benefits compensate the costs, and by how much [7].

In this research, diesel-driven pump, electric-driven pump and SPVWPS are
analyzed with cost-benefit analysis with different power ratings of 3, 5 hp. The
breakeven point is worked out for diesel-driven pump and electric-driven pump
against SPVWPS by considering subsidy provided and without subsidy.

Total Cost (TC) = CC+ OC+MC (1)

where

CC Capital cost
OC Operating cost
MC Maintenance cost.
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The cumulative total cost is calculated over the years to find breakeven point or
payback period for different scenarios mentioned above. Total cost from second year
onwards does not include capital cost.

3 Result and Discussion

Most of the farmers had a field size of less than 5 acres. Open well and Borehole was
the primary source of water for irrigation, as it was mandatory to have source at farm
to obtain the benefit of the system. Rice (Paddy), Wheat, Black Gram, and cotton
are the principal crops cultivated in Nagpur district. Most of the farmers used basin
irrigation method to irrigate; only 20% used drip irrigation method. 44% system runs
against a water head of 10–20 m (Fig. 2).

3.1 Economic Analysis

For an economic analysis of the system, the following factors were considered for
better conclusions.

1. The capital cost of the systems in Indian rupees as shown in Table 2.
2. Diesel consumed by 3 hp and 5 hp diesel pump is found to be 1.25 and 1.8 l/h,

respectively.
3. Average electric bill per year reported by the farmers during the survey for 3 hp

pump is Rs. 12,000 and to 5 hp is Rs. 22,000.
4. A total of 270 sunny days in an year are considered in the calculation.
5. Maintenance cost per year of solar pump, electric pump and diesel pump is

considered as Rs. 2500, 3000 and 4000, respectively.
6. Every year 10% increase in bill and fuel prices is taken in calculations. Due to

the hike in fuel prices, this assumption is justifiable.

The cost-benefit analysis for switching to solar pump from diesel and electric
pumps for capacities 3 and 5 hp is represented in Fig. 3a, b, respectively. From
Fig. 3a, it can be seen that for farmers using 3 hp pumps payback period in the case
of switching to solar pump from that of diesel is 8 years whereas in the case of
switching to solar pump from that of electric pump is 15.1 years. Similarly, from
Fig. 3b, it can be seen that for the farmers using 5 hp pumps the payback period for
switching to solar pump from that of diesel is 9.2 years and whereas in the case of
switching to solar pump from that of electric pump is 14.5 years. hence it is clear
that for both 3 and 5hp capacities pumps, farmers using diesel pumps are in more
favourable side to switch to solar pumps.
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Fig. 2 Most common a field sizes, b water source, c crops cultivated, d irrigation method
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Table 2 The capital cost of systems

Capacity of the
pump

Solar pump
without subsidy

Solar pump with
90% subsidy

Electric pump Diesel pump

3 hp 405,000 40,500 13,500 19,000

5 hp 675,000 67,500 17,000 27,000

Fig. 3 Cost-benefit analysis of solar, diesel and electric pump for a 3 hp capacity, b 5 hp capacity
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3.2 Findings from Survey

• Around 80% of farmers used daily tracking regularly. Remaining 20% never used
daily tracking of the PV module. Not a single farmer used seasonal tracking out
of system surveyed.

• Most farmers used DG pumps before opting for the SPVWPS. According to farm-
ers, they used 8–10 L of oil (diesel + kerosene) in the DG pump for irrigation
before. Because of SPVWPS, they saved 40–50 thousand rupees per year.

• 20% of farmers have never cleaned the PV module. Remaining 80% said they
cleaned the module every 8–10 days.

• It is observed that those who cleanedmodules regularly, the first fewmodules have
been cleansed properly, but modules that were stationed at more than 2.5 m above
from the ground were not cleaned.

• The length of the wiper given to farmers was only 1.5 m. Proper cleaning tools
with appropriate size should be provided to farmers.

• Around 20%of beneficiaries used tricks to get the pump.One beneficiary inMauda
taluka has never used the pump for the farming.

• Farmer growing cotton and wheat told due to the use of solar pump, production of
wheat and cotton increased. Wheat production increased by 7 quintals and cotton
production increased by 13 quintals per acre.

• In addition, the chili farmers told that significant improvement in production of
chili. Previously they used to irrigate chili crops every 10 days and they used to
pluck chilies every 20–25 days. After installing SPVWPS, all farmers used drip
irrigation and they irrigate chili daily. According to them, they pluck the chilies
every 15–20 days. The production of chilies increased by 15–25%.

• DC pumping system has better performance in cloudy and overcast conditions
compared to AC. Moreover, DC also requires lesser maintenance.

• The maintenance time for any break down of motor and pump varied from 8 to
12 days as told by farmers and restated by Jain irrigation.

• No formal training has been given to farmers about the operation of SPVWPS.
Because of that, initially, the response to the scheme was poor. In this study, it is
established that all beneficiaries are comfortable with the operation but with proper
training the production from these installations can be amended substantially.

4 Conclusion

• Useof SPVWPSprovides regularwater to crops,which ensued in 15–30% increase
in crop production quantity and also saved fuel cost substantially.

• Since no operational cost is required for SPVWPS, habit of overuse pumping
system is observed, most farmers operated the system for 9 h daily. This may
eventually result in greater rate of decrease in groundwater level.
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• 16% less maintenance is required for solar pumping systems compared to electric
and 37% less maintenance as diesel pumping system.

• Though the solar pump system is technically complex to understand, it is found
that all users considered the solar systems very easy to use.

• Payback period is shorter by 5–7 years when switching from diesel pump to solar
pump in comparison to switching from electric pump to solar pump.
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Thermally Developing Region
of a Parallel Plate Channel Partially
Filled with a Porous Material
with the Effect of Axial Conduction
and Viscous Dissipation: Uniform Wall
Heat Flux

J. Sharath Kumar Reddy and D. Bhargavi

Abstract The present investigation has been undertaken to assess the effect of axial
conduction and viscous dissipation on heat transfer characteristics in the thermally
developing region of a parallel plate channel with porous insert attached to both
the walls of the channel. Both the walls are kept at uniform heat flux. The fully
developed flow field in the porous region corresponds to Darcy–Brinkman equation
and the clear fluid region to that of plane Poiseuille flow. The effect of parameters,
Brinkman number, Br, Darcy number, Da, Peclet number, Pe, and a porous fraction,
γ p have been studied. The numerical solutions have been obtained for, 0.005 ≤ Da
≤ 1.0, 0 ≤ γ p ≤ 1.0 and −1.0 ≤ Br ≤ 1.0 and Pe = 5, 25, 50, 100 and neglecting
axial conduction (designated by Ac = 0) by using the numerical scheme successive
accelerated replacement (SAR). There is an unbounded swing in the local Nusselt
number because of viscous dissipation.

Keywords Viscous dissipation · Axial conduction · Parallel plate channel partially
filled with a porous material

1 Introduction

Present-day applications involving flow through porous media call for including
viscous dissipation effects in the conservation of energy equation. Some of them
generically are described as internal flows, say, flow through a porous material par-
tially or fully filled, pipes, channels, and in general ducts. In general, if the effective
fluid viscosity is high or temperature differences are small or kinetic energy is high
that warranted inclusion of Forchheimer terms, viscous dissipation can be expected
to be significant. The use of porous media in the cooling of electronic equipment has
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been restored interest in the problem of forced convection in a channel filled with a
porous medium.

Several studies (Agrawal [1], Hennecke [2], Ramjee and Satyamurty [3], and
Jagadeesh Kumar [4]) have shown that the axial conduction term becomes significant
in the equation of energy at the low Peclet number in the case of forced convection
in the ducts. In particular, Shah and London [5] studied the problem of heat transfer
in the entrance region for a viscous incompressible fluid in both two-dimensional
channel and circular cylindrical tube taking into consideration axial conduction term.
Ramjee and Satyamurty [3] studied local and average heat transfer in the thermally
developing region of an asymmetrically heated channel.

Hooman et al. [6] have studied thermally developing forced convection in rect-
angular ducts subjected to uniform wall temperature. Thermally developing forced
convection in a circular duct filled with a porous medium with longitudinal conduc-
tion and viscous dissipation effects subjected to uniform wall temperature studied by
Kuznetsov et al. [7]. Nield et al. [8] investigated the effects of viscous dissipation,
axial conduction with the uniform temperature at the walls, on thermally developing
forced convection heat transfer in a parallel plate channel fully filled with a porous
medium.

In the present paper, the thermally developing region of a parallel plate channel
partially filled with a porous material with the effect of axial conduction and vis-
cous dissipation with wall boundary condition uniform heat flux has been studied.
Numerical solutions for the two-dimensional energy equations in both the fluid and
porous regions have been obtained using numerical scheme successive accelerated
replacement (Ramjee and Satyamurty [3], Satyamurty and Bhargavi [9], and Bhar-
gavi and Sharath Kumar Reddy [10]). The effects of important parameters on the
local Nusselt number have been studied.

2 Mathematical Formulation

Governing equations and the boundary conditions are non-dimensionalizing by
introducing the following non-dimensional variables.

X = x/H,Y = y/H,Uf = uf/uref,Ui = ui/uref,
Up = up/uref, P = p/ρ u2ref, θf = (Tf − Te)/(qH/kf),
θp = (Tp − Te)/(q H/kf)

⎫
⎬

⎭
(1)

In Eq. (1), X and Y are the non-dimensional coordinates. U and P are the non-
dimensional velocity and pressure. The subscripts f and p refer to fluid and porous
regions. θ ,{θ f in the fluid region and θp in the porous region}, is the non-dimensional
temperature. uref is the average velocity through the channel (Fig. 1).
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   (a) Dimensional (b) Non-Dimensional

Fig. 1 Geometry of the physical model of the problem

The non-dimensional governing equations and boundary conditions for momen-
tum and energy equations applicable in the fluid and porous regions become [using
non-dimensional variables given in Eq. (1)].

Fluid Region:

d2Uf

dY 2
= Re

dP

dX
(2)

Uf
∂θf

∂ X∗ = Ac
1

Pe2
∂2θf

∂ X∗2 + ∂2θf

∂Y 2
+ Br

(
dUf

dY

)2

(3)

In Eq. (2), Re, the Reynolds number is defined by

Re = ρurefH/μf (4)

In Eq. (3), Pe, Peclet number and Br, Brinkman number and X∗ are defined by,

Pe = urefH/αf, Br = μfu
2
ref/(q H), X∗ = X/Pe (5)

when Br < 0 represents the fluid is getting heated. Br > 0 represents the fluid is
getting cooled.

Porous Region:

d2Up

dY 2
− ε

Da
Up = ε Re

dP

dX
(6)

Up
∂θp

∂ X∗ = 1

η

(
Ac

1

Pe2
∂2θp

∂ X∗2 + ∂2θp

∂Y 2

)
+ Br

Da
U 2

p (7)
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In Eqs. (6) and (7), Da, ε, and η are defined as,

Da = K/H 2, ε = μf/μeff and η = kf/keff (8)

When Ac = 1 in Eqs. (3) and (7) means that axial conduction is included, and
when Ac = 0, axial conduction is neglected. When Ac = 0, the solutions to Eqs. (3)
and (7) in terms of X* do not depend on Pe.

Non-dimensional Boundary Conditions:

dUf

dY
= 0,

∂θf

∂Y
= 0 at Y = 0 (9)

Uf = Up = Ui,
dUf

dY
= 1

ε

dUp

dY
at Y = −1

2
+ γp

2
(10)

θf = θp = θi,
∂θf

∂Y
= 1

η

∂θp

∂Y
at Y = −1

2
+ γp

2
(11)

Up = 0,
∂θp

∂Y
= −η at Y = −1/2 (12)

Inlet conditions

θp(0,Y ) = 0 for − 1

2
≤ Y ≤ −1

2
+ γp

2
(13)

θf(0,Y ) = 0 for − 1

2
+ γp

2
≤ Y ≤ 0 (14)

∂θb

∂X∗ = 0 ⇒ ∂θf,p

∂X∗ = θf,p

θ∗
∂θ∗

∂X∗ at X∗ ≥ X∗
fd for

− 1/2 ≤ Y ≤ 0 {downstream condition} (15)

In Eq. (15), θb is the non-dimensional temperature based on the bulk mean
temperature defined by

θb = T − Te
Tb − Te

= θ

θ∗ (16)

The velocity expressions in fluid and porous regions satisfying the interfacial
conditions are available in Bhargavi and Sharath Kumar Reddy [10].
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3 Numerical Scheme: Successive Accelerated Replacement
(SAR)

Numerical solutions to non-dimensional energy Eqs. (3) and (7) along with the non-
dimensional boundary conditions on θ given in Eqs. (9)–(16) have been obtained
using the numerical scheme successive accelerated replacement [3, 9, 10].

3.1 Local Nusselt Number

After non-dimensionalizing (using Eq. (1)), Nupx, the local Nusselt number at the
lower plate Y = −1/2, is given by

Nupx = hpx(2H)

kf
= −2

(
∂θp/∂Y

)|Y=−1/2

η[θw − θ∗(X)]
= 2

θw − θ∗(X∗)
(17)

4 Results and Discussion

Assumed that ε = μf/μeff = 1 and η = kf/keff = 1. The channel referred to clear
fluid channel when porous fraction, γ p = 0. The channel referred to fully filled with
a porous medium, when porous fraction, γ p = 1.0. The channel referred to partially
filled with a porous medium, when porous fraction, 0 ≤ γ p ≤ 1.0.

4.1 Local Nusselt Number with the Effect of Viscous
Dissipation and Without Axial Conduction

Variation of the local Nusselt number, Nupx against X* for the Darcy number, Da =
0.005 is shown in Fig. 2a, b for Br ≤ 0 and Br ≥ 0, respectively, for porous fractions,
γ p = 0 when axial conduction is neglected (Ac = 0). Similarly, for porous fractions,
γ p =0.2, 0.8 and1.0 are shown inFigs. 3, 4, and5, respectively.Clearly,Nupx displays
an unbounded swing for Br < 0 at say, X∗

ee in all Figs. 2, 3, and 4. This unbounded
swing X∗

sw occurs for γ p ≤ 0.8 But when Br > 0, Nupx displays an unbounded swing
X∗
sw for γ p > 0.8 see in Fig. 5. The value of X∗

sw (which occurs forBr < 0) increases as
γ p increases from 0 to 0.8. The Nusselt number values, as well as the limits, differ if
Da is larger. The local Nusselt number, Nupx displays an unbounded swing for Br <
0 since the bulk mean temperature reaches wall temperature and exceeds because of
viscous dissipation. Beyond X∗

sw, Nupx starts decreasing to reach the limiting value.
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Fig. 2 Variation of local Nusselt number against X* for a Br ≤ 0 and b Br ≥ 0 for axial conduction
neglected (Ac = 0) for γ p = 0
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Fig. 3 Variation of local Nusselt number against X* for a Br ≤ 0 and b Br ≥ 0 for axial conduction
neglected (Ac = 0) for γ p = 0.2
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Fig. 5 Variation of local Nusselt number against X* for a Br ≤ 0 and b Br ≥ 0 for axial conduction
neglected (Ac = 0) for γ p = 1.0

4.2 Local Nusselt Number with the Effect of Viscous
Dissipation and Axial Conduction

Variation of local Nusselt number, Nupx against X* for the Darcy number, Da =
0.005 and at Brinkman numbers, (a) Br = −0.5 and (b) Br = 0.5 for different Peclet
numbers, Pe = 5 and 25, respectively, are shown in Figs. 6, 7, 8, and 9 for porous
fractions, γ p = 0, 0.2, 0.8, and 1.0, respectively. In parallel plate channel partially
filled with a porous medium also, Nupx displays an unbounded swing, X∗

sw for Br < 0
in all Figs. 6, 7, and 8. This unbounded swing depends on porous fractions, γ p. At low
Peclet number, the value of the X∗

sw is more for all porous fractions. This unbounded
swing X∗

sw occurs for γ p ≤ 0.8. But when Br > 0, Nupx displays an unbounded swing
X∗
sw for γ p > 0.8 see in Fig. 9. As Darcy number increases, there is no unbounded

swing in the local Nusselt number for all porous fractions. The qualitative behavior
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Fig. 6 Variation of local Nusselt number against X* for different Peclet numbers, Pe for a Br = −
0.5 and b Br = 0.5 for γ p = 0
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of the present local Nusselt number values with the Jagadeesh Kumar [4] and Ramjee
and Satyamurty [11] are in good agreement for the clear fluid channel (γ p = 0).

5 Conclusions

Numerical solutions have been obtained for 0≤ γ p ≤ 1.0, 5≤Pe≤ 100,−1.0≤Br ≤
1.0 andDa= 0.005, 0.01, and 0.1, using the SAR [3, 9, 10] numerical scheme. There
is an unbounded swing in the local Nusselt number since the bulk mean temperature
reaches wall temperature and exceeds because of viscous dissipation, Br < 0 for the
porous fraction, γ p ≤ 0.8. In the case of porous fraction, γ p > 0.8, unbounded swing
occurs at Br > 0. As, Darcy number increases, there is no unbounded swing in the
local Nusselt number.
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Experimental Study of Closed-Loop
Thermosyphon System Using Different
Working Fluids

Mahasidha R. Birajdar and C. M. Sewatkar

Abstract Thermosyphon is a heat transferring device which transfers heat over long
distance and where the liquid is returned to the evaporator by gravitational force. The
closed-loop thermosyphon (CLT) transfers heat with phase change phenomenon. A
large amount of heat is transferred from evaporator section to condenser section
with a relatively small temperature difference. The thermal performance of closed-
loop thermosyphon (CLT) is influenced by the governing parameters like filling
ratio, heat input, adiabatic length, working fluids, etc. This paper investigates the
effects of these parameters on thermal performance of closed-loop thermosyphon
system for different working fluids. In this work the filling ratio (FR) is varied
in the range of 30–80% in the step of 10% at various heat inputs of 0.5–2 kW
with a step of 0.5 kW for each evaporator and adiabatic length (vapor line length)
is taken as 200 mm. The working fluid used as methanol, ethanol, acetone, and
distilled water. The performance plots of the performance parameters like thermal
resistance, evaporative heat transfer coefficient (HTC), and condenser heat transfer
coefficient for these different working fluids, heat inputs, and filling ratios are plotted
and results are analyzed. From the result, it is found that acetone has comparatively
lowest thermal resistance. Water has comparatively highest evaporative heat transfer
coefficient as well as condenser heat transfer coefficient.

Keywords Closed-loop thermosyphon · Thermal performance ·Working fluid

1 Introduction

Closed-loop thermosyphon (CLT) transfers huge amounts of heat from evapora-
tor region to condenser region with a relatively small temperature difference. Heat
applied at evaporative section converts liquid into vapor and the vapor then con-
denses after passing through the condenser section. During this process, heat is trans-
ferred from evaporator to condenser through latent heat of evaporation, therefore this
method is very efficient than conventional heat exchange method. In this process of
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heat transfer, there is no requirement of power or pump for transferring heat from
one location to another. Therefore, this method of heat exchange is known as passive
heat exchangemethod [1–3]. Analysis of closed-loop thermosyphon (CLT) is carried
out by different researchers using different working fluids. Pal et al. analyzed two-
phase compact thermosyphon which is applied to the cooling process of computers.
The thermosyphon experimented using the working fluids like PF5060 (dielectric
liquid) and deionized water at different heat inputs such as 20–90 W. They noticed
that performance of thermosyphon is affected by the working fluids and found that
water is better working fluid than PF5060 [4]. Ersoz and Yıldız reported the effect of
working fluids such as distilled water, methanol, and petroleum ether on thermoeco-
nomic analysis of two-phase closed thermosyphon (TPCT). For all input conditions,
the maximum energy efficiency and exergy efficiency are obtained for methanol
whereas the minimum energy and exergy efficiency is obtained for petroleum ether.
Also, they conclude that distilled water is more effective working fluid thanmethanol
and petroleum ether in terms of cost [5]. Jouhara and Robinson carried out an experi-
mental study of two-phase closed thermosyphon (TPCT) with working fluids such as
distilled water and dielectric heat transfer fluids such as FC-77, FC-3283, and FC-84.
They noticed that the distilled water filled thermosyphon shows better thermal per-
formance than other working fluids [6]. Karthikeyan et al. carried out experiments
on the two-phase closed thermosyphon (TPCT) charged with distilled water and
n-butanol solution. The thermal performance of an aqueous solution of n-butanol
charged TPCTwas better than the distilled water [7]. Tong et al. reported the thermal
performance of two-phase closed-loop thermosyphon charged with R744 and R22.
They noticed that R744 filled two-phase closed-loop thermosyphon may work with
a very small temperature difference of 5 °C. Also, they conclude that the thermal
performance of working fluid R744 is better than the fluid R22 [8].

From the literature review, it is noticed that at the lower operating temperatures,
working fluid water shows less satisfactory thermal performance compared to the
low saturation temperature fluids. Also, at lower heat input water has its limited
application. Therefore, in the present study, comparative performance of closed loop
thermosyphon (CLT) using different working fluids such as ethanol, methanol, ace-
tone, and water is reported as a function of different governing parameters such as
heat input, filling ratio, and adiabatic length (vapor line length) [9].

2 Experimental Setup and Procedure

The thermosyphon test rig consists of a closed-loop with two evaporators with two
heaters, a plate-type condenser, a cooling (fan) section, a liquid reservoir for charging,
a vacuum pump, data acquisition (logger) system, and measuring instruments like
ultrasonic flow meter, anemometer, pressure transmitter, and thermocouples. The
lower portion of closed loop thermosyphon (CLT) is having a vacuum seal valve
for the connection of thermosyphon to vacuum pump and a charging valve for the
connection of the working fluid to the thermosyphon tube. The mechanical vacuum
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pump is used for evacuation of closed-loop and also for removal of non-condensable
gases from the thermosyphon. The closed loop thermosyphon (CLT) is a long carbon
steel pipe with an inner diameter of 32 mm and outer diameter of 42 mm. The
insulation is wrapped around the evaporator for preventing thermal losses. Heat
flux is given to evaporator through plate type heater using a power supply. Amount
of input heat flux is controlled with the help of a controller on the control panel.
The heat removal section (condenser) of the thermosyphon consists of an enclosure
surrounding a plate type heat exchanger. The fan is used for the heat removal from
the condenser section through forced air convection. There is a pressure transmitter
to measure the loop pressure and 20 thermocouples to measure temperatures at 20
different locations. All these thermocouples are connected to the data acquisition
system which is then connected to a personal computer for displaying the data. All
experimental data are recorded and stored in computer system till the steady-state
condition is achieved. Figure 1a shows a schematic diagram of the experimental
setup and Fig. 1b shows the actual set up picture. The abbreviations mentioned in the
Fig. 1 are: PRV: Pressure relief valve, VL: Vapor line length, LL: Liquid line length,
E-1: Evaporator 1 and E-2: Evaporator 2, PC: Personal computer.

Before charging the thermosyphon, gases and air present in a loop are removed by
the vacuum pump to ensure the perfect operation of the thermosyphon. Vacuuming is
down to 0.09 bar (abs). After vacuuming no leakages in the system are ensured. After
evacuation, the loop is charged with working fluid as per the required filling ratio.
After charging, all the valves are closed tightly. The power supply is given to heat
the evaporator section. The heat input is raised gradually to particular heating load.
Fans are started. The evaporator surface temperatures are measured at ten different
locations by thermocouples. The system pressure is measured by using pressure
transmitters at the top portion of the loop. The input and output temperatures of the
air flowing over the condenser plates are measured. The flow rate of the working

(a) Schematic diagram (b) Actual set up

Fig. 1 Experimental setup
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fluid is measured by the ultrasonic flow meter. The air velocity is measured after it
passes over the condenser plates. Temperatures of incoming and outgoing fluid are
measured in the evaporator section as well as in the condenser section for per second,
time interval until the system reaches thermal steady-state condition. The stored data
from PC is used for further analysis. In the calculation of performance parameters,
the steady-state values of temperatures are considered. The data reduction and result
discussions are carried out in the next sections [10, 11].

3 Data Reduction

The data reduction of the experimental data is carried out by calculating perfor-
mance parameters like thermal resistance, evaporative heat transfer coefficient, and
condenser heat transfer coefficient.

The system thermal resistance (k/W) of the thermosyphon is calculated using the
equation:

Rsys = (Te − Tc)

Qe
(1)

Here, evaporator temperature T e is taken as the average of all surface temperatures
of evaporator (T 1 toT 10), and condenser temperatureT c is taken as average of surface
temperatures at condenser inlet and outlet (T 16 and T 17).

The heat transfer capacity of an evaporator section for closed-loop thermosyphon
is determined by the heat transfer coefficient (he) [7].

he = Qavg

Ae × (Te − T v)
(2)

Here, T v is average adiabatic temperature (T 15 and T 16), i.e., vapor temperature
between evaporator and condenser. Ae is the surface area the evaporator.

The heat transfer capacity of the condenser section for closed-loop thermosyphon
is determined by the heat transfer coefficient (hc) which is obtained as [7]:

hc = Qavg

Ac × (Tv − Tc)
(3)

The surface area of the condenser (Ac) is calculated by from the surface area of
the ten condenser plates.
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4 Results and Discussions

Analysis of the closed-loop thermosyphon (CLT) system is carried out to under-
stand the thermal behavior of the thermosyphon system and to calculate performance
parameters such as thermal resistance, evaporative heat transfer coefficient (HTC),
and condenser HTC for different working fluids. In the present work, the closed-loop
thermosyphon (CLT) system is designed and developed to explore its possible appli-
cation in the cooling of huge computational clusters. Assuming that the amount of
heat to be removed is in the range of 0.5–4.00 kW, the system is designed with basic
components such as evaporator, condenser as shown in Fig. 1. The experimentation is
carried out by filling ratio (FR) in the range of 30–80% in the step of 10% at various
heat inputs of 0.5–2 kW with a step of 0.5 kW for each evaporator and adiabatic
length (vapor line length) of 200 mm. The working fluids used for the experimen-
tations are distilled water, acetone, methanol, and ethanol. The comparative study
of these different working fluids is reported in this section. The plots drawn in this
section are representative of the result. Filling ratio 30% and heat input ranging from
0.5 to 2 kW is taken as representative of the results, similar trends may obtained from
the other configuration.

4.1 Thermal Resistance

Thermal resistance is a function of temperature difference between evaporator and
condenser section and heat input. Variation of thermal resistance with heat input
is plotted for different working fluids at the filling ratio (FR) = 0.3 (30%) and
at the adiabatic length of 200 mm as shown in Fig. 2. It is noticed that for all
the working fluids thermal resistance decreases with an increase in heat input. At
smaller heat input thermal resistance is higher as large number liquid molecules in
the evaporator section become obstruction for transfer of heat. It is further noticed
that thermal resistance is higher for the methanol at all the heat inputs and it is
lower for acetone for all heat input except at 2 kW. Thus, acetone is better fluid
comparatively as its thermal resistance is lower within this range of heat input.
The thermo-physical characteristics of methanol are more heat resistive than others
whereas thermo-physical characteristics of acetones are more heat conductive than
other working fluids.

4.2 Evaporative Heat Transfer Coefficient (He)

Evaporative heat transfer coefficient’s (HTC) variation with heat input at FR = 0.3
and at the adiabatic length of 200 mm is shown in Fig. 3. Water shows several orders
of magnitude greater evaporative heat transfer coefficient than other working fluids
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Fig. 2 Thermal resistance (k/W) variation with heat input (kW) at FR = 0.3

Fig. 3 Evaporative HTC (W/m2K) variation with heat input (kW) at FR = 0.3
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and its trend is different than remaining other three fluids. For distilled water, with
the increase in heat input, evaporative heat transfer coefficient decreases slightly,
whereas with the increase in heat input evaporative heat transfer coefficient (HTC)
of acetone, methanol, and ethanol increases. The heat-carrying capacity of water
is higher than other fluids, therefore, water having higher evaporative heat transfer
coefficient than another and also its heat carrying capacity decreases slightly with an
increase in heat input. The saturation point of water is higher; therefore it is having a
higher heat transfer coefficient and also its specific heat decreases with the increase
in heat input. Therefore, its evaporative heat transfer coefficient decreases with the
increase in heat input. The specific heat of low saturation point fluid is lower than
water therefore there heat transfer coefficient is significantly lower than other fluids.

4.3 Condenser Heat Transfer Coefficient (Hc)

Condenser heat transfer coefficient as a function of heat input at FR = 0.3 is shown
in Fig. 4. Water shows a much higher condenser heat transfer coefficient (HTC)
than other working fluids. With the increase in heat input the condenser heat transfer
coefficient increases for all the fluids used in this analysis. Comparatively higher
condenser heat transfer coefficient of the water should allow maximum heat transfer
rate from the condenser than other fluids. Also, it is noticed that condenser heat

Fig. 4 Condenser HTC (W/m2K) variation with heat input (kW) at FR = 0.3
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transfer coefficient is lower than evaporative heat transfer coefficient because film-
wise condensation start from the adiabatic section which leads to decrease in the rate
of heat transfer which further reduces condenser heat transfer coefficient.

5 Conclusions

The effect of different working fluids on the performance of the closed-loop ther-
mosyphon (CLT) system is investigated experimentally. It is noticed that the thermal
resistance decreases with an increase in heat input for all the working fluids used
in this experiment. Its value is minimum for acetone and maximum for methanol.
Evaporative heat transfer coefficient (HTC) decreases with the increase in heat input
for distilled water as a working fluid, but for methanol and ethanol evaporative heat
transfer coefficient (HTC) increases with the increase in heat input. The distilled
water shows much higher evaporative heat transfer coefficient than other working
fluids because it has a higher heat carrying capacity. Condenser HTC increases with
the increase in heat input for all the working fluids. Its value for distilled water is
much higher than other working fluids, whereas ethanol shows comparatively lower
condenser HTC. Also, the condenser heat transfer coefficients are lower than evap-
orative heat transfer coefficients; this is because of film-wise condensation start in
the adiabatic section which leads to decrease in the heat transfer rate.
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Identifying Empirically Important
Variables in IC Engine Operation
Through Redundancy Analysis

Satishchandra Salam and Tikendra Nath Verma

Abstract Computational studies incur engineering costs. While direct numerical
simulations can provide detailed solutions, they cannot deliver quick and convenient
solutions which are pragmatic for industry applications such as fault detection and
diagnosis. But in the study of internal combustion engines, there are no such unified
models that can completely capture the engine operation and hence, computational
methods still are of great value. In this pursuit, an attempt had beenmade in this study
to evaluate the empirical redundancy amongst the engine variables. Using Pearson
correlation coefficient to quantify the linear dependencies among a set of variables,
a representation score was developed to measure how effectively various variables
can represent other variables. With the suggested methodology, those empirically
important variables can be identified and they can be used to develop empirically
reduced models for its possible employment in further computational studies.

Keywords Correlation matrix · Redundancy analysis · Empirical modelling · IC
engine

1 Introduction

Even after almost 150 years of its introduction, the pursuit for engineering solu-
tions of internal combustion engine (ICE) still continues. Essentially, a heat engine
that converts the chemical energy of the fuel to mechanical energy, it funda-
mentally involves controlled combustion of fuel inside the combustion chamber.
Therefore, the process is influenced even by small length and time scales. And as
ICE research evolves, the paradigm has shifted from the fundamental analytical
modelling to phenomenological modelling, and in the last few decades to computa-
tional modelling [5].
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Fig. 1 Illustration of
cost-accuracy trade-off

The success with computational modelling has been largely achieved with
improved computational fluid dynamics (CFD) based methods which can deliver
detailed direct numerical solutions (DNS). By decomposing large real-life systems
into smaller subsystems, analytical models are implemented at the sub-system level
to evaluate the phenomenon associated with the whole system. This has delivered
solutions which are of extreme value, and are even sometimes left as the only feasible
method.

But despite howCFD can deliver those DNS, it incurs large engineering resources
including time and capital. There is a significant trade-off between the cost of the
method and the accuracy of solution it can deliver (Fig. 1). For instance, when all
the combinatorics of all operating conditions are to be considered for the full-scale
simulation of studying technical feasibility of various biofuels as alternative fuel,
CFD-based methods racks up large computational cost which are not feasible for
industry applications. This (therefore) calls for alternativemethods which can deliver
quick and convenient industry feasible solutions for diagnosis and fault detection.

One such possible alternative method could be delivered by what has been pop-
ularly known as ‘data reduction’ in the emerging applications of data science [1,
3]. In this mathematically black-box modelling method, the objective is to identify
the empirical pattern embedded in the observation regardless of what mechanistic
explanation the model can offer. Mathematically, when the number of variables is
greater than the number of equations, multiple sets of solutions can exist. These var-
ious solutions are superfluous and are alternative to one another. While each solution
is unique, the involved variables can accommodate variability amongst a set of the
involved variables. This redundancy when perceived from empirical perspective for
the purpose of black-box modelling is hereby referred to as empirical redundancy.
This can be achieved by sequestrating redundancy from the dataset whose detailed
methodology in the case of ICE operation will be discussed in the following sections.
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2 Methods

Salam and Verma [4] have reported empirical redundancy in the engine responses.
The correlationmatrix reported in this study suggestedmethods to harness the redun-
dancy in the system. Here, using the correlation matrix reported in Salam and Verma
[4] as sample correlation matrix, the following methodology is proposed to evalu-
ate those reported redundancy. The study used inputs of loading, blending and fuel
injection pressure to characterise for performance with specific fuel consumption
(SFC), brake thermal efficiency (BTE), indicated efficiency (IE) and scavenging effi-
ciency (SE); combustionwith exhaust gas temperature (EGT), cylinder peak pressure
(CPP), cylinder peak temperature (CPT), maximum rate of pressure rise (MRPR),
outer mean diameter of injected droplet (Dout) and ignition delay (ID); and emission
with Hartridge smoke unit (HSU), smoke, specific particulate matter (SPM), carbon
dioxide (CO2), oxides of nitrogen (NOx), summary of emission (SoE) and nitrous
oxide (NO2).

2.1 Correlation Matrix

Correlation indicates how strongly a variable is related to another variable. Of differ-
ent indicators of correlation, Pearson correlation coefficient (ρ) is one such indicator
which can quantify the monotonic dependencies among the set of variables. Mathe-
matically, for two matrixes X(a) and Y (b) with means Xa and Yb, respectively, it is
defined as (1):

ρ(a, b) =
∑(

Xa,i − Xa
)(
Yb,i − Yb

)

{∑(
Xa,i − Xa

)2 ∑(
Yb, j − Yb

)2}1/2 (1)

For the empirical analysis of the engine variables, this was performed using the
‘corr’ function available in MATLAB 2016a. These correlation coefficients across
all the variables were presented in Fig. 2. It can be noted that the diagonal cells had
a value of unity since they represent self-correlation.

2.2 Cumulative Histogram

A histogram was prepared for the correlation coefficients with a bin size of 20(=
√
20

× 20, [6]). Since we are interested only in those strongly correlated variables regard-
less of the directionality, the histogram was computed for absolute of the correlation
coefficients. As it was evident from Fig. 3, the correlation coefficients were sparsely
distributed over [0,1]with significant counts towards correlation coefficient of 1. This
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Fig. 2 Correlation matrix of the engine variables

Fig. 3 Histogram of absolute of Pearson correlation coefficients
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was indicative of how several variables were strongly related to each other empiri-
cally. It is to be noted that it had not yet been discussed about how these empirical
dependencies actually manifest into functional mechanistic dependencies.

2.3 Representation Score

To quantify how efficient a variable is in representing a set of redundant variables,
an index hereby referred to as representation score was introduced (2):

Representation score of i th variable = 1

n

∑
(correlation coefficient with i th variable)

(2)

By averaging the correlation coefficients for a variable with all other variables,
representation score provided a basis for comparing how a variable (as compared
with other variables) can effectively represent other variables. Larger the represen-
tation score is, more efficient it is in representing the whole set of variables. Thus,
variables with higher representation score are the more suitable variables to empir-
ically represent the whole system. For this set of variables, the sorted variables in
order of decreasing representation score were presented in Fig. 4.

Fig. 4 Engine variables sorted by representation scores
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2.4 Thresholding

To decide on exactly howmany variables should be picked as representative variables
to substitute for the whole system, this thresholding section is added only to assist
the designer in the decision-making process. While there is the obvious upper limit
of 100% reconstruction accuracy when all the variables are chosen, it entirely rests
on the designer to select a lesser number of variables under the constraint of cost-
accuracy trade-off as discussed earlier.

An alternative here is to maximise the ratio of accuracy to number of variables,
i.e. to get the maximum accuracy out of least number of variables. This can be
mathematically achieved by taking the first derivative of profile of the representation
score ranking as in Fig. 4. A second rate change will help decide the local extremas
of the profile (i.e. either local maxima or minima).

3 Results and Discussion

Figure 4 shows all the engine associated variables sorted in order of empirical impor-
tance. The superficial interpretation would be that variables having highest repre-
sentation score would be the most important variables from empirical perspective.
These variables have the highest linear dependencies with all other variables as
well as amongst all other variables. Consequently, they are the best candidates to
empirically represent other variables.

As discussed on thresholding, the reconstruction accuracy will be affected by
the number of variables chosen for data reconstruction. And as it is unlikely for
the reconstruction accuracy to be directly proportional to the number of variables,
the ‘best’ number of choice under the constraint of cost-accuracy trade-off can be
decided by picking the threshold value which can be decided by the designer.

In closure,while this study analysed the empirical dependencies, incorporating the
functional mechanistic relations amongst the variables was out of scope of the study.
It had not commented on how these empirically identified ‘important’ variables are
influencing the actual ICE operation. This lack of explanationwas inherently because
of why ‘correlation is not causality’ [2], and on how black-boxmodels cannot explain
the cause and effect relationships. Therefore, enough emphasis should be given to
dataset-specific interpretationwith domain knowledge for the proper implementation
of the presented methodology.
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4 Conclusion

The study had presented a systematic methodology to empirically reduce a set of
variables associated with ICE operation. After employing Pearson correlation coef-
ficient to quantify the monotonic dependencies among the engine variables, an index
called representation score had been used to compare how efficiently a variable can
represent the whole system. Such models will help derive quick and convenient
solutions for a large class of industry applications.
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Mixed Convective Heat Transfer
with Surface Radiation in a Vertical
Channel in Presence of Heat Spreader

S. K. Mandal, Arnab Deb and Dipak Sen

Abstract Numerical analysis of mixed convection with surface radiation on a verti-
cal channel is conducted. Five protruding heat sources are mounted on the left wall of
the channel, and copper heat spreader is attached upon each heat source. Governing
equations are solved using SIMPLER algorithm in ANSYS 16.2 software. Results
are presented to depict the effects of parameters like heat spreader width (W s = W
− 2W ), emissivity of heat spreader (εsp = 0.1–0.9) and Reynolds number (Re 250–
750) on the rate of heat transfer by fixing emissivity of heat source and substrate. It is
found that with increasing spreader width and emissivity, heat transfer performance
increases.

Keywords Mixed convection · Surface radiation · Heat spreader

Nomenclature

K Thermal conductivity
ε Emissivity
Fjk View factor from jth element to the kth element of an enclosure
Jk Radiosity of surface k
Jj Radiosity of surface j
Ek Emissive power of surface k

Non-dimensional temperature
θ = T−To

�Tref
,

�Tref Reference temperature difference,
�Tref = q ′′wh

k
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1 Introduction

In enhancing the reliability and to prevent the permanent failure of electronic devices,
thermalmanagement plays an important role. Improved heat generation togetherwith
different levels of electronic packaging creates a great challenge for the researcher.
Each electronic package has heat source with different aspect ratio, which creates
some vortex in the flow field. The rate of heat transfer by convection and radiation
changes with changing the area of heat transfer surface. So, for efficient cooling,
appropriate flow and mechanism of heat transfer must be analyzed, and accordingly,
designmust bemade. As the present work ismixed convectionwith surface radiation,
the significant literature briefly reviewed here. Smith et al. [1] numerically studied the
effect of surface radiation with conjugate free convection considering diverse sizes of
heat-generating component mounted on a printed circuit board. An analytical study
carried out on a vertical cavity by Balaji and Venkateshan [2] on surface radiation
with conjugate free convection considering conducting walls and isothermal bottom,
whereas Bahlaoui et al. studied in a horizontal cavity on mixed convection with
surface radiation. Premachandran and Balaji [3, 4] investigated surface radiation
with combined free-forced convection from vertical and also in horizontal channel
considering four numbers of protruding heat sources. Fahad et al. [5] analytically
investigated the influence of surface radiation of a transparent gas between two asym-
metrically heated vertical plates. Flow is considered to be laminar mixed convective
and developing. Siddiqa et al. [6] numerically investigated on free convection in a
vertically heated wavy surface. Investigation on natural convection with surface radi-
ation in a vertical channel with copper heat source array which simulating electronic
package performed both analytically and experimentally by Sarper et al. in 2018 [7].
Heat spreader also can be used to enhance the heat transfer from electronic devices.
It also provides mechanical support to the devices to prevent physical damage during
testing and handling.

2 Problem Description

The schematic diagramof a rectangular vertical channelwith five identical protruding
heat sources and rectangular heat spreader pasted upon each heat source is shown
in Fig. 1. Five protruding heat sources are located at the right wall of the channel
maintaining spacing ‘d’ with successive heat source. Channel has a length ‘L’ and
a width ‘H.’ Every heat source has a width ‘w’ and height ‘h.’ Each heat spreader
has a width ‘W s.’ Left face of the first heat source maintains a distance ‘L1’ from
the entrance plane. Right face of the 5th heat source is positioned at a distance ‘L2’
before the outlet plane. The inlet fluid (air) temperature is assumed to be at 27 °C and
non-participating media. Each heat source with volumetric heat generating capacity
of 100,000 W/m3 is chosen in the present case. Fluid properties are supposed to be
constant.
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Fig. 1 Schematic diagram
of the problem

3 Governing Equations and Boundary Conditions

The governing equations for a 2D, steady, incompressible, laminar flow are given as
follows:

∂U

∂X
+ ∂V

∂Y
= 0 (1)

U
∂U

∂X
+ V

∂U

∂Y
= −∂P

∂X
+ 1

Re
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∂2U
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Pressure outlet and velocity inlet boundary conditions are applied at the channel
entrance and channel exit, respectively. No-slip boundary conditions are used at all
surfaces. Surface-to-surface radiation model used assuming all interior surfaces are
to be diffuse, opaque and gray. The surface-to-surface radiation model equations are
given below

Jk = Ek + ρk
n∑
j=1

Fkj J j (5)

Coupled boundary condition was used at wall-to-wall and wall-to-fluid bound-
aries. Emissivity of channel walls considered 0.9. Copper heat spreader emissivity
varied from 0.1 to 0.9.

4 Grid Independence Test and Validation

The grid independency test is performed for Re = 250, heat generation rate (qv)
equal to 1 × 105 W/m3 considering nonuniform grid throughout the domain. Result
of grid independence test is shown in Table no. 1. It is found that the change in non-
dimensional maximum temperature is less than 1% when number of nodes changes
from 1,36,880 to 1,87,671. So, for present study, 136880 nodes are used.

In order to authenticate the present work, it was compared with the work of
Premachandran and Balaji [4] maintaining identical test field and parameter used by
them. The difference in result lies in less than 2% which has shown in Table no. 2.
The present results show a good agreement with the literature.

Table 1 Grid independence test

S. no. Nodes Maximum non-dimensional temperature Percentage of change (%)

1 69,687 0.16627 –

2 100,941 0.15468 6.9

3 161,265 0.14648 5.3

4 216,279 0.14517 0.89

Table 2 Validation

Emissivity Reynolds number θmax as per
Premachandra and
Balaji [4]

θmax as per present
work

εp = 0.3, εs = 0.55 250 0.11373 0.11355

500 0.09612 0.094886

750 0.085512 0.08434
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5 Results and Discussions

The study has been carried out for various heat spreader width (W, 1.5 W and 2 W),
emissivity (0.1 to 0.9) in the channel with respect to various Reynolds number (Re
= 250, 500 and 750) to create sufficient data of non-dimensional temperature (θ ).
An isotropic conduction was considered in channel walls and heat spreader.

5.1 Streamline and Temperature Contour

The flow field configuration is characterized by using streamline with uniform profile
of temperature and uniform velocity of the fluid thrust within the channel. Tempera-
ture contour and streamline are shown in Figs. 2 and 3, respectively. Figure 2 shows
that temperature of the first heat source is much lower than other as because cold
air first came in contact with the first heat source. Maximum temperature arises at
penultimate heat source as large circulation beyond last heat source carries away

Fig. 2 Temperature contour for W s = 1.5 W, εc = 0.5, εsp = 0.5. a Re = 250, b Re = 500 and
c Re = 750
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Fig. 3 Streamline for W s = 1.5 W, εc = 0.5, εsp = 0.5. a Re = 250, b Re = 500 and c Re = 750

heat to the core flow as shown in Fig. 3. As Reynolds number increases, circula-
tion strength also increases. As the first heat source temperature is lowest compared
to other, radiative heat transfer is insignificant compared to the rest. Heat source
mounted on right wall substrate which carries heat by conduction, and its temper-
ature increases which again involved in radiation. Left wall substrate temperature
increases due to the radiative interaction with heat source and right wall substrate. A
thermal boundary layer was developed over left wall substrate due to radiation. With
increasing Reynolds number, thickness of that layer decreases.

5.2 Influence of Heat Spreader

Heat spreader creates an additional heat surface area like extended surface. When-
ever heat spreader attached with heat source, heat transfer takes place from heat
source to heat spreader by conduction, and temperature of heat source decreases.
So, it is important to check the influence of heat spreader on overall heat transfer
within the channel. Figure 4a shows that, after introducing heat spreader over the heat
source, non-dimensional maximum temperature (θm) within the channel decreases.



Mixed Convective Heat Transfer with Surface Radiation … 59

Fig. 4 Graphs a variation of non-dimensional maximum temperature with Re for different spreader
width at εc = 0.5, εsp = 0.5, b variation of non-dimensional maximum temperature with Re for
different spreader emissivity at εc = 0.5

For spreader width of W, 1.5 W and 2 W, θm decreases by 6%, 9% and 12%, respec-
tively, at Re 250 with comparison to without spreader. Temperature distribution for
different spreader width at Re 250 is shown in Fig. 5. Figure 4b depicts that when

Fig. 5 Temperature distribution at Re = 250 for a without spreader, b W s = W, c W s = 1.5 W,
d W s = 2 W
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Fig. 6 Temperature distribution for Re = 250. a εsp = 0.1, b ε = 0.5 and c εsp = 0

heat spreader emissivity, εsp, varies from 0.1 to 0.9, non-dimensional maximum
temperature decreases by 20, 18 and 16.5% at Re = 250, 500 and 750, respectively,
and as with increasing emissivity, radiative interaction between surfaces increases.
Temperature distribution for different emissivity is shown in Fig. 6.

6 Conclusions

Based on numerical study in a vertical channel, the following conclusions are found

• With increasing Reynolds number, maximum non-dimensional temperature
decreases, and radiation heat transfer decreases.

• As heat spreader width increases from W to 2 W, non-dimensional maximum
temperature decreases by 6–12% in comparison with the value obtained without
spreader.

• As the emissivity of the heat spreader increases from 0.1 to 0.9, maximum non-
dimensional temperature decreases by 20% at Re = 250.
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Experimental Analysis on Thermal
Performance of a Solar Air Heater
at Different Angular Positions

Sk. A. Rahaman, T. Eswar, S. J. Reddy and M. Mohan Jagadeesh Kumar

Abstract Heat transfer enhancement and hence performance of solar air heaters can
be improved by absorbing maximum amount of solar insolation. Absorption rate in
solar air heater is increased when it is oriented all the time in perpendicular direction
to solar insolation. Hence, inclination of solar air heater along with other geometrical
and operating parameters plays an important role to decide its thermal performance.
In the present work, a double-pass packed bed solar air heater is experimentally tested
to know the effect of its inclination to solar insolation on its thermal performance.
Experiments are conducted at different mass flow rate of air in the range of 0.038–
0.0508 kg/s and at different inclination of solar air heater in the range of 5°–25° to the
horizontal surface. It was found that efficiency of solar air heater is lower at 5° and
10° inclinations for all mass flow rates of air. Efficiency increased and reaches to its
maximum value for 15° and 20° inclinations of the solar air heater, and it decreases
with further increase in inclination to 25° at all mass flow rates of air.

Keywords Solar air heater · Heat transfer · Thermal performance · Convection

1 Introduction

Solar air heaters (SAHs) can be integrated with many industrial applications like
preheaters in boiler furnaces, moisture removal from agricultural products, paper and
pulp, space heating and cooling, supply process heat in sugar industries, etc. Solar
air heater is a heat exchanger which converts solar energy into heat and transfers the
same to air passing over its absorber plate. Thermal performance of SAHs can be
improved passively by providing artificial ribs on its absorber plate Rajaseenivasan
et al. [1], Mahmood et al. [2], Lakshmi et al. [3], Varun et al. [4], Varshney and Saini
[5], packed beds Mahmood et al. [2], Lakshmi et al. [3], Mittal and Varshney [6],
Prasad and Saini [7], Lalji et al. [8], Naphon [9], Lal Singh et al. [10], Dhiman et al.
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[11], Verma and Varshney [12], Sopian et al. [13], Thakur et al. [14], Paul et al. [15],
Ho et al. [16] and attaching thermal storage units either with sensible or latent heat
storage materials Lakshmi et al. [3], Fath [17], Enibe [18], Aboul-Enein et al. [19],
Alkilani et al. [20]. Comprehensive review on performance analysis of SAHs with
thermal energy storage units is given in Jose and Philip [21] and Kinga and Krzysztof
[22].

Rajaseenivasan et al. [1] conducted experiments for Re in the range of 6000–
12,000 to study the nature of SAH with circular and V-type turbulators attached
on absorber plate. Experiment results revealed that the SAH efficiency increases
with Reynolds number and number of turbulators in absorber plate. Mahmood et al.
[2] investigated single and double-pass SAHs with transverse fins and a packed wire
mesh. The results indicated that thermal efficiency increases with increase in air flow
rate. Lakshmi et al. [3] conducted experiments on a trapezoidal corrugated SAHwith
gravel placed below the absorber plate sensible as heat storage material. The average
daily thermal efficiency of flat plate SAH is improved from 8.5 to 12.2%when trape-
zoidal corrugations are provided on its absorber plate. It improved to 36.6% when
sensible heat storage material is used in SAH. Varun et al. [4] conducted experi-
ments on SAH with inclined as well as transverse ribs on its absorber plate for Re
in the range of 2000–14,000, relative roughness pitch between 3 and 8 and relative
roughness height equal to 0.030. Best performance of the SAH was observed for
absorber plate having ribs with relative roughness pitch of 8. Varshney and Saini
[5] carried experimental investigations on SAH for fully developed turbulent flow
conditions. Absorber plate was provided with protrusion wires of small in diameter.
It was observed that due to increase in the roughness pitch, there is decrease in the
rate of heat transfer and friction factor as well. It was also found that the increase in
relative roughness height decreases the rate of heat transfer enhancement. Mittal and
Varshney [6], Prasad and Saini [7] analytically investigated thermo-hydraulic perfor-
mance of a wire mesh-packed SAHwith a mathematic model. Thermal performance
of SAH is governed by the porosity of the bed and is also a function of the geometrical
parameters of the matrix. Lalji et al. [8] have done experimental and thermal exergy
evaluation of packed bed SAH. It was concluded from their results that packed bed
SAHwith lower porosity performs better than packed bed SAHwith higher porosity
due to greater turbulence. Naphon [9] developed a mathematical model to predict
effect of porosity and thermal conductivity of packed bed on thermal performance of
the double-pass flat plate SAH. Lal Singh et al. [10] performed experimental analysis
to know the thermal performance of the packed bed solar heat storage system under
varying solar and ambient conditions in different months. The study indicated that
temperature gain in the packed bed was significantly affected with the input solar
insolation. Dhiman et al. [11] investigated the effect of air mass flow rates and bed
porosity on the thermal and thermo-hydraulic efficiencies of counter and parallel
flow packed bed SAHs. The results showed that the thermal efficiency of the counter
flow packed bed SAH is 11–17% more compared to the parallel flow packed bed
SAH. Verma and Varshney [12], Sopian et al. [13] have performed investigations
on wire screen matrix packed SAH. Comparative study between SAHs with high
and low porosity matrices indicates that the efficiency of SAH improves by 26%
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with highly porous packed bed compared to packed bed with lower porosity. Thakur
et al. [14] conducted experiments on a low porosity packed bed SAH covering a
wide range of geometrical parameters of wire screen diameter 0.795–1.40 mm, pitch
2.50–3.19 mm and number of layers from 5 to 12. Paul et al. [15] conducted theo-
retical analysis and developed a programming code in C to optimize parameters of
packed bed used in SAHs. Ho et al. [16] have performed experiment on wire mesh-
packed double-pass SAH with external recycle. It was found that double-pass SAH
with external recycle gives better heat transfer rates and thermal efficiency. Hassan
[17] conducted experiments on a plane SAH with built-in thermal energy storage
system. Use of sand as storage material improved daily average efficiency of SAH
to 59%. Absorber plate with corrugated set of tubes filled with a PCM increased
SAH daily average efficiency to 63.35%with an air outlet temperature 5 °C above its
corresponding inlet value. Enibe [18] experimentally tested a single-glazed flat plate
SAH with natural convection of air under daytime no-load conditions at Nigeria,
over an ambient temperature range of 19–41 °C and a daily global irradiation range
of 4.9–19.9 MJ/m2. Paraffin wax equally spaced on the absorber plate in modules
is used as a storage material. It was found that the maximum predicted cumulative
useful and overall efficiencies of SAH are within the ranges 2.5–13% and 7.5–18%,
respectively. Aboul–Enein et al. [19] developed a mathematical model to study the
effect of geometrical dimensions of collector and spacing between absorber plate
and glass cover on temperature rise across SAH. Mahmud Alkilani et al. [20] pre-
sented complete literature on recent advances in SAHs with thermal storage units.
Murali and Mohan [23] numerically investigated the effect of artificial ribs on the
performance of SAH. It is found that modified-arc ribs improved the performance
of SAH. Lakshmit and Mohan [24] suggested that SAHs could be used in jaggery
making units by providing hot air to preheat the sugarcane juice.

It is found from the literature that studies on the effect of inclination of SAH
on its thermal performance are limited. Hence, in the present work, experiments
are conducted on SAH with different mass flow rates of air in a range of 0.038–
0.0501 kg/s and at different inclinations of the solar air heater in a range of 5°–25°
towards solar insolation.

2 Experimental Setup and Procedure

A double-pass packed bed SAH present at the rooftop of mechanical engineering
department, GVP College of Engineering (A), Vizag, is used to conduct the experi-
ments. Experimental setup used in the present work is shown in Fig. 1. Dimensions
of SAH are given in Table 1, and various equipments used in experiment along with
their specifications are given in Table 2. Experiments are conducted for twenty con-
tinuous days between 11 am to 1 pm every day. SAH is fixed at different inclinations
in the range of 5°–25° to the horizontal, and variable speed blower is operated to
supply air at different mass flow rates in the range of 0.038–0.0508 kg/s. On first
day of the experiment, SAH is fixed at 15° inclination, and blower is operated to
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Fig. 1 Experimental setup

Solar air heater

Food chamber

Air Blower
Temperature indicator

Table 1 Dimensions of solar
air heater

Part Specification

Upper channel 120 cm × 80 cm × 10 cm

Aspect ratio 8 as per ASHRAE standards

Glass Thickness 0.5 cm
9600 cm2 surface area

Packed bed 3 cm thick Mild Steel chips

Absorber plate GI sheet of 0.4 cm thickness

Insulation 2 cm thick polystyrene

Absorber coating Blackboard paint

Table 2 Equipement used
for the experiment with
specifications

Equipment Specification

Air blower Variable speed motor with 0.74 hp

Temperature indicator Digiqual 12 channel

Thermocouples J-type (10 in number)

Solar power metre WACO TM-206 model

supply air at a mass flow rate of 0.038 kg/s. Thermocouples are attached at various
locations in the experimental setup, and temperatures are observed at regular time
interval between 11 am and 1 pm. Temperature of air at SAH inlet (T 1), packed
bed (T 2, T 3), absorber plate (T 4, T 5), upper glass (T 6) and air at SAH exit (T 7) is
manually recorded. Solar insolation (I) is measured with solar metre by placing it
perpendicular to the upper glass. Experiment is repeated on 2nd, 3rd and 4th day
of the experiment with same inclination of SAH and mass flow rate of air equal
to 0.041 kg/s, 0.047 kg/s and 0.0508 kg/s, respectively. After that, experiments are
repeated at 10°, 15°, 20° and 25° inclinations of SAH and at different mass flow rates
of air in the range of 0.038–0.0508 kg/s.
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2.1 Mathematic Modelling

Thermal efficiency of SAH (η) is defined as the ratio of useful amount of heat
absorbed by air (Qu) to total amount of radiation incident on SAH (Qi). Average
values of air temperature at SAH exit and inlet are used to findQu. Similarly, average
value of solar radiation incident within a time period between 11 am and 1 pm is
used to calculate Qi. Expressions for Qu and Qi are given in Eqs. (1) and (2).

Qu = mCp(T7 − T1) (1)

Qi = I A (2)

η = Qu

Qi
= mCp(T7 − T1)

I A
(3)

In Eqs. (1)–(3), m is the mass flow rate of air in kg/s, Cp is the specific heat of air
in J/kg K, and A is the collector surface area in m2.

3 Results and Discussion

Values of Qu, Qi and η are calculated using Eqs. (1)–(3). At 15° inclination of SAH
and mass flow rate of air equal to 0.041 kg/s, variation of temperatures at various
locations in SAH and solar intensity with time is shown in Fig. 2. As absorber
plate is coated with black paint and placed almost perpendicular to the direction of
insolation, it absorbs maximum solar radiation and converts it into heat. As a result,
its temperature is higher compared to any location in the experimental setup. Out of
total heat available at the absorber plate, a fraction is transferred by convection to the
air moving over its top and bottom surfaces, a fraction is lost by conduction through
walls, a fraction is lost by convection to the lower glass, and remaining is stored in
the packed bed. Hence, at any given instant of time, temperatures of packed bed and
glass are higher than air temperature at SAH inlet. Air absorbs heat from packed bed
and absorber plate and leaves SAH at temperature higher than its value at SAH inlet
but lower than the absorber plate temperature. Similar trends of temperatures with
time are observed for other mass flow rates of air and inclinations of SAH.

It is observed that solar intensity gradually increases between 11 am and 12 noon
reaches to a maximum value at 12 noon and thereafter decreases up to 1 pm. Average
values of air temperature at SAH exit (T 7) are calculated from the observations, and
its variation with inclination of SAH for different mass flow rates of air is shown in
Fig. 3. Thereafter, it decreases with increase in inclination of SAH for all mass flow
rates of air. In SAHs, heat transfer conversion rates are maximum when the solar
radiation incident at perpendicular, i.e. 90° to the absorber plate. Solar radiation
is perpendicular to the absorber plate throughout the day when SAH is inclined at
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Fig. 2 Variation of temperatures and solar intensity with time

Fig. 3 Variation of air
temperature at SAH exit with
inclination of SAH

5
36

38

40

42

44

46

A
ir 

te
m

pe
ra

tu
re

 a
t S

A
H

 e
xi

t(
o C

)

Inclination of SAH (degree)

 M1

 M2

 M3

 M4

10 15 20 25



Experimental Analysis on Thermal Performance … 69

Fig. 4 Variation of
efficiency of SAH with
inclination of SAH
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15° to 20° to the horizontal. Hence, it is observed from Fig. 3 that T 7 is small at
lower inclinations of SAH at all mass flow rates of air. It increases with increase in
inclination of SAH and reaches maximum for inclinations in between 15° and 20°.
Efficiency of SAH is calculated with average values of air temperature at SAH inlet
and exit, and its variation with SAH inclination for different mass flow rates of air
is shown in Fig. 4. In Figs. 3 and 4,M1,M2,M3 andM4 correspond to mass flow of
air equal to 0.038 kg/s, 0.041 kg/s, 0.047 kg/s and 0.0508 kg/s, respectively.

It is observed that variation in efficiency of SAH with inclination of SAH at
different mass flow rates of air shows similar trends as air temperature at SAH exit in
Fig. 3. Efficiency of SAH is higher at lowermass flow rates of air for lower inclination
of SAH with horizontal. Efficiency increases with increase in SAH inclination and
mass flow rate of air.Highermass flow rates up to a limit ofM3=0.047 kg/s efficiency
increase due to increase in heat transfer coefficients by convection. Further increase
inmass flow rates reduces the contact period of air with the absorber plate, and hence,
heat transfer coefficients decrease resulting in reduction in SAH efficiency.

4 Conclusion

Experiments are conducted to know the effect of inclination of double-pass packed
bed solar air heater (SAH) on its thermal performance at different values of mass
flow rate of air. It is found that air temperature at SAH exit and efficiency of SAH is
strong function of inclination of SAH. Efficiency and air exit temperature are lower
for small inclination of SAH. They increase with increase in inclination and reach
maximum values when the inclination is in between 15° and 20°. Thereafter, these
values are observed to be decreasing with further increase in inclination of SAH.
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Surface Pressure Characteristics
over Indian Train Engine

K. Vivek, B. Ashok Kumar, Karthick Dhileep , S. Arunvinthan
and S. Nadaraja Pillai

Abstract In the present study, the surface pressure distribution of an Indian train
engine was experimentally investigated. A scaled model of the engine was tested at
different Reynolds numbers ranging from 3.22 × 104 to 14.49 × 104. The variation
of aerodynamic drag and pressure distribution with Reynolds number were studied.
The results show that the pressure distribution is not significantly affected with the
Reynolds number and a maximum coefficient of drag of 0.6005 is obtained at a
Reynolds number of 6.44 × 104. The mean drag was also calculated for further
understanding of drag characteristic of the engine model.

Keywords Surface pressure characteristics · Indian train · Drag characteristics

1 Introduction

Trains are the most preferred mode of transport in India ferrying about 23.07 million
passengers per day with around 12,617 trains per day [1]. This accounts for around
2% of the total population taking the train every day to commute. Improved railway
network and accessibility have increased the patronage for trains over the years.
To accommodate the surge in rail passengers, it is, therefore, deemed necessary
to increase railway services to meet the demand. This, in turn, increases the energy
demand for traction of these trains. Hence, it is of prime importance to reduce energy
demands to avert the energy crisis prevalent in developing countries. The drag force
experienced by a train significantly contributes to its total energy expenditure. With
the increase in speed of high-speed trains, the aerodynamic drag force increases thus
leading to higher energy consumption [2]. Drag reduction of heavy vehicles is an
important area of research as it varies monotonically with the fuel consumption of
the vehicle [3]. The effect of the Reynolds number on the aerodynamic forces and
pressure distribution of trains were investigated experimentally by Niu et al [4]. It
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was found that there was a significant effect of Reynolds number on the pressure
coefficient. An experimental study by Choi & Kim [5] investigated the influence of
the frontal shape of a train and itwas established that a drag reduction of up to 50%can
be acheived by altering its shape. The unsteady aerodynamics of high-speed trains has
been an important area of interest for a long time. Experiments have confirmed that
small-scale experimental techniques provide reliable drag characteristics of high-
speed trains [6].

India is projected to have the largest railway network, but studies on the Indian
trains are found to be limited. With extensive efforts being taken to reduce the travel
time of trains by increasing the speed of the train, it is of utmost importance to
study the aerodynamic characteristics of Indian trains to put forth possible design
modification for an energy efficient train. The careful optimization of the nose and
tail design can possibly reduce the effect of the pressure drag [7]. The aim of this
research is to study the surface pressure distribution of the Indian train engine and
associated aerodynamic drag.

2 Experimental Methodology

2.1 Wind Tunnel

The experimental investigation was carried out in a low-speed subsonic wind tunnel
(Fig. 1) at the Aerodynamics Laboratory of SASTRA Deemed University. The cross
section of the open-circuit suction type wind tunnel is 300 × 300 mm and spans a
length of 1500 mm. The flow speed in the test section can vary up to a maximum of
60 m/s and the free-stream turbulence intensity is nearly 0.51%.

WIND 
DIRECTION

FAN

Wind Tunnel Test Section

MPS 4264 
SCANNER

WORKSTATION

Fig. 1 Low-speed subsonic wind tunnel
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Fig. 2 The engine model and the location of pressure ports (distance between ports in cm)

2.2 Model and Instrument

WAP-7 engine was the chosen model for the tests. The schematic diagram of the
model is shown in Fig. 2. A 1:60 scale model was designed and was fabricated by
3-D printing using polylactic acid with a resolution of 100 µ. A total of 42 pressure
ports were made on the test model out of which only 15 were utilized for the current
test. Since the test focuses on measuring the pressure drag, 12 of the pressure ports
were arranged on the front and rear part of the model each at a distance of 1 cm
from the previous one as shown in Fig. 2. The pressure ports were pneumatically
connected to a simultaneous pressure scanner to obtain the surface pressure over the
test model.

The model was mounted in the test section of the wind tunnel by a clamp in such
a way that it does not hinder the airflow. A 64-channel miniature pressure scanner
(MPS 4264) (Fig. 1) of Scanivalve make was used to obtain the simultaneous surface
pressure measurements from the model. The sampling frequency had been set at
700 Hz. The number of pressure data collected at each channel was 10,000.

2.3 Calculation

The pressure distribution over the test model is understood by calculating the corre-
sponding values of the coefficient of pressure at each pressure portwhich is calculated
as given in Eq. (1). Drag over the test model is quantified in terms of coefficient of
drag as given in Eq. (2).

Cp = Pi − P∞
0.5ρv2

(1)

Cd =
n∑

i=1

Cpisi cos θi (2)

where ‘Cp’ is the coefficient of pressure, ‘v’ is the free-stream velocity, ‘Cd’ is the
drag coefficient, ‘si’ is the distance between two pressure ports, ‘θ i’ is the angle of
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Fig. 3 Schematic
representation of pressure
ports

the ports (Fig. 3) , ‘ρ’ is the density of free-stream air, and (Pi − P∞) is the pressure
difference measured by the pressure scanner. The Reynolds number is calculated by
considering the height of the model as the characteristic length.

3 Results and Discussion

3.1 Pressure Distribution

The surface pressure distribution of the WAP-7 test engine model at different
Reynolds number is as shown in Fig. 4. The pressure distribution in the front part of
themodel (port numbers 1–5) is seen to be relatively higher with pressure coefficients
(Cp) in the range of 0.2–0.8. This range of pressure coefficients is higher than that
observed at the rear part of the model. This effect is due to the fact that the frontal
region obstructs and slows down the incoming flow, resulting in a high-pressure
region [8].

Fig. 4 Surface pressure distribution of the WAP-7 engine model at various Reynolds numbers
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A sharp change in the value of pressure coefficient is observed from port 5 to port
6 where pressure coefficient drops fromCp = 0.3075 toCp = −0.2423. Pressure port
6 exhibits the highest negative pressure coefficient which can be attributed to the
sharp change in the geometry at the top of the frontal part of the test model. A sharp
change in the geometry leads to a sudden drop in the value of pressure coefficient
[3] and this drop is attributed to flow separation [9]. Hence, the change in geometry
in the frontal region of the engine results in the onset of an adverse pressure gradient
causing the flow to separate.

The trend observed in Cp plot after the pressure port 6 is possibly due to the flow
reattachment on the flat upper surface of the test model. As a result, the pressure
at ports 7 and 8 gradually approaches the ambient free-stream pressure. A step-like
geometry on the rear side of the upper surface is responsible for the significant surge
in pressure observed at port 9.

The ports 11–15 are present on the rear side of the train model. The lower pressure
on the rear side is indicative of a wake region. The pressure coefficients observed
at the rear part of the train show that the flow again separates in close proximity
to the port 13 [9]. Cp in the rear part is found to be in the range of [−0.0836, −
0.133]. On observation of the Cp distribution on the front and the rear part of the
model, it is understood that there is an overall pressure difference between them. The
differential pressure between the front and rear part of the model is responsible for
the development of pressure drag on the model.

The pressure distribution of 15 ports at a velocity of 25 m/s along with the max-
imum and minimum pressure coefficient values (Max Cp and Min Cp) is as shown
in Fig. 5. The figure conveys that there has not been any abrupt fluctuation in the Cp

values encountered during the experiment.

Fig. 5 Maximum, minimum, and mean pressure coefficient across the length of the model at Re =
6.44 × 104
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Fig. 6 Variation of Cd with respect to Reynolds number

3.2 Drag Coefficient

The present study is limited to aerodynamic drag characteristics that arise due to
pressure distribution over the engine. The pressure drag is the most dominant of the
total drag observed for a bluff body [10]. Figure 6 shows the variation of the drag
coefficient as a function of Reynolds number. From the figure, it can be inferred that
there is no significant change in the coefficient of drag (Cd) with the increase in the
Reynolds number. Themean drag over the range of Reynolds numbers was found out
to be 0.5897. Initially, the WAP-7 test engine configuration had a drag coefficient of
0.5832 at a Reynolds number of 3.22 × 104 and 0.5882 at Reynolds number of 4.83
× 104. At Reynolds number= 6.44× 104, the drag coefficient reaches the maximum
value ofCd = 0.6005which is nearly 1.83%greater than themean. Following that, the
drag coefficient starts reducing until Reynolds number = 11.27 × 104. At Reynolds
number= 12.88× 104, the drag coefficient (Cd) undergoes a small increase and then
settles down invariably. The drag coefficient (Cd) was found to vary negligibly in the
range of Reynolds number 11.27 × 104 to 14.49 × 104. From these results, it has
been identified that the variation of drag coefficient (Cd) with respect to Reynolds
number (Re) is almost consistent with a maximum deviation of 1.83% from the mean
drag obtained at Reynolds number = 6.44 × 104.

The reasons for the independence of the drag coefficient with Reynolds number
has to be analyzed by further investigation of the flow field over the test model.

4 Conclusion

Experimental wind tunnel tests were conducted on a model of an Indian railway
engine of WAP-7 type. The primary objective of this experimental investigation was
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to analyze surface pressure distribution and drag characteristics of the Indian train
engine. The following conclusions are arrived at from the series of tests performed
at eight different Reynolds number ranging from 3.22 × 104 to 14.49 × 104.

1. The surface pressure distribution on the test model of WAP 7 engine is found to
have minimal variations with a change in Reynolds number.

2. The highest value of the coefficient of pressure drag is Cd = 0.6005 which is
observed at an air velocity of 20 m/s (Re = 6.44 × 104).

3. The overall variation of pressure drag with respect to Reynolds number is found
to be minimal. The maximum deviation of 1.83% from the mean pressure drag
is reported at a velocity of 20 m/s (Re = 6.44 × 104).

4. The mean drag coefficient is observed to be Cd = 0.5897 over the range of
Reynolds numbers in which the experiment had been conducted.

The underlying flow phenomenon is to be further examined to arrive at a compre-
hensive understanding of the drag mechanism. The Cd could be further reduced by
optimizing the geometry of the nose of the engine.
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Exergy Modelling of a Coal-Fired MHD
Power Plant

Prabin Haloi and Tapan Kumar Gogoi

Abstract Energy quality can be best measured through the application of the proven
method of exergy analysis. Exergy analysis of thermal systems provides a better way
to determine the deficient sub-components and also estimate the amount of losses
that occurred in such components. The present work models a coal-fired open-cycle
Magneto-hydrodynamics (MHD) power generation system in terms of exergy anal-
ysis. The exergy analysis is carried out side-to-side energy analysis in order to deter-
mine the componentswithmajor energy losses and exergydestruction in themodelled
plant. It is observed that the nozzle has the maximum energy losses as well as exergy
destruction followed by the generator. Energy losses for the compressor, combus-
tor, air preheater, seed recovery unit, sulphur removal unit and the stack showed a
higher value of energy losses in comparison to that of exergy destruction values in
these components. From the exergy point, it has been found that the components that
require most improvement ar×e the nozzle and the generator.

Keywords Magneto-hydrodynamics · Energy loss · Exergy · Exergy destruction

Nomenclature

ξ 0,ch Chemical exergy of dry coal (kJ/kg)
NCV Net calorific value (kJ/kg)
∅dry Ratio of chemical exergy to NCV (dimensionless)
HHV Higher heating value (MJ/kg)
T (K) Temperature (K)
ṁ Mass flow rate (kg/s)
p Pressure (bar)
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Q̇cv Heat input to control volume (kJ/kg)
Ẇcv Work done (kJ/kg)
Q̇z Instantaneous heat (kJ/kg)
ε̇ Specific exergy rate (kJ/kg)
ξ̇w Exergy rate of work (MW)
Ėloss Energy loss rate (MW)
R Universal gas constant (kJ/kmol K)
s Absolute entropy (kJ/kmol K)
s̄0k Standard entropy of formation of the k-th element (kJ/kmol K)

1 Introduction

Thermal system analysis is one of the crucial parts in estimating the overall perfor-
mance of a thermal plant. In any thermal system, various losses may incur leading
to a less efficient system with a low output. It is thereby necessitated to undertake
certain analysis in order to estimate the cause and location of such losses and consider
suitable preventive measures to minimize the deficiencies. Analysis based on the first
law of thermodynamics also called the energy analysis alone if carried out fails to
rightly predict the correct scenario of energy utilization as have been mentioned in
various literature on thermodynamics [9, 14]. On the other hand, the exergy analysis
as reported by different authors is a better approach to find the quality of energy
by rightly pointing to the amount, causes and location of losses within a system or
in system components. Going beyond exergy, there are other major contributions
that are found towards more advanced method for exergy analysis through splitting
of exergy destruction [11, 13] and exergo-economic analysis which also takes into
account the related cost. Contributions in understanding the basics of exergy and
exergy analysis of thermal systems [8, 12, 14] have been lucidly described. Exergy
or availability is the maximum theoretical work that can be extracted from an energy
system when a system or its components are brought to equilibrium with its envi-
ronment while considering only heat transfer as the mode of interaction with the
environment. Exergy analysis measures both the physical and chemical components
of exergy taking into account the restricted dead state and the dead state [14] and
accordingly termed them as thermo-mechanical and chemical exergies. While con-
sidering exergy, the chemical exergy of elements and the effects of preheating [8, 10]
are well illustrated. Though there are innumerable contributions towards the exergy
and advanced exergy analysis of thermal systems, the same for an MHD-based plant
has not been elaborated. For MHD plant analysis, works on varied aspects have been
reported in the literature and a number of published contributions can be found.

Performance analysis of MHD-based integrated systems has achieved a higher
efficiency [1] when syngas is used instead of direct coal combustion. Supersonic
inlet has been considered to obtain optimum power extraction [2] where the critical
interaction parameters remain passive at the exit of MHD generator. MHD power
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Fig. 1 Schematic of the MHD power generation system

systemhas been analysed, and the processes involved inMHDpower generationwere
discussed [3]. Enhancement in power generation using MHD system [4] has been
reported. Performance analysis of MHD power cycles at maximum power density
increases MHD cycle efficiency [5]. Performance and stability of MHD generator
under the effect of ionized seed plasma [6] have been studied considering varied
seed fractions. The nozzle efficiency is found to be almost independent of either the
area ratio or Mach number at nozzle exit. The maximum voltage and power increase
with the increase in area ratio [7]. Analysis of the preheating of combustion reactants
reduces chemical energy uses and improves scope for increasing lean fuel in gaseous
fuel mixture [8]. Although a large number of contributions towards the development
of MHD power generation system are available, the exergy approach to MHD is still
underdeveloped.

The present work considers an MHD power generation system using the exergy
method of analysis. A Magneto-hydrodynamics power generation system works on
the principle of Faraday’s laws of electro-magnetic induction. An MHD system has
the advantages of direct conversion of heat to electricity with the added advantages
of absence of rotational parts, higher temperature ranges, low emission of SOx,
NOx, higher conversion efficiency and moreover the conventional and other non-
conventional power generation systems. An MHD power system operates in either
an open-cycle or a closed-cycle mode. In an open-cycle system, the combustion of
fossil fuels in the presence of seed at a very high temperature results in ionized
product which is then fed at a high velocity to the generator subjected to a strong
magnetic field applied transversely. A closed-cycle MHD uses a compressed seeded
noble gas which is recirculated.
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2 Combustion Analysis

The fuel for analysis is coal fromcoal fields ofAssamwith average (%wt): C—75.59,
H—5.8, S—2.825, O—14.89, N—1.47, A—6.8, M = 6.0, VM = 47% on an as-
received basis. With air molar analysis (%) [14]: N2 = 77.48, O2 = 20.59,CO2 =
0.03, H2O = 1.9, the combustion reaction equation of coal with air is given as

f (aC + bH + cO + dN + eS)

+ (0.7748N2 + 0.2059O2 + 0.0003CO2 + 0.019H2O) →
(1 + f )[x1N2 + x2O2 + x3CO2 + x4H2O + x5SO2] (1)

where x1, x2,x3,x4, x5 are the mole fractions of nitrogen, oxygen, carbon dioxide,
water and sulphur dioxide in gas phase, respectively, obtained accordingly from
balancing the elements and f, a, b, c, d, e are the fuel-to-air ratio and themass fractions
of coal composition. The chemical exergy of dry coal and the heating values of coal
are estimated from Eqs. (2)–(5) using [9, 15] correlations.

ξ 0,ch = [
NCV + whfg

] × ∅ + 9417s

(
kJ

kg

)
(2)

∅dry = 1.0437 + 0.1882h + 0.0610(o) + 0.0404n

c
(3)

wherew and hfg are the mass fraction of moisture in fuel and enthalpy of evaporation
of water at standard temperature (Table 1).

HHV = 0.3491C + 1.1783H + 0.1005S − 0.1034O − 0.0211A − 0.015N (4)

and

LHV = HHV − 2.442mw (5)

Considering the reference environment at 298.15 K and 1 bar, the constant-
pressure adiabatic flame temperature has been computed. Assuming compressor
pressure ratio of 10.0, an air preheat temperature of 1900 K and pressure drops for
air and gases with isentropic flow for nozzle and generator, the pressure and tem-
perature are suitably estimated at all state points. Mass flow rate of fuel is evaluated
using computed overall conversion efficiency of 0.295, heating value and heat rate.
Subsequently, the mass flow rates of air and combustion products are determined.

Table 1 Determination of fuel-air ratio, heating values and chemical exergy of dry coal

f HHV (MJ/kg) LHV (MJ/kg) ξ ch(MJ/kg) ∅dry
0.07181 31.8026 24.7208 26.897 1.07092
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Table 2 Determination of T, p and ṁ

Variables State points

1 2 3 4 5 6 7

ṁ (kg/s) 50.61 50.61 50.61 3.634 0.5424 54.2364 54.2364

T (K) 298.15 621 1900 298.15 298.15 5000 3147

p (bar) 1 10.0 9.5 1.0 2.0 20 2.6134

Variables State points

8 9 9´ 10 hd 11 12

ṁ (kg/s) 54.2364 54.2364 0.5424 54.2364 54.2364 54.2364 54.2364

T (K) 1967 1011 1011 991 991 971 874.2

p (bar) 2.5088 2.4085 2.4085 2.36034 2.36034 2.3131 2.1975

Table 3 Energy–exergy balance equations of MHD components

Components Energy balance Exergy balance

Air compressor −ẇAC = ṁ1(h1 − h2) −ẇcv = (
ξ̇1 − ξ̇2

)

Combustor ṁ6h6−ṁ3h3−ṁ4h4−ṁ5h5 =
Q̇CC,MHD

ξ̇6 − ξ̇3 − ξ̇4 − ξ̇5 = ξ̇D

Nozzle ṁ6(h6 − h7) = ṁ6
v27
2

(
ξ̇6 − ξ̇7

) − ξ̇D = 0

Generator ẇe = ṁ7(h7 − h8) ẇe = (
ξ̇7 − ξ̇8

) − ξ̇D

Air preheater ṁ8(h8 − h9)−ṁ2(h3 − h2) =
0

(
ξ̇8 − ξ̇9

) − (
ξ̇3 − ξ̇2

) = ξ̇D

Seed recovery
unit (SRU)

Q̇SRU −
[ṁ9h9 − ṁ9′h9′ − ṁ10h10] =
0

ξ̇9 − ξ̇9′ − ξ̇10 = ξ̇D

Desulphurization unit
(DeSO4)

Q̇DeSO4 =[
ṁ10h10 − ṁhdhhd − ṁ11h11

]
ξ̇10 − ξ̇11 − ξ̇hd = ξ̇D

Stack ṁ11(h11 − h12) = ṁ11
v211
2 ξ̇11 − ξ̇12 − v211

2 = ξ̇D

Table 2 illustrates the evaluated values for mass flow rates, pressure and temperatures
at various state points.

In Table 2, states 1, 2 and 3 denote values for air, 4 and 5 are the values for fuel
and seed and from 6 to 12 are those for the combustion exhaust.

2.1 Absolute Enthalpy and Entropy of Air, Combustion
Products and Fuel at Various States

The absolute enthalpies and entropies at the reference states for calculating the
thermo-mechanical exergies at the states 1, 2, 3, 4…, 12 are calculated using relations
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as depicted [14]. The molar enthalpies for air at states 1, 2, 3 and for the combustion
products at states 6–12 can be determined using the relations Eqs. (6) and (7).

h̄air = 0.7748h̄N2(T ) + 0.2059h̄N2(T ) + 0.0003h̄CO2(T ) + 0.019h̄H2O(T ) (6)

h̄product = 0.7234h̄0N2
+ 0.1971h̄0O2

+ 0.051h̄0CO2
+ 0.031867h̄0H2O + 0.001867h̄0SO2

(7)

For coal at state 4, the enthalpy is calculated as

h̄coal = 0.7559h̄0f,C + 0.058h̄0f,H + 0.1489h̄0f,O + 0.0147h̄0N + 0.02825h̄0f,S (8)

The absolute entropy for any state can be obtained from

s̄i =
∑

k

xk s̄k (9)

where ‘k’ denotes the component in the given mixture or coal and ‘i’ is the state
point, and

s̄k = s̄0k − R ln
pk
p0

(10)

3 Exergy Modelling of the MHD Plant

The exergy model for the MHD plant constitutes both energy and exergy balances
for the sub-components.

For a steady-state steady flow process, the mass and energy balances are given by

∑

in

ṁ in =
∑

out

ṁout (11)

Q̇cv +
∑

in

ṁ inhin = Ẇcv +
∑

out

ṁouthout (12)

The exergy for similar SSSF process for the control volume is given as

∑

z

(
1 − T0

Tz

)
Q̇z +

∑

in

ṁ inε̇in = ξ̇w +
∑

out

ṁoutε̇out + ξ̇D (13)

where z is the instantaneous value and ‘ξ̇D’ denotes the exergy destruction rate.
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3.1 Energetic–Exergetic Equations for the MHD System
Components

The components of the MHD plant are analysed using energy and exergy balance
equations as follows.

4 Results

The total exergy rate at all state points is determined after evaluating the thermo-
mechanical and chemical exergies of flow streams. The values of total exergy rate at
each state of the flow stream in Table 4 are used to determine the exergy destruction
and energy losses in components using the equations illustrated in Table 3. The
component-wise energy losses and exergy destruction are shown in Table 5.

From the data in Table 5, it is observed that the nozzle has the maximum amount
of energy losses and exergy destruction followed by the generator. The air preheater,
combustor, air compressor and the seed recovery unit are in the same sequence in
terms of energy losses or exergy destruction. The difference is observed in case of

Table 4 Calculation of total
exergy rates

State ξ̇ ti (MW) State ξ̇ ti (MW)

1 0.000 8 85.6605

2 14.621 9 28.2605

3 69.048 9′ 0.2158

4 115.5287 10 26.7764

5 0.34625 hd 0.9063

6 252.5945 11 24.3004

7 134.4566 12 23.0898

Table 5 Evaluation of
energy losses and exergy
destruction rates

Component Ėloss (MW) ξ̇D (MW)

Air compressor 16.576 1.93511

Combustor 17.662 47.899

Nozzle 118.410 117.46

MHD generator 43.706 48.7961

Air preheater 20.216 2.973

Seed recovery unit(SRU) 4.8148 1.2683

Desulphurization unit 34.4181 1.5697

Stack 4.93926 1.2106
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the sulphur removal unit which is the third most energy loss component, whereas it
is the second to last component in terms of exergy destruction value.

5 Conclusion

The exergy analysis of a coal-fired MHD power generation depicts the nozzle with
maximum losses. The generator of the MHD plant is the next component where
further improvement is sought based on the results obtained in terms of energy loss
and exergy destruction. Further analysis combining MHD with other systems will
be able to provide a better picture on the use of MHD and its real potential as a
power generation system. Both the energy and exergy analyses have shown a similar
trend in losses except the desulphurization unit. Though the trend of losses stands
on similarity, there are differences in values for a given component. The combustor,
compressor, seed recovery unit, the sulphur minimizer and the stack have a lower
exergetic destruction values when compared to the corresponding energy losses.

Acknowledgements The authors of this presentwork are thankful to all the authors and contributors
whose contributions towards the development of Magneto-hydrodynamics have been a source of
inspiration to get ourselves involved in this area of work. We, the authors of this work are indebted
to the creators of this vast area of Magneto-hydrodynamics.

References

1. Cicconardi PS, Perna A (2014) Performance analysis of integrated systems based on MHD
generators. Energy Procedia 45:1305–1314

2. Aithal SM (2009) Characteristics of optimum power extraction in a MHD generator with
subsonic and supersonic inlets. Energy Convers Manage 50:765–771

3. Krishnan RA, Jinshah BS (2013) Magnetohydrodynamic power generation. Int J Sci Res Publ
3(6):1–11

4. Poonthamil R, Prakash S, Varma AK (2016) Enhancement of power generation in thermal
power plant using MHD system. IOSR J Mech Civil Eng. 13:142–146

5. Sahin B, Ali K, Hasbi Y (1996) A performance analysis for MHD power cycles operating at
maximum power density. J Phys D Appl Phys 29:1473–1475

6. Murakami T, Nakata Y, Okuno Y, Yamasaki H (2003) An analytical study of the plasma
conditions and performance of an MHD generator. Electr Eng Japan 144(2):9–15

7. Haloi P, Gogoi TK (2018) Performance analysis of a coal-fired open cycle MHD plant at
constant subsonic inlet nozzle mach number with variation in nozzle area-ratio. In: Proceed-
ings of the international conference on recent innovations and developments in mechanical
engineering, NIT Meghalaya, Shillong

8. Szargut J (1988) Energy and exergy analysis of the preheating of combustion reactants. Int J
Energy Res 12:45–58

9. Kotas TJ (2012) The exergy method of thermal plant analysis. Exergon Publishing Company
UK Ltd., London

10. Szargut J (1989) Chemical exergies of the elements. J Appl Energy 32:269–286



Exergy Modelling of a Coal-Fired MHD … 89

11. Tsatsaronis G, Morosuk T (2012) Advanced thermodynamic (exergetic) analysis. In: 6th Euro-
pean thermal sciences conference (Eurotherm 2012). Journal of Physics: Conference Series,
vol 395, pp 12–16. https://doi.org/10.1088/1742-6596/395/1/012160

12. Bejan A (2002) Fundamentals of exergy analysis, entropy generation minimization, and the
generation of flow architecture. Int J Energy Res 26:545–565. https://doi.org/10.1002/er.804

13. Tsatsaronis G, Morosuk T (2009) Advanced exergetic analysis: approaches for splitting the
exergy destruction into endogenous and exogenous parts. Energy 34:384–391. https://doi.org/
10.1016/j.energy.2008.12.007

14. Bejan A, Tsatsaronis G, Moran M (1996) Thermal design and optimization. Wiley, New York
15. Channiwala SA, Parikh PP (2002) A Unified Correlation for estimating HHV of solid, liquid

and gaseous fuels. Fuel 81:1051–1063. https://doi.org/10.1016/S0016-2361(01)00131-4

https://doi.org/10.1088/1742-6596/395/1/012160
https://doi.org/10.1002/er.804
https://doi.org/10.1016/j.energy.2008.12.007
https://doi.org/10.1016/S0016-2361(01)00131-4


Design, Development and Analysis
of Intake Manifold of Single-Cylinder
Diesel Engine

Nikhil A. Bhave, Mahendra M. Gupta, Sandeep S. Joshi, Mohan G. Trivedi
and Neeraj Sunheriya

Abstract Engines are one of the greatestMechanical Engineering application devel-
oped in 90s. Compression ignition engines are very robust, durable and efficient. The
volumetric efficiency of CI engine is higher because of absence of throttle losses in
comparison to SI engine. The flow of air through the intake manifold considerably
affects the power and volumetric efficiency of CI engines. In present investigation,
existing intake manifold of CI engine is modified and manufactured by additive
manufacturing technique. The optimized design was finalized by undergoing com-
putational fluid dynamic analysis. The new intake manifold is fitted to the engine
intake and performance tests were performed. For all load conditions, the volumetric
efficiency, brake power and brake thermal efficiency were considerably improved.
The brake specific fuel consumption was also reduced.

Keywords Intake manifold · CI engine · CFD analysis

1 Introduction

The air flow through the engine intake system greatly affects the performance of CI
engine. The components involved in the gas exchange process are intake valve open-
ing and closing area, dimensions of the intake and exhaust valves, number of valves
per cylinder, location of fuel injector, intake and exhaust port geometry and intake
and exhaust manifold design. Small variations in any one of the above parameters
can significantly affect the performance of engine. In the present investigation, the
design of intake manifold is being considered [1]. The single-cylinder diesel engines
have been focused upon to increase the thermal efficiency by various researchers
all over the world. But the work related to increase in volumetric efficiency of CI
engine has been rarely reported.Wentsch et al. [2] investigated factors influencing the
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hollow cone jet propagation, fuel distribution and therewith directly associated back
flow into the intake manifolds. Guo et al. performed reverse engineering approach
to optimize the design of intake manifold of multi-cylinder engine. It was found in
his investigation that reverse technology is reasonable for the intake manifold design
through the theory and simulation analysis; it can ensure sufficient air intake and
reduce the resistance in intake, the energy loss of the air was also reduced and it
resulted in improved air intake uniformity [3].

2 Experimental Setup Details and Methodology

In the present investigation, a stationary, single cylinder, four-stroke, 5
BHP/1500 rpm, water cooled, direct injection (DI) comet diesel engine was used.
The engine is coupled with a rope brake dynamometer. The brake drum can be loaded
by maximum of 12 kg and spring balance is attached to the other end. A calorime-
ter is installed to the exhaust manifold which is a concentric tube heat exchanger.
The exhaust gases are cooled by cooling water through the heat exchanger. The
dynamometer is continuously cooled by supply of cold water. Cooling water is cir-
culated through the jackets to cool the engine. An air box fitted with an orifice plate
is installed at the inlet air side to measure the air flow rate, while the calibrated buret
is present for fuel measurement.

The engine is also equipped with power transducer for load measurement, piezo
sensor and amplifier for pressure measurement, a crank angle encoder, water flow
meter, RPM indicator and fuel flow sensor. Thermocouples are attached at intake
and exhaust port, calorimeter inlet and outlet of water and exhaust gas and ambient
cooling water inlet and outlet. A high-speed data acquisition system collects the data
signal and sends it to a computer equipped with an INTEL i7 core to duo processor.
A powerful software for studying different performance parameters of the engines
such as BP, BSFC, A:F, BSEC and so on is also installed in the computer.

The design of existing enginemanifold is as shown inFig. 5. Previously, the overall
length of the manifold was 160 mm. It was having a 90° bend in the middle section.
The bend is responsible for energy loss. Loss in energy results in decrease in air flow
through the intake manifold. This results in lesser volumetric efficiency and power.
The aim of this research work is to design an intake manifold which will increase
the power and efficiency of the engine. The design was to be optimised based on the
overall length and the angle of bend. Thus, ANSYS14FLUENT,was used to perform
CFD simulation of fluid flow through the pipe. Firstly, the bend was considered with
angles 90°, 60°, 30°, 15° and 0°. Secondly, the further consideration was made to
create a converging–diverging nozzle which will accelerate the flow at the outlet
of manifold. Thirdly, the manifold was manufactured by additive manufacturing
technique as shown in Fig. 8. The experimentation was performed on Kirloskar AV1
direct injection CI engine. The air flow rate, fuel flow rate, engine RPM and brake
power were measured by flow anemometer, buret method, shaft encoder and rope
brake dynamometer, respectively.
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3 Results and Discussions

The flow through the pipe has Mach number less than 0.3. Therefore, the flow is
considered to be incompressible. The roughness of the pipewas considered negligible
and flow condition is considered as inviscid. The value of velocity was selected
corresponding to mass flow rate calculated experimentally. At inlet to the manifold,
the constant velocity of 7 m/s was considered for all cases of calculations Tables 1
and 2 present the details of grid formation and boundary conditions, respectively.

In the first case, the pressure drop went on decreasing with the increase in angle
as seen in Figs. 1, 2, 3, 4 and 5. If the Bernoulli’s equation is applied to the pipe flow,
the head loss due to friction is very small. However, the head loss due to velocity
component in bend is higher. The k value for [k(0.45 to 4.5)V 2/2g] was selected based
on the bend angle. The calculation of pressure drop is in the range of 0–10 Pa. The
simulations results are close to analytical results performed. The value of pressure
drop seems to be very small since the length is small. The details have been presented
in Table 3.

It was inferred that a straight pipewill definitely increase the volumetric efficiency
of the engine [4]. The acceleration of the charge can further enhance the efficiency
of the engine. So another consideration was performed to model a nozzle with same

Table 1 Details of mesh formation

Sizing

Use advanced size function On: curvature

Relevance center Fine

Initial size seed Active assembly

Smoothing Medium

Curvature normal angle Default (18.0°)

Min size Default (5.0764e−004 m)

Max face size Default (5.0764e−002 m)

Max size Default (0.101530 m)

Growth rate Default (1.20)

Minimum edge length 0.6350 m

Inflation

Use automatic inflation None

Inflation option Smooth transition

Transition ratio 0.272

Maximum layers 5

Growth rate 1.2

Statistics

Nodes 25,737

Elements 23,664
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Table 2 Details of boundary conditions adopted

Fluent setup input parameters

Solver type Density based

Model Energy equation, viscous
Inviscid

Material Air-real gas Redlich–Kwong

Cell zone—operating pressure 40 Pa

Boundary conditions Velocity inlet: 7 m/s
Pressure outlet: 0 Pa

Current number 06

Solution initialization Standard from inlet

Solution method Second-order upwind

Fig. 1 Pressure and velocity
profile for 0° bend

Fig. 2 Pressure and velocity
profile for 15° Bend
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Fig. 3 Pressure and velocity
profile for 30° bend

Fig. 4 Pressure and velocity
profile for 60° bend

Fig. 5 Pressure and velocity
profile for 90° bend
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Table 3 Variation of pressure drop and velocity with angle of bend

Angle of bend Pressure drop (pascal) Exit velocity (m/s)

90 5.975 6.93

60 2.239 6.99

30 0.605 7.17

15 0.001 7.07

0 0.000001 6.999999

Fig. 6 a Pressure and velocity profile for 40-12, b pressure and velocity profile for 40-16, c pressure
and velocity profile for 40-20

length of pipe. Various design of converging–diverging nozzle was done by varying
the convergence length and throat diameter. The convergence length was varied
from 40 to 75 mm, while the throat diameter was varied from 12 to 20 mm such what
the nozzle angle does not exceed 6°. Simulations were performed and results for
pressure drop and exit velocity is presented in Table 4. Note that the names of figures
are given in terms of “Converging length-Diameter of Throat i.e. 40–12, 40–16 etc.”.
Figure 6 shows the variation of pressure and velocity in 40 mm diameter pipe with
throat diameter of 12 mm, 16 mm and 20 mm, respectively. The same logic of figure
nomenclature applies to Figs. 7, 8, 9, 10 and 11.
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Fig. 7 a Pressure and velocity profile for 45-12, b pressure and velocity profile for 45-16, c pressure
and velocity profile for 45-20

Following are the observations from the above CFD simulation (Figs. 12 and 13).

(1) As the converging length is varied keeping the throat diameter 12 mm, it was
found that the least pressure was obtained at throat with higher converging
lengths. Thus, no turbulent eddies are found at the nozzle exit and the flow is
fairly uniform with increase in converging length.

(2) A triangular vortoxial motion at the exit was seen with C–D nozzle when throat
diameter was 16 mm, which further died down with increase in converging
length. The lesser converging length facilitates greater turbulence at the exit
side. The pressure drop was found to be lesser compared to all cases when the
throat diameter was 20 mm.

(3) For all cases of the converging nozzle flow, the velocity was found to be higher
with the expense of the pressure drop. Maximum average velocity was found
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Fig. 8 a Pressure and velocity profile for 50-12, b pressure and velocity profile for 50-16, c pressure
and velocity profile for 50-20

to be in 50-32 converging nozzle. The pressure drop was also in the range of
100 Pa.

(4) Instead of converging–diverging nozzle, only a converging nozzle can be the
most appropriate solution for the present case. The 50-32 nozzle gives exit
velocity of 17 m/s by analytical and CFD simulation.
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Fig. 9 a Pressure and velocity profile for 55-12, b pressure and velocity profile for 55-16, c pressure
and velocity profile for 55-20

The nozzle (50–32) was manufactured by using additive manufacturing technique
and fitted to the engine and the performance test was conducted before and after the
use of modified manifold. The variation of volumetric efficiency, brake specific fuel
consumption and brake thermal efficiency are plotted and presented as shown in
Figs. 14, 15 and 16. The details of experimental setup are available in Fig. 17.

4 Conclusions

(1) A small change in shape and size of intakemanifold can bring about huge change
in the performance of the engine.

(2) Not much work is available on the co-relations for prediction of nozzle perfor-
mance based on converging length, diverging length, throat diameter and exit
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Fig. 10 a Pressure and velocity profile for 60-12, b pressure and velocity profile for 60-16,
c pressure and velocity profile for 60-20

diameter. CFD analysis is accurate to predict the pressure and velocity variations
accurately.

(3) The intakemanifoldmodified into 50-32nozzle resulted in considerable increase
in volumetric and thermal efficiency by approx. 65.38 and 57.92% for full load.
The fuel consumption was greatly reduced due to better combustion.
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Table 4 Variation of pressure drop and velocity with different geometry

Length of
converging
section

Diameter of
pipe in mm
(D1)

Diameter of
throat in mm
(D2)

Divergence
angle

Pressure
drop in
pascal

Velocity at
exit in m/s

40 32 12 4.764 72 1.31–15.31

32 16 3.814 −65.94 0.31–9.38

32 20 2.862 −240.35 1.89–5.36

45 32 12 4.97 −40.18 8.49–9.66

32 16 3.979 183.28 5.44–6.96

32 20 2.987 21.94 1.34–12.64

50 32 12 5.194 406.27 3.78–9.16

32 16 4.16 −67.88 7.43–8.55

32 20 3.122 79.31 5.31–6.36

55 32 12 5.44 354.42 0.971–10.57

32 16 4.357 −85.12 3.05–10.51

32 20 3.27 102.81 7.24–8.04

60 32 12 5.711 281.15 0.21–7.43

32 16 4.574 0.059 1.012–12.29

32 20 3.434 106.93 6.56–11.71

70 32 12 6.34 295.98 0.375–7.37

75 32 12 6.72 −333.77 3.56–21.74

162 45 32 – 80 13.47–14.30

162 50 32 – 135 16.37–17.50
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Fig. 11 a Pressure and velocity profile for 70-12, b pressure and velocity profile for 75-12,
c pressure and velocity profile for 45-32, d pressure and velocity profile for 50-32

Fig. 12 GUI for additive
manifacturing
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Fig. 13 3D printing
machine

Fig. 14 Volumetric
efficiency versus load
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Fig. 15 Thermal efficiency
versus load
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Fig. 16 BSFC versus load
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Calibration of Reference Velocity
and Longitudinal Static Pressure
Variation in the Test Section
of an Open-Type Subsonic Wind Tunnel

Neeraj Verma and Beena D. Baloni

Abstract The reference wind velocity inside the test section of an open-type sub-
sonic wind tunnel is established from the measurements of dynamic pressure and
the average static wall pressure difference between stations at upstream of the test
section and at the settling chamber. A wind tunnel calibration factor was obtained
which relates the dynamic pressure and thus the wind velocity inside the test section
with the average static wall pressure difference at a station near upstream of the test
section and at the settling chamber. An average wind tunnel calibration factor was
found to be 0.8189. The longitudinal variation of static pressure inside the test section
is also obtained using the pitot-static tube.

Keywords Wind tunnel · Calibration factor K · Longitudinal static pressure
variation

1 Introduction

During an aerodynamic experiment, actively using any flow-measuring device (pitot
tube or anemometers) to determine the flow conditions in the test section is not
advisable. The presence of induced flow by the test object may alter the actual
flow conditions inside the test section, and hence, a flow-measuring device will not
measure the actual flow conditions [1]. So, prior to any aerodynamic experiment in
a wind tunnel, it is essential to assess the flow condition with an empty test section.
This prior assessment of the flow condition inside the test section is carried out during
the calibration process. A complete calibration process involves the determination
of velocity variation in the plane of the model supports, longitudinal static pressure
variation, flow angularity, turbulence, and deviation of large scale fluctuations [2, 3].

In the present work, calibration of reference velocity, alongside measurements
for longitudinal static pressure variation in the test section of an open-type subsonic
wind tunnel, has been carried out.
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2 Calibration Process

The dynamic pressure and consequently the reference velocity inside the test section
can be obtained by utilizing the measurements of the static pressure drop between
the rings of static orifices at the settling chamber and just upstream of the test section
[4–6]. Figure 1 shows the typical measurement stations at the settling chamber and
test section of the wind tunnel.

Referring to Fig. 1, applying the energy equation between stations A and B gives,

PA + 1

2
ρV 2

A = PB + 1

2
ρV 2

B + K1
1

2
ρV 2

B (1)

where P is the static pressure, V is the velocity, ρ is the density of air, and K1 is
the coefficient of pressure loss between stations A and B due to tunnel contraction
geometry and flow irregularities. Subscripts A and B denote the stations at settling
chamber and upstream of the test section, respectively. Considering incompressible
flow, the continuity equation gives,

AAVA = ABVB = ACVC (2)

where A is the cross-sectional area at the respective station and subscript C denotes
the station in the test section. The station C in the test section is mobile in nature so
that it can cover the maximum extent of the test section. The positions of the station
C occupied in the test section are shown in Fig. 3.

Using Eq. (2), the energy equation can be reduced to Eq. (3) which can further be
simplified to Eq. (4) or (5).

PA − PB = 1

2
ρV 2

C

[(
AC

AB

)2

(1+ K1) −
(
AC

AA

)2
]

(3)

Fig. 1 Typical measurement
station for wind tunnel
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1

2
ρV 2

C = K (PA − PB) (4)

qC = K (PA − PB) (5)

where K is the tunnel calibration factor and qC is dynamic pressure at station C . The
dynamic pressure inside the test section can be directly measured by a pitot-static
tube.

An independent measurement of stagnation pressure and static pressure by pitot-
static tube can provide the local static pressure in the test section [1, 7]. Thus, by
traversing the pitot-static tube in the test section, static pressure variation inside the
test section can be obtained.

3 Experimental Setup

The experimental setup mainly comprised of wind tunnel facility, pitot-static tube,
and pressure transducers. The wind tunnel facility under consideration is an open-
type subsonic wind tunnel with a contraction ratio of 9 and a test section of 60 × 60
× 120 cm3. The wind tunnel is powered by a 15 hp a.c. motor. Figure 2 shows the
wind tunnel facility.

To measure the dynamic pressure, a calibrated, Dwyer make pitot-static tube of
750 mm length is used. Average static pressure at the upstream of the test section
was measured through a ring of orifice containing pressure tapings on each wall of
the periphery of the test section. However, at the settling chamber, due to the large
dimension of the settling chamber, only one pressure taping was provided. Pres-
sure readingswere recorded by siliconmicrostructure-incorporatedmake differential
pressure transducer with a range of 0.3 psi (vacuum).

Fig. 2 Wind tunnel facility
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4 Test Procedure

The test was carried out at five different wind speeds, corresponding to which the
variable frequency drive (VFD) settings for each fan speed were 10, 15, 20, 25, and
30 Hz. A total of 27 probe locations inside the test section were selected. The probe
locations were grouped into two vertical planes (planes XZ and YZ), which were
perpendicular to each other, as shown in Fig. 3a. Figure 3 shows the schematic of
the test section with probe locations.

At each probe location, stagnation pressure and static pressure were measured
independently with the help of a pitot-static tube. By independently measuring the
static pressure from the pitot-static tube at each probe location, a longitudinal varia-
tion of static pressurewas obtained.Dynamic pressure is obtained by simply subtract-
ing the stagnation pressure with the static pressure. The average static wall pressure
was also measured at the settling chamber (referring to Fig. 1, station A) and at

(a) Test section with pitot-static probe locations

(b) Side view of the test section
(XZ plane, Y=24cm)

(c) Front view of the test section
(YZ plane, X=53cm)

Length of the test section (cm)

H
ei

gh
t o

f t
he

 te
st

 s
ec

tio
n 

(c
m

)

020406080100120
0

10

20

30

40

50

60

1 47 101316

2

3

5

6

8

9

11

12

14

15

17

18

Probe locations in XZ plane

upstreamdownstream

Width of the test section (cm)

H
ei

gh
t o

f t
he

 te
st

 s
ec

tio
n 

(c
m

)

0 10 20 30 40 50 60
0

10

20

30

40

50

60
Probe locations in YZ plane

19

20

21

10

11

12

22

23

24

25

26

27

(X=53cm)

Fig. 3 Schematic view of the test section with probe locations
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upstream of the test section (referring to Fig. 1, station B). All the 27 probe locations
represent the different locations for station C in Fig. 1.

A linear regression fit of pressure data obtained from station A and B (static
pressure) and from the pitot-static tube (dynamic pressure) at each probe location
provides the required range of calibration factor K.

5 Results and Discussion

Calibration was carried out with five different wind speeds. Figure 4 shows the
longitudinal variation of static pressure at all speed ranges along the longitudinal
plane passing through the center of the test section.

From Fig. 4, it can be observed that at each wind speed, the variation of static
pressure along the length of the test section at different probe heights remainsmore or
less the same. At lowwind speed, the maximum deviation of static pressure variation
along different probe heights is 3.3% of average pressure, whereas, at high speed,
it is limited to 1.9% of average pressure at different probe heights. This indicates
uniformity in the flow along the traverse plane (cross section).

However, at any given probe height, the deviation of the static pressure varia-
tions along the length of the test section is noticeable. At lower pressure range (low
wind velocity), the deviation indicates a relatively higher range of pressure variation
(4.38 Pa, i.e., 17.6% of average pressure), whereas, at higher pressure ranges (high
wind velocity), it is relatively low (13.16 Pa, i.e., 4.03% of the average pressure).

The implication of this variation in the deviation of pressure range can also be
seen in the velocity variation along the length of the test section, as shown in Fig. 5.
At higher range of deviation in the pressure variation, i.e., at low wind velocity, the

Fig. 4 Longitudinal
variation of static pressure in
the test section at different
velocities

Length of the test section (cm)

St
at

ic
 p

re
ss

ur
e 

(P
a)

20406080

-350

-300

-250

-200

-150

-100

-50

0

Z=20cm
Z=30cm
Z=40cm

Probe heights



112 N. Verma and B. D. Baloni

Fig. 5 Variation of wind
velocity along the length of
the test section at different
fan speeds
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corresponding deviation in the velocity variation along the length of the test section
is 0.55 m/s (8.5% of average velocity). However, at a lower range of deviation (at
high wind speed), the deviation in the velocity variation is 0.52 m/s (2.3% of average
velocity). This implies that at lower speed range the flow lacks uniformity along
the longitudinal plane. However, as the wind speed increases, flow achieves more
uniformity along the longitudinal plane.

Generally, during an aerodynamic test, the test model is mounted at the center
plane of the tunnel (Z = 30 cm). Referring to Fig. 3, probe locations 2, 5, 8, 11, 14,
17, 20, 23, and 26 sufficiently cover the center plane of the test section. Therefore,
the measurements of wind velocity at the designated probe locations, i.e., 2, 5, 8, 11,
14, 17, 23, and 26 are sufficient for calibration of the reference velocity.

Figure 6 shows the variation of the dynamic pressure at designated probe loca-
tions with the average static pressure difference between stations A and B, whereas
Fig. 7 shows the variation of derived wind velocity from the dynamic pressure mea-
surements with the average static pressure difference between stations A and B. The
slope of the regression fits in Fig. 6 provides the local wind tunnel calibration factor
(K) at the designated probe locations.

Figure 8 provides the variation of local wind tunnel calibration factor at the des-
ignated probe locations along the longitudinal (XZ plane) and cross-sectional (YZ
plane). It can be observed from Fig. 6 that, at any given wind tunnel fan speed, the
static pressure difference and dynamic pressure at any designated probe locations
are dispersed. This follows that, although the stations A and B are fixed, the static
pressure difference between the stations is not the same even at the same wind tunnel
fan speed. Also, the dynamic pressure changes for various probe locations even at
the same fan speed. This indicates of irregularities in the flow inside the test section.
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Fig. 6 Variation of dynamic
pressure (at various probe
locations) with respect to
static pressure difference at
stations A and B

Static Pressure difference (Pa)

D
yn

am
ic

 P
re

ss
ur

e 
(P

a)

0 50 100 150 200 250 300 350
0

50

100

150

200

250

300

5
8
11
14
20
23
26

Probe Locations

Fig. 7 Variation of wind
velocity with respect to the
static pressure difference
between stations A and B
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The flow irregularities can be accounted by a single wind tunnel calibration factor
based on the average of local calibration factors at probe locations covering the
center plane of the test section. Thus, the average of the local calibration factor at the
designated probe locations on the center plane is found to be K = 0.8189. However,
placement of the model inside the test section along the longitudinal direction should
be preferred in away such that the local wind tunnel calibration factors encompassing
the model remain more or less the same.
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(a) At the centerline of Longitudinal
plane XZ

(b) At the centerline of cross-
sectional plane YZ
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Fig. 8 Variation of wind tunnel calibration factor (K) in different planes

6 Conclusion

Calibration of an open-type subsonic wind tunnel was carried out. The static and
dynamic pressure variations along the length of the test section reveal that the flow
achieves uniformity at higher wind speeds. A calibration factor was established to
measure the reference velocity inside the test section of the wind tunnel. Calibration
factor alongwith static pressure difference at the test section and the settling chamber
provides the dynamic pressure and thus themeanwind velocity inside the test section.
A single wind tunnel calibration factor of the wind tunnel was found to be 0.8189.
The mean reference velocity at different fan speeds was found to be 6.36, 10.43,
14.31, 18.15, and 21.86 m/s.
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Optimal Selection of Insulating Material
for Energy Conservation in Steam Pipe
Using Analytical Hierarchy Process

Mendu Siva Subrahmanyam, Imandi Aparna Devi and Beejapu Jagadeesh

Abstract During past decade, there has been an increasing trend to save the amount
of heat energy lost from the steam while carried through pipes. Improper selection
of the pipe insulation material leads to the loss of energy and reduces the amount of
energy content at the usage point which in turn increases the fuel cost. Hence, there
is a need to conserve energy by choosing suitable insulating material. The present
paper deals with optimal selection of insulating material based on multi-criteria
decision-making analysis using Analytical Hierarchy Process (AHP). Five different
criteria (insulatingmaterials) and five alternatives, namely cost, thermal conductivity,
flammability, toxicity, and noise are considered for the analysis of decision making
in order to choose best insulating material for energy conservation. Ranks are given
to the alternatives based on their criteria weights using AHP pairwise comparison
matrices. The results indicate that rock wool is the suitable insulating material for
the conservation of energy in the steam pipe.

Keywords Insulation ·Multi-criteria decision · Analytical Hierarchy Process ·
Steam pipe

1 Introduction

Steam pipes find applications in process industries, power plants, domestic house
heating, etc. A lot of energy is being lost from steam pipes to surroundings due to
the improper selection of insulating materials. To retain the required thermal energy
content, pressure at the user end and energy conservation are needed; which could be
possibly achieved by selecting suitable insulatingmaterial. Selecting the best insulat-
ing material among different insulating materials is a challenging task to the energy
planners due to the complexity in considering various facts of technical, economic,
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social, and environmental aspects. Among the various decision-making techniques
in vogue, Analytical Hierarchy Process has received high consideration in making
decisions for selecting the best alternative in energy planning. The detailed literature
on the implementation of AHP in the energy sector is provided as below. Saaty [1]
introduced the Analytic Hierarchy Process (AHP), as an effective tool for dealing
with complex decision making, by reducing complex decisions to a series of pair-
wise comparisons and then synthesizing the results. Akash et al. [2] conducted a
study on multi-criteria selection of electric power plants using Analytical Hierar-
chy Process wherein a comparison among the different electricity power production
options was considered. Meixner [3] in his evaluation of energy sources using fuzzy
used AHP group decision analysis for evaluation of the energy crisis based on the
energy sources. Al-Hawari et al. [4] conducted Analytic Hierarchy Process for selec-
tion of temperature measurement sensors. Chinese et al. [5] conducted a study on
the multi-criteria analysis for the selection of space heating systems in an industrial
building. Lanjewar et al. [6] conducted a study on multi-criteria evaluation of natu-
ral gas energy systems using graph theory and Analytical Hierarchy Process. Klein
[7] conducted a study on cost estimation for materials and installation of hot water
piping insulation. Zhang et al. [8] conducted fire risk assessment of fire retardant
polyurethane thermal insulation materials for exterior walls of buildings based on
Analytical Hierarchy Process. Paunescu et al. [9] conducted fuzzy AHP to study on
pollution produced by electrical generators and the quantity of noxious substances
electrically generated when thermal redundancy factors were applied. Abu Taha and
Diam [10] conducted an assessment on renewable energy—concluding that AHP is
the most used methodology of all multi-criteria decision-making (MCDM)methods.
Mohammed et al. [11] conducted a study using the MCDM on the energy supply
configuration of autonomous desalination. Socaciu and Unguresan [12] conducted
AHP process to select phase change material (PCM) in order to prioritize and select
the proper PCMs for comfort application in buildings. Siadati and Shahhosseini [13]
compared the modern structural systems using the fuzzy AHP where of AHP was
deployed to rank the best structural systems such as light steel frames. Gholami
Rostama and Mahdavinejada [14] operated AHP for selection of utilizing of nano-
insulating materials in building industry. After detail literature study, it is seen that
AHP-based multi-criteria decision-making analysis can be applied for steam carry-
ing pipes. The present paper is centered around implementation of AHP method-
ology to evaluate the best insulating material among the available alternatives, i.e.,
polystyrene, polyurethane, calcium silicate, glass wool, and rock wool against the
criteria being-cost, thermal conductivity, flammability, toxicity, and noise.
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2 Solution Methodology

The methodology of AHP can be explained in the following steps:

Step 1: Initially, the structure of hierarchy (see in Fig. 1) consisting of goal, criteria,
and alternatives is developed. Data are collected from the literature and information
from the suppliers corresponding to the hierarchy structure, in a pairwise comparison
of alternatives on a qualitative Saaty’s scale as shown in Table 1.
Step 2: The comparisons are made for each criterion and converted into quantitative
numbers based on the scale.

Fig. 1 Hierarchy structure of the present problem

Table 1 Saaty’s scale of AHP

Intensity of importance Definition

1 Equal importance

2 Weak or slight

3 Moderate importance

4 Moderate plus

5 Strong importance

6 Strong plus

7 Very strong

8 Very, very strong

9 Extreme importance

Reciprocals of above If activity i has one of the above non-zero numbers assigned to it
when compared with activity j, then j has the reciprocal value when
compared with i



118 M. Siva Subrahmanyam et al.

Step 3: The pairwise comparisons of various criteria generated are reorganized into
a square matrix. The diagonal elements of the matrix are one. The criterion in the
ith row is better than criterion in the jth column if the value of element (i, j) is more
than 1; otherwise the criterion in the jth column is better than that in the ith row. The
(j, i) element of the matrix is the reciprocal of the (i, j) element.
Step 4: Two criteria are evaluated at a time in terms of their relative importance, and
index values of 1–9 are used. The weights of the individual criteria are calculated.
Step 5: A normalized comparison matrix is created. Each value in the matrix is
divided by the sum of its column. To get the weights of the individual criteria, the
mean of each row of this second matrix is determined. Priority vector or criterion
weight can be calculated using mean of row method.
Step 6: Arithmetic mean is calculated for the row for obtaining the priority vector.
Step 7: On a parallel note, different criteria weights are obtained. Depending on each
criterion, same process has to be repeated for the alternatives.
Step 8: Final rating table is generated using criteria’s weights wherein the entire
weights related to the different alternatives are entered.
Step 9: The transpose of the final rating matrix is done. After the transpose, each
element of the row is multiplied with the original criteria weights. The final priorities
are obtained according to the criterion weights.
Step 10: The obtained priorities are ranked according to decreasing order, and the
one which obtained the highest priority is selected as the best alternatives among
various alternatives.

3 Results and Discussion

In order to select the most accurate insulation material for steam pipe, by considering
polystyrene, polyurethane, calcium silicate, glass wool, and rock wool as materials,
computations have been carried out for different alternatives with thermal conductiv-
ity, cost, toxicity, flammability, and noise as its criteria based on the comprehensive
analysis of the literature survey done as discussed in earlier sections.When objects of
differing temperatures are placed in contact with each other, heat flow is inevitable.
Insulation material would then come into action by restraining the heat flow. Such
insulating capability of a material is generally measured in terms of its thermal con-
ductivity. Lower the thermal conductivity higher is the insulating capability. The cost
factor here represents price of insulationmaterial hinting inwhich insulationmaterial
is cheaper than the other. In case of commercial businesses, themanufacturer is likely
to settle for: the best insulation material at a cheaper cost so as to reduce the initial
investment, material with least toxic factor which represents the intensity of health
hazard caused to humans as the insulation materials which are used in the industries
should not cause any health hazardous to the workers. Manufacturers also look for
insulation materials that have the ability to absorb the high frequency sounds coming
from the machinery represents the level of echo caused by the insulation material.
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Aspect of flammability representing the ease with which a material can be set to fire
is also considered to avoid any fire hazardous in the plant. The industries prefer the
above type of materials has so as to be more cautious and give more importance to
fire and safety factors in the plant.

Considering the above facts pertaining to various listed criteria, computations
are carried out using AHP methodology as described in the Sect. 2. Pairwise and
normalized comparisons of criteria are made by following the stepwise procedure
as mentioned in the earlier section, and results are tabulated as shown in Table 2.
The criteria weights were obtained by performing average operation to each row.
Depending on the criteria weight, ranks have been given to the evaluated criteria.
The alternative with highest weight has been given rank one, and the subsequent
criteria were given subsequent ranks in descending order of their weights.

Pairwise comparison of each alternative has been carried out in order to find out the
criteria weight further which normalization was carried for ranking the alternatives.
For better understanding, the results are presented in Table 3 with the highest rank
awarded on basis of highest weight criteria. From the table, it is found that rock wool
is the best material in terms of cost, flammability, toxicity, and noise criteria, whereas
polyurethane could be the best alternative when looked by thermal conductivity as
the deciding criteria.

The final rating matrix is obtained from the normalization of the five criteria. The
transpose of the final rating matrix was prepared, and each element of the row was

Table 2 Normalization of matrix for criteria

Cost Thermal
conductivity

Flammable Toxicity Noise Criteria weight

Cost 0.692 0.867 0.332 0.494 0.25 0.60

Thermal
conductivity

0.077 0.096 0.295 0.439 0.222 0.227

Flammable 0.077 0.012 0.037 0.006 0.250 0.033

Toxicity 0.077 0.012 0.332 0.055 0.250 0.119

Noise 0.077 0.012 0.004 0.006 0.028 0.025

Sum 1.000 1.000 1.000 1.000 1.000

Table 3 Weight criteria for alternatives based on different criteria

Alternatives Criteria weight

Cost Thermal conductivity Flammability Toxicity Noise

Polystyrene 0.123 0.247 0.046 0.036 0.046

Polyurethane 0.072 0.531 0.046 0.036 0.037

Calcium silicate 0.027 0.066 0.046 0.138 0.092

Glass wool 0.237 0.027 0.292 0.271 0.260

Rock wool 0.540 0.129 0.570 0.519 0.565
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Table 4 Final rating matrix Alternative Weight Rank

Polystyrene 0.081162 4

Polyurethane 0.062717 5

Calcium silicate 0.164322 3

Glass wool 0.222741 2

Rock wool 0.474722 1

multiplied with the criteria weight obtained in Table 2 so as to find the final priority.
The final priority obtained for various alternatives as shown in Table 4 reveals rock
wool to be the best insulating material among the existing alternatives.

4 Conclusion

The results in the present work are obtained by the application of multi-criteria
decision-making-based Analytical Hierarchy Process to the various alternatives of
insulation materials (polystyrene, polyurethane, calcium silicate, glass wool, and
rock wool) so as to select the best alternative with: cost, heat load, flammability,
toxicity, and noise as the main criteria. After the pairwise comparison of alternatives
corresponding to each criterion, normalizationwas carried out and ranks are obtained
for alternatives corresponding to criteria to which criteria’s weights are entered to
generate final rating table. From the above study, it is found that, of the various alter-
natives present, rock wool got the highest weight (0.474722), followed by glass wool
(0.222741), calcium silicate (0.164322), polystyrene (0.081162), and polyurethane
(0.0627171). The results obtained from the present study could be useful for deci-
sion makers in implementing energy conservation strategies for steam distribution
networks.
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Heat Transfer Enhancement Using
Overlapped Dual Twisted Tape Inserts
with Nanofluids

Rokkala Rudrabhiramu, K. Harish Kumar, K. Kiran Kumar
and K. Mallikarjuna Rao

Abstract The thermal performance of a heat exchanger can be improved by various
techniques. It is a major concern when coming to industries as the heat losses play a
major role in efficiency of the overall plant. The presentwork is carried out to enhance
the heat transfer rate of a tubular heat exchanger by incorporating overlapped dual
twisted tapes (ODTTs) or inserts into a tube and carrying out the numerical simula-
tion for different twisting ratios of ODTTs. In addition to this, Al2O3 nanoparticles
are used as additives to increase the value of heat transfer coefficient (h), thereby
improving theNusselt number (Nu) and overall thermal performance. The addition of
ODTTs resulted in improved residence time, more contact surface area and improved
fluid mixing and swirling for effective heat transfer to take place. The numerical sim-
ulation is repeated for nanofluid concentrations of 1% and 2% and also for varying
twisting ratios of Y o/Y = 1.5, 2 and 2.5. The tube with 1% nanofluid concentra-
tion and twisting ratio Y o/Y = 2 yielded better results in comparison with all other
combinations.

Keywords Overlapped dual twisted tapes (ODTTs) · Al2O3 nanoparticles ·
Nanofluids

Nomenclature

W Width of the tape insert, m
ϕ Nanofluid concentration, % by volume
Cp(np) Specific heat of nanoparticles, J/kg K
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ρnp Density of nanoparticles, kg/m3

ρw Density of water, kg/m3

A Heat transfer surface area, m2

D Diameter of the pipe
k Thermal conductivity of nanofluid, W/mK
m Mass of nanofluid, kg/s
Cp Specific heat of nanofluid, J/kg K
T i Temperature at inlet, °C
T o Temperature at outlet, °C
Tw Wall temperature, °C
T b Average bulk fluid temperature, °C
Y o Overlapped pitch length of the tape insert, m
Y Pitch of the twisted tape insert, m
Y o/Y Overlapped twist ratio
U Average velocity, m/s
μ Dynamic viscosity, kg/s m

1 Introduction

There is a huge demand for heat transfer enhancement techniques that can be
employed in various engineering applications such as power plants, cooling sys-
tems used in automobiles, refrigeration systems, chemical and nuclear reactors. The
heat transfer rate can be greatly enhanced by various passive techniques one of which
is a turbulence promoter. The turbulence intensity can be enhanced by incorporating
swirlers, propellers, spiral fins or twisted tapes which in turn enhances the heat trans-
fer coefficient. In addition to this, if fluid is circulated along with nano-additives, it
showed even better results which are discussed here.

A lot of research is going on in order to improve the heat transfer rate which is
chosen as the core criteria to carry out this work. Majority of the chemical processing
plants and oil and gas industries are looking for augmented heat transfer techniques
which can enhance their plant efficiency, thus reducing the maintenance cost. One
of the passive methods is chosen where twisted tapes are inserted into tubes for
improved heat transfer along with nanoparticle additives.

The generation of secondary recirculation by incorporating swirlers resulted in
enhanced radial and tangential fluctuations in the intensity of turbulence which lead
to reduction in boundary layer thickness and greater fluid mixing inside the tubes
of a heat exchanger. Twisted tapes have been chosen as inserts to create swirl in
the flow which also demanded additional input power for pumping the fluid through
the heat exchanger tubes. The inserts block the fluid partially that provides enough
time for fluid with nano-additives to absorb heat resulting in heat transfer enhance-
ment. Hence, economic factor has to be taken into consideration while using heat
exchangers with twisted inserts.
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Whitham et al. [1] have worked extensively in this area incorporating twisted
inserts and reported improved results in most of the heat exchangers. Rahim et al.
[2] showed heat transfer enhancement by carrying out numerical study incorpo-
rating notch twisted tapes and jagged perforated modified forms. Sivashanmugam
et al. [3, 4] proved right–left helical form of screw inserts showed extraordinary heat
transfer improvement over screw inserts of straight format. He also gave an empir-
ical relation between Reynolds number, Nusselt number, twist ratio and right–left
distance. Nagarajan et al. [4, 5] concluded that left–right-sided geometries have a
great impact on thermal performance, friction factor and heat transfer enhancement.
Eiamsa-ard et al. [6] gave a fitting conclusion stating the heat transfer improvement
alongside friction factor for varying twist angles, i.e. 30°, 60° and 90°, for varying
twist ratios. Chang et al. [7] investigated the pressure drop and heat enhancement
characteristics in the Reynolds range varying from 3000 to 14,000where he observed
reduced fanning factors for increased Reynolds number. He also observed a signifi-
cant heat transfer enhancement. Eiamsa-ard et al. [8] studied the behaviour of pressure
changes and heat transfer rates by varying three different space ratios which exhib-
ited better characteristics at instances. Zhang et al. [9] have shown a significant rise
in Nusselt number by almost 171% and 182% for heat exchangers with triple and
quadruple inserts, respectively.

Nanotechnology has been a focused areawhere nanoscale particles such asAl2O3,
CuO and TiO2 are preferred especially for the applications where heat enhancement
plays a vital role. The nanoscale particles listed here usually exhibit better thermal
performance characteristics as they usually possess higher thermal conductivities
when compared with those of base fluids. Various experiments conducted revealed
that nanofluids with greater particle loading exhibited higher friction factor and
heat transfer rates whereas few nanofluids exhibited different trends. A suitable or
proper particle loading depending upon the type of application yielded better heat
enhancement characteristics which emerged as a promising approach to carry out
this work.

2 Modelling and Analysis

Overlapped dual twisted tapes were incorporated in a 19-mm diameter pipe as shown
in Fig. 1. The tube with overlapped dual twisted tapes (ODTTs) is then subjected to
multiple flow circulations with water as a standard heat transfer medium and then
adding 1 and 2% of Al2O3 nanoparticles by volume.

The geometry or tube with overlapped dual twisted tapes (ODTTs) is imported
and meshed using CFX pre-processor. The mesh domain with type of elements used
is shown in Fig. 2. Tetra mesh is chosen for better results where a total of 16,415
nodes and 80,033 elements are taken with a growth rate of 1.2. The average aspect
ratio is 1.89.

The domain is then set up with boundary conditions in CFX solver. Some of the
assumptions while assigning boundary conditions include smooth and no-slip wall
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Fig. 1 Tube with overlapped dual twisted tapes (ODTTs)

Fig. 2 Meshed domain and cut section showing tetra elements

alongwith negligible backpressure. The inlet velocity is varied starting from 0.15m/s
accounting for change in Reynolds number (Re).

Domain settings

Fluid definition Material library (Al2O3)

Morphology Continuous fluid

Buoyancy model Non-buoyant

Domain motion Stationary

Reference pressure 1 atm

Heat transfer model Total energy

Turbulence model k epsilon

Turbulent wall function Scalable
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Fig. 3 Overlapped dual twisted tapes (ODTTs) and its nomenclature

The thermodynamic properties of Al2O3 considered include a molar mass of
1 kg/kmol, density of 1007.4 kg/m3 and specific heat capacity of 4154.7 J/kg K.

3 Methodology

Anumerical simulation is carried out for differentY o/Y twisting ratios ofODTTs.The
ODTT twisting ratios (Y o/Y ) considered are 1.5, 2.0 and 2.5 based on the literature
studies [10] (Fig. 3).

The details of the inputs and experimental conditions are mentioned below.

(a) Inner diameter of the tube (D) 19 mm

(b) Length of the tube (L) 1000 mm

(c) Temperature at inlet (T i) 26 °C

(d) Base fluid Water

(e) Reynolds no. 5400–15,200

(f) Nanoparticles Al2O3

(g) Concentration of nanoparticles 1 and 2% by volume

(h) Density of nanoparticles 1007.4 kg/m3

(i) Specific heat of nanoparticles 4154.7 J/kg K

(j) Dynamic viscosity 0.000612 kg/ms

(k) Thermal conductivity 0.661 W/m K
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The equations used to carry out theoretical calculations are discussed here.

Density of nanofluid ρnf = (1− ϕ)ρw + ϕρnp

Specific heat of nanofluid Cp(nf) = ϕρnpCp(np)+(1−ϕ)ρwCpw
ρnf

Heat transfer rate of working nanofluid Qf = mcp(To − Ti)

Average heat transfer coefficient h = mcp(To − Ti)/A(Tw − Tb)

Nusselt number Nu = hD/k

Reynolds number Re = ρUD/μ

Reynolds number is varied in the range of 5400–15,200 by changing the flow
velocity U, other parameters being constant.

For a flow velocity of 0.25 m/s, the Reynolds number is calculated as follows.

Re = (1007.4× 0.25× 0.019)/0.000612 = 7819

4 Results and Discussion

CFD analysis is carried out using water and then adding 1 and 2% of nanoparticles to
fluid by volume. Again, the experiment is repeated for different Y o/Y twisting ratios
of ODTTs incorporated in the tube. The results so obtained for different twisting
ratios with different fluid concentrations are discussed in Fig. 5 (Fig. 4).

Figure 5 shows the variation of heat transfer coefficient (h), Nusselt number (Nu)
and pressure drop (p) for varying Reynolds numbers (Re) in the range of 5400 to

Fig. 4 Velocity streamlines showing the effect of ODTT inserts in test tube
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(a) Water (b) 1% nanofluid

(c) 2% nanofluid (d) 1% nano fluid vs water

Fig. 5 Nusselt number versus Reynolds number for varying twisting ratios

15,200. A comparison has been made by varying twisting ratios and concentration
of nanofluid which are discussed in subsequent section.

From the plots shown in Fig. 5, it is observed that among all the twisting ratios,
Y o/Y = 2 yielded better results and further raise in twisting ratio resulted in drop of
thermal performance of the tube. In addition to that, theNusselt number has increased
resulting in better performance for increase in nanofluid concentration up to 1%.
Further raise in concentration resulted in performance decline. It is also observed
that the thermal performance when tested for water exhibited better performance
in the absence of nanoparticles at low Reynolds numbers ranging in between 6000
and 8500. For all the other twisting ratios and concentrations, the nanofluid with 1%
concentration and twisting ratio of Y o/Y = 2 gave best results.

5 Conclusion

The effect of twisted tape inserts (ODTTs) and Al2O3 nanoparticles in water are
addressed in this study where significant improvement in heat transfer is observed.
Some of the conclusions drawn from the study are described below.
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1. Nusselt number has increased significantly as the number of tapes increased.
2. The addition of Al2O3 nanoparticles in water resulted in improved thermal

performance.
3. Nusselt number in tubes with 1% nanofluid is found to be higher than that of

plain tube when tested over the Reynolds number range of 5400–15,200. Further
increase in concentration resulted in performance decline.

4. The twisting ratio of Y o/Y = 2 yielded better results in comparison with 1 and
1.5.
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Flow Characteristic Study of Contraction
of Compressor Intermediate S-Shaped
Duct Facility

Manish Sharma and Beena D. Baloni

Abstract This paper presents the influence of wall contours on a circular cross-
section contraction nozzle of compressor intermediate S-shaped duct facility. Flow
uniformity and boundary layer development under different wall contours are exam-
ined by using numerical simulations. Effect of wall shape on the pressure loss within
the contraction is examined, and the maximum difference of pressure loss between
the twowall shapes is about 84 Pa. Higher-order equation encounters higher pressure
loss due to secondary flow generation and thicker boundary layer development. CT#4
(marched cubic case) shows the minimum value of Un and standard deviation at the
outlet of contraction which indicates the lowest non-uniformity among all cases.

Keywords S-shaped duct · Contraction wall shape · CFD

1 Introduction

Commercial aircraft engines demand lower noise and less specific fuel consumption.
Turbofan engine meets these requirements through bypassing some portion of the
total air flow from the compressor, combustion chamber, turbine and finally nozzle.
Long-range civilian engines like GE90, GP7000 and Rolls-Royce Trent 1000 are
operated at high bypass ratio of 8-11 to lower the specific fuel consumption (SFC).
This SFC also helps to improve engine fuel efficiency [1]. Flow has to be directed
from low-pressure system to high-pressure system and vice versa through annular
ducts with a particular radial offset, hence higher the bypass ratio, larger the radial
offset and disk bore diameter [2]. In a twin-spool arrangement, interconnecting ducts
are used to make flow continuity between the turbo-machinery passages. Besides
the compressors, application of the interconnecting ducts can be found in-between
various components of the gas turbine. Duct connecting the low- to the high-pressure
compressor is designed with virtually negligible diffusion rate. Hence, it ceases
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Fig. 1 Schematic layout of experimental components

to constant area ratio (AR) whereas inter-stage turbine duct shows area variation
throughout the passages, so a significant amount of diffusion is taken place [3].

Moreover, optimization and weight penalties dictate that the duct must be as
short as possible, and hence it is designed as an S-shaped. This curved S-shape
passage gives the secondary and three-dimensionally effects on the flow. Therefore,
a low-speed large-scale experimental rig is designed for studying the flow within
the intermediate compressor duct. Schematic layout of the experimental facility is
shown in Fig. 1.

It consists of a wide-angle diffuser, settling chamber, honeycomb, screens, and
contraction nozzlewith a bullet, upstreamanddownstream straight duct andS-shaped
annular duct. Compressed air at the required pressure ratio from the screwcompressor
is supplied to the facility. S-shaped duct plays a vital role to supply the high-quality
air to the downstream high-pressure compressor; hence S-shaped duct itself must be
supplied with a highly uniform air from the upstream components. The contraction
nozzle placed upstream to the S-shaped duct has taken this responsibility. As soon
as the compressed air approaches the contraction nozzle, its mean velocity gets
increased which allows putting the honeycomb and screens into a low-speed region
that helps to reduce the pressure losses. Moreover, it also mitigates both mean and
fluctuating velocity variations to a smaller fraction of the average velocity.

The design of the contraction is significantly affected by the contraction ratio,
contraction length, and contraction wall contour [4]. The optimum value of the con-
traction ratio and length is always desired to minimize the boundary layer thickness,
overall cost, and to avoid flow separation. Contraction ratio in between 6 and 9 is
generally supposed to produce an acceptable flow quality [5], and for the present
case, the contraction ratio of ‘9’ is selected. Moreover, the contraction wall shape
also affects the performance of the contraction in terms of pressure drop and bound-
ary layer evolution; hence several researchers had been focusing toward the same
especially since the last two decades [6, 7]. The aim of the present work is to carry
out numerical simulations using ‘ANSYS FLUENT’ to analyze the performance of
the circular contraction nozzle in terms of pressure drop, exit flow uniformity and
boundary layer thickness for four different wall contour shapes.
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Fig. 2 Four investigated
contraction wall shapes
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2 Problem Formulation

2.1 Contraction Dimensions

In the present work, the contraction’s exit dimensions are based on the S-shaped
annular duct. With a contraction ratio of 9, hydraulic diameters of the entrance and
the exit are 260.514 mm and 86.838 mm, respectively. As per Bell and Mehta [8],
optimum length to height ratio of 0.95 is selected which results in a total length of
the computational domain of 352 mm (−52 ≤ x ≤ 300) including upstream (−52
≤ x ≤ 0) and downstream (300 ≤ x ≤ 352) straight portion of 52 mm each as
shown in Fig. 2. In order to design and fabricate compressor intermediate S-shaped
duct facility, contraction with an optimum wall contour needs to be designed. It has
already been discussed that apart from the contraction ratio and length, contraction
wall contour also has a significant impact on the performance of the contraction
and finally, after reviewing the existing literature on contraction design, to obtain an
optimum design, four contraction wall contours (see Table 1) have been selected.

2.2 Computational Fluid Dynamics Modeling

In order to simulate the flowfield, it is assumed that flow is steady, three-dimensional,
incompressible and turbulent. The computational domain is designed into ANSYS
design modeler and meshed in ICEM CFD. Numerical simulation is carried out via
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Fig. 3 Hexahedral mesh of CT#1case

FLUENT 15.0 by adopting shear stress transportation (SST) k–ω turbulence model.
This model has more strength to predict the flow in the vicinity of the wall more
accurately [8]. Pressure-velocity coupling correction is done by the ‘SIMPLE’ algo-
rithm, and the second-order upwind scheme is imposed for the momentum, turbulent
kinetic energy, and specific dissipation rate. Since S-shaped duct was designed as per
the exit condition of the low-pressure compressor, hence in order to meet the same,
at the inlet of the contraction a uniform velocity profile of 7.5 m/s is selected as the
inlet boundary condition and 2.94 bar of pressure is imposed on the outlet whereas
the no-slip condition is applied to the contraction walls.

In the present case, the structured hexahedral mesh of 5.32 × 105 cells are used
for all the cases while maintaining the wall distances

(
y+)

within the boundary layer
region below to 1

(
y+ ≤ 1

)
and an example of mesh obtained for the case with

CT#1 is shown in Fig. 3. To select an optimum mesh size, a grid independent test
has been carried out for the case with CT#1. For this, three different mesh sizes are
selected and velocity and pressure profiles along the centerline of the contraction are
evaluated. Figures 4 and 5 depict that the predicted velocity and pressure profiles
are exactly overlapping to each other for all cases hence mesh size of 5.32 × 105 is
chosen as the optimum size for the remaining cases.

3 Results and Discussions

This section will emphasize the effect of contraction wall shape on the axisymmetric
circular cross-sections contractions. Figure 6 shows the static pressure variation along
the contraction wall for the case of CT#1. Static pressure is the highest at the inlet due
to its maximum area, and it is gradually decreasing to achieve the minimum value at
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Fig. 4 Velocity profiles
along centerline for different
mesh size
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Fig. 5 Pressure profiles
along centerline for different
mesh size
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the outlet. In fact, static pressure contours for all cases are almost in identical nature
but have a marginal difference in magnitude. However, CT#3 requires a higher static
upstream pressure to accelerate the flow up to 68 m/s at the contraction exit, and
consequently, it encounters pressure loss of 245.84 Pa which is maximum among all
cases as shown in Table 2. In addition to it, the minimum pressure loss is observed
as 162.05 Pa for the case CT#4. In the last case, because the generation of secondary
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Fig. 6 Static pressures
contour for CT#1

Table 2 Pressure drops along investigated contractions

Case Inlet total pressure Outlet total pressure Loss % Loss

CT#1 299,936.41 299,724.28 212.13 0.071

CT#2 299,955.41 299,725.78 229.63 0.077

CT#3 299,972.56 299,726.72 245.84 0.082

CT#4 299,889.22 299,727.16 162.05 0.054

and vortex flow is lowest as compared to other cases and as the consequence of it,
CT#4 is subjected to the lowest pressure loss. In other words, it could be concluded
that the higher pressure loss might be causing higher operating cost.

The velocity profiles at the contraction exits are shown in Fig. 7. The velocity
profile of case CT#1 depicts a thinner boundary layer at the outlet whereas for case
CT#4, it is thicker. Higher-order equations show thicker boundary layer generation
and hence have more chance of flow blockage.

The core regions of the contraction outlet do not affect the boundary layer
development. At the vicinity of the wall, the boundary layer is developed and
gradually increases toward the core region. Even though flow through all cases is
still attached, all cases show distinct variations of non-uniformity. Figure 8 shows a
comparison of the predicted cross-sectional velocity non-uniformity (Un) variations
among all cases. Here, Un is the ratio of maximum velocity deviation to the local
cross-sectional mean velocity. It is observed that at the inlet of the contractionUn has
the smallest value and starts to increase gradually along the contraction length just
because of change in radius of curvature. Moreover, its maximum value for all cases
is found between x/L = 0.2–0.4 that is near to the matched point of wall contour.
Since the wall contour of contraction consists of concave followed by the convex
curvature and because of this, at the matching point, contraction is encountered with
a sudden change of slope (see Fig. 2) which eventually increases the non-uniformity.
Because CT#3 (cubic match wall contour) is subjected to maximum change in
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Table 3 Axial velocity
standard deviations at the
outlet

Case Standard deviation

CT#1 0.08241

CT#2 0.08818

CT#3 0.08941

CT#4 0.07667

radius of curvature at the matching point (see Fig. 2), it depicts the highest value of
Un whereas CT#1(third-order polynomial) shows the lowest peak. Even though the
CT#3 shows the highest peak of Un , it shows the minimum value at the outlet of the
contraction which indicates the lowest non-uniformity.

Similarly, the standard deviation is also another way to quantify the non-
uniformity. The deterioration in uniformity of the flow at the outlet can be expressed
in terms of standard deviation in axial velocity at the outlet. The axial velocity stan-
dard deviations at the outlet of the contractions are listed in Table 3. The maximum
standard deviation is observed for CT#3 whereas it is the minimum for the CT#4
case.

Since CT#4 has shown lowest non-uniformity at the outlet, mean velocity profiles
at the selected cross-sections are demonstrated here (see Fig. 9) only for CT#4 case
(R is the local radius of the section). Figure 9 concludes that maximum velocity for
all sections is found at the center regions and this velocity is gradually decreasing
toward the wall to satisfy the no-slip conditions. In other words, it can be understood
that a large traverse velocity gradients are obtained at the vicinity of the wall due to
the existence of boundary layers.

4 Conclusions

In the present work, computational simulations of contraction of compressor inter-
mediate S-shaped duct facility have been carried out. In order to make a proper
understanding of the flow physics of a contraction, four different wall shapes are
selected. The primary outcomes are highlighted as follows:

• Different contraction wall shapes result in pressure loss within the contraction,
and the maximum difference between them is about 84 Pa. Therefore, the wall
shape has a significant role.

• Higher-order equation of wall shape encounters thicker boundary layer as well
as higher standard deviation at the outlet of the contraction whereas lower-order
equation results minimum pressure loss.

• In the contraction domain, the highest peak of Un is shown by the CT#4 among
all cases.

• CT#4 shows the minimum value of Un and standard deviation at the outlet of
contraction which indicates the lowest non-uniformity among all cases.
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Fig. 9 Sectional velocity profiles

• Large traverse velocity gradients are obtained at the vicinity of the wall due to the
existence of boundary layers.
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Alternate Heating Process in ESP
Hoppers of Thermal Power
Plant—An Experimental Pilot
Investigation

R. Saravanan and Ramakotaiah Maddumala

Abstract The researchers focus on eco-friendly and economy of power generation
in the thermal power plants. The system-wise analysis will help to find the way
to economic power generation. This research focuses the hopper heating concern.
Usually, the electric heating is employed to maintaining the hopper as warm to
avoid distraction in the flow of ash. The research argues the feasibility of steam
heating in the view of waste heat recovery. A new kind of hopper was designed, and
its prototype was fabricated, tested and analysed. The qualitative and quantitative
benefits of proposed system were discussed. The proposed system, irrespective of
climatic changes, works well.

Keywords ESP hopper · Steam heating · Energy · Pilot investigation

1 Introduction

In the thermal power plant, the hopper heating is done by electric heater for avoiding
the condensation fly ash. The condensed fly ash causes the big trouble in the ash
collecting system [1]. Even though the ESP is a wonderful method for collecting the
fly ash [2], [3] insisted that the need for improving the system with economic and
environmental pollution concern. Hence, different aspects of improving ESP have
been reported in the literature. Reference [4] characterized the fly ash collected in
the hopper based on the combustion of various coal grades. Reference [5] discussed
the guidelines for making a right choice of material used for duct like stainless steel,
aluminiumand copper for ESPhopper. Reference [6] validated theESPperformances
with the emission norm of the Tamil Nadu state government, [7] reported that the
use of alkali content coals as well as non-coking low sulphur coal increase feed of
the fuel as far as rapid loading of ash on ESP. Reference [8] discussed the density of
fly ash with respect to climate changes and prerequisites for avoiding those issues.
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But in this paper focuses the alternate hopper heating system based on waste heat
recovery strategy.

2 Materials and Methods

In general, the net power output can be increased by reduction consumption of power
by its own accessories such as boiler feed pump, forced draught fan, induced draught
fan, DM water pump, APH drive motor, soot blower motor, pulveriser drive motor,
emitting electrode, PA fan motor and ESP hopper coil. According to the observed
statistics, the ESP hopper coil consumes high energy. So this research focuses on
energy conservation on ESP hopper heating. At present, electric heating is employed
for heating the hoppers. This paper addresses the feasibility of adopting the steam
heating for the same. The source of such steam was identified. The option 1 (refer
Fig. 1) is by tapping hot air from wind box section in the boiler, i.e. such air pre-
heater (APH). The option 2 (refer Fig. 2) is by taking the flash steam which is sent
to the atmosphere after condensing the boiler feed water. This high-pressure and
high-temperature water gets vaporized due to sudden expansion if it is released to
the atmosphere. Hence, that source can be used for ESP hopper coil.

The conventional hopper and its principal parts are depicted in Fig. 3. Averagely,
the ESP hopper coils consume 6 kW of energy. The methodology is primarily some
feasibility studies to be carried out like steam flow specification to replace those
heating coils. The distance considered from wind box to hopper is 40 m (the actual
distance is 30–35 m apart) for estimating heat transfer and heat loss. The fabrication

Fig. 1 Proposed heat sources: before air pre-heater
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Fig. 2 Proposed heat source at disposal of hot air

Fig. 3 Conventional ESP hopper (left) and components of ESP hopper (Right) (1)

of the model, testing and analysis is to be carried out. The theoretical and actual
performances are to be compared.

3 Design

The heating chamber is to be designed to replace the hopper coil. It has to provide
power source to maintain fly ash at a temperature range to avoid sticking of them
in the inside walls of hopper while collection. Estimation of total mass flow rate
required for specified power and velocity of hot air can be estimated by fusing
following data. The minimum relative temperature required is 120–130 °C. The
ambient air temperature or heating chamber temperature (T s) without heater is 35 °C.
The available heat source, i.e. hot air temperature, is 300 °C. The measured mass
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flow rate in the duct is 4.688 T/h the required power (Q) is 6 kW. The specific heat of
air (Cp) at 300 °C is 1.049 kJ/Kg K. The required mass flow rate (m) out of 464 t/h
is Q/(Cp�T ), i.e. 0.0390 kg/s per hopper. There are 24 hoppers connected; hence,
overall mass flow rate is 0.936 kg/s or 3.32 tonne per h. The available square duct
is 0.1-m-long slant surface. The leaving air temperature at the distance of 30 m is
257.7 °C or 496 F (in let temperature of the hopper heating (T i)). The density of the
air≈257.7 °C is 0.616 kg/m3. Hence, volume flow rate is 1.51m3/s. The area of cross
section is 0.01 m2, and then flow velocity is 151 m/s. The usual notations were used
for properties of air for calculated temperature. The hydraulic diameter (Dh) is the
cross-sectional area (Ac) in which the entry of air is made. Dh = (4A2

c/4Ac) = Ac =
0.0125 m. The velocity of air flows through the cross-sectional area or velocity of the
medium (vm) is equal to (V /Ac) = (0.052/0.0125) = 4.16 m/s. The Reynolds number
(Re) is equal to [(vm * Dh)/v] = (4.16 * 0.0125)/30.09 * 10−6 = 1395.08 < 2300,
i.e. the flow is laminar. For laminar flow, Pr is 0.682. Hence, the Nusselt number Nu
= 0.023R0.8

e pr0.3 = 6.722. The thermal conductivity (k) is 0.03469. Therefore, the
value of h obtained from the relation of Nu = (h * Dh)/k is 19.5748 W/m2 K. The
exit temperature (T e) of hot air from the hopper heating system can be computed by
using the mathematical relation of T e = T s − (T s − T i) * e−h.Ac/(mCp) and equal to
152.13 °C. The logarithmic mean temperature difference (LMTD) can be computed
as 137.018 °C = ∇T ln. Hence, the overall heat transfer coefficient (Q) = hA∇T ln =
6.2 kW. The requited heating is 6 kW. Hence, the design is safe.

4 Prototyping

As the hopper is tapper, the heating system to be fabricated is shown in the proposed
model. The serpentine tubes are fixed bywelding on outside surfaces of the inner shell
of hopper, i.e. the steam should pass through a continuous small tube and spread the
tube on the surface as shown in left in Fig. 4; at the same time, it must be ensured that
all the four slant surfaces of heating chamber are maintained at same temperature.
Probably, the steam inlet is to be at bottom where more heating is required. The
fabricated model is shown in the middle of Fig. 4. The hopper heat testing set-up is

Fig. 4 Design (Left) fabricated prototype (middle) and testing set-up (right)
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shown in the right side of Fig. 4. The exhaust of Kirloskar four-stoke twin cylinder
diesel engine is employed as heat source. The exhaust passes in the hopper prototype,
and the heating performance is evaluated. The K-type thermocouple thermometers
were used for temperature measurement. The observations are obtained at various
temperatures with respect to time for evaluating the workability of proposed hopper
heating and heating response time. The heating performances were observed by
passing the exhaust into the inlet of the hopper prototype at slant surface 1 as inlet
and the slant surface 4 as outlet i.e., the tube’s end of neighbor side was considered
as output. Similarly, it was tested and observed for remaining three possibilities.
The observations were obtained from five different places of the slant surfaces, and
their rounded-off average value is recorded and furnished in Table 1. The procedure
is repeated until all four slant surfaces as input as their neighbour slant surface as
outlet. Those observations furnished in Tables 2, 3 and Table 4 for slant surface 2 as
inlet slant surface 1 as outlet case, slant surface 3 as inlet slant surface 2 as outlet
case and slant surface 4 as inlet slant surface 1 as outlet case respectively.

Table 1 Results of case I (slant surface 1 as inlet and slant surface 4 as outlet)

Sl. no Time (min) Temperature (°C)

Slant surface 1 Slant surface 2 Slant surface 3 Slant surface 4

1 1–5 35 33 30 31

2 5–15 46 45 41 40

3 15–25 55 55 50 53

4 25–35 59 58 54 57

5 35–45 61 61 57 60

6 45–55 62 62 59 61

Table 2 Results of case II (slant surface 2 as inlet and slant surface 1 as outlet)

Sl. no. Time (min) Temperature (°C)

Slant surface 1 Slant surface 2 Slant surface 3 Slant surface 4

1 1–5 32 34 31 31

2 5–15 44 46 42 43

3 15–25 54 55 52 54

4 25–35 58 58 54 56

5 35–45 61 61 58 60

6 45–55 62 62 59 61
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Table 3 Results of case III (slant surface 3 as inlet and slant surface 2 as outlet)

Sl. no. Time (min) Temperature (°C)

Slant surface 1 Slant surface 2 Slant surface 3 Slant surface 4

1 1–5 33 33 31 34

2 5–15 45 45 42 45

3 15–25 54 53 49 53

4 25–35 59 58 54 58

5 35–45 60 60 57 61

6 45–55 61 61 59 62

Table 4 Results of case IV (slant surface 4 as inlet and slant surface 3 as outlet)

Sl. no. Time (min) Temperature (°C)

Slant surface 1 Slant surface 2 Slant surface 3 Slant surface 4

1 1–5 35 36 32 36

2 5–15 49 49 45 49

3 15–25 56 55 52 59

4 25–35 59 59 55 60

5 35–45 61 60 57 61

6 45–55 63 62 59 63

5 Result and Discussions

The specially designed and fabricated a prototype of hot gas/steam heating hopper
was tested with exhaust gases of IC engine for replacing the conventional electric
heating. The test results of prototype of the proposed system are shown in the graph-
ical form in Figs. 4 and 5. Figure 4 illustrates case-wise comparison on each slant
surface. Figure 5 depicts the slant surface-wise comparison with respect to the cases
considered. From Fig. 4, it is understood that the rise of temperature in each slant
surface is found almost as uniform for irrespective of case. The negligence variation
was observed. From Fig. 5, it is clear that with respect to input slant surface, the vari-
ation of temperature raise with respect time is not significant. Only the slant surface
3 picks up the temperature little slow controversy the rise of temperature of slant
surface 4 is fast a little due to some fabrication finish issues. Hence, it is suggested
that the thermal insulation to be provided with external surfaces and any slant surface
can be preferred for inlet, and its previous will be exit of hot steam (Figs. 5 and 6).

The cost of power supply for industry varies globally based on many factors. The
average groups of thermal power plants near coal mine are 100–150 hoppers. The
cost of heating is almost free by the use of proposed system. If the thermal power
plant operates 24 h per day for a month, the power required varies from 600 kW to
900 kW per h and for a month, 32,000 kWh per month to 648,000 kWh per month.
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Fig. 5 Case-wise comparison on each slant surface

The reader may be calculating the exact savings based on exact numbers of hopper
available and hours of plant running.

6 Conclusion

The alternate heating system for ash collecting hopper for thermal power plant is
discussed in this paper. The designed and fabricated prototype for hot gas/steam
heating system in hopper is tested. This proposal is based on recovery of waste heat
from the boiler. As it is continuous operation at stated operating pressure, the supply
of steam for the hopper heating system will not affect. Hence, the operating cost is
absolutely free. In the proposed system, the steam passes through the small tubes, so
noncorrosive tube material is recommended. The proposed system may be used as
primary heating of the ash collecting hoppers for higher savings from 432,000 kWh
per month to 648,000 kWh per month for the thermal plants having hoppers from 100
to 150 nos. According to poka-yoke concept, as the thermal power plant operating
continuously, it is suggested that the electric heating source is secondary for ensuring
mistake proof operation. So the proposed system is to be implemented on the existing
hopper set-up.
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Fig. 6 Slant surface-wise comparison for each case
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Experimental Study on the
Performance of Micro-aerial Vehicle
Propeller

P. S. Premkumar, M. Sureshmohan, K. Siyuly, S. Vasanthakumar,
R. Naveen Kumar, S. DenielaGrene and S. Sanjaykumar

Abstract Aircraft propeller performance study is one of the most challenging areas
in the aeronautical research field. This paper compares the experimental and theo-
retical thrust results for various propellers and also provides a methodology for a
portable static experimental setup. This will pave the way for propeller design by
comparing the thrust values. These data will give more clarity to researchers com-
paring the experimental and theoretical thrust values of micro-aerial vehicle (MAV)
propeller.
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1 Introduction

Currently, the aircraft industries test nearly 4,000 propellers to choose the best among
them. A two-bladed prop is the most efficient one and hence been widely used.
Constant pitch propeller whose blade angle is fixed with respect to the hub is suitable
for the low-speed airplane. The propellers have a magnificent role in the aviation
field and also several other fields. This research addresses the combined work of
experimental and theoretical study that gives a wider conclusion on the selection
of best propellers and flow field characteristics around the propeller. The analytical
study is done using the ‘blade element theory’ to determine the thrust and torque of
the propeller [1]. The product of thrust developed and airspeed of the aircraft gives
the propulsive power. The ratio of propulsive power to the brake horsepower gives
the propulsive efficiency. The propeller tip vortices create rotational energy loss.
During the rotation of the propeller, velocity components are considered. For each
blade, there is always an equal and opposite lift force component being generated
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by the diametrically opposed blade. The potential influence and wake effects play
a major role [2]. The total efficiency mainly depends on stator performance. The
selection of airfoil also plays a vital role. The results are determined by carrying out
the experiments using portable setups to measure the propeller characteristics such
as thrust. The same process is carried out for various propellers which satisfies the
core objective of this paper. This data obtained from this research will be useful for
selecting the propeller for miniature aerial vehicle (MAV) based on its operation and
requirement.

2 Experimental Setup

An experimental setup has been built to find out the static thrust produced by a
propeller in different RPM. Keeping in mind the diameter of the propeller chosen,
the frame is designed. The height of the frame is 120 cm, width is 60 cm and the
length is 25 cm. It is built using a steel rod of thickness 1 and 1/2 inches. The setup
takes the shape of a truncated prism. The diameter of the propeller is taken into
consideration, so as to reduce the risk of tip flow disturbances. The setup is built to
be a strong one to withstand the load produced by the propeller rotation. The setup is
designed in such a way that the airflow direction is upward and the thrust direction
is toward the ground [3]. The components are chosen to take into account the power
required to conduct the experiment at different RPM. It is shown in Table 1.

The weighing scale is the base of the setup. Since the weighing scale value is
taken as the thrust value also, the frame is mounted on top of our weighing scale, and
the value is tarred. The frame is 6.4 kg approximately. On top of the frame, the motor
is mounted upside down. The propeller is screwed to the motor. The rotation of the
motor is anti-clockwise. The motor is connected to the electronic speed controller.
The ESC is in turn connected to the receiver and the power controller [4]. The power
controller is connected to the switched-mode power supply (SMPS). The power
controller controls the flow of current to the motor and saves the motor from burning

Table 1 Experimental setup—component details

Component Description

Brushless motor Avionic C2830/12 KV1000 brushless motor

ESC Wolf pack 30 Amp ESC SKU: RZ04410

Transmitter/receiver Fly Sky FS-T6 2.4 GHz digital proportional 6 channel transmitter and
receiver

Propeller 13 × 8 (inches), Two-bladed propeller

Tachometer Portable digital laser tachometer non-contact rotate speed detector LCD
tachometer (RPM meter range 2.5–99999 RPM)
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out. The receiver obtains the signals from the transmitter and delivers it to the motor.
Figures 1, 2 and 3 show the proposed experimental setup with components and
propellers tested.

Fig. 1 Line diagram of the experimental setup

Fig. 2 Experimental setup
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Fig. 3 Various propeller
configurations

13X6.58X3.87X6 9X4.5 13X8

3 Results and Discussion

3.1 Experimental Results

Different RPM was chosen for the test. The experiment was conducted for different
specifications of propellers. The thrust value which is equivalent to the weighing
scale value is noted down and compared with the theoretical results [4].

From Fig. 4 it is observed that for lower RPM, the thrust value difference (33%) is
high between experimental and theoretical values. In the higher RPM, around 10%
of differences are observed between the experimental and theoretical values for the
7 × 6 propeller.

From Fig. 5, it is observed that for lower RPM, the thrust value difference (39%)
is high between experimental and theoretical values. In the higher RPM, around 28%
of differences are observed between the experimental and theoretical values for the
13 × 8 propeller.

From Fig. 6, it is observed that for lower RPM, the thrust value difference (37%)
is high between experimental and theoretical values. In the higher RPM, around 14%
of differences are observed between the experimental and theoretical values for the
9 × 4.5 propeller.

From Fig. 7, it is observed that for lower RPM, the thrust value difference (39%)
is high between experimental and theoretical values. In the higher RPM, around 21%
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Fig. 4 Thrust vs propeller speed (RPM) for 7 × 6 propeller

Fig. 5 Thrust vs propeller speed (RPM) for 13 × 8 propeller

Fig. 6 Thrust vs propeller speed (RPM) for 9 × 4.5 propeller
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Fig. 7 Thrust vs propeller speed (RPM) for 8 × 3.8 propeller

of differences are observed between the experimental and theoretical values for the
8 × 3.8 propeller.

From Fig. 8, it is observed that for lower RPM, the thrust value difference (42%)
is high between experimental and theoretical values. In the higher RPM, around 34%
of differences are observed between the experimental and theoretical values for the
13 × 6.5 propeller.

Figure 9 gives the comparison between experimental and theoretical thrust values
for the four different RPMwith difference 32%. Along with the comparison between
numerical and theoretical thrust values for four different RPMwith difference of 41%
is observed between experimental and numerical simulation results for the 13 × 8

Fig. 8 Thrust vs propeller speed (RPM) for 13 × 6.5 propeller
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Fig. 9 Thrust vs propeller speed (RPM) for 13 × 8 propeller

propeller. (As a case study, we have done numerical simulation for 13 × 8 propeller
in ANSYS CFX) [5].

3.2 Theoretical Results

Thrust values of 7 × 6 propellers are validated with theoretical values. The
experimental thrust values of each propeller are verifiedwith theoretical thrust values.

Theoretical thrust value of the propeller is calculated as follows:
F = thrust (N), d = prop diam. (in.), RPM = prop revolution/min., pitch = prop

pitch (in.), V 0 = prop forward airspeed (m/s), for the static thrust V 0 = 0.

F = 4.392399 × 10−8.RPM
d3.5

√
pitch

(
4.23333 × 10−4.RPM.pitch − V0

)
(1)

The propeller diameter and pitch are 7 in. and 6 in., respectively, and five different
RPM are 1500, 2000, 2500, 3000 and 3500, respectively. If these values are applied
in Eq. (1), the thrust (F) as 0.08829 kg, 0.15696 kg, 0.25506 kg, 0.36297 kg and
0.50031 kg respectively are achieved.

4 Conclusion

After analyzing the results, it is evident that in the propellers with greater diameters,
the variation of experimental thrust from the theoretical thrust is greater for higher
RPM. For smaller diameter propellers, the variation in the thrust is comparing well
with the theoretical results. The main reason for the variation is because, for higher
diameters, the flow is being disturbed at the propeller tip. This is due to the frame
size that was chosen at the initial stages. Due to the propeller vibration, the graphs
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vary slowly with increasing RPM for bigger diameter propellers (for 13 × 8 and
13 × 6.5 propeller). The results which are obtained from this paper will help the
MAV researchers to choose propellers for their application in the better way.
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Heat Transfer Enhancement
of Al2O3-Based Nanofluid in a Shell
and Helical Coil Heat Exchanger

Prabhakar Zainith and Niraj Kumar Mishra

Abstract Active and passive techniques are generally used by the researchers for
the heat transfer augmentation of fluids. Conventional fluids like water, ethylene gly-
col, and oils have not enough heat transfer capabilities to fulfill current requirements
of high heat transfer rates of heat exchangers. Nanofluids are the new-generation
fluids that have better heat transfer capabilities over traditional heat transfer fluids.
The current study examines heat transfer analysis in a shell and helical tube heat
exchanger using Al2O3 nanoparticles in aqueous solution. The analysis was carried
out to determine the enhanced heat transfer rate as compared to the base fluid (water)
in a vertical shell and helical coil geometry. Four different nanoparticle concentra-
tions—1–4% by volume along with four different mass flow rates vary from 0.03 to
0.113 kg/s—were used to simulate the results. Results showed that the heat trans-
fer rate of nanofluids was enhanced at higher mass flow rates, concentrations, and
coil-side inlet temperatures.

Keywords Heat transfer · Nanofluids · Helical coil

1 Introduction

Enhancement in the thermal conductivity of heat transfer fluids through the addition
of solid particles has attracted the interest of researchers in this diverse field. These
fluids are known as nanofluids and have been considered to have a prominent poten-
tial in energy and heat transfer applications for the development of sustainable energy
devices and systems [1]. Helical coils are widely used in many industrial applica-
tions, like food and dairy processes, nuclear reactors, chemical and refrigeration,
and air-conditioning appliances. In the last ten years, the area of research on curved
tubes is quite demanding because of their compact structure and high heat transfer
coefficients. Earlier helical coiled tubes were studied by Dean [2, 3] and found that
symmetrical circular zones were formed over the cross section of coils due to the
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induced centrifugal force. Pourhedayat et al. [4] developed a correlation for exergy
losses of Newtonian fluids for a helical tube. They investigated exergy extracted by
hot fluid, exergy taken by cold fluid, total exergy loss, NTU, and non-dimensional
exergy loss. Finally, a correlation was developed for total non-dimensional exergy
loss with respect to number of thermal units (NTU).

From the literature, it is concluded that only few investigations were found in the
past for the heat transfer analysis of nanofluids in a shell and helical coil geometry.
The objective of present simulated work is to investigate the effect of nanofluids in
a shell and helical coil geometry on the thermal aspects.

2 Numerical Model

2.1 Geometry

The designmodule consists of two sections, shell and helical coil, as shown in Fig. 1a.
The view of computation fluid domain is shown in Fig. 1b, c. Water was used as the
hot fluid in the coil side, and Al2O3 nanofluid was used in the shell side as working
fluid with four different concentrations 1, 2, 3, and 4% by volume. The present study
was carried out under laminar flow conditions at the mass flow rates 0.03, 0.05, 0.09,
and 0.113 kg/s, for both shell and coil sides. The specifications of physical model
are given in Table 1.

Fig. 1 a Schematic diagram of computational fluid domain, b solid model of shell, and c helical
coils
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Table 1 Physical specifications of computational fluid domain

No. DS,o (mm) DS,i (mm) Dc (mm) N H t (mm)

1 160 90 125 22.5 360 0.86
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Fig. 2 a Grid-independent test and b validation of present study with Ghorbani et al. [5]

2.2 Grid Testing and Validation

To verify the results of mesh, a mesh independence test was conducted by increasing
the number of elements till the nearly constant results were found as shown in Fig. 2a.
In the given mesh independent test, seven different element sizes of mesh were
numerically investigated for coil outlet temperature. In the seven different element
sizes, only three (46 × 105, 51 × 105, and 54 × 105) sizes give similar results. Thus,
the size of 46 × 105 is selected for present simulations. Validation of the numerical
results compared to the experimental measurements was given in a similar study
performed by Ghorbani et al. [5]. The results’ measure for heat transfer coefficient
of shell side with heat flux per unit area is shown in Fig. 2b. The validation was done
for water at both the sides of shell and helical coil.

2.3 Thermophysical Properties of Nanofluid

Generally, two methods, single-phase and two-phase models, are used to analyze the
thermal performance of nanofluids. Albojamal and Vafai [6] compared the results
of single- and two-phase models with experimental data, and they found that lower
concentrations of nanoparticles give similar results as compared with the multiphase
and experimental studies. As in the current study, the particle concentration is low,
so the simulations were performed using single-phase model.
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The density of nanofluid was found out by using the general formula for the
mixture:

ρn f = φρnp + (1 − φ)ρb f (1)

The specific heat of the nanofluid was evaluated from:

CPnf = φρnpCPnp + (1 − φ)ρb f CPbf

ρn f
(2)

These above equations have given significant results for nanofluids on comparing
with experimental results by Pak and Cho [7] and Xuan and Roetzel [8].

The Maxwell model [9] was used to find out the thermal conductivity:

kn f
kbf

= knp + 2kbf + 2φ
(
knp − kbf

)

knp + 2kbf − φ
(
knp − kbf

) (3)

Einstein’s equation was used to find out the effective viscosity of nanofluids for
the concentrations less than 5% by volume [10]:

μn f = μb f (1 + 2.5φ) (4)

2.4 Governing Equations

CFD code FLUENT 18 is used for the numerical solution. Finite volume technique is
used to solve the mass, momentum, and energy equations of conservation. A steady-
state condition is modeled for heat transfer between the hot fluid in the helical coil
tube and the nanofluid in the shell. The convergence criterion chosen for energy
equation is 1.0e−6.

The basic governing equations, which are used for heat transfer and flow analysis,
are given below:

∇.(ρ �V ) = 0 (5)

ρ( �V .∇ �V ) = −∇ p + ∇.

[
μ(∇ �V + ∇T �V )

2

]

(6)

ρCP( �V .∇T ) = K f ∇2T (7)

Average heat flux and convective heat transfer coefficient were calculated as
follows
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q ′′ = Cp,s
(
Ts,o − Ts,i

)

Acoil
(8)

and

h̄ = q ′′
(
Tmin,cs − Tmin,s

) (9)

Overall heat transfer coefficient

U = q ′′

Ao(�TLMTD)
(10)

where Ao is the surface area of coil and �TLMTD is the log mean temperature
differences. �TLMTD can be calculated as per following equation.

LMTD = (THi − TCo) − (THo − TCi)

ln
(

(THi−TCo)
(THo−TCi)

) (11)

whereTH andTC are the temperature of hot and cold fluids at inlet and outlet sections.

3 Result and Discussion

In the present work, laminar heat transfer and fluid flow for Al2O3-based nanofluids
in a three-dimensional fluid domain through a shell and helical coil heat exchanger
are numerically investigated for counterflow. The simulations were done for four
different values of particle concentrations in the range 1% ≤ φ ≤ 4% and four
different mass flow rates 0.03, 0.05, 0.09, and 0.113 kg/s. Al2O3 nanofluids are
used in the shell-side region with a constant inlet temperature of 293 K, and pure
water is used in the coil side with different inlet temperatures from 323 to 353 K.
The temperature contours of fluid domain for pure water with 2% and 4% particle
concentration in counter flow are shown in Fig. 3, respectively. From the temperature
contours, it is found that the coil temperature goes down from inlet to outlet and shell
temperature rises from inlet to outlet. The whole phenomenon satisfied the general
heat balance equation.

3.1 Heat Transfer Analysis

The effects on heat transfer coefficient of shell side with the aluminum oxide particle
concentration variation from 1 to 4% by volume for different inlet temperature of
coil side from 50 to 80 °C are shown in Fig. 4. From the figure, it is found that
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(a) Pure water (b)  = 2% (c)  = 4% 

Fig. 3 Temperature contours of fluid domain in x–y plane for a pure water, b φ = 2%, and c φ =
4% at inlet coil temperature of 353 K

Fig. 4 Variation in heat
transfer coefficient with
particle concentration at
different inlet temperatures
of coil section

0 1 2 3 4

400

450

500

550

600

650

700

750

H
ea

t t
ra

ns
fe

r c
oe

ffi
ci

en
t (

W
/m

2 K)

Particle concentration (%)

 800C
 700C
 600C
 500C

by increasing particle concentration, the heat transfer coefficient increases with the
increase in coil inlet temperature. The reason of this enhancement is addition of
nanoparticles changes the thermophysical properties of base fluid like density, spe-
cific heat, thermal conductivity and viscosity. The maximum heat transfer coefficient
was found 723 W/m2 at 4% of particle concentration for 353 K inlet temperature
of coil. Moreover, overall heat transfer coefficient at a particular mass flow rate
increases with the increase in nanoparticle concentration as shown in Fig. 5. This is
due to the increase in the average surface area of metallic particles in the base fluid,
which is responsible for better heat transfer rate. Another reason for enhanced heat
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Fig. 5 Variation in overall
heat transfer coefficient with
mass flow rates at different
particle concentration
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transfer rate is Brownian motion of particles. Brownian motion is taking place due
to randommovement of nanoparticles caused by the impact of fluid molecules in the
surrounding. Thus, as the concentration of nano-sized metallic particles increases,
more augmentation of heat transfer occurs. The maximum overall heat transfer coef-
ficient was found 460 W/m2K for Al2O3/water nanofluids. The above discussion
suggests that the random movement of aluminum oxide nanoparticles improves the
thermal dispersion.

4 Conclusions

The present study covers numerical investigation of convective flow heat transfer in
a three-dimensional shell and helical coil heat exchanger. Al2O3 nanoparticle is used
with four different particle concentrations with water as a working fluid. From the
above study, following conclusions are summarized:

1. The results concluded that the heat transfer rate is enhanced by the use of nanoflu-
ids. It is also concluded that by increasing themass flow rate and inlet temperature
of coil side leads to increase in the value of heat transfer coefficient.

2. The Al2O3 nanofluids with 4% particle concentration give 176% better heat
transfer coefficient with respect to pure water. While the overall heat transfer
coefficient found is 380% better at a mass flow rate of 0.113 kg/s with 4%
particle concentration as compare to pure water.

3. The implementation of helical coils over circular concentric type accompanied
in enhanced heat transfer rate because of aggrandizes mixing of fluids and covers
more surface area for convection.
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Numerical Analysis of the Effect
of Fluid–Structure Interaction on Heat
Transfer in the Square Cavity Using
OpenFOAM

Nikhil Chitnavis and Trushar B. Gohil

Abstract The present study discusses the effect of fluid–structure interaction (FSI)
in a square cavity with a top wall oscillating, i.e., sinusoidal variation of the velocity
of the top wall. Due to this varying motion of the top plate, fin (flexible plate) starts
oscillating in the transverse direction of the fin length. Due to flexible plate motion,
fluid motion also gets disturbed, and because of this it can increase or decrease the
heat transfer rate of the hot wall. For checking the effect of fin, flexible plate is set
on the left, right and bottom wall. It is observed that incorporation of flexible flap on
any wall decreases the heat transfer rate.

Keywords FSI · Sinusoidal · Flexible flap

1 Introduction

In a lid-driven cavity, heat transfer is mainly due to air circulation by moving wall.
To increase the heat transfer rate of the heated wall is a matter of concern, and also it
has some engineering application, i.e., cooling of microelectronic devices, flat plate
solar collectors, and cooling of the electrical component. Al-Amiri et al. [1] studied
the fluid–structure interaction of mixed convection heat transfer with flexible bottom
in a lid-driven cavity. It is observed that with respect to bottom rigid wall, flexible
bottom is having a higher heat transfer rate.

Flow-induced deformation of a flexible thin structure as a demonstration of an
increase in heat transfer is investigated by Soti et al. [2]. Authors concluded that
cylinder with a flexible flap having the highest heat transfer rate as compared to
a cylinder with no flap and cylinder with a rigid flap is having least heat transfer
because it reduces the vortex shedding. Ali et al. [3] investigated the heat transfer
and mixing enhancement by free elastic flap oscillation and found that flow through
a channel with rigid flap is having less heat transfer rate with respect to flexible flap.
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This study motivates the current research, where square cavity with flexible flaps is
installed on various walls to check the heat transfer rate.

2 Methodology

For numerical simulation, author used C++-based open-source CFD toolkit Open-
FOAMas a platform. Finite volumemethod-based fsiFoam solver is modified to sim-
ulate the present test case. Unsteady incompressible form of Navier–Stokes equation
governs is considered. An arbitrary Lagrangian–Eulerian approach (ALE) is used to
solve the governing equation as follows:

Continuity equation:

∇.uf = 0 (1)

Momentum equation:

∂uf
∂t

+ (
uf − um, f

)
.∇uf = −∇P

ρf
+ ϑf∇2uf (2)

Energy equation:

∂Tf
∂t

+ (
uf − um,f

)
.∇Tf = α∇2Tf (3)

Here, uf = velocity of fluid, um,f = mesh motion velocity in fluid domain, α =
thermal diffusivity, ϑ f = kinematic viscosity of fluid, and T f = temperature of fluid.

The equation of motion for an elastic adiabatic solid structure can be described
from a Lagrangian viewpoint as follows:

ρs
∂2ds
∂t2

= Fϑ + ∇σ (4)

ρs = density of solid structure, ds = displacement of solid structure, and Fϑ =
resultant body force.

2.1 Simulation Detail

Figure 1(left) shows the geometrical and boundary condition details of the consid-
ered case. The length of the fin is 15 percent the domain length (a = 1).The oscil-
lating velocity

(
U = 1 − cos

(
2π t
7

))
is applied on the top wall of the cavity having

temperature of 300 K.



Numerical Analysis of the Effect of Fluid–Structure Interaction … 169

Fig. 1 Boundary condition and mesh of the test case for simulation

All other boundaries are fixedwall having fixed temperature of 301K. To finalized
grid distribution within computational domain, various grid of size 100× 100, 120×
120, and 140 × 140 are considered, and after comparing the Nu of left wall it
is observed that grid size of 120 × 120 (Fig. 1(right)) gives satisfactory results.
The selected mesh has 0.001 element size near to all the walls and that gives better
quantification of heat transfer. All the simulations are performed for a fixed Reynolds
number of 250.

2.2 Validation

As a validation study, a square cavity with a flexible bottom and the oscillating top
wall is considered. All the geometric detail and boundary condition have taken from
Habchi et al. [4]. Figure 2 shows the mid-point displacement of the flexible bottom
wall with respect to time. Present result shows good agreement with the data of
Hubchi et al. [4], Kassiotis et al. [5], and Vazquez [6].

3 Results and Discussion

The effects of the fin (flexible plate) placement on the increase or decrease of heat
transfer of all hot wall are discussed below with respect to test case in Fig. 1.
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Fig. 2 a Displacement of the mid-point on the flexible bottom wall w.r.t. time, b mesh diagram of
the geometry

3.1 Effect of Flexible Plate

In the square cavity, the top wall is at a lower temperature, and the other three walls
have isothermally heated with higher equal temperature and stationary. Due to the
oscillation of top wall, the fluid inside the cavity starts circulating in the enclosure in
the clockwise and anticlockwise direction depending upon the direction of velocity.

Figures 3 and 4 illustrate the effect of placement of flexible flaps on the Nusselt
number. In Fig. 3(left) and (right), flap is on the left and right wall, respectively, and

Fig. 3 Variation of average Nusselt number for left, right, and a bottom wall with time (left) flap
on the left wall (a), (right) flap on the right wall (b), and comparison with square cavity without a
flap
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Fig. 4 a Variation of Nusselt number for the flap on the bottom wall w.r.t. square cavity with no
flexible plate. b Variation of Nusselt number with three flaps on the left, right, and bottom wall of
the cavity compared with the cases of a single flap on an individual wall

compared the Nusselt number with/without any flap case. Nusselt number of left
and right wall with flexible flap is less as compared to the case of without flap. In
square enclosure without any flap, the oscillating movement of top wall disturbs the
formation of the boundary layer over the stationary wall, and subsequently Nusselt
number increases in turn which increases the heat transfer. However, with flap either
on left of the right wall, motion of it obstructing the fluid movement within cavity
and the heat transfer decreases. However, the oscillation of the top wall does not have
that much effect on bottom wall, and therefore, the Nusselt number of the bottom
wall is least.

There is not much variation in the Nusselt number of bottom wall with the flap as
observed in Fig. 4(left). In Fig. 4b, three flaps are attached inside the square enclosure
on the left, right, and the bottomwalls. The result has compared with the moving flap
on an individual wall of different cases. With the three flaps, heat transfer increases
for left and right wall; however, still its Nusselt number is lesser than the case of the
square cavity without a flap. Figure 5 shows the flap movement due to the top wall
oscillation. It is observed that, as the topwall oscillates in the horizontal direction, the
flexible flap starts oscillation in the vertical direction and changes the fluidmovement
within the cavity.

4 Conclusion

In the present study, FSI analysis is performed for square cavity with oscillation
top wall and a flexible flap attached to all other three walls. The open-source CFD
toolkit OpenFOAM is considered as a platform to simulate the proposed test case. It
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Fig. 5 Flapping motion of the flexible fin due to oscillation of the top wall

is observed that Nusselt number distributions over left, bottom, and right walls are
lower for wall with flexible flap as compared to the cavity wall without and flexible
flap. However, the fluid motion considerably alters due to the presence of the flexible
flap.

References

1. Al-Amiri A, Khanafer K (2011) Fluid-structure interaction analysis of mixed convection heat
transfer in a lid-driven cavitywith aflexible bottomwall. Int JHeatMassTransf 54(17–18):3826–
3836



Numerical Analysis of the Effect of Fluid–Structure Interaction … 173

2. Soti AK, Bhardwaj R, Sheridan J (2015) Flow-induced deformation of a flexible thin structure
as manifestation of heat transfer enhancement. Int J Heat Mass Transf 84:1070–1081

3. Ali S, Habchi C, Menanteau S, Lemenand T, Harion J-L (2015) Heat transfer and mixing
enhancement by free elastic flaps oscillation. Int J Heat Mass Transf 85:250–264

4. Habchi C, Russeil S, Bougeard D, Harion J-L, Menanteau S, El Hage H, ElMarakbi A, Peerhos-
saini H (2013) Numerical simulation of the interaction between fluid flow and elastic flaps oscil-
lation. FEDSM 2013-16352, V01BT13A002; 9 pages. https://doi.org/10.1115/FEDSM2013-
16352

5. Kassiotis C, Ibrahimbegovic A, Niekamp R, Matthies H (2011) Nonlinear fluid-structure inter-
action problem. Part i: implicit partitioned algorithm, nonlinear stability proof and validation
examples. Comput Mech 47:305–323

6. Vazquez J-G-V (2007) Nonlinear analysis of orthotropic membrane and shell structures includ-
ing fluid-structure interaction. Ph.D. thesis. Escola Tecnica Superior d’Enginyers de Camins,
Universitat Politecnica de Catalunya, Barcelone, Espagne

https://doi.org/10.1115/FEDSM2013-16352


Experimental Investigation of the Effect
of Particle Concentration
and Temperature on Thermophysical
Properties of Water-Based Metal-Oxide
Nanofluids

Ramesh Babu Bejjam, K Kiran Kumar, S Venkata Sai Sudheer
and N Praveena Devi

Abstract The dimensionless heat transfer parameters such as Nusselt number,
Reynolds number and Prandtl number are function of thermophysical properties
of the nanofluids and these numbers strongly influence the convective heat transfer
coefficient. In thermal systems, the heat transfer coefficient quantifies the rate of heat
transfer. The thermophysical properties of the nanofluid vary with particle concentra-
tion and temperature. In the present study, experimental analysis has been performed
to evaluate the influences of particle concentration and temperature on thermophys-
ical properties of various metal oxide nanofluids. For this study, aluminium oxide
(Al2O3), copper oxide (CuO), titanium dioxide (TiO2) and silicon dioxide (SiO2)
nanoparticles with de-ionized water are chosen and all the experimental results are
compared with pure water. The experimentally measured thermophysical properties
of the various nanofluids with the empirical correlations are compared. A consider-
able deviation is observed between the measured results and the empirical solutions.
Finally, from the results it can be concluded that, nanofluids have enhanced thermo-
physical properties, and they may be considered as a suitable fluid for various heat
transfer applications.

Keywords Nanofluid · Particle concentration · Temperature · Thermophysical
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Nomenclature

Symbol Name (Unit)
Cp Specific heat (J kg−1 K−1)
k Thermal conductivity (W m−1 K−1)
T Temperature (K)
bf Base fluid
nf Nanofluid
np Nanoparticle
ρ Density (kg m−3)
φ Particle volume concentration
μ Viscosity (N-S m−2)

1 Introduction

Advancements in nanotechnology open a gateway to a new generation of fluids for
heat transfer applications. Suspending the nanoparticles in the working fluid at low
concentrations significantly alters the thermal conductivity and consequently heat
transfer properties. In the past several years, nanofluids have found as widespread
applications in various industrial and commercial applications such as in refrigera-
tors, cooling electronic devices, solar collectors, different heat exchangers, nuclear
reactor core cooling, liquid fuels and lubricants.

Nanofluids are a relatively new class of heat transfer fluids spread over all fields
of technology and engineering due to their prevalent properties. Higher thermal con-
ductivity of nanofluids attracts and encourages researchers to use them in many
technological applications. The other pivotal thermophysical property is viscosity,
which defines the hydrodynamic behaviour of a fluid. Both thermal conductivity and
viscosity increase with that particle concentration. Along with particle concentra-
tion, another considerable parameters that influence the thermophysical properties
of nanofluid are temperature, size of particle, properties of base fluid, etc. Suspen-
sion of solid particles in fluids to promote their thermal properties is not a new idea.
Maxwell et al. [1] dispersed solid particles in liquid medium to enhance the thermal
conductivity of the working fluid and developed a correlation to estimate the thermal
conductivity of particle-suspended fluid. Hamilton et al. [2] extended the Maxwell
research and modified Maxwell thermal conductivity correlation for more precise
prediction. But both researchers [1, 2] suspended micro-size particles in flowing
fluids.

The capability to produce nanosized solid particle with the advanced material
technology creates a new platform for a new class of innovative heat transfer fluids.
For the first time Choi and Eastman [3] addressed the phenomenon of suspending
nanosized solid particles in a base fluid to augment its thermal and flow properties
and labelled such fluid as nanofluids.
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2 Nanofluid Preparation

For the current research, all the nanoparticles (Al2O3, CuO, TiO2 and SiO2) with
sizes of 30–50 nm are purchased from SISCO Research Laboratory (SRL) Pvt.
Ltd., Mumbai, India. The size of particles is assumed to be the same as quoted by
the supplier. Distilled water was taken as the base fluid for nanofluid preparation as
well as for conducting experiments for comparison of NCL performance. Nanofluids
were prepared by the two-stepmethod. Nanoparticles were dispersed in the base fluid
using an ultra sonicator—(supplied by Electrostatic Industries, India) to break the
agglomerated particles and to obtain a stable and homogeneous suspension. The fluid
was subjected to continuous sonication for 2 h and the sonicator produced ultrasonic
waves at 180 W. C-TAB was used as a surfactant to increase the dispersion stability
of nanoparticles in base fluid. Both sonication and surfactant were used to control the
agglomeration while preparing stable nanofluid. All the nanofluids were prepared at
0.5, 1.0, 1.5, 2, 2.5 and 3% particle concentrations, which are the suitable particle
concentration for heat transfer applications. It is noticed that all the nanofluids have
been stable for 72 h at least without forming any sediment or agglomerating.

3 Estimation of Thermophysical Properties
of the Nanofluids

Several researchers from the past decades proposed many correlations to precisely
evaluate the effective thermophysical properties of nanofluids by considering differ-
ent constraints such as particle size, base fluid properties and operating temperature,
and these correlations are match with experimental results. Most of the existing
correlations for nanofluid possess good agreement with the experimental outcomes.
Thermophysical properties such as density, dynamic viscosity, specific heat, thermal
expansion coefficient and thermal conductivity of various nanofluids were estimated
using empirical correlations which have close approximations with experimental
results.

Among all the thermophysical properties, thermal conductivity and viscosity are
key properties, which govern the heat transfer and flow behaviour of a nanofluid.
Many engineering applications demand a trade-off between dynamic viscosity and
thermal conductivity of a nanofluid. Enhanced thermal transport properties along
with minimal augment of viscosity are favourable for better thermal performance of
an NCL. Both viscosity and thermal conductivity of water and all nanofluids have
been experimentally measured. Experiments were conducted at different particle
concentrations from 0.5 to 3% over 20–70 °C temperature range.

In the current research, Al2O3, CuO, TiO2 and SiO2 nanoparticles with an average
particle size of 30–50 nm were considered for the analysis. The particle concentra-
tions for this analysis 0.5, 1.0, 1.5, 2, 2.5 and 3% were chosen to precisely predict
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Table 1 Thermophysical
properties of water and
various nanoparticles

Material Thermal
conductivity
(W/mK)

Density
(kg/m3)

Specific heat
(J/kg K)

Water 0.6 997 4181.3

SiO2 1.4 2648 692

TiO2 8.9 4250 686

Al2O3 40 3900 785.2

CuO 69 6350 502.8

the thermophysical properties. The properties of water and various nanoparticles are
presented in Table 1.

4 Results and Discussion

4.1 Viscosity

Analytical method
Einstein [4] developed a correlation to estimate the effective viscosity of solution
having spherical solid particles in the base fluid using hydrodynamic equations and
it is given in Eq. (1). Brinkman [5] modified Einstein’s correlation for use in particle
concentrations of 4% and it is shown in Eq. (2). Batchelor [6] further modified
Einstein’s correlation by considering the effect of Brownian motion as given in
Eq. (3).

μnf = (1 + 2.5∅)μbf (1)

μnf = (1 − ∅)2.5μbf (2)

μnf = (
1 + 2.5∅ + 6.2∅

2)μbf (3)

Experimental Method
The dynamic viscosity of water and nanofluids at different particle concentrations
and temperatures was measured using a Rheolab QC rotational rheometer (Anton
Paar supplier, India). The viscosity of a CuO–water nanofluid at different parti-
cle concentrations is experimentally measured and compared with several existing
empirical correlations. Figure 1 shows the variation of empirically estimated and
experimentally measured viscosity of a CuO/water nanofluid as a function of par-
ticle concentration. It can be observed from the experimental results that viscosity
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of a nanofluid increases with particle concentration and this increment is relatively
more at higher concentrations. The increasing particle concentration amplifies the
entanglement and resistance between adjacent layers and leads to an increase in the
viscosity of a nanofluid. Many other factors related to intermolecular interactions
at the microscopic level also play an indirect role in the enhancement of dynamic
viscosity of a nanofluid.

The variation in dynamic viscosity of distilledwater and various nanofluids (CuO–
water,Al2O3–water, TiO2–water andSiO2–water)with the temperature at 1%particle
concentration is presented in Fig. 2. The viscosity of all nanofluids is decreasing with

Fig. 1 Comparison of
empirical and experimentally
measured viscosity of
CuO/water nanofluid
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Fig. 2 Experimentally
measured viscosity of water
and different nanofluids as a
function of temperature
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an increase in temperature and this decrement is relatively more at high tempera-
tures. As the temperature of nanofluid increases, Van der Waals forces of attractions
gradually cease and lead to a reduction in the viscosity of a nanofluid.

4.2 Thermal Conductivity

Analytical method
Maxwell [1] is the pioneer in this area who proposed a theoretical model to determine
the effective thermal conductivity of solid particle suspensions in liquids, which is
given in Eq. (4). Bruggeman [7] proposed a correlation for spherical nanoparticles
by considering the influence of nano clusters on thermal conductivity of nanofluid,
and it is given in Eq. (5). Koo and Kleinstreuer [8] introduced a new correlation
to precisely predict the thermal conductivity of nanofluid by considering both the
effects of static and dynamic motion of nanoparticles and it is given in Eq. (6).

knf = kbf

{[
knp + 2kbf − 2∅

(
kbf − knp

)]

[
knp + 2kbf + ∅

(
kbf − knp

)]

}

(4)

knf = 1

4
(3∅ − 1)knp + [(2 − 3∅)kbf] + kbf

4

√
� (5)

knf = kbf

{
knp + 2kbf + 2∅

(
knp − kbf

)

knp + 2kbf − ∅

(
knp − kbf

)

}

+ 5 × 104β∅ρbfCp,bf

√
kpT

ρnpdnp
f (6)

Experimental method
Thermal conductivity of all working fluids (water and nanofluids) considered in
the current work were experimentally measured using thermal conductivity anal-
yser (TPS 500S, Thermtest Inc., Fredericton, Canada). Thermal conductivity of
CuO/water nanofluid at different particle concentrations was experimentally mea-
sured and the results were compared with the empirical correlations available in
the literature as shown in Fig. 3. It can be observed from Fig. 3 that the thermal
conductivity of CuO/water nanofluid is progressively increasing with the particle
concentration and it is amplifying at higher concentrations. As the particle concen-
tration increases, the mean free path of the nanoparticles is decreased, and this leads
to lattice vibrations which are commonly known as percolation effect [9]; that may
also be one of the root causes for the consequential enrichment of nanofluid thermal
conductivity. The maximum deviation between experimental and empirical correla-
tions of Maxwell, i.e. Eq. (4), Bruggeman, i.e. Eq. (5), and Koo, i.e. Eq. (6) is 15%,
12% and 8%, respectively.

Figure 4 shows the enhancement of thermal conductivity of nanofluids with the
temperature at 1% particle concentration. It is clearly observed from Fig. 4 that the
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Fig. 3 Variation of thermal
conductivity of CuO/water
nanofluid with concentration
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Fig. 4 Thermal conductivity
of various nanofluids as a
function of temperature
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thermal conductivity of any fluid increases with temperature. This is because the
inter particle cohesive forces and corresponding viscosity are diminished with a rise
in temperature which causes Brownian motion. The increased random movement of
nanoparticles promotes micro convection between nanoparticle and base fluid and
leads to enhancement of the thermal conductivity of nanofluid.

5 Conclusions

• Thermal conductivity of nanofluids is estimated from the existing empirical cor-
relations and results are compared with the experimental results. It is found to be
less than 10% variation between the empirical and measured readings.
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• The thermal conductivity of CuO/water nanofluid is enhanced by 15.67% at 1.0%
particle concentration and 70 °C temperature when compared with water.

• In case of viscosity, the results from the existing empirical correlations have a
substantial deviation from experimental outcomes. For example, 18.58%deviation
is noticed at 1.0% particle concentration of CuO/water nanofluid.

• Since nanofluids have enhanced thermophysical properties, they may be consid-
ered as a suitable fluid in natural convection loops for solar and nuclear heat transfer
applications.
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Pressure Drop in Vertical Pneumatic
Conveying: Comparison Between
Numerical Predictions with Existing
Correlations

Pandaba Patro and Debasis Mishra

Abstract Numerical simulations using Euler-Euler model (also known as two-fluid
model) were used to predict pressure drop in pneumatic conveying (i.e., gas-solid
flows) in vertical pipes. Standard k − ε turbulence model has been used for gas
phase, and kinetic theory of granular flows (KTGF) was used to close solid phase
stresses and solid pressure aroused due to inter-particle collisions. The model was
validated by comparison with the available experimental data and good agreement
was found for pressure drop prediction. The effect of important flow parameters like
gas phase Reynolds number, solid loading ratio and particle density on pressure drop
was investigated. It was observed that pressured drop increased with gas velocity
and solid loading ratio. Finally, computed results for pressure drop are compared
with the existing correlations. Present predictions showed good agreement with the
correlations of (Reddy and Pei in Ind Eng ChemFundam 8:490–497, 1969 [1], Capes
and Nakamura in Can J Chem Eng 51:31–38, 1973 [2]) data.

Keywords Pneumatic conveying · Pressure drop · Eulerian modeling · Solids
loading ratio

1 Introduction

There are many industrial applications of pneumatic conveying of solid particles
or gas-solid flows such as pneumatic transporters, fluidized beds, pulverized coal
combustion, spray drying, spray cooling, jet impingement cooling and many more.
Presence of solids in gas flow gives rise to interaction terms between the two phases
and makes the flow complicated for the numerical modeling of these interactions.
There are two approaches for numerical modeling of such flows i.e., Lagrangian and
Eulerian models. Lagrangian model imposes a restriction on the number of particles
(i.e., solids loading ratio or SLR, which is defined as the ratio of mass flow rate of
solid phase and mass flow rate of gas phase). So, this model is not suitable for many
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industrial-size problems, where solid loading ratio is relatively high (solid volume
fraction in the range 1–10%). However, the Eulerian model can be used for any
solid loading ratio. This model treats the solid phase as continuum like gas phase
and hence, means equations are solved for both gas phase and solid phase. This
model has been used by many researchers [3–5] to investigate the hydrodynamics of
gas-solid flows.

For the design of piping layout in pneumatic conveying, it is very important to
predict pressure drop to find the pumping power requirement for solids transporta-
tion. A number of researchers [6–9] predicted pressure drop in pneumatic conveying
experimentally. It is very much complicated to get the pressure drop data under var-
ious operating conditions experimentally. With the development of high-speed com-
puters, researchers in industries have extensively been using commercial computer
codes to solve two-phase flow problems. But, unfortunately, only very few research
publications are available in open literature, which investigated the capabilities of
commercially available CFD codes (like ANSYS Fluent) as pressure drop prediction
tool in relatively high solids loading (solid volume fraction in the range 0.01–0.1).
Patro and Dash [10, 11] investigated gas-solid flows in horizontal and vertical pipes
and predicted pressure drop numerically using ANSYS Fluent. It was clear that the
commercial CFD computer code ANSYS Fluent can be used successfully to predict
pressure drop in gas-solid flow with acceptable level of accuracy.

In the present work, numerical simulations were performed using the Eulerian
approach for gas-solid flows in vertical pipes. An extensive study was performed to
see the effect of gas Reynolds number, solid loading ratio (SLR) and particle density
on pressure drop. The predicted data for pressure drop are also compared with the
existing correlations developed from experimental data by many researchers.

2 Numerical Procedure

In Euler-Eulermodel, both gas and solid phases are treated as continuum. So,Navier–
Stokes equations are solved for both the phases. The Reynolds stress (generated
due to Reynolds Averaging of Navier–Stokes equations) for gas phase employs the
Boussinesq hypothesis [3]. It is used to write Reynolds stresses in terms of mean
velocity gradients in turbulent flows. Standard k − ε model was used for the gas
phase turbulence. Particle-particle collisions give rise to solids pressure and stresses,
which are closed by incorporating kinetic theory of granular flows (KTGF). Detail
mathematical modeling and closure equations are described by Patro and Dash [10,
11]. Space limitation did not permit us to explain these details in the present paper.

Finite volumemethod has been used to discretize the governing equations in terms
of algebraic equations,which are solved alongwith the initial condition and boundary
conditions. For pressure-velocity coupling, phase-coupled SIMPLE algorithm (PC-
SIMPLE), which is an extension of SIMPLE algorithm in two-phase flows, has been
used. Figure 1 shows the computational domain and the cross-sectional meshing.
The computational domain is 30 mm in diameter and 3 m long. Three different grids
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Fig. 1 Computational domain

of mesh sizes 21,800, 32,700 and 70,600 cells are used for grid independence study.
Grid independent solution was observed for the second mesh with 32,700 cells by
checking that an increase in number of cells had a negligible effect on the computed
velocity profiles and pressure drop.

Velocity inlet boundary conditions are used at the inlet of the pipe. Fully developed
velocity profiles are defined for both phases at inlet along with the volume fraction
of the solid phase.

U

Uc
=

(
1− r

R

)1/7
(1)

where Uc the center line velocity and R is the radius of the pipe.
The turbulence intensity

(
Ig

)
at the inlet boundary is specified as 2% based on

previous research experience of authors [10, 11] in this field. At the outlet, fully
developed flow conditions are used for both phases. For gas phase, no-slip wall
condition is valid even in two-phase flows. For the solid phase, no-slip boundary
condition is not valid. Solid particle get rebounded or slide along the wall after hitting
it. A value of 0.9 is set for coefficient of restitution for particle-particle collision and
particle-wall collisions.
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3 Results and Discussion

Experimental findings for pressure drop of Tsuji et al. [12] have been used for com-
paring our numerical results and validating the numerical model for the prediction
of pressure drop. The experiments are carried out at particle diameter of 200 µ and
density 1020 kg/m3. Gas phase velocity was varied from 6 to 20 m/s. Numerical sim-
ulations were performed for the same operating conditions to validate the numerical
modeling.

The numerical parameter known as specularity coefficient plays important role
in pressure drop prediction while other parameters such as restitution coefficients
and drag and lift coefficients are insensitive. The specularity coefficient is a measure
of the fraction of particle-wall collisions which transfer momentum to the wall. Its
value ranges between zero and unity. When the numerical results are compared with
experimental data, satisfactory agreement was reported for specularity coefficient
equal to 0.1 for vertical flows (Fig. 2). So, this value was used for the rest of the
simulations.

The main objective of the present research work is to predict pressure drop using
available correlations in pneumatic conveying and make a quantitative comparison.
Pressure drop frompresent predictions showed good agreement at low loading (dilute
phase pneumatic conveying when volume fraction of solid phase is less than 1%).
The most disadvantages of the existing correlations are the inability to predict the
pressure drop in pneumatic conveying with relatively high solids loading (solid vol-
ume fraction in the range 1–10%). On the other hand, operating parameters of the
present work are comparable to industrial applications. There are many correlations
[13] available in literature for the pressure drop in pneumatic conveying in vertical
pipes. The present computations for two-phase pressure drop are compared with
the existing correlations and also the effect of important flow parameters like solids
loading ratio (SLR), gas phase Reynolds number (Reg) and solid phase density on
pressure drop were investigated. In gas-solid flows, the overall pressure drop consists
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Fig. 2 Comparison of pressure drop predictions in vertical flow with the experimental data at SLR
= 1, dp = 200 µ
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of static and frictional components.

�P = �Pstatic + �Pfrictional (2)

�Pstatic = αρsgL + (1− α)ρggL (3)

�Pfrictional = �Pfg + �Pf s (4)

�p f g =
fgρgU 2

g (1− α)L

2D
(5)

Here, α is the solid volume fraction, ρ is the density, L is the length of pipe, D is
the diameter of pipe, U is the velocity. Subscripts s and g are used for solid phase
and gas phase, respectively.

The gas friction factor
(
fg

)
can be calculated using Blasius equation for dilute

phase flows.

fg = 0.316

Re0.25g

(6)

The solids contribution to the friction pressure loss is normally given as:

�p f s = f pρsU 2
s αL

2D
(7)

For vertical flows, many researchers like Pfeffer et al. [13], Reddy and Pei [1],
Konno andSaito [14],Capes andNakamura [2],Yang [15] etc. developed correlations
for solid friction factor

(
f ps

)
. In the present work, predicted pressure drop was

compared with the pressure drop calculated from different correlations (Figs. 3, 4
and 5). We observed that solids loading ratio and gas velocity are the dominant
factors for pressure drop in pneumatic conveying. Pressure drop increases sharply
with increase in solid loading ratio and gas velocity. There is some disagreement in
the pressure drop prediction between the existing correlations. The data from Pfeffer
et al. [13] over predicts all the data. Our numerical predictions are in good agreement
with the pressure drop data by Reddy and Pei [1] and Capes and Nakamura [2].

4 Conclusions

Computations using Euler-Euler approach for gas-solid flows were performed in
vertical pipes to study the effect of gas inlet velocity (in the range 10–25 m/s), solids
loading ratio (in the range 1–10) and particle density (in the range 1000–2500 kg/m3)
on pressure drop predictions. It was found that pressure drop increases with solids
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Fig. 3 Pressure drop comparison at different loading ratios for D = 30 mm, dp = 200 µ, Ug =
15 m/s, particle density = 2500 kg/m3

Fig. 4 Pressure drop comparison at different gas Reynolds number for D = 30 mm, dp = 100 µ,
SLR = 5, particle density = 1500 kg/m3

Fig. 5 Pressure drop comparison at different particle densities for D = 30 mm, dp = 150 µ, SLR
= 8, Ug = 20 m/s
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loading ratio (linearly) and gas phase Reynolds number. There is no significant rise
of pressure drop with increase in particle density. Computed results for pressure drop
are also compared with the existing correlations in vertical flow. The correlations by
Reddy and Pei [1] and Capes and Nakamura [2] show better agreement with our
numerical data.
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CFD Analysis in the Design of Diffuser
for Air Cooling of Low-Concentrated
Photovoltaic/Thermal (LCPV/T) Solar
Collector

Rohit Meshram and P. D. Sawarkar

Abstract TheCFDanalysis for designof diffuser for air coolingof low-concentrated
photovoltaic (PV) solar collector is carried out. PV panel is made up of silicon, a
semiconductor, which have the capacity to convert dispersed as well as concentrated
solar radiation into electricity directly. The problem encountered with silicon PV
panel is overheating due to excessive solar radiation and high ambient temperature.
Overheating drastically lowers the efficiency of solar panel. The proper cooling
system is required to remove excessive heat and to increase the efficiency of PV
panel. One method of cooling PV panel is the supply of uniformly distributed air
along the panel. The diffuser is used for uniform distribution of air. Different shapes
of diffusers with and without deflector plates are analysed for uniform distribution of
air using commercial softwareANSYSFLUENT. TheCFD analysis revealed that the
diffuser with curved sidewalls and deflector plates distribute the air more uniformly
than the diffuser with straight sidewalls.

Keywords Photovoltaic (PV) · Diffuser · Deflector · Distribution of air

1 Introduction

In the world of climate change, importance of renewable energy is crucial. Solar
energy is one of the promising ways to tackle this problem. Solar photovoltaic panel
is the device which converts the solar energy into electrical energy. However, the use
of PV cells is limited due to high cost. Scientists have been doing research on this for
two decades and is still going on. Earlier research was carried on PV panels or ther-
mal systems alone, but now the emphasis is on PV/T systems [1]. The temperature
of PV cells affects the power output of photovoltaic/thermal systems. The research
focused on optimal thermal and electrical configuration of photovoltaic/thermal sys-
tems [2]. The various performance improvement techniques have been studied by
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some researchers such as geometrical modification of absorber plate, solar selective
coatings and the use of nanofluids [3]. Thewaste heat of solar PV cells can be utilized
in integration with thermo electric generator for enhanced power output [4]. Based
on various models it is found that PV panels yield higher output when the cooling of
PV panel, starts when the panels reaches a maximum allowable temperature (MAT),
that is 45°. The MAT is the average temperature between the energy output and the
cooling temperature required [5]. The innovative solution proposed to overcome the
problem of overheating of PV panels is based on natural convection in which holes
are drilled in PV panels to increase the natural convection which increases the heat
transfer. This result in a better cooling of panels [6].

One way of improving efficiency of PV panel is the uniform distribution of air
velocity along the panel. Diffusers are used for uniform distribution of air. In the
presentwork, various shapes of diffuser and their effect on the air velocity distribution
is studied. The deflector plates are also used for uniform distribution of air. The
various geometrical modifications of diffuser with and without deflector plates are
simulated using commercial software ANSYS FLUENT16.0.

2 Experimental Set-up

Figure 1 shows the experimental set-up for studying the air cooling of the PV/T
system. The solar collector has a duct through which air is supplied. The fan of
suitable capacity is used to supply air flow through the duct. The PV module used
to be single crystalline with standard electrical characteristics. The set-up consists
of diffuser placed at the bottom side of the collector. For measuring temperature,
thermocouple is used with digital temperature indicator.

Fig. 1 Experimental set-up
with PV/T collector
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Fig. 2 Computational
domain of diffuser

Table 1 Dimensions of
computational domain

Parameters Dimensions

Panel dimension (m) 0.655 × 0.455

Height of diffuser (m) 0.2275

Radii of side walls (m) 0.275

Diffuser outlet (m) 0.455

Number of air deflectors 3, 4

2.1 Geometrical Modelling

Two-dimensional geometrical model of diffuser is created to study the distribution of
air velocity. Figure 2 shows one of the sketches of computational domain considered
using ICEM CFD (circular side wall with three deflector plates). The dimensions
of computational domain for the case considered are given in Table 1. The diffuser
dimensions are varied to obtain uniform distribution of air.

2.2 Mesh Generation

The computational domain has been discretized. The meshing of computational
domain has been done using unstructured grids. Figure 3 shows unstructured mesh
generated using ICEM CFD 16.0

Fig. 3 Unstructured mesh
generated for diffuser
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Table 2 Number of elements
for different cases

Case Number of elements

A 2377

B 4005

C 129,380

Fig. 4 Graph of velocity vs. curve length for grid independence

2.3 Grid Independence

The grid independence was done by using three different mesh sizes. The case B was
chosen to be the optimum mesh size as there is negligible difference between C and
B cases. Analysis was done by using case B mesh size. Quality of mesh was found
out to be 0.56 min and 0.99 maximum. Convergence criteria were maintained to be
10–6 (Table 2; Fig. 4).

3 Result and Discussion

Numerical analysis is carried out to study how the predicted flow field varies with
the changes in the side walls of diffuser, height of diffuser and incorporating the
deflector plates in the flow field.

The analysis is carried out under the assumption of laminar flow. Equations that
are used in the analysis are continuity, energy and Naiver–Stokes equations. The
variation of fluid density was estimated by Boussinesq approximation. The inlet
velocity of air is 0.5 m/s. Limited cases of diffusers are simulated computationally
using the commercial software ANSYS FLUENT 16.0.
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Figure 5 shows simple diffuser cases with the straight sidewalls and changes in the
height of diffuser. This geometry does not distribute air velocity uniformly. The effect
of deflector plates on trapezoidal geometry is done and observed that with deflector
plate’s distribution of air is a little bit better. When straight sidewalls of diffuser
are replaced by curved sidewalls, air velocity get distributed to some extent. With
the increase in radius of curvature of sidewalls, the air velocities tend to distribute
more uniformly (Figs. 6 and 7). Figure 8 shows the distribution of air velocity with
curved sidewalls. Figure 9 shows effect of use of deflector plates on distribution of
air velocity. With three deflector plates, the air reaches to the corner of diffuser, but
the centre of diffuser remains unaffected, but if the curve of deflector plates is made
little straight the air goes into the centre region. Then, the numbers of deflector plates
are increased from 3 to 4 (Fig. 10). But it is observed from Fig. 11 that diffuser with
three deflector plates is giving the better distribution of air velocity compared to the
diffuser with four deflector plates. Figure 11 shows the effect of curved sidewalls
with four deflector plates on distribution of air velocity.

Fig. 5 Effect of straight side walls and height of diffuser on distribution of air velocity

Fig. 6 Effect of two and three deflector plates on trapezoidal-type of geometry



196 R. Meshram and P. D. Sawarkar

Fig. 7 Effect of four deflector plates on trapezoidal-type of geometry

Fig. 8 Effect of curved side walls of diffuser on distribution of air velocity

Fig. 9 Effect of curved deflector plates on distribution of air velocity
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Fig. 10 Graph for velocity vs. curve length for three deflector plate case

Fig. 11 Effect of three and four deflector plates on air distribution for curved side walls

4 Conclusions

For designing a suitable diffuser for uniform distribution of air velocity, different
geometries of diffuser are simulated. The result of simulation shows that among all
the geometries, diffuser with curved sidewalls and three deflector plates is the best
geometry to be considered for uniform distribution of air velocity. It is also suggested
that deflector plates should be close to the inlet of diffuser for uniform distribution
of air velocity. It is also observed that height of diffuser has negligible effect on
distribution of air velocity. The curvature of side walls and position of deflector plate
significantly affects distribution of air velocity.
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CFD Analysis of Wind Turbine
with Different Flange Angles

S. M. Bichitkar, P. P. Buddiyal, S. S. Chavan, A. A. Kulkarni
and V. B. Gawande

Abstract Computational fluid dynamics (CFD) analysis of circular diffuser with
flange is carried in present analysis using ANSYS CFD tool. A wind turbine with
circular diffuser and flange attached over the periphery of the diffuser is simulated for
various flange angle range of 0°–25°. Provision of diffuser has demonstrated signif-
icant augmentation in power and speed of the turbine. The study also shows that the
variation of flange angle creates strong vortices behind the flange, resulting in sudden
decrease in static pressure in the exit of the diffuser. This will increase the velocity
through entrance of the wind turbine and is responsible for power augmentation in
the wind turbine. Contour plots show an increase in velocity up to optimum flange
angle of 15°, and then it decreases gradually afterwards. The results obtained in the
present analysis are in good agreement with the previous published experimental
work.

Keywords Wind lens turbine · Circular diffuser · Flange angles · CFD
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1 Introduction

Harnessing thewind is one of the cleanest,most sustainableways to generate electric-
ity.Wind power produces no toxic emissions and none of the heat-trapping emissions
contribute to global warming. This, and the fact that wind power is one of the most
abundant and increasingly cost-competitive energy resources, makes it a viable alter-
native to the fossil fuels that harm our health and threaten the environment. Small
wind turbines are electric generators in which the energy of the wind is converted
into clean, emissions-free energy for individual homes, farms, and small businesses.
Efficiency of the wind turbine is affected by the design of wind turbine assembly.
The speed of the wind turbine blades could be increased by providing wind lens,
which in turn enhances in overall efficiency of the conventional wind turbine. Ohya
et al. [1] and his colleagues have developed a wind turbine system that consists of
a diffuser shroud with a broad-ring flange at the exit periphery and a wind turbine
inside it. This arrangement shows an increase in power and wind speed by a fac-
tor of about 4.5 compared to the standard wind turbine. Ohya and Karasudani [2]
have experimentally investigated a diffuser shroud with a broad-ring brim at the exit
periphery and noted a power augmentation by a factor of about 2–5 compared with a
bare wind turbine. Toshimitsu et al. [3] and his colleagues have experimentally inves-
tigated the performance of wind turbine with flanged-diffuser shroud in sinusoidally
oscillating and fluctuating velocity flows. Kosasih and Tondelli [4] presented the
effect of diffuser shape on the performance of wind turbine. Bontempo and Manna
[5] have investigated a CFD model for aerodynamic performance of ducted wind
turbines. Jafari and Kosasih [6] have carried out experimental and CFD analysis of
diffuser-shrouded horizontal axis wind turbine. Their study proposed a method to
design effective frustum diffuser geometries for a small wind turbine. A CFD analy-
sis of wind turbine with a shroud and lobed ejector is carried out by Han [7] and his
colleagues. El-Zahaby et al. [8] and his colleagues have carried out CFD analysis of
flow fields for shrouded wind turbine’s diffuser model with different flange angles.
Heikal et al. [9] and his colleagues have investigated the effects of diffuser flange
inclination angle and the diffuser flange depth inside the exit of the diffuser on the
wind lens turbine system performance.

Literature review shows that the overall performance of a small wind turbine could
be enhanced with an addition of wind lens in the assembly. In the present study, CFD
analysis of a small turbine is carried out using Ohya’s circular diffuser model [1] and
flow simulation effects are investigated by varying flange angle (θ ).

2 CFD Analysis

In present work, a computational domain of a wind turbine [1] with circular diffuser
(D1 = 40 mm and D2 = 48 mm, L/D1 = 1.5) and a flange with a height of h =
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D1 and D2- Inlet and Outlet Diameters
L- Length of the diffuser

(a) (b) 

Fig. 1 a Computational domain of circular-diffuser model with flange and b unstructured meshing
around diffuser

10 cm (h/D1 = 0.25) is attached to the outer periphery of the diffuser exit as shown
in Fig. 1a.

The area ratio (μ = outlet area/inlet area) used is 1.44. The angle of inclination
(ϕ) is 3.7° and wind velocity (U∞) used is in the range of 2–8 m/s. The Reynolds
number is defined as Re = D U∞/ν, where D is the diameter of the wind turbine
rotor and ν is the dynamic viscosity. ANSYS 14.5 CFD tool is used for pre- and
post-processing. Unstructured mesh (Fig. 1b) is created on computational domain
with 65,000 nodes. SIMPLE algorithm is used along with k − E turbulence model
in FLUENT solver.

3 Results and Discussion

Present computational model is verified with the experimental results, carried out by
Ohya et al. [1], and is shown in Fig. 2.

Fig. 2 Comparison of flow around a circular-diffuser experimental model of Ohya et al. [1] with
a brim and CFD analysis result
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To predict the performance of a wind turbine, flange angle is varied from θ = 0°
to θ = 25° for the specified set of geometrical and operating parameters. Velocity
contour plots for flange angle range (0°–25°) are shown in Fig. 3. Based on the
CFD results, comparison of velocity increase at diffuser entrance at various flange
angles is plotted in Fig. 4. The basic principle adopted for the increase in velocity
at the upstream of diffuser is vortex formation in the downstream of the flange. A
series of vortices are visible in the contour plots along the length of the diffuser. These

Fig. 3 Velocity contour plots of flow fields at flange angle of a 0° b 5° c 10° d 15° e 20° and f 25°
for U∞ = 5 m/s
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Fig. 4 Comparison of velocity increase at diffuser entrance at various flange angles for Reynolds
number

vortices are responsible for reducing the static pressure in the exit area of the diffuser.
Reduction in pressure coefficient in the downstream of diffuser is responsible for
increase in velocity at the entry of diffuser. Higher velocity is responsible for power
enhancement compared to conventional wind turbine. From Fig. 4, it is concluded
that the optimum flange angle is 15°, at which there is maximum entrance velocity
increase for inlet wind velocity values. The figure shows, there is a gradual increase
in entrance velocity from 0° to 15° for increase in Reynolds number. The velocity
contour plots obtained from CFD analysis also confirmed this increase. After flange
angle of 15°, there is a gradual drop in the velocity due to reduction in vortices and
hence the entrance velocity decreases.

4 Conclusions

Present study is carried out using ANSYS CFD tool for simulation of flow charac-
teristics in circular diffuser with varying flange angles. Following outcomes could
be derived from the present analysis.

(1) Insertion of flange results in the formation of strong vortices on the downstream
of flange, which in turn results in the increase velocity through the entrance of
the wind turbine.

(2) Maximum entrance velocity is recorded for flange angle of 15° for increase in
Reynolds number.
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(3) After flange angle of 15°, the static pressure in the exit area of the diffuser
decreases gradually due to reduction in vortices and hence the entrance velocity
decreases.

(4) Present study shows that the speed of the wind turbine blades could be increased
by providing wind lens, which in turn enhances in overall efficiency of the
conventional wind turbine.
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Performance and Emission
Characteristics of Thermal Barrier
Coating on Diesel Engine Fueled
with Cottonseed Biodiesel

Badal Kudachi, Nitin Satpute, Nilaj N. Deshmukh and Bipin Mashilkar

Abstract There is an urgent need to explore the substitute for conventional fossil
fuel in light of environmental sustainability. Attempts were made to improve engine
efficiency and to reduce greenhouse gasses by certain modification in the use of
biofuel. In the present work, experiments have been performed on a single cylinder,
four-strokes, direct injection, diesel engine with cottonseed biofuel and its blends. In
order to ensure complete combustion of the fuel, cylinder head and piston crown have
been coatedwith yttria partially stabilized zirconia (YPSZ) for a thickness of 0.2mm.
The plasma spray technique has been used for coating engine components. Combus-
tion properties of the cottonseed oil have been improved with the transesterification
process. The experimental results showed significant improvement in performance
and reduction in emission characteristics of a coated engine. The biodiesel blend B10
and B25 showed good results compared to diesel in an uncoated and coated engine,
respectively.

Keywords Diesel engine · Thermal barrier coating · Plasma spray technique
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1 Introduction

Fossil fuels play a major role in fulfilling the world energy requirement. Fossil fuels
are exhaustible energy sources, and their ability to supply the energy demands contin-
uously is limited to a few decades [1]. The combustion of fossil fuels emits pollutant
gasses which cause a major impact on the environment. The global warming prob-
lem is caused by greenhouse gas carbon dioxide (CO2) which traps the heat in the
atmosphere [2]. The dependency on fossil fuel has increased enormously due to the
growth in the population of the world. The oil crisis in 1973 and the subsequent
increase in the cost of fuel urge to enhance the performance of the IC engine and
look for alternative fuels [3]. Increasing efforts are being made to enhance the per-
formance of IC engines and the use of alternative fuels in the view of depleting fossil
fuels. An attempt has been made in the present study to increase the efficiency of the
engine by the modification of engine parts and using alternative fuel. The thermal
efficiency of an engine is about 33% with the major heat loss occurred by cooling
and exhaust system. These losses can be minimized by coating certain parts of the
engine with the ceramic material which acts as a thermal barrier to the heat produced
inside the cylinder, which is also known as thermal barrier coating (TBC) material.
Initially, TBC was tested for aircraft engine performance. Furthermore; studies have
exhibited and analyzed for the effect of inside cylinder thermal insulation. Applica-
tion of the TBC on the IC engine in addition to the reduction in heat loss increases
gas temperature and combustion wall temperature [4].

The typical TBC system consists of super alloy/metals, bond coat (BC), thermally
grown oxides (TGO), and thermal barrier coating (TBC) as illustrated in Fig. 1. The
upper layer is TBC, which is also called as top coat, is the porous ceramic structure
which exhibits low thermal conductivity and coefficient of thermal expansion. The
TBC reduces transfer of heat from the combustion gasses to the components of the
system. The BC acts as a bond/mediator between the supper alloy/metal and TBC.
The function of BC is to protect the supper alloy/metal from the oxidation and to
improve adhesion property between the TBC andmetal. The TGO forms between the

Fig. 1 TBC system [5]
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TBC and BC at high-temperature exposure. The TGO due to its good adherence and
low oxygen diffusivity characteristics prevents the underlying material from heat.

1.1 Plasma Spray Technique

The schematic diagram of the plasma spray is shown in Fig. 2. It is a high-frequency
arcmethod, which ignites between the tungsten cathode and an anode. The gas which
flows between the anode and cathode electrodes (H2, He, N2, or mixtures) ionized in
a way that plasma plume several centimeters in length develops. The powder zirconia
material is fed into the plasma plume where it gets melted and propelled toward the
workpiece at a high speed. They form splats by spreading, cooling, and solidifying
[6]. The TBC porosity by plasma spray technique is in the range of 3–20% [7]. The
porosity of TBC material is desirable since it decreases the thermal conductivity.

The standard piston crown and cylinder head of diesel engine (Kirloskar made
Type TV 1) were machined to remove material equal to the desired thickness of
coating in order to maintain the engine compression ratio after the assembly of same
on the engine. The optimum thickness of coating varies between 0.2 and 0.5 mm.
The thinner coatings applied to the engine result in better performance [9]. Hence,
the coating of a thickness of 0.2 mm was applied to the engine parts for this study
(Fig. 3).

Fig. 2 Schematic diagram of plasma spray technique [8]
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Fig. 3 a Uncoated engine parts cylinder head and piston crown. b Coated engine parts cylinder
head and piston crown

1.2 Biodiesel

The cottonseed biofuel is converted into biodiesel by the transesterification process.
Figure 4 shows the experimental setup of transesterification. The sodium hydroxide
(catalyst) is dissolved in the methanol (alcohol) using a standard agitator. The cot-
tonseed oil is added to the mixture of catalyst and alcohol. The two major products
glycerin and biodiesel are formed after the complete reaction. The mixture is then
transferred to the separating funnel. Since the glycerin is much denser than biodiesel,
it settles at the bottom of the vessel and is taken off. The excess alcohol from both
the phases was distilled off under vacuum. The glycerin neutralized with an acid can
be stored as crude glycerin. The biodiesel in the upper phase separated from glycerin

Condenser 

Temperature 
controller 

Three necked 
flask

Heating bath

Fig. 4 Experimental setup of transesterification
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Table 1 Properties of diesel
and cottonseed oil

S.no. Property Diesel Cotton seed

1 Calorific value (kJ/kg) 42,500 34936.4

2 Flash point (°C) 44 192

3 Fire point (°C) 49 234

4 Viscosity (cst) 3.07 4.6

5 Density (kg/m3) 840 875

was purified by washing gently with warm water to remove the traces of unreacted
catalysts, soaps, and glycerin formed during the transesterification process.

The biodiesel blends were prepared with different proportions like B100 (100%
biodiesel), B10 (10% biodiesel, 90% diesel), B15, B20, and B25 for the testing. The
calorific value of the fuel is the measure of heat or energy produced. The higher
calorific value results in higher energy produced inside the cylinder. The calorific
value of biodiesel is found to be less than diesel. The viscosity is the important charac-
teristics of the fuel, and higher viscous oil results in poor atomization. The biodiesel
is viscous than the diesel, and it increases with the concentration of biodiesel in the
mixture. The density values are helpful for quantity calculation and assuming igni-
tion quality. The density of biodiesel increases with the increase in the concentration
of the biodiesel in the mixture. The properties of diesel and cottonseed biodiesel are
given in Table 1.

2 Experimental Setup for Engine Performance Test

The experiment was conducted in the laboratory of PDA College of Engineering,
Gulbarga, Karnataka, on the single cylinder, four-strokes, water cooled diesel engine.
The specification of the engine is given in Table 2.

The test isconducted by varying the load and keeping constant speed of 1500
RPM, the pressure at 180 bar on the normal standard uncoated engine and coated
engine.

Table 2 Specification of
engine

Parameters Specification

Engine make Kirloskar made TV 1

Rated power 5.2 kW

Speed 1500 rpm

Injection timing 23° bTDC

Compression ratio 16.5:1

Bore 80 mm

Stroke length 110 mm
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3 Results and Discussions

3.1 Performance Characteristics

Brake Power (BP): The experimental values of BP with different loads are shown
in Fig. 5a and b for uncoated and coated engine, respectively. The maximum BP was
found 5.42 kW for B10 at maximum load in an uncoated engine, and it was 0.33 kW
(6.4%) higher than that of diesel. The maximum brake power was found 5.49 kW
for B25 at maximum load in a coated engine, and it was 0.44 kW (8.7%) higher than
that of diesel. Increase in the brake power was attained by the ceramic applied to the
engine parts which prevents heat loss to the cooling and other medium [10].

Brake Thermal Efficiency (BTE): The results obtained pertaining to the BTE
are shown with the help of graphs in Fig. 6a and b for uncoated and coated engine,
respectively. The maximum BTE was found 29.61% for B10 in an uncoated engine,
and it was higher compared to diesel at maximum load. The maximum thermal
efficiency was found 33.63% for B100 in a coated engine which was higher than
that of diesel at maximum load. The efficiency is improved because of the increase
in available power and reduction in heat loss [11].

Brake-Specific Fuel Consumption (BSFC): The experimental values for BSFC
are shown with the help of graph in Fig. 7a and b for uncoated and coated engine,
respectively. The energy content of biodiesel and its blends were lower than that of
diesel; therefore, the BSFC of diesel and its blends are nearly the same as that of
diesel [12]. TheminimumBSFC 0.291 kg/kWhwas observed for B10 in an uncoated
engine at maximum load. In case of a coated engine, minimum BSFC 0.278 kg/kWh
was observed for B25, and it was lower than other biodiesel blends and diesel at
maximum load. Subsequent paragraphs, however, are indented.
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Fig. 5 a Uncoated engine. b Coated engine
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Fig. 7 a Uncoated engine. b Coated engine

3.2 Emission Characteristics

Hydro Carbon (HC) Emission: In case of uncoated engine, the minimum HC
emission was observed for B100 and B25 by 68, 58% compared to diesel at the
maximum load. On the other hand, the minimum HC was found for B100 and B25
by 84.31 and 80.4% at themaximum load in a coated engine, whichmay be attributed
to the better combustion efficiency (Fig. 8).

Nitrogen Oxide (NOX) Emission: The NOX emissions in CI engines are formed
based on two factors, the cylinder gas temperature and the availability of oxygen for
combustion [13]. The NOX emissions of uncoated and coated engine are shown in
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Fig. 9a and b, respectively. The NOX emission found to be higher for all the biodiesel
blends when compared to diesel for both uncoated and coated engines.

4 Conclusion

The biodiesel blend B10 shows good results compared to diesel in an uncoated
engine. The BP, BTE, and BSFC for B10 were observed to be 5.42 kW, 29.61%, and
0.291 kg/kWh, respectively. These results were compared with diesel, and there was
increase in 0.33 kW (6.4%) of BP, 6.6% of BTE, decrease in 0.078 kg/kWh (21.13%)
of SFC. In case of coated engine, B25 showed good results compared to diesel. The
results showed that BP, BTE, and BSFC for B25 were 5.49 kW of BP, 31.94 of BTE,
and 0.278 kg/kWh of SFC, respectively. There was increase in 0.44 kW (8.7%) of
BP, 32.75% of BTE, and reduction in 0.074 kg/kWh (21%) SFC compared to diesel.
The B25 shows minimum HC emission of 80.4 and 84.31% compared to diesel at
maximum load. The NOX emissions of all the biodiesel blends were found to be
higher than diesel at all the load for both uncoated and coated engines.
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Performance and Emission Analysis
of Rapeseed Methyl Ester on DI Diesel
Engine Using Artificial Neural Network

V. Amosu, S. K. Bhatti and S. Jaikumar

Abstract In the present work, experiments were carried out on four-stroke, sin-
gle cylinder, water cooled, constant speed, variable compression ratio (VCR) diesel
engine. Experiments are done with the engine being fuelled with DI diesel fuel
followed by fuel blends of RME20 (20% rapeseed methyl ester and 80% diesel),
RME40 (40% rapeseed methyl ester and 60% diesel) and RME100 (pure rapeseed
methyl ester) on volume basis. Performance and emission characteristics of diesel
and rapeseed methyl ester (RME) with diesel blends are examined. The engine speed
is maintained constant at 1500 rpm at different loads and at compression ratios of
16:1, 17:1 and18:1.Theperformanceparameters like brake thermal efficiency (BTE),
brake-specific fuel consumption (BSFC) and exhaust gas temperatures aremeasured,
and the results are recorded. The emission parameters like carbon monoxide (CO),
carbon dioxide (CO2), unburnt hydrocarbons (UHC), nitrogen oxides (NOx) and
smoke are measured. The correctness of experimental results is analysed with arti-
ficial neural network (ANN). Artificial neural network is a tool to efficiently predict
the combustion, performance and emission characteristics by using measured data.
Artificial neural network toolbox in MATLAB software is used for simulation of
engine parameters. The coefficient of determination R2 values is in the range of
0.942–0.990.
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1 Introduction

The world is challenging with the new alternate fuel sources as a substitute or direct
replacement of petro fuels due to scarcity of energy sources. Also, the pollution
levels in the environment are increasing day by day due to increase in vehicles run-
ning with petroleum-based fuels. Hence, the edible and non-edible oils are chosen as
alternative fuel sources. Biodiesel is the better alternative fuel to conventional diesel
on account of having lower emissions of CO, HC and smoke. The combustion, per-
formance and emission characteristics need to be assessed to know the efficiency of
the engine. Artificial neural network is greatly useful for the prediction of different
output responses using various set of input parameters. Compared to conventional
mathematical simulations, ANN is the faster prediction tool for number of variables
[1]. In recent years, ANN models are used in internal combustions engines appli-
cation. The ANN approach is used to predict the performance and emission of the
diesel engines [2, 3], equivalence ratio and specific fuel consumption [4]. The effect
of turbulence of SI engines due to valve timing variations and fuel economywas stud-
ied using ANN [5]. In ANN modelling, the inputs from various sources are received
by biological neurons and combine in one way or the other, and the final output
responses were envisaged after performing a nonlinear operation. Artificial neural
network consists of three layers such as input layer, hidden layer and output layer
[6, 7]. Based on the existing literature, the present study focuses on the prediction of
experimental performance and emission results using a powerful ANN tool. For this
analysis, the rapeseed methyl ester blends were considered as test fuel and operated
at different compression ratios and engine loads.

2 Experimental Set-up

In this study, experiments were conducted on a single cylinder variable compression
ratio four-stroke diesel engine to determine the performance, emissions and com-
bustion characteristics at various loads and at different compression ratios. The inlet
side of the engine is connected with biodiesel and diesel tanks separately and air
box through the sensors. Similarly, the exhaust side of the engine was connected
to INDUS smoke metre and INDUS 5 gas analyser to measure the emissions from
the engine. The exhaust temperature indicator is provided at the exhaust side of the
engine to measure the exhaust gas temperature. The schematic diagram of the VCR
diesel engine set-up is shown in Fig. 1. The detailed technical specification of the
VCR diesel engine is shown in Table 1.

The RMEblendswere preparedwith the proportions of 20, 40 and 100%biodiesel
with standard diesel. The test fuels considered in this study were diesel, RME20,
RME40 and RME100 (pure biodiesel). The experiments are conducted at a constant
speed of 1500 rpm. The engine is cooled using circulating water and then started at
no load condition using decompression lever for sufficient warm-up and stabilization
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1. Cooling water inlet 4. Fuel flow 7. Five gas analyzer
2. Cooling water outlet 5. Exhaust gas out 8. INDUS smoke meter
3. Airflow 6. Exhaust gas outlet

Fig. 1 Schematic diagram of VCR diesel engine

Table 1 Technical
specification of the engine

Make Kirloskar

Number of cylinders 01

Number strikes 04

Power 5.20 kW

Bore X Stroke 87.5 mm × 110 mm

Swept volume 661 cc

Dynamometer Mechanical loading

Orifice diameter 20 mm

Compression ratio 18:1

Rated speed 1500 rpm

before taking the readings. The experiments were conducted at three different com-
pression ratios of 16, 17 and 18. The fuel injector opening pressure is maintained
at 220 bar. VCR diesel engine performance parameters like brake power, torque,
brake-specific fuel consumption, brake thermal efficiency and exhaust gas temper-
ature were calculated. Fuel flow is measured by using burette and stopwatch. The
time required for 10 cubic centimetre of the fuel flow in the burette is measured by
using stopwatch, which gives the flow rate of fuels like diesel, RME20, RME40 and
RME100. Exhaust gas temperatures were measured at each load by resistance tem-
perature detectors, whose sensors are placed after the exhaust valve in exhaust pipe.
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Table 2 Uncertainties of
parameters

Parameter % Uncertaintinity

BTE ±3.4

BSFC ±4.3

CO ±0.7

CO2 ±0.5

UHC ±3.0

NOx ±0.1

Experimental uncertainties for BTE, BSFC, CO, CO2, UHC and NOx are indicated
shown in Table 2.

3 Artificial Neural Networks

Neural network toolbox in MATLABwas used in this study for developing the ANN
models. ANN model contains seven separate models like ANN1, ANN2, ANN3,
ANN4,ANN5,ANN6, andANN7 for the seven output parameters such as brake ther-
mal efficiency (BTE), brake-specific fuel consumption (BSFC), unburnt hydrocar-
bons (UHC), carbon monoxide (CO), carbon dioxide (CO2), nitrogen oxides (NOx)
and INDUS smoke number (Smoke), respectively. Input layer consists of three neu-
rons (brake power, fuel blend, and compression ratio) and the output layer consists
of corresponding output parameter for each ANN model.

The hidden layer consists of ten neurons, and the output layer consists of one
neuron for each separate ANN models. In the present study, the experimental output
results at various fuel blends, loads and compression ratios are used to develop ANN
models. In the present analysis of ANN, the number of data points was considered
as 48, and out of which 70%, 15% and 15% were taken for training, testing and vali-
dation, respectively. In ANN database, the values for training, validation and testing
subsets were chosen randomly. The ANNs structure is shown in Fig. 2. Selection of
number of hidden layers and number of neurons in the ANN model depends upon
the experimental data set and difficulty of problem. The standard feed forward back
propagation algorithm and target values from training set were used to train the ANN
model. In the hidden layer, the activation function is taken as tangent sigmoid (tansig)
while in the output layer, pure linear (purelin) function was chosen in the present
ANN models. The error was calculated by using target values and ANN output val-
ues. The same error was minimized by adjusting the weights in the iteration process.
Training the data will be stopped if the validation error surpasses the training error
or after reaching the performance goal.

Lavenberg–Marquardt (Trainlm) is the training function, which is faster than the
other training functions like trainrp, traingdx and trainscg. The trianlm transfer func-
tion will take less number of iterations during the convergence process. In the present
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Fig. 2 Architecture of ANN model

ANN model, the data training was done by using trainlm algorithm. ANN perfor-
mance measurement and training the data using back propagation algorithm were
developed with the neural network toolbox in MATLAB environment [8]. During
the learning process of back propagation algorithm, the weights are varied, and these
variations are stored as knowledge. One of the approximations of Newton’s method
is in fact basically LM method [9]. For obtaining the improved convergence, the
LM algorithm is used for the second-order derivatives of the constant function. The
errors are indicated in terms of root mean square error (RMSE) and absolute fraction
of variance (R2).

4 Results and Discussion

Root mean square error (RMSE) and regression analysis were calculated for all the
ANN models. Statistical values for all the output data are shown in Table 3.

Absolute fraction of variance (R2) values for BTE and BSFC are 0.990 and 0.974,
respectively, which are near to unity represents the experimental results, and ANN
predicted results have correlated well with each other. Root mean square error values
for performance parameters such asBTEandBSFCare 0.441 and 0.031, respectively.

The R2 values for emission parameters such as UHC, CO, CO2, NOx and INDUS
smoke number are 0.967, 0.968, 0.959, 0.990 and 0.942, respectively. Root mean
square error values for emissionparameters are 0.720, 0.002, 0.346, 29.477 and0.015,
respectively, which are within acceptable limits. Regression plots of performance
and emission characteristics for experimental results and ANN predicted results are
shown in Figs. 3a–g. It is observed that the variations between them are very small.
Experimental values are predicted by using ANN tool with minimum error and more
precision.
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Fig. 3 Relation between experimental and ANN predicted values for a BTE b BSFC c UHC d CO
e CO2 f NOx g Smoke
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Table 3 R2 and RMSE
values for ANN models

ANN Particulars R2 RMSE

ANN1 BTE 0.990 0.441

ANN2 BSFC 0.974 0.031

ANN3 UHC 0.967 0.720

ANN4 CO 0.968 0.002

ANN5 CO2 0.959 0.346

ANN6 NOx 0.990 29.477

ANN7 Smoke 0.942 0.015

5 Conclusion

In this study, experiments are conducted with diesel fuel and its mixtures with RME
blends in various percentages without any modifications in the engine. The perfor-
mance and emissions characteristics of RME blends are tested at different loads
and three different compression ratios. It is concluded that experimental and ANN
models predicted results are in good agreement with each other. The coefficient of
determination of R2 values for output parameters is in the range of 0.942–0.990
which represents that the ANN models predicted results are very near to experimen-
tal results. For nonlinear problems like IC engine performance applications, artificial
neural network tool is an efficient tool for prediction of performance parameters with
less cost, shorter duration, reliability, high accuracy and precision.
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The Analytical Study of Velocity Slip
on Two-Phase Flow in an Eccentric
Annular Region

B. Umadevi, P. A. Dinesh and C. V. Vinay

Abstract A mathematical model has been developed to study the synchronized
effects of particle drag and slip parameter on velocity and rate of flow in an annular
cross-sectional region bounded by two eccentric cylinders. In physiological flows,
this phenomenon canbe seen in bloodflow in an eccentric catheterized artery inwhich
the inner cylinder (Catheter) wall is impermeable and the outer cylinder (Artery) wall
is permeable. Blood is a combination of plasma in fluid stage and suspended cells as
well as proteins in particulate stage.Arterialwall gets damaged due to aging, and lipid
molecules get deposited between damaged tissue cells. Blood flow increases toward
the damaged tissues in the artery. In this investigation, blood is shown as a two-phase
fluid as one is a fluid stage and the other is particulate stage. By using conformal
mapping, the eccentric annulus will be transformed as concentric annulus to predict
the velocity of the fluid phase and the rate of flow. Modeled governing equations will
be solved analytically for the velocity and rate of flow. The examination is taken by
changing the eccentricity parameter, slip parameter, and drag parameter. The increase
of slip parameter indicates loss of fluid, and then, the velocity and rate of flow will
be reduced. As particulate drag parameter increases, then the velocity and rate flow
will be reduced. Eccentricity facilitates transfer of more fluid; then, the velocity and
rate of flow also increases.

Keywords Catheter · Slip parameter · Drag parameter · Eccentricity

1 Introduction

Blood vessel narrowing/stenosis is related to noteworthy changes in blood stream,
pressure distribution, and resistance to flow. This will cause the blood vessel wall to
damage, and it increases the permeability of solvent at the walls. One of the medical
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procedures to take care of atherosclerosis is balloon angioplasty that involves the
inclusion of a catheter with a minor inflatable balloon toward the end. The insertion
of catheter will further increase the frictional resistance to flow andwill alter pressure
distribution. The placing of catheter also creates an annular region. As the dynamics
of flow between circular cylinders can be customized appreciable by dislocation
of axis, it is essential to consider eccentric annular region bounded by two circular
cylinders.With all the above-said reasons, flow of Newtonian fluid between eccentric
cylinders with permeable wall involves conformal mapping of doubly connected
region bounded by eccentric circles into concentric circles.

Daripa and Dash [1] have used Fourier series and numerical methods to study the
pulsatile flow in eccentric catheterized arteries. Shivakumar and Ji [2] have calculated
the transport of Newtonian fluid flowing in an annulus domain D, in the x − y plane
surrounded by two eccentric circles. Indira et al. [3] have examined the effect of
couple stress on the flow in a doubly connected region. The technique is to map
the eccentric circles to concentric circles such that the boundary condition on the
eccentric annulus is satisfied. In the current investigation, the effect of drag particulate
on the flow of a Newtonian fluid is considered. A mathematical model has been
framed to examine the synchronized effects of particulate drag and slip parameters
on velocity besides the rate of flow in an eccentric catheterized artery. Blood is
considered as a two-phase fluid in which liquid phase consists of plasma with a
particulate phase of suspended red cells, white cells, platelets, and proteins. It is
required to know the consequence of drag presented by these particles on the flow.
In the present investigation, the impact of drag of particulate issue on the stream of a
Newtonian liquid with the Beavers and Joseph limit slip condition is contemplated.

2 Mathematical Formulation

The particulate drag is similar to the resistance offered by dust on the fluid in a
two-phase fluid. Saffman [4] has formulated the basic equations for the flow of dusty
viscous fluid. The basic governing equations in vector notation for a dusty viscous
fluid is given by

[
∂ �q
∂t

+ (�q · ∇)�q
]

= −∇ p + μ∇2 �q + NK
( �V − �q

)
(1)

Nm
∂ �V
∂t

= NK
(
�q − �V

)
(2)

where �q, �v are velocities of fluid phase and particle phase, respectively, ρ is the
density of the fluid, μ is the viscosity of the fluid, and N is the number of density
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Fig. 1 Substantial model

k

h

a

b
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of particles. K (= 3μπd) is the Stokes resistance coefficient. p is the pressure, m
is the mass of the particles, d is diameter of the dusty spherical particle, and t is
the time. Two-phase flow of a Newtonian fluid with particulate matter flowing in
an eccentric annulus domain D, in the x − y plane bounded internally by C1 and
externally byC2, is considered specified in a schematic diagram shown in Fig. 1. The
initial flow velocity is assumed as (0, 0,w(x, y)). The basic governing equations for
the specified physical assumptions from Eqs. (1) and (2) are given by

ρ
∂w

∂t
= −∂p

∂z
+ μ

(
∂2w

∂x2
+ ∂2w

∂y2

)
+ KN(v − w) (3)

Nm
∂v

∂t
= KN(w − v) (4)

∂p

∂x
= ∂p

∂y
= 0 (5)

where w is the fluid velocity and v is the suspended particles velocity.
To solve the above governing equations, we consider the following assumptions

for pressure, velocity of fluid, and dusty particles in the form of

∂p

∂z
= −Pe−nt ,w = We−nt , v = Ve−nt .

Implementing the above expressions in the Eqs. (3) and (4) and expressing in
terms of complex variables with z = x + iy, z̄ = x − iy by means of variable
separable method. The pressure gradient is assumed as constant; then, the set of
equations reduces to

∂2W

∂z∂ z̄
+ ω2W = − P

4μ
(6)
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V = 1

1 − nτ
W, τ = m

K
(7)

where τ is the relaxation time,ω is the drag parameter,W is the velocity of the fluid in
non-dimensional form in the direction of the axis of the annulus whose cross section
D is bounded by the annulus region, V is velocity of particles in non-dimensional
form, and Q be the rate of flow.

We consider the homogeneous boundary value problem for the velocity of the
fluid as

W = f (zz̄) + g(z ± z̄) (8)

Make use of the series solution in terms of Bessel functions of first and second
kinds in the closed-form solution of Eq. (6), then the velocity of the fluid phase is
agreed as

W = − P

4ω2

[
AJ0

(
ω

√
zz̄

)
+ BY0

(
ω

√
zz̄

)
+ Cez+z + Dez−z + 1

]
(9)

3 Eccentric Annulus

By using conformal transformation given by

z = c

1 − ζ
(10)

where z = x + iy and ζ = ξ + iη, the annulus region enclosed by two eccentric
circles is transformed as the annulus region bounded by two concentric circles with
radii |ζ | = ρρ1, and ρ2, where

C1 : (x − h)2 + y2 = a2,C2 : (x − k)2 + y2 = b2, a < b, h > k

ρ1 = a
h , ρ2 = b

k and c = h − a2

h = k − b2

k , h and k should satisfy the condition

k − h = a2

h − b2

k ,
wherea is the catheter radius,b is the artery radius, and ε is the eccentric parameter.
The conditions for the boundary value problem as homogeneous no-slip velocity

on C1 and non-homogeneous BJ-slip condition on C2.

i.e. W = 0 on C1 and
∂W

∂n
= ηW on C2 (11)

Using the conformal mapping given by Eq. (10), the above boundary conditions
become
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W = 0 at ρ = ρ1 and
∂W

∂ρ
= ηW at ρ = ρ2 (12)

Transforming the expression of the velocity of the fluid phase given in Eq. (9)
with conformal transformation specified in Eq. (10) and implementing the boundary
conditions given in Eq. (12), the velocity of the fluid phase is obtained as

W = − P

4ω2

[
Aχ1

(
ζ ζ

) + Bχ2
(
ζ ζ

) + Cχ3
(
ζ ζ

)
+Dχ4

(
ζ ζ

) + 1

]
(13)

χ1
(
ζ ζ

)
, χ2

(
ζ ζ

)
, χ3

(
ζ ζ

)
, χ4

(
ζ ζ

)
are specified in the Appendix.

4 Rate of Flow

By means of Green’s theorem in Complex form

¨
∂F

∂Z
dS = 1

2i

∫
C2−C1

Fdz (14)

rate of flow is obtained as

Q =
¨

�

W dS

i.e. Q = 1

2i

P

4μω2

∫
⎡
⎢⎢⎢⎢⎢⎣

A
2

ω

√
z

z
J1

(
ω

√
zz

)

+ B
2

ω

√
z

z
Y1

(
ω

√
zz

)

+ C ez+z − De−(z+z) − z

⎤
⎥⎥⎥⎥⎥⎦

(15)

Using the conformal transformation specified in Eq. (10) on Eq. (15) and com-
puting the integration as well as simplifying, then the rate of flow is agreed
as

Q = Pπc2

4μω2
[A1 + B 2 + C 3 + D 4 − 5] (16)

1, 2, 3, 4, 5 given in the Appendix.
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5 Results

The investigation reveals that the effect of drag particulate in the eccentric annulus
circular region. By using conformal transformation, the eccentric annulus region is
transformed into concentric annulus with the assumptions. The results have been
obtained by solving analytically and computationally by using Mathematica soft-
ware. The velocity and rate flow are ruled by three parameters—drag parameter,
eccentricity parameter, and slip parameter. The velocity of fluid phase is specified
by Eq. (13) that is computed and graphically depicted as shown in Fig. 2a and b for
different values of drag parameter ω, eccentricity parameter ε, and slip parameter η .

Fig. 2 a, bVelocity profile versus slip parameter for various values of drag parameter, eccentricity
parameter ε = 0 and ε = 0.5

Fig. 3 a, b Rate of flow versus slip parameter for various values of drag parameter, eccentricity
parameter ε = 0 and ε = 0.5
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Table 1 Rate of flow Q for
eccentricity, slip, and drag
parameters

η

Slip
parameter

Eccentricity
(ε)

Drag
parameter ()

Rate of flow
(Q)

0.01 0 0.2 5.92072

0.5 0 0.2 5.2317

1 0 0.2 4.23465

0.01 0 0.6 1.66859

0.5 0 0.6 1.12225

1 0 0.6 0.384941

0.01 0.3 0.2 5.99123

0.5 0.3 0.2 5.31582

1 0.3 0.2 4.34065

0.01 0.3 0.6 1.67638

0.5 0.3 0.6 1.1252

1 0.3 0.6 0.385691

0.01 0.5 0.2 6.01916

0.5 0.5 0.2 5.34915

1 0.5 0.2 4.38263

0.01 0.5 0.6 1.67941

0.5 0.5 0.6 1.12636

The rate of flow is given by Eq. (16) that is computed and graphically depicted in
Fig. 3a and b for different values of drag parameter, cross-sectional area, eccentricity
parameter, and slip parameter. Also, the rate of flow for different values of drag
parameter, eccentricity parameter, and slip parameter is tabulated in Table 1.

6 Discussions

The present investigationmakes clear that as drag particulate matter is present, then it
influences the flow. The composition of blood varies individually from person to per-
son. If it is more of LDL (low-density lipoproteins), red cells, etc., than requirement,
it causes relentless problem for blood circulation and for oxygen supply. Gradually,
it leads to blockages in the arteries and also heart problems. To treat this, in many
clinical procedures, the insertion of catheter is necessary. The increase in eccentricity
results in the increase of cross-sectional area, thereby facilitating flow of more fluid,
resulting in increase of velocity. The velocity will be decreased as the drag parameter
and slip parameter increased. Enhancement of slip parameter signifies loss of fluid,
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thereby declining of velocity and rate of flow. Rate of flow increases with enhance-
ment in eccentricity and decreases with the extension of drag parameter and slip
parameters.

7 Conclusions

The eccentricity of annulus facilitates transport ofmore fluid than concentric annulus.
As eccentricity parameter ε → 0 gives the results for concentric cylinders. As drag
parameter increases, the velocity and rate of flow will be reduced. The present study
gives insight into the variations of pressure gradients in pressure of catheter and also
the effects of loss of fluid due to permeability of the wall.

Acknowledgements The support and encouragement from the managements of JSS Academy
of Technical Education, Bangalore, and M. S. Ramaiah Institute of Technology, Bangalore,
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Appendix

ρ1 = a
h , ρ2 = b

k , c = h − a2

h ,

ψ(k + 1) = −0.577215666 +
k∑

m=2

1
m−1 ,

sk = ψ(k + 1) − log
(

ωc
2

)
,

αk = (−1)k
(

ω
2

)2k
c2k

(k!)2 γk = cn+2k

k!n + k!

β(k − 1, p) = (k−1+p)!
(k−1)!p! , β(n, k − 1, p) = (n+k−1+p)!

(n+k−1)!p! ,

β1(k − 1, p,m) = β(k − 1, p)β(k − 1,m),

β2(n, k − 1, p) = β(n, k − 1, p)β(k − 1, p),
β3(n, k − 1, p,m) = β(n, k − 1, p)β(k − 1,m) + β(n, k − 1,m)β(k − 1, p),

χ1(ςς) =
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k=0
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(
1 +

∞∑
m=0

∞∑
p=0

β1(k − 1, p,m)ρ2p
[
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[
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ζm

])(
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2
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1
n

[
ζn + ρ2n

ζn
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;

χ3(ςς) =
∞∑
k=0

∞∑
n=0

γk

(
2
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p=0

β2(n, k − 1, p)ρ2p +
∞∑
p=0

∞∑
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β3 (n, k − 1,m, p)ρ2p
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ζm + ρ2m

ζm
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χ4(ςς) =
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k=0

∞∑
n=0

(−1)nγk

(
2

∞∑
p=0

β2(n, k − 1, p)ρ2p +
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p=0

∞∑
m=0

β3 (n, k − 1,m, p)ρ2p
[
ζm + ρ2m

ζm
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∞∑

k,p,m=0
φ(k)
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(
ρ
2p
2 − ρ

2p
1

)
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2 = 2
�
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Numerical Study on the Effect
of Impeller Geometry on Pump
Performance
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Abstract Blade thickness and blade height are the most influencing parameters on
the performance of pump. The fluid flow passage can be optimised by the blade
thickness. Energy consumption by pump is reduced by employing appropriate blade
height. The objective of the present study is to optimise the blade geometry, viz.
thickness and height. The duty parameters considered in the present study are flow
rate (Q) 5000 LPH, Head (H) 28–26 m and speed 6000 rpm. Numerical simulations
are carried out to study the pump performance. Three-dimensional, steady-state flow
equations are solved in ANSYS CFX along with Reynolds-averaged Naiver–Stokes
(RANS) equations with standard shear stress transport (SST) turbulencemodels. The
results showed that energy consumption decreases with blade height.
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Fig. 1 Sectional view of a
closed radial impeller with
geometric parameters

1 Introduction

To achieve the best performance and the efficiency, list out themain geometric param-
eter like the impeller outlet diameter (D2), impeller blade height, impeller blade
outlet angle (β2) and impeller blade thickness (e) as shown in Fig. 2. The minimum
and uniform thickness required to achieve good casting qualities must be observed
in casting of impellers; it depends on the casting process and is 3–5 mm [1]. High
head and small flow rate are the characteristics of the low specific speed centrifugal
pump. The speed is completely concerned with inlet diameter (D1) and outlet diam-
eter (D2) of the pump impeller as shown in Fig. 1. Pump inlet diameter is related to
the flow, and outlet diameter is related to the head. Generally, D2/D1 value is larger.
Due to which impeller flow channel diffusion is larger and at internal flow passage
flow separation occurs, which decreases the efficiency of low specific speed cen-
trifugal pump. So by controlling the blade thickness and blade height, D2/D1 ratio
can be reduced [2]. The paper analyses the influence of the inlet and outlet angles on
the geometry of the impeller of centrifugal pump and the hydraulic efficiency, and it
gives the data that outlet blade angle is in between the range of (15°–45°) and inlet
blade angle is in between (15°–30°) [3]. The passage volume is volume between
two blades. If the passage volume increases than input shaft power also increase. To
reduce the input shaft power, passage volume has to be reduce and it will be done by
controlling the blade height [2].

2 CAD Model

Different impeller designs are modelled by using bladegen of the vista CPD for blade
thickness and Autodesk Inventor for blade height.
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Fig. 2 Blade thickness and blade outlet angle

2.1 Blade Thickness

Four different impeller designs with blade height 8mm and with different varying
blade thickness form leading edge to trailing edge. Four different bladeThickness are:
(2,2,2,2), (2,2,2,2.5), (2,2,2,3), and (2,2,2.5,2.5). According to the law of thickening
of blade, i.e. increasing blade thickness from the middle to outlet of the blade can
achieve the effect of build up the channel. Inlet and outlet area ratio is not too small
and reduces the flow separation [4], Fig. 3.

2.2 Blade Height

Blade height controls the passage volume if the passage volume ismore than the input
power is also more. Impellers with different blade heights reduce input shaft power
and increase efficiency [2]. The four different impellers have same blade thickness
value (2, 2, 2, 3), and blade thickness value is optimum one (Fig. 4).

3 Meshing

The fluid domain of the impeller was divided into the sub-domains or into discrete
elements of the same element size, i.e. 0.90 mm. Mainly, tetrahedron mesh type is
used for mesh the fluid domain and for complex shapes (Fig. 5; Table 1).
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Fig. 3 Design of different impellerswith blade height 8mmand different blade thicknesses. aBlade
thickness (2, 2, 2, 2). bBlade thickness (2, 2, 2, 2.5). c Blade thickness (2, 2, 2, 3). dBlade thickness
(2, 2, 2.5, 2.5). Modelled in bladegen Vista CPD

3.1 Grid Independence

The grid independence study gives optimummesh size for the computation. Variation
of the output results with varying mesh element size is shown in Fig. 7. Impeller used
for gird independence has blade height 8 mm and blade thickness (2, 2, 2, 3) (Fig. 6).

4 Numerical Simulation

Computations are performed usingANSYS softwarewith appropriate boundary con-
ditions. Present computational results are validated using the results from Jin [2]. The
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Fig. 4 Impeller meridional with different blade heights. aBlade height 8mm, bBlade height 7mm,
c Blade height 6 mm, d Blade height 5 mm

present results are found to satisfactorily match with the results of Jin [2]. The results
are shown in Fig. 7.

All the calculations have been performed with CFX solver software package
of ANSYS Workbench 15.0 that utilises the finite volume method for the three-
dimensional (3D) steady-state Reynolds-averaged Naiver–Stokes (RANS), Shear
stress transport (SST) turbulence models and employing frozen-rotor technique.
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Fig. 5 Tetrahedron meshing of impeller fluid domain

Table 1 Meshing detail

Element size No. of nodes No. of elements Head Deviation (%)

0.9 651,296 449,180 38.9793 –

1 460,852 314,310 37.9877 2.543

1.1 349,018 235,520 37.4568 1.397

1.2 272,388 182,419 36.5531 2.41

1.3 217,357 144,112 36.492 0.00167

Fig. 6 Effect of mesh
element size on the output
result (head)
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4.1 Boundary Condition

For the simulation, the static pressure at inlet is zero (in Pa) and mass flow rate at the
outlet (in kg/s) is according to flow rate condition used as the boundary condition.
And simulate on the design RPM, i.e. 6000 RPM.
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Fig. 7 Comparison of the present simulated data and the data from “Yongxin jin 2015”. a Effect
of flow rate on the head. b Effect of flow rate on the input shaft power. c Effect of flow rate on the
efficiency

5 Results and Discussion

Computations are performed using ANSYS software with appropriate boundary
conditions.

5.1 Results of Blade Thickness

For blade thickness simulation the complete single stage of submersible pump was
simulated, i.e. impeller, casing and return guide vane. Results are shown in Fig. 8.

Head for impeller having blade thickness (2, 2, 2, 2) and (2, 2, 2.5, 2.5) is less than
other two impellers with blade thickness (2, 2, 2, 2.5) and (2, 2, 2, 3) shown in Fig. 8.
Head for blade thickness (2, 2, 2, 2.5) and (2, 2, 2, 3) has same head approximately.

Flow in impeller passage is shown in Fig. 9. Four channel flows are compared
here to find which is more efficient. When operated under off-design condition,

Fig. 8 Head for different
blade thickness values w.r.t
flow rate condition
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Fig. 9 Streamline contour of four different blade thicknesses. a Blade thickness (2, 2, 2, 2.5).
b Blade thickness (2, 2, 2, 2). c Blade thickness (2, 2, 2.5, 2.5). d Blade thickness (2, 2, 2, 3)

flow separation and flow recirculation affect the performance. Flow separation is
mostly observed near to the leading edge due to non-tangential inflow. If excessive
deceleration of the flow occurs (pressure increase) or if there is a sudden change
in the direction of the profile of blade, the flow outside the boundary layer will no
longer follow the direction of the wall, but it will separate or leave the surface of
the blade. Flow separation leads to flow losses. Suction recirculation can be seen in
centrifugal pump at low flow.

5.2 Results of Blade Heights

The aim of reducing the blade height is to reduce the energy consumption or input
shaft power, but as blade height decreases, head also decreases but the head should
be in the range of 39–35 m at impeller. The results are shown in Fig. 10.
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Fig. 10 Comparison of head, input shaft power and efficiency of the impellers with different blade
heights. a Effect of flow rate on the head corresponds to different blade heights. b Effect of flow
rate on the input shaft power corresponds to different blade heights. c Effect of flow rate on the
efficiency corresponds to different blade heights

Head for impeller with blade height 8 mm is 38.9593 m, but input shaft power and
efficiency are 858.4 W and 61.8382%, respectively. But the head for impeller with
blade height 5 mm is 36.481 m which is in the range of 39–35 m, and input shaft
power and efficiency are 775.1 W and 64.127%, respectively. Impeller with 5 mm
blade height consumes less energy and having more efficiency than 8 mm impeller.

6 Conclusion

Numerical study has been carried out by varying the impeller parameters such as
blade passage width, blade thickness, blade height and flow rate of modified design
of the impeller. Conclusions from the present numerical study are as follows: the
blade thickness of the impeller should be (2, 2, 2, 3) because it gives more head and
has negligible flow separation and flow recirculation. Shaft input power decreases
with blade height. Efficiency increases with decreasing blade height. Four different
design impellers are studied. Among these impellers, the impeller with 5 mm blade
height and blade thickness (2, 2, 2, 3) is more efficient.
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Numerical Study of Hydrogen-Fueled
Scramjet Performance with Passive
Techniques

Obula Reddy Kummitha, K. M. Pandey and Rajat Gupta

Abstract Mixing and combustion efficiencies are two important parameters to visu-
alize the performance of scramjet. The rate of combustion strongly depends on the
rate of mixing of fuel and air; hence, the mixing efficiency of fuel and supersonic
airstream is the major parameter to optimize the performance of scramjet combustor.
In this research paper, the numerical investigation has been carried out to enhance
the mixing efficiency of fuel and supersonic air by using passive techniques. The
passive techniques are implemented to DLR scramjet by creating the wall attached
fuel injectors at various locations and developed different computational geometries.
Computational fluid dynamics tool ANSYS Fluent 15.0 has been used to solve the
fluid flow governing equations and reaction mechanism of fuel and air along with
finite rate/eddy dissipation reaction model. Shear stress transport k-ω turbulence
model is used for turbulence modeling. Validation of results has been performed
with the DLR experimental results available in the open literature and identified a
good matching of numerical and experimental results. From the analysis and com-
parison of numerical results for different passive techniques, it has been noticed that
more recirculation regions, oblique and expansion shock waves are developed with
the wall attached fuel injectors along with strut injector. These are very much helpful
to penetrate into fuel stream and increasing the fuel carrying capacity, which can
increase the mixing of fuel and supersonic air.

Keywords Scramjet · Strut ·Mixing efficiency · Combustion efficiency
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1 Introduction

Scramjet technology is the most interesting and latest research topic in aerospace
technology. A scramjet is the advanced version of ramjet engine with supersonic
combustion. The working of scramjet and its performance is strongly influenced by
the individual performance of its components. Basically, the scramjet engine consists
of three components which are defined as the inlet section, combustor, and diffusion
section. All three components play a major role in the overall performance of the
scramjet engine. Worldwide a great research is ongoing in scramjet technology by
evaluating the performance of its individual components. The combustor is the major
part to be considered as a research component due to its complex combustion process.
In the scramjet engine combustion chamber, the presence of air is very less, around
a tenth of milliseconds and it is not sufficient for the commencement of ignition of
fuel and supersonic air. Combustion process strongly depends upon the mixing of
fuel and air. Enhancement of the rate of mixing of fuel and air at supersonic speed
is a great challenging task.

Raul et al. [1] executed both numerical and experimental investigations on mix-
ing enhancement of supersonic air and fuel in scramjet combustor with turbulent
Navier–Stokes fluid flow governing equations. In this study, a sinusoidal shape was
considered, whichwas attached to thewalls of scramjet combustor tomake a configu-
ration of supersonic air-fuel mixing enhancement technique with spatial forcing. For
this geometrical configuration, they have conducted a numerical study with a varying
amplitude of sinusoidal wave (wavy wall structure). From the predicted numerical
results, they found that the Mach number contours are very helpful for prediction of
boundary layer separation over wavy wall and walls of the scramjet combustor.

Hongbo et al. [2] studied numerical combustion of scramjet combustor using a
passive scalarmethod. Flowgoverning equationswere solved byusing computational
fluid dynamics tool. In this research paper, they have investigated the amount of
mass transfer entry into and leaving out of the wall attached cavity of the scramjet
combustion chamber. They also explored the effect of cavity flow on residence time
under reacting flow condition. Reynolds-averaged Navier–Stokes equations along
with large eddy simulation combination were the best simulation method to predict
theflowstructure of complex problems like combustion and adverse pressure gradient
development flows [3–6]. It is a difficult task to sustain the flame at supersonic speed
in scramjet combustor. For this, various cavity and fuel injection techniques were
established and investigated as follows: strut [7–11]—generation of oblique shocks,
cavities [12–15]—development of recirculation regions, and the combinations [16–
20] with the principle of vortices generation in the vicinity of combustion chamber
walls.

In supersonic flows, the intermixing of fuel with supersonic air stream greatly
depends on the residence time of air in the combustion chamber. In scramjet engines,
the time available for completion of both intermixing and combustion process is the
only a tenth of a millisecond. At this residence time, the chance for mixing augmen-
tation of fuel and supersonic air is a great challenge. Mingle of fuel with airstream at
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supersonic speed can be escalated by creating more number of recirculation regions,
streamline vortices, and shock waves along the flow field of the combustion chamber.
In this exploration paper, the passive technique has been executed by creating thewall
attached fuel injectors at different locations of the scramjet combustor. DLR scramjet
combustor is considered as a reference or basic model to which wall attached fuel
injectors are implemented.

2 Computational Domain Modeling

The computational domains of three different scramjet combustors are modeled with
the pre-processor tool of ANSYS Fluent 15. DLR scramjet model [19] is considered
as a basic or reference model for the development of another two models with wall
attached and strut fuel injectors. The first model consists of the only wall attached
strut fuel injectors, and the second model consists of axial strut injector (in-line
strut) along with wall attached strut fuel injectors. Computational domains of three
scramjet combustors are shown in Fig. 1.

Fig. 1 Computational domains of scramjet: a Basic (or) reference model. b First model (middle).
c Second model (bottom) (all dimensions are in mm)
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3 Numerical Modeling

Two-dimensional numerical analysis has been carried out for all the computational
domains. All the flow properties are visualized by solving the Reynolds-averaged
Navier–Stokes (RANS)governing equations. Turbulence ismodeledwith shear stress
transport (SST) k − ω turbulence and finite rate/eddy dissipation chemistry turbu-
lence model. Finite volume second-order upwind discretization scheme is used for
solving all the flow governing equations. Stability of the iterative technique is con-
trolled by maintaining the under-relaxation factors less than one (<1). Combustion
of hydrogen fuel and air has been modeled with a one-step reaction mechanism [20].
The flow governing equations of continuity, momentum, and energy are defined as
follows [20–22]:

∂ρ

∂t
+ ∂

∂xi
(ρui ) = 0 (1)

∂

∂t
(ρui ) + ∂

∂xi

(
ρuiu j

) = −∂P

∂xi
+ ∂

∂xi

(
τi j

)
(2)

∂

∂t
(ρet ) + ∂

∂xi

(
ρhtu j

) = ∂

∂xi

(
τi j ui − qi

)
(3)

The variables ρ, τ , P, u, et, q, and h are described as density, Reynolds stress,
pressure, velocity, total energy, specific heat flux, and specific enthalpy, respectively.

4 Results and Discussion

Scramjet combustor internal fluid flow properties have been evaluated by performing
the numerical simulations. Mixing of fuel and air at a supersonic speed greatly
depends on the rate of creation and its interaction of shock waves, vortices, and shear
mixing layer. The passive technique with different types of fuel injection has been
executed to enhance the intermixing of fuel and air reactants. Internal flow physics
of scramjet combustor are evaluated by predicting the variation of density, which
plays a major role in the development of shock waves and recirculation regions.

From Fig. 2, it is observed that both oblique and expansion shock waves are
produced from the leading and trailing point of struts, respectively. Both the oblique
and expansion shock waves are undergone to multiple reflections in between the
combustion chamber wall and wake region of the strut. This causes the interaction
of supersonic airstream and fuel stream and thereby enhances the tendency of fuel
carrying with multiple reflection shock waves. By analyzing the density flow field of
three combustors, it is identified that both the basic and firstmodel has less interaction
of shock waves with fuel stream as compared to the last model. The second model
consists of both in-line strut and wall attached strut, which are causes for more shock
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Fig. 2 Density flow field of scramjet combustors: basic model (DLR-top), first model (middle),
second model (bottom)

waves development and increases the interaction of shock waves with fuel stream
and enhances the intermixing of fuel and air.

To visualize more about the internal flow dynamics and complex combustion
process, the temperature parameter has been considered and studied at different
locations of the combustor and the same shown in Fig. 3. From the visualization
of temperature variation profiles for different scramjet combustors, it is identified
that the combustion phenomenon has been intensified in the downstream of the strut
and the same observed with enlargement of temperature along the length of the
combustor. Basic model consists of only in-line strut injector, and it causes pressure
losses and thereby reduces the performance of scramjet combustor. To diminish these
pressure losses, first model is introduced with the only wall attached strut injectors.
From the analysis of density flow field and temperature profile of the first model, it
is observed that the first model has less performance than that of the basic model
because of its fewer shocks and weak combustion. The combination of inclined and
parallel fuel injection is the best technique to intensify the intermixing of fuel and air.
The second model is the combination of parallel and inclined fuel injection with in-
line strut and wall attached strut, respectively. From the analysis of both density flow
field (Fig. 2) and temperature profiles (Fig. 3) of the second model, it is recognized
that the development of oblique, expansion shock waves and recirculation regions
are higher as compared to the other models.

5 Conclusion

Numerical analysis of scramjet combustor with in-line strut and wall attached strut
fuel injector has been investigated and analyzed to visualize the internal fluid flow
properties of the scramjet engine. From the analysis of both density flow field and
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Fig. 3 Temperature profiles of scramjet combustors at various locations: a x = 108 mm, b x =
167 mm, and c x = 275 mm

temperature profiles for different scramjet combustors, it is identified that location of
strut and fuel injection angle with respect to the mainstream plays an important role
to enhance the performance of scramjet combustor. In this research paper, both the
parallel and inclined strut fuel injection has been investigated. From the investigation
of all three models, it is observed that the scramjet combustor with wall and in-line
strut fuel injector has better performance as compared to the other twomodels, due to
its more oblique and expansion shock waves and the amalgamation of both parallel
and inclined fuel injection technique.
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Numerical Simulation of Heat Transfer
and Fluid Flow Characteristics
of Triangular Corrugated Wavy Channel

Meghna Das Chaudhury and Raju

Abstract The present numerical simulation was performed with the objective to
study the fluid flow and heat transfer characteristics of a corrugated wavy chan-
nel and compare its thermal performance with that of a straight channel with the
same geometrical parameters. Both the considered channel had rectangular cross
section, and one of them had triangular corrugations with a corrugation angle of
21.8°. The flow was assumed to be laminar through the channel with Reynolds num-
ber (Re) varying from 500 to 1500, and the analysis was performed under steady state
and constant heat flux (10 kW/m2) conditions. For quantitatively analyzing the heat
transfer enhancement rate, Nusselt number (Nu) was estimated along the top front
corrugated line (TFCL) and it was found that Nu values increased with increasing
Re. Also, the triangular corrugated channel was found to outperform the straight
rectangular channel with regard to its comparatively high Nu values which increased
by 47.8%. The increased Nu values upon incorporation of corrugations were thought
to be due to the formation of recirculation zones and high-intensity swirl flow near
the vicinity of corrugations. The only analyzed disadvantage of such a channel was
found to be its rise in pressure loss value with increasing Re.

Keywords Corrugated wavy channel · Laminar flow · Nusselt number ·
Recirculation flow

1 Introduction

The increasing need for compact, effective, and efficient heat exchangers for several
industrial applications has aggravated the demand for the development of advanced
heat transfer enhancement techniques. To realize enhancement in heat transfer rate,
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several methods are incorporated [1] and among those various methods, corrugated
surfaces are being extensively researched. It has the capability to promote the for-
mation of recirculation zones, increase the effective fluid flow path [2], etc. and is
widely used for electronic cooling, in solar collectors, electrochemical and catalytic
reactors [3], etc.

In order to gain a comprehensive insight into the various heat transfer enhancement
techniques, this domain has been extensively studied and investigated. Analytically
and numerically, the heat transfer enhancement mechanism in both two-dimensional
and three-dimensional sinusoidal channels was examined which was subjected to
different temperature conditions on the lower and upper wall. The flow was pre-
dominantly steady and laminar. The presence of stagnation points and asymmetry of
flow was found to be the reason behind heat transfer enhancement in the case of 2D
corrugations. Though the primary mechanism behind heat transfer enhancement was
essentially the same in case of 3D corrugations as well, advection due to transverse
flow was also attributed as one of the additional causes [4]. The use of corrugation
also leads to a complex flow pattern which promotes better momentum transfer,
swirling, and recirculation of the flow resulting in enhanced heat transfer rate [5].
Additionally, it leads to a significant pressure drop due to friction in the channel
which is higher in comparison with the conventional straight channels [6, 7]. The
heat transfer rate between a plain channel and three different types of corrugated
channel of two different heights (5 and 10 mm) was experimentally examined, and
the channel with the maximum corrugation angle (50°), minimum pitch (10 mm),
and height (5 mm) was found to outperform the other channels as it exhibited the
highest Nu values at Re ranging from 2000 to 5000 [8]. Heat transfer enhancement
is generally quantified by estimating the value of Nu, and it has been noticed that
the value of Nu increases with an increase in the value of Re and it strongly depends
upon the corrugation angle and height of the channel [9]. Quite recently, numerical
simulation was performed on a triangular, sinusoidal, and trapezoidal corrugation
channels with inlet Re varying between 400 and 1400. The flow through the channel
was assumed to be laminar, incompressible, steady, and 2D. The effect of Re and
corrugation on viscous entropy generation, pressure drop, and Nuwas studied, and it
was concluded that the thermal performance of the sinusoidal channel was superior
as compared to the other two [10].

In this present numerical work, the objective was to study the heat transfer charac-
teristics of a triangular corrugated channel (corrugation angle= 21.8°,Hmax = 32mm
andHmin = 20 mmwith Pitch = 30 mm) and compare its performance with that of a
straight channel, both subjected to a constant heat flux of 10 kW/m2 with water as the
considered working fluid. For this present problem, Re was varied between 500 and
1500, and since in this mentioned Re range, for a straight channel, a viscous laminar
model is demanded; hence, in order to draw an appropriate comparison, the same
model was considered for the triangular corrugated channel as well. By conducting
an extensive literature review, to the best of our knowledge we found that none of
the paper till date has worked with the aforementioned geometrical parameters that
we had selected for our simulation.
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2 Numerical Analysis

2.1 Geometry (Computational Domain)

In the present problem, the considered geometry as shown in Fig. 1 is a rectangular
channel with triangular corrugation profiles with corrugation angle approximately
21.8°. The length, width, and height of the total channel are 300 mm, 130 mm, and
35 mm, respectively, whereas the maximum (Hmax) and the minimum height (Hmin)
of the triangular corrugations employed are 32 mm and 20 mm, respectively. There
are a total of 10 corrugation cycles in the channel, and the length of the pitch (λ) is
30 mm.

2.2 Mesh Generation

Thepartial differential equations that govern anyfluidflowandheat transfer problems
are analytically unsolvable except for a very few simple cases. Therefore, in order to
analyze such problems, the computational domain is split into smaller subdomains
(made up of geometric primitives like hexahedral and tetrahedral shapes in 3D and
quadrilaterals and triangles in 2D). The governing equations are then discretized and
solved inside each of these subdomains. These subdomains are created by the ‘mesh’
option in ANSYS Fluent. The mesh of the computational domain in the present
problem was generated using the edge sizing method with finer mesh near the solid–
fluid interface and coarser mesh near the center to reduce the total computational
time. Figure 2 a and b depicts the mesh employed in one corrugation section and in
the sidewalls of the channel, respectively.

Fig. 1 a Geometry of the channel and b schematic of a portion of the corrugation
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Fig. 2 a Mesh pattern employed in the corrugation and b in the sidewall of the channel

2.3 Simulation Methodology and Governing Equations
Solved

In order to understand and examine the fluid flow and heat transfer characteristics of
both the channels, the commercial code, Fluent, was used. The considered Re was
varied from 500 to 1,500, and the flow was assumed to be steady throughout the
channel. For simulating the same, viscous laminar model was chosen with water as
the working fluid and pipe material as aluminum. During simulation, the following
governing equations were solved:

1. Mass conservation equation

∂ρ

∂t
+ ∇.(ρ�v) = 0 (1)

2. Momentum conservation equation

∂

∂t
(ρ�v) + ∇.(ρ�v�v) = −∇ p + ∇.

(
τ
) + ρ �g + �F (2)

3. Energy conservation equation

∂

∂t
(ρE) + ∇.(�v(ρE + p)) = ∇.(k∇T + (

τ .�v) (3)

where ρ = density, �v = velocity, p = static pressure, k = thermal conductivity, T =
temperature, and τ = stress tensor. Here, ρ �g and

−→
F are the gravitational body force

and external body forces, respectively. The first term in the right-hand side of Eq. (3)
represents energy transfer due to conduction, and the second term represents energy
transfer due to viscous dissipation. The term ‘E’ used in Eq. (3) (total energy) can
be expressed as:
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Table 1 Boundary
conditions

Domain Boundary conditions

Inlet Velocity inlet (Re dependent)

Upper wall Constant heat flux (10 kW/m2)

Lower wall Constant heat flux (10 kW/m2)

Outlet Pressure outlet (Atmospheric)

Rest of the walls At adiabatic conditions

E = h − p

ρ
+ v2

2
(4)

Here, ‘h’ represents enthalpy.
In order to simulate the flow characteristics and thermal behavior of the channel,

it was subjected to specific boundary conditions as illustrated in Table 1. On the
basis of the considered Re, the inlet velocity was calculated by using the following
formulae:

Re = ρvDh

μ
(5)

where

P density of the working fluid which is water (kg/m3).
V the flow velocity at inlet (m/s).
μ dynamic viscosity of the flow (kg/ms).
Dh hydraulic diameter (m) of the channel which was calculated as follows:

Dh = 4A

P
(6)

where A = cross-sectional area of the channel (m2), i.e., width × Havg

P = perimeter of the channel (m), i.e., 2 (width + Havg)
As the channel had both converging and diverging sections, therefore, the average

channel height (Havg) was calculated by taking the mean of both Hmax and Hmin,
where the magnitude of Hmax and Hmin was 32 mm and 20 mm, respectively.

Havg = Hmax + Hmin
2

(7)

From the above calculation, the value of Havg was found to be 26 mm and width
of the channel is 130 mm. Subsequently, inlet velocity was calculated from Eq. (5).

For the purpose of solving the pressure–velocity coupled equation, the SIMPLE
scheme was adopted, and for the spatial discretization of pressure, momentum, and
energy, second-order upwind interpolation scheme was employed. To ensure con-
vergence in the continuity and momentum equations, the scaled residuals were set
to 10e−08, whereas for energy, it was set to 10e−09.
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Fig. 3 Mesh independent test graph between Nu and position (m) at Re = 500

2.4 Grid Independence Test

The results obtained from the numerical simulationweremesh independent as shown
in Fig. 3. Two different casesweremade forRe 500, viz. case 2 and case 3with around
22 and 27% decrease in the number of mesh elements, and the results were compared
with the original case (case 1). The results were found to vary approximately by
around 5% (average).

2.5 Results and Discussions

To examine the heat transfer characteristics, Nu values were estimated along the
TFCL of the rectangular channel for five different values of Reynolds number (Re =
500, 750, 1000, 1250, 1500) as shown in Fig. 4. By carefully analyzing the obtained
graph, it was concluded that the value of Nu increased with the increase in the value
of Re, which can be attributed to the formation of recirculation zones and enhanced
swirl flow intensity near the corrugations. But its intensity is not same everywhere
inside the corrugation troughs. The intensity is generally maximum near the vertex
angle (upper region) of the triangular corrugations as compared to the region near
the base angle (lower region), and hence, the convective heat transfer near the upper
region is maximum as compared to the lower region. Due to this enhanced convective
heat transfer rate near the upper portion, Nu value along the corrugation lines in that
region increased comparatively more than the Nu values along the corrugation lines
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Fig. 4 Graph of Nu versus
position (m) at Re = 1500
comparing channel behavior

present near the lower portion of the triangular corrugation. This led to its fluctuating
nature as shown in Fig. 4 along with the channel position. Taking into consideration
this fluctuating nature of Nu values with position, it was estimated that the overall
enhancement in its value, between two consecutive Re, varied between 1% to 57%.
That is, for example, at Re 750, Nu values increased by 1 to 57% as compared to Nu
values at Re 500.

Since Nu increased near the upper region, the augmentation of heat transfer rate
took place. From the numerical simulation, we observed that Nu values of the TFCL
in case of triangular corrugated channel as compared to straight channel increased
drastically at some specific points (such as at x= 0, 0.03, 0.06, 0.09, 0.12, and 0.15m)
along the axial length as shown in Fig. 5. At those points where Nu value increased,
the increment varied between 70 and 200%. At certain other points (such as at x =
0.035, 0.066, 0.096, and 0.1275 m) as shown in the figure, the Nu value of both the
channels seemed to be comparable, and at some other points (such as at x = 0.015,

Fig. 5 Graph of Nu versus
position (m) long the TFCL
at five different Re
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Fig. 6 Streamlines at
different Re showing zones

0.075, 0.135, and 0.2775 m), Nu values of the corrugated channel reduced by 50%.
But from our estimation, we found that comparatively there were more numbers of
points at which the Nu value increased leading to a net percentage increment in its
value. EnhancedNu values augmented the heat transfer rate of the corrugated channel
as compared to the straight channel, and the average overall percentage enhancement
in Nusselt number of the corrugated channel was 47.8%.

Also by observing Fig. 6, it was found that the streamlines obtained at different
Re values were indicating towards the formation of substantial recirculation zones
and swirl flow near the triangular corrugations as shown by the dark-blue regions.

The pressure drop across any converging and diverging portion was more promi-
nently observed in case of Re 1500 as compared to Re 500, 750, 1000, and 1250.
While a maximum pressure drop of 88.34% was observed in case of Re 1500, for Re
500 the maximum pressure drop was estimated to be 43.68%.

Also, a maximum pressure drop of 78.6%, 68.6%, and 56.57% was calculated for
Re 1250, 1000, and 750, respectively. The pressure drop along the TFCL at different
Re values was observed as shown in Fig. 7.

3 Conclusions

In the present study, an attempt was made to numerically study the fluid flow and
heat transfer characteristics of a triangular corrugated channel by using the finite
volume method by employing the commercial numerical code ANSYS Fluent. By
varying the Re values, the subsequent effect in Nu, pressure drop, and streamlines
were analyzed which were as follows:

• The value of Nu was found to increase with the increase in the value of Re. Nu
values increased by 1 to 57% at Re 750 as compared to Re 500. Similar nature of



Numerical Simulation of Heat Transfer and Fluid … 259

Fig. 7 Graph of pressure
(Pa) versus position (m) the
formation of recirculation
along at TFCL at five
different Re

Nu values with position was observed between the other Re values, i.e. between
Re 1000 and Re 750, Re 1250 and Re 1000, Re 1500 and Re 1250.

• On the contrary, with an increase in Re, rise in pressure drop was noticed and was
maximum in case of Re 1500. The maximum pressure drop in case of Re 1500
was 88.34%.

• With the rise in Re values, the occurrence of flow recirculation and swirling near
the corrugations were found to increase substantially and it was thought to be the
reason behind enhancement in Nu values.

• Enhanced Nu values augmented the heat transfer rate of the corrugated channel as
compared to the straight channel by 47.8%.
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Emission and Performance
Characteristics of CI Engine
with Diesel–Butanol Blends Using
Intake Pressure Boost

Hemant Gowardhan, Amit Karwade and J. G. Suryawanshi

Abstract Biofuels like ethanol, biodiesel and butanol have attracted attention of
people worldwide and found to be the successful alternates of petroleum products.
Slight reduction in emissions is observed when biofuels are used in place of Diesel
[1]. In the present work, the emission characteristics of CI enginewith diesel–butanol
blends using intake pressure boost are shown. For improving the performance of any
engine, either we have to go with fuel properties or we have to use advanced tech-
nologies. In this study, we are doing both by using diesel–butanol blends and by using
an intake pressure boost by varying its intake pressure to cylinder. The investigation
results showed that the emission and performance parameters of the engine with
intake pressure boost were improved in comparison with naturally aspirated engine.

Keywords Diesel–butanol blends · Intake pressure boost · Emissions

1 Introduction

Use of biofuels potentially reduces the burden on fossil fuels and fulfils the growing
energy need of the world, while conserving the nature. The compression ignition
modeof combustionpromotes the use of diesel–butanol blends in the aimof achieving
high performance with improved emissions. Still, NOX emissions are major issues
with diffusion combustion. Several engine modifications were done to increase the
efficiency and make percentage of butanol suitable for butanol–diesel blends in CI
engine.

In SI engines, the air–fuel mixture at stoichiometric ratio provides clean com-
bustion and negligible smoke emissions, due to lower sizes and lower compression
ratio. With lower compression ratio, mixture burns at a lower temperature, reducing
the NOX emissions. It, however, has lower part-load and fuel efficiency on account
of lower compression ratio and throttling losses.
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The CI engines are regarded as the most fuel-efficient engines for automotive
transportation due to its lean operation, high compression ratio and better part-load
efficiency. In CI engines, fuel is directly injected into the engine cylinder at the end
compression stroke, where auto-ignition of heterogeneous air–fuel mixture causes
diffusion combustion at high temperature. As a result, the CI engine emits high NOX

and soot emissions. Oxygenated nature biofuels that are derived from the agricultural
products offer the benefits of reducing the dangerous diesel engine emissions up to
certain levels [2–5].

Here, we have taken the blends on the basis of percent volume in proportion B10,
B20, B30, at different BMEP with pressure boost and without pressure boost and
observed its behaviour on the basis of emission parameters.

2 Experimental Setup

Naturally aspirated, water-cooled, single-cylinder, DI diesel engine was used during
this study. The engine specifications of diesel engine are given in Table 1.

The experiments were carried out on a single-cylinder, four-stroke, naturally
aspirated, water-cooled, direct-injection diesel engine. The engine specifications are
shown in Table 1. Several modifications in the diesel engine pump sets have been
done to achieve variable DI timings, intake temperature and intake pressure adjust-
ment shown in Fig. 1. The mechanical fuel injection component was developed to
inject the fuel during the early compression stroke of the engine cycle. Camshaft
motion was transmitted to the fuel injection pump pulley in 1:1 ratio. The pump
pulley connected with fuel injection component which has a capability to change
injection timing. Fuel injection timing was set by adjusting timer pulley with respect
to end of injection (EOI) mark on fuel injection component and with TDCmarker on

Table 1 Specification of
experimental setup

Engine Original CI engine

Bore 80 mm

Stroke 110 mm

Volume 553 CC

Piston bowl diameter 52 mm

Compression ratio 16.5

No. of valves 02

No of cylinder 01

Engine cooling system Water-cooled

Fuel injector Multi-hole

Fuel pressure 20 MPa

Fuel system Direct injection

Engine speed (RPM) 1350
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Fig. 1 Schematic layout of experimental setup 1. Engine, 2. Eddy current dynamometer, 3. Shaft
encoder, 4. Pressure transducer, 5. Variable fuel injection timing component, 6. Intake air heater,
7. Data acquisition system, 8. Air manometer, 9. Fuel manometer, 10. Load Regulator, 11. rpm
display, 12. Temperature display, 13. Air tank, 14. Fuel tank, 15. Spark plug, 16. Electronic spark
ignition system, 17. Fuel injector, 18. Gas analyzer

engine. Ball-type governor was used to maintain 1350 RPM engine speed by con-
trolling fuel supply to the engine. Fuel was injected early in the compression stroke
directly inside the cylinder to form homogeneous mixture in high load condition.
Late injection required to get more fuel economy during part-load condition.

The experimental setup shows an eddy current dynamometer which is directly
coupled to the engine output shaft to measure engine torque. Fuel consumption was
measured in terms of the volume of diesel–butanol blend consumed during a specified
period of time. In-cylinder pressure was measured using M111A22 quartz crystal
dynamic pressure transducer with built-in amplifier having 1 mV/psi sensitivity. The
crankshaft position was obtained using an encoder with 1° resolution to determine
the in-cylinder pressure as a function of crank angle. All temperatures were mea-
sured with K-type thermocouples. The exhaust emissions were measured with AVL
DiTEST GMBH A-8020 Graz exhaust gas analyzer. The detection limits of NOx,
HC and CO are 1 ppm, 1 ppm and 0.01%, respectively
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3 Results and Discussion

3.1 The Experiments Was Performed with Taking
the Diesel–Butanol Blends for B10, B20, B30
but the Blend of B20 Using the Intake Pressure Boost
of Pressure 1.5 Bar, Showed Improved Emissions.
Following Are the Obtained Results

See Figs. 2, 3, 4, 5.
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3.2 Following Are Be Performance Parameters When
Compared Pure Diesel with Various Diesel–Butanol
Blend

See Figs. 6, 7, 8, 9.
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4 Observation and Conclusion

• NO values are lowered with diesel–butanol blends, when compared with pure
diesel operation and with using intake pressure boost, NO formation is little
increased.

• But when used B-20, it showed improved and better readings than pure diesel,
B-10 and B-30.

• Unburned HC and CO emissions seem to decrease as the extra air is sent to the
engine cylinder.

• Performance parameters did not show much variation when compared to diesel.

References

1. Jagadish D, Kumar PR, Murthy KM (2011) The effect of supercharging on performance and
emission characteristics of compression ignition engine with diesel-ethanol-ester blends. Therm
Sci 15(4)

2. Al-Hasan MI, Al-Momany M (2008) The effect of iso-butanol-diesel blends on engine
performance. Transport 23(4):306–310



Emission and Performance Characteristics of CI Engine … 267

3. Vinod Babu M, Madhu Murthy K, Amba Prasad Rao G (2017) Butanol and pentanol: the
promising biofuels for CI engines – a review. Renew Sustain Energy Rev 78:1068–1088

4. Zhukov V, Simmie J, Curran H, Black G, Pichon S (2007) Autoignition of biobutanol. In 21st
Int. Conf. Dyn. Exp. Reactive Sys. (ICDERS), pp. 23–27

5. Yilmaz N, Ileri E, Atmanli A, Vigil FM Emission characteristics of a diesel engine fueled with
diesel-1-pentanol blends



Thermal Design Methodology
for Regenerative Fuel-Cooled Scramjet
Engine Walls

G. Vijayakumar

Abstract Thermal protection of scramjet engine combustor wall for long-duration
operation is one of the major challenges. Regenerative cooling of the combustor
walls using hydrocarbon fuel as a coolant is one of the best solutions to withstand
high heat transfer rates for the long duration application. In such a case, before
embarking on materials development and fabrication, it would be most beneficial
to have a procedure that simultaneously selects the preferred material and design.
Thermal design methodology of regenerative cooling system for hydrocarbon fueled
air-breathing engine walls is presented in this paper. The main ingredient is three-
dimensional heat transfer analysis coupled with fluid flow based on FEM that can be
used for the thermal management study of regenerative cooled panel configurations
and selection ofmaterials includingThermalBarrierCoatings (TBCs). Theprocedure
is applied for the thermal design of fuel-cooled scramjet combustor walls exploiting
physical heat sink of hydrocarbon fuel. High-temperature materials, viz., Cb-752,
C-103, and C-SiC are considered as the candidate materials along with TBC. Results
of the analysis carried out for several combinations of material of construction, TBC
with suitable bond coat material, wall thickness, and channel location are presented.
It is inferred that TBC along with regenerative cooling is playing a major role in
reducing the enginewall temperature therebymaintaining the fuel temperature inside
the channels within desirable limit. The Cb-752 material coated with Y2O3 TBC
remains viable solution for thermal management of scramjet engine walls for the
long-duration application.

Keywords Thermal design · Scramjet engine · Regenerative cooling

1 Introduction

Supersonic combustion ramjet (Scramjet) propulsion [1] is the option for hypersonic
air-breathing flight regime. Passive cooling of the engine as a heat sink results in high
temperature and exceeds the allowable limit of the materials within short duration,
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thereby limits the flight duration of hypersonic vehicle. High heat transfer rate due
to high-temperature combustion products flowing with supersonic speed inside the
engine reveals the need for active cooling system.

In recent years, most studies of active thermal protection for hydrocarbon fueled
scramjet engine mainly focus on regenerative cooling [2–5]. The study of regener-
ative cooling can be concluded into two aspects, the first aspect is the fundamental
study of flow and heat transfer in regenerative cooling channels and the second aspect
is the design and utilization of the regenerative cooling system.Many researchers put
their efforts into studying the basic heat transfer characteristics, the cracking reaction
of hydrocarbon fuel and its effects on the heat transfer inside the cooling channel
using both experimental and numerical tools. Based on the fundamental results, some
researchers built one-dimensional models to better design the regenerative cooling
system.Although there are intensive studies about the regenerative cooling for scram-
jet engine, the studies considering physical heat sink of the fuel combined with effect
of TBC are limited, especially for the hydrocarbon fueled scramjet engine. The pur-
pose of this article is to describe the thermal design methodology of regenerative
cooling of scramjet engine walls using physical heat sink of the fuel and material
selection for long-duration applications.

Generic schematic diagramof regenerative coolingof the scramjet engine is shown
in Fig. 1. In regenerative cooling system, the fuel is first pumped into cooling channels
to cool the thermal structure as a coolant and then the hot fuel is injected into the
combustor as a propellant to generate the thrust. Furthermore, the fuel gets pre-heated
after regeneration in the cooling channels can improve the combustion performance.

The engine intake is subjected to air flowing with high velocity which gets com-
pressed in the region. The scramjet combustor is subjected to high heat transfer rate
due to high temperature and high-speed combustion products flowing through the
engine. Heat flux distribution of the scramjet combustor is shown in Fig. 2.

Fig. 1 Schematic diagram
of regenerative cooling
system for scramjet engine
walls
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Fig. 2 Heat flux distribution
along the length of the
combustor wall

2 Scramjet Combustor Walls

Schematic diagram of two-module scramjet combustor with jacket of cooling chan-
nels on the walls and cross-section detail of a channel with combustor wall having
periodic symmetry is shown in Fig. 3. L and H are length and height of the hyper-
sonic vehicle. The present study focuses on rectangular channels. Extension to other
periodic shapes is elementary and is not expected to modify the main conclusions.
The ratio a/b and Chw/b is 1.5 and 1, respectively. The TBC along with suitable bond
coat has also been considered on inner surface of the combustor wall.

Fig. 3 Scramjet combustorwallwith jacket of cooling channels and cross-section detail of a channel
with combustor wall
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3 Heat Transfer Rate in the Coolant Channel

The coolant mass flow rate per channel is estimated from total fuel mass flow rate
required for the combustion, rate of heat to be removed and number of coolant
channels. The number of channels depend on geometry of the combustor wall and
the channel size. A typical fuel flow rate of 0.325 kg/s per combustor module for the
flight regime of Mach 6–7 is considered in the present study. Based on experience
of earlier static tests as well as CFD simulations, it is assumed that amount of heat
to be removed from the bottom wall is 30% of total amount of heat transfer to the
combustor walls. The mass flow rate of coolant per channel in the bottom wall is
0.001741 kg/s. Convection heat transfer coefficient between coolant channel and
regenerative coolant has been evaluated using classical engineering method for fully
developed turbulent flow through smooth pipes. Petukhov’s expression [6] is used
for the calculation of heat transfer coefficient considering various isothermal wall
conditions.

Nud = ( f/8)Red Pr

1.07+ 12.7( f/8)1/2(Pr2/3 −1)

(
µb

µw

)n

(1)

where f = (1.82 log10 Red − 1.64)−2 and n = 0.11, Nud is Nusselt number, Re is
Reynolds number and Pr is Prandtl number. The µb and µw are dynamic viscosity
of the coolant corresponds to bulk temperature and wall temperature, respectively.

JP-7 is chosen as fuel in the present case due to its better thermal stability and
availability. Supercritical pressure condition of 50 bar is considered inside the chan-
nels. The heat transfer coefficient is of the order of 1900 W/m2 K for average fuel
temperature of 650 K. Thermo-physical and transport properties of the JP-7 fuel,
obtained from NIST database, as a function of temperature and pressure are used
in the analysis. Thermal conductivity, specific heat capacity, density, and dynamic
viscosity of the JP-7 fuel at 300 K are 0.134 W/m K, 1980 J/kg K, 763 kg/m3, and
9.0525 × 10−4 N s/m2, respectively.

4 Heat Transfer Analysis Coupled with Fluid Flow

Three-dimensional steady-state heat transfer analysis coupled with fluid flow based
on Finite elementmethod (FEM) has been carried out for the regenerative fuel-cooled
combustor wall. The analysis was carried out for a domain of combustor bottom wall
having periodic symmetry using ANSYS software [7]. The finite element grid of
coolant and combustor wall along with channel in the heat transfer analysis domain
has been modeled using FLUID116 elements and SOLID90 element, respectively.
Surface effect element, SURF152, with film coefficients has been used in between
the coolant and channel wall to couple the convective heat transfer loads. The finite
elementmesh for heat transfer analysis domain is shown in Fig. 4. Grid independence
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Fig. 4 Finite element grid
for heat transfer analysis
domain of the regenerative
fuel-cooled scramjet
combustor wall

study has been carried out to arrive at a correct mesh size for the analysis domain. As
a result, the combustor wall mesh consists of 143,986 nodes and 130,480 elements.
Heat flux distribution of the scramjet combustor inner surface was obtained from
N-S CFD simulation. The heat flux distribution along the length at bottom wall (at
y = 0.25Y ) of the scramjet combustor corresponds to an isothermal wall condition
of 300 K (Fig. 2) is in the range of 1–1.75 MW/m2. The convective heat transfer
boundary conditions are applied on the inner surface of the combustor wall and
inner surface of the coolant channel. The remainder of the cell perimeter is thermally
insulated. Fuel temperature at inlet is 300 K. Advantage of this methodology is faster
as compare to conjugate heat transfer analysis using CFD software. Temperature-
dependent thermo-physical properties of the JP-7 fuel and combustor wall materials
are used in the present analysis. Thermal conductivity of Cb-752, C-SiC, C-103,
YS Zirconia, and Y2O3 materials at room temperature condition is 37.5 W/m K,
15 W/m K, 37.4 W/m K, 1.04 W/m K, and 0.3 W/m K, respectively.

5 Thermal Design of Regenerative Fuel-Cooled Wall

In order to select the suitable materials of construction for regenerative fuel-cooled
scramjet combustor wall, heat transfer analysis coupled with fluid flow was carried
out considering the various combinations of materials of construction, wall thick-
ness, location of the cooling channel, TBC, and bond coat material. Ten cases were
analyzed. The counter flow between coolant inside the channels and hot gases of the
combustor was considered for effective heat transfer. The hydrocarbon fuel under-
goes cracking [8] when the temperature reaches to 773 K at the supercritical pres-
sure condition. The cracking reaction alters the fuel properties which results drastic
change in overall heat transfer coefficient and put in more complexity for thermal
management. Hence, the major constraint of the thermal design is to maintain the
fuel temperature within a limit of thermal stability of the fuel without undergoing
any change in chemical composition during the channel flow.

The coolant channel is located away from the combustor wall inner surface for all
the configuration of the combustor wall except case-1 and case-2. The TBC along
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with the bond coat is considered on the inner surface of the combustor wall for the
cases 5–10. In case-4, TBCalongwith bond coat is introduced between the combustor
wall made of C-SiCmaterial and coolant duct made up of Cb-752material. The layer
of Y2O3 TBC is considered in addition to YSZ in case-6 while Y2O3 is the TBC for
the combustor wall from case-7 to case-10. In case-8, NbSi2 is considered as bond
coat material in place of NiCoCrAlY because of its good compatibility between
Niobium alloy (Cb-752 and C-103) and Y2O3 TBC. The C-103 alloy is material of
construction for combustor wall in the case-9 and case-10.

6 Results and Discussion

Result summary of heat transfer analysis of the regenerative fuel-cooled scram-
jet combustor wall for all the cases is given in Table 1. Due to the location
of coolant channel away from inner surface of the combustor wall as shown in

Table 1 Result summary of heat transfer analysis of the regenerative fuel-cooled Scramjet engine
wall

Case Combustor wall TBC Bond coat Max.
T f, KMaterial

(thickness)
Max.
Tw, K

Material
(thickness)

Max.
Tw, K

Material Max.
Tw, K

1 Cb-752
(3b)

1387 – – – – 1291

2 C-SiC (3b) 1402 – – – – 1249

3 Cb-752
(3b)

1398 – – – – 1258

4 C-SiC
(2b),
Cb-752 (b)

1744,
1142

YSZ
(0.5 mm)

1454 NiCoCrAlY 1151 1059

5 Cb-752
(2b)

1027 YSZ
(1.5 mm)

2072 NiCoCrAlY 1034 933

6 Cb-752
(2b)

895 Y2O3
(0.5 mm)
+ YSZ
(1.0 mm)

2376,
1454

NiCoCrAlY 902 817

7 Cb-752
(2b)

849 Y2O3
(1.0 mm)

2481 NiCoCrAlY 855 775

8 Cb-752
(2b)

850 Y2O3
(1.0 mm)

2478 NbSi2 853 776

9 C-103
(1.5b)

851 Y2O3
(1.0 mm)

2478 NbSi2 854 776

10 C-103
(1.5b)

1025 Y2O3
(0.5 mm)

2089 NbSi2 1029 929
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Fig. 5 Wall temperature distribution of the combustor wall (case-8)

case-3, the coolant attains the temperature lesser than the configuration of case-1.
Good reduction in the fuel temperature is observed due to presence of YSZ TBC
between the combustor wall and coolant channel (case-4). In all the cases where
TBC considered at inner surface of the combustor, temperature attained by the
fuel as well as the combustor wall is lesser than that of case-4. The effectiveness
of the YSZ TBC was improved by addition of Y2O3 layer on its external surface and
the fuel attains the temperature of the order of 817 K.

The wall temperature distribution of the combustor bottom wall for case-8 is
shown in Fig. 5. The low thermal conductivity of the Y2O3 results in significant
reduction of wall temperature in the case-7, case-8, and case-9. And temperature
attained by the coolant at exit of the channel for these cases is of the order of 776 K
which is close to the thermal stability limit of hydrocarbon fuel (~773 K). The
temperature distribution of the fuel and at various locations across the channel along
with combustor wall for case-8 is shown in Fig. 6. Since thermal conductivity of
Cb-752 and C-103 alloy is almost same, not much change in results of the analysis
for case-8 and case-9. The temperature distribution of Cb-752 material portion of
the combustor wall at cross-section x = 0.75X for case-8 is shown in Fig. 7. As layer
thickness of Y2O3 TBC decreased by half of the value in case-10 compared to that of
case-9, significant rise in the combustor wall temperature as well as fuel temperature
is observed. It is observed from the analysis that TBC alongwith regenerative cooling
is playing a major role in reducing the engine wall temperature thereby the fuel
temperature inside the channels. The scramjet engine wall configuration of case-8
and case-9 having Cb752/C-103 material and 1.0 mm thick Y2O3 TBC along with
compatible bond coat of NbSi2 is the feasible solution for long-duration flight.
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Fig. 6 Temperature distribution at various locations across the combustor wall

Fig. 7 Wall temperature distribution of the combustor wall (Cb-752 material) at cross-section x =
0.75X (case-8)

7 Conclusion

Thermal designmethodology for regenerative cooled enginewalls considering physi-
cal heat sink of the hydrocarbon fuel has been presented. The procedure encompasses
a three-dimensional transfer analysis coupled with fluid flow based on FEM for ther-
mal response study of regeneration cooled combustor wall configuration and selec-
tion of materials of construction. The methodology has been applied to the scramjet
engine combustor walls with constraint to maintain coolant temperature within the
thermal stability limit. The thermal load corresponds to the realistic operating con-
dition of the engine for a cruise flight has been considered in the analysis. All the
materials considered in the study present feasible thermal design of combustor wall.
Due to high thermal resistance, TBC along with regenerative cooling is playing a
major role in reducing the wall temperature thereby the fuel temperature inside the



Thermal Design Methodology for Regenerative Fuel-Cooled … 277

channels. In the present application, Cb752/C-103 material with 1 mm thick Y2O3

TBC having compatible bond coat of NbSi2 remains viable solution for the regener-
ative fuel-cooled scramjet engine walls. Finalized configuration of combustor wall
is being pursued for the fabrication and testing.
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Computational Studies of Shock Wave
Boundary Layer Interactions
in Hypersonic Flow Over Double Cone
Geometries

Siva Vayala and Ravi K. Peetala

Abstract Shock wave boundary layer interactions in the flows over high speed
vehicles are considered to be challenging and essential to analyze. Importance of
analyzing these for the design of thermal protection system brought it under the
active research in the field of compressible flows. In this scenario, an attempt has
beenmade to study the laminar shockwave boundary layer interactions in hypersonic
flows over double cone geometry numerically to obtain thermal load variations as
well as surface pressure variations on the surface of the vehicle. An open-source
CFD tool OpenFOAM based on the finite volume method is used for the current
study. The numerical solution captures all important features of the flow accurately
and the obtained results are following the corresponding trend and matching with
experimental results. Since slope limiters are capable of causing significant changes
in the solution, two different slope limiters—vanLeer and superbee—have been used
to check the influence on the solution. It is found that the superbee limiter is more
accurate than vanLeer but inducing spurious spatial oscillations.

Keywords Hypersonic flows · Double cone configurations · OpenFOAM

1 Introduction

The future possibilities of hypersonic flow applications in civilian transport, defense
sector as well as in space technology kept researchers carrying their work in the
field of compressible flows. Hypersonic flows with the speed five times more than
the sound speed has its own significance in the compressible flows from supersonic,
transonic, and subsonic flows. It involves numerous complex phenomena that made
it as a special category of supersonic flows. These include shock–shock interactions,
shock wave boundary layer interactions (SWBLI), and high-temperature effects such
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as vibrational excitation, dissociation, and ionization. The presence of these phe-
nomena in numerous applications of external as well internal flows gives a lot of
importance to hypersonic flows. Out of many complex processes that hypersonic
flows involved, shock–shock interactions and shock wave–boundary layer interac-
tions grabbing the attention of researchers. Presence of these processes may induce
massive thermal as well as mechanical loads on the surface of the space vehicles. The
inevitable presence of boundary layer and shocks in hypersonic flows give chances
to SWBLI which induces adverse pressure gradient inside the boundary layer. These
results separated flows in the boundary layer accompanied by two or more additional
shocks. Separation starts with separation shock and ends with reattachment shock.
Flow passes through the reattachment shock will experience a large rise in temper-
ature, which gives large thermal loads to the vehicle surface. A conscious study has
to be carried out to understand and analyze these phenomena in the design of the
thermal protection system of the space vehicles.

Many researchers have done experimental and computational studies on the
SWBLI over many canonical geometries. Out of those, double cone configuration
got importance due to its sensitivity to hypersonic flows and its ability to produce
most of the possible complexities which are useful for the design aspects of space
vehicles. Olejniczak et al. [1] have studied different shock interactions—type IV, V,
V and a new interaction on double-wedge geometries computationally and stated
that very fine mesh is required to capture these interactions accurately. Holden and
Wadhams [2] and Candler et al. [3] have conducted experimental studies of hyper-
sonic flows over double cone configurations to provide the benchmark dataset and to
mitigate the preexisting differences between experimental and computational results.
Gaitonde and Canupp [4] carried out numerical studies on the double cone hyper-
sonic flows and concluded small changes in flow parameters, and numerical aspects
give moderate changes in the flow properties. Later Candler et al. [5] extended his
studies through computational works in which he stated possible reasons for the
discrepancies between experimental and computational results. In this study, it is
concluded that providing the incorrect free stream conditions is the main reason for
these deviations of computational results from experimental results. Druguet et al.
[6] analyzed a steady hypersonic flow over double cone configurations numerically
and provided the insight of different numerical schemes and slope limiters that can be
used for compressible flow simulations. It is concluded that less dissipation schemes
and limiters provide an accurate solution and it is also shown that solution with very
fine mesh will be independent of the changes in the numeric.

The present study focuses on the validation aspects of shockwave–boundary layer
interactions over a sharp edge 25–55° double cone geometry at Mach number 11.30
using OpenFOAM.
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2 Numerical Methodology

An open-source C++ based CFD toolbox OpenFOAM is used for numerical stud-
ies based on the finite volume method (FVM). A density-based solver named
“rhoCentralFoam” based on central-upwind schemes of Kurganov and Tadmor for
flux calculations at cell faces has been used for the current study. This solver solves
fundamental governing equations in two steps—predictor and corrector. In predic-
tion step, inviscid and convective terms of the conservative variables (ρ, ρu, ρe) are
treated explicitly from which primitive variables (ρ, u, T ) are calculated. In cor-
rector step, earlier predicted primitive variables are corrected implicitly by adding
viscous and diffusion terms. Courant number is chosen 0.5 and the time step is chosen
according to the stability criteria.

The governing equations are given below.
Conservation of mass:

(
∂ρ

∂t

)
+ ∇ · (uρ) = 0 (1)

Conservation of momentum:
(

∂(ρu)

∂t

)
+ ∇ · [u(ρu)] + ∇ p + ∇ · T = 0 (2)

Conservation of total energy:

(
∂(ρE)

∂t

)
+ ∇ · [u(ρE)] + ∇ · [up] + ∇ · (T · u) + ∇ · j = 0 (3)

where the total energy density E = e + 1
2U

2, specific internal energy e = cvT,
diffusive heat flux j = −k∇T (Fourier’s law of heat conduction), and T is the
viscous stress tensor, assumed positive in compression. The detailed algorithm is
provided by Greenshields et al. [7].

3 Results and Discussion

3.1 Validation Studies

The present study focuses on the shock wave–boundary layer interactions in hyper-
sonic flows over a 25–55° sharp edge double cone configuration. The geometrical
details are same as that of Candler [3] and corresponding geometry with the sample
mesh structure used for simulation is shown in Fig. 1. The axisymmetric boundary
condition is applied to the axis of the cone to facilitate 2D simulation of the double
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Fig. 1 Schematic of a geometrical configuration; b sample structured mesh

cone. Nitrogen is used as test gas with free stream Mach number of 11.30 and free
stream temperature of 138.9 K with wall temperature of 296 K is same as that of
Druguet et al. [6]. Kurganov–Tadmor flux scheme with superbee interpolation has
been used for the simulations. Separation bubble size is taken as a parameter for the
validation due to its sensitivity to the changes in the flow. This separation region can
be measured from the variations of surface properties like surface pressure, surface
heat flux, skin friction coefficient, etc., due to its strong influence on the surface prop-
erties. In surface pressure variation, sudden rise on first cone and peak value on the
second cone represents starting and endings of the separation zone. The numerical
results of present studies are validated with well-established experimental results of
Holden and Wadhams [2]. The simulation results shown in Fig. 2 are following the
corresponding trend and well in agreement with experimental results.

3.2 Effect of Slope Limiter

From the earlier studies, it is concluded that the selection of limiter has a significant
effect on the accuracy of the solution. vanLeer limiter is recommended for all kinds
of compressible flow simulations due to its less dissipation characteristics. Despite
being more accurate than vanLeer limiter, superbee is not used as much as vanLeer
due to its nature of inducing spatial oscillations in the flow properties. The present
study investigated the ability of both the limiters vanLeer and superbee in providing
an accurate solution for the same grid. It is found that for sufficiently finemesh 512×
256 with 5× 10−7 m near wall spacing, superbee is significantly more accurate than
vanLeer with negligible oscillations in surface properties which are shown in Fig. 3.
It is also observed that superbee oscillations are grid-dependent and diminishes with
grid refinement. To investigate the dependency of superbee limiter on the grid in
producing oscillations, three different meshes 128 × 64, 256 × 128, and 512 ×
256 with appropriate near wall spacings have been considered. Out of three meshes
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Fig. 2 Variation of surface properties along the streamwise direction a surface pressure; b surface
heat flux
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Fig. 3 Effect of slope limiter on surface properties a surface pressure; b surface heat flux
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Fig. 4 Grid independence
studies of superbee limiter

Table 1 Grid refinement details at important sections

S. No. Mesh Min. element near the
wall �ymin

Min. element near
leading edge
�xmin,le

Min. element at
cone–cone junction
�xmin,junc

1 128 × 64 5 × 10−5 5 × 10−4 4 × 10−4

2 256 × 128 5 × 10−6 5 × 10−5 4 × 10−5

3 512 × 256 5 × 10−7 5 × 10−6 4 × 10−6

chosen, 256 × 128 and 512 × 256 are showing the same separation size and similar
trends of surface properties. But oscillations with 512 × 256 mesh are in negligible
magnitude than 256 × 128 mesh. So, 512 × 256 mesh is chosen as an optimum
mesh from grid-independent studies and used for further studies. Grid-independent
study results are shown in Fig. 4. Corresponding grid refinement details at important
sections like leading edge, cone–cone junction, near wall region, etc., are provided
in Table 1.

4 Conclusion

The numerical analysis of laminar shock wave–boundary layer interactions over
a double cone configuration has been carried out using OpenFOAM. The results
obtained from the computational studies are sharing the corresponding trend and
are in good agreement with the experimental results. Effect of slope limiters also
studied to check the accuracy of superbee and vanLeer limiters in providing an
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accurate solution and found that for same grid structure, superbee is considerably
more accurate than the vanLeer. It is also observed superbee limiter’s ability to
produce spurious oscillations is strongly dependent on the grid and diminishes with
grid refinement.
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Thermal Design and Testing of External
Protuberance of Hypersonic Carrier
Vehicle Airframe

G. Vijayakumar, S. Narendar and J. Justina Geetha

Abstract Hypersonic carrier vehicle airframe experiences high rate of heat transfer
caused by aerodynamic heating due to very high-speed flow during flight. A wire
tunnel over the carrier vehicle is used to accommodate the communication and elec-
tric cables routed along the external surface of rocket motor casing from electronics
packages section to rear part of the carrier vehicle. The wire tunnel leading edge
forms an external protuberance. The protuberances are subjected to severe heating
during the flight, especially at hypersonic speed. Thermal design of the protuberance
structure is imperative to ensure safe operation in the severe thermal environment
experienced during flight. This paper describes the thermal design of wire tunnel
protuberance. Further, the design of wire tunnel assembly is ascertained by thermal
test conducted in the infrared heating facility for aerodynamic heating condition
corresponding to the flight trajectory.

Keywords Hypersonic vehicle · Wire tunnel · Aerodynamic heating and thermal
design

1 Introduction

A flying vehicle like missile airframe experiences aerodynamic heating caused by
very high-speed flow during launch phase, especially at hypersonic speed [1, 2].
This effect is dominant at protuberances due to the effect of wedge compression.
The wire tunnel assembly on missile forms the external protuberance that must
survive in severe aerodynamic heating environment. The leading edge attached to
the front segment of the wire tunnel experiences severe rate of heat transfer due to
three-dimensional wedge compression flow and flow disturbances on the flat region
due to protrusion wedge angle.
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This paper depicts the thermal design of wire tunnel assembly. The thermal design
is involved in the estimation of heat flux distribution over the wire tunnel leading-
edge protrusion and selection of suitable material of construction along with wall
thickness by considering thermal response analysis of wire tunnel assembly. The
aerodynamic heating analysis is used for the prediction of augmented heat flux dis-
tribution over the protuberance. Wall temperature prediction is required to verify
whether proper material is used in the construction so that it retains its strength at
elevated temperatures. Parametric study has been carried out considering various
parameters such as protrusion leading-edge angle, geometry, wall thickness, and
material of construction. Based on the thermal design and analysis, front segment
of the wire tunnel configuration with variable wall thickness has been finalized. The
methodology for the evaluation of heat flux distribution, prediction of wall temper-
ature distribution, and selection of wall thickness based on the parametric study is
discussed in this paper.

2 System Description

Typical hypersonic carrier vehicle configuration and location of the wire tunnel are
shown in Fig. 1. The missile is considered to fly in atmosphere at a Mach number
as high as 6–8. The missile experiences severe aerodynamic heating due to high
acceleration during propulsion system operation.

The enlarged view of front segment of the wire tunnel assembly mounted on the
airframe is shown in Fig. 2. Communication and electric cables are routed along the
external surface of rocket motor casing from electronics packages section to rear part
of the carrier vehicle. The cables are housed inside the wire tunnel. The wire tunnels
are provided to protect the cables from high-speed flow and aerodynamic heating
during flight. The wire tunnel protuberance forms three-dimensional compression
corner for the high-speed flow and its half-wedge angle is 30°. Material of construc-
tion is mild steel. The design criteria of the wire tunnel are based on the strength and
stiffness requirements, with the objective of minimum weight.

wiretunnel

Launch ring

Interstage
Umbilical Launch pin 

housing

Fig. 1 Typical hypersonic carrier vehicle configuration
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Fig. 2 Front segment of the wire tunnel assembly mounted on airframe

3 Methodology of Heat Transfer Analysis

A computer code [3, 4] developed in-house has been used for the estimation of heat
flux distribution due to aerodynamic heating over the wire tunnel assembly. It is
a versatile code based on the classical engineering methods using well-established
correlations. The code estimates the distribution of local flow properties over the
airframe surface including protrusion, which is explained in the following sections.

3.1 Local Flow Properties

For the estimation of heat transfer rate on the external protuberance of hypersonic
carrier vehicle, the leading edge has been considered as an inclined plane with the
wedge angle. At hypersonic speeds, thermal boundary layer over the external pro-
tuberance becomes very thin, and leads to higher pressure which results in higher
rate of heating [2]. During flight, the hypersonic carrier vehicle experiences vari-
ous combinations of flight parameters like altitude, velocity, and angle of attack. It
results in time-varying local flow parameters distribution over the airframe surface.
The local pressure distribution on the airframe with respect to missile attitude has
been computed using modified Newtonian theory. The local pressure (PL) on the
external protuberance is calculated from the pressure coefficient using Eq. (1),

CP = PL − P∞
Pdyn

= CPmax cos
2(90 − (α + θw)) (1)

The P∞, α, and θw are free-stream static pressure, angle of attack, and wedge
angle, respectively. The CP max is the maximum pressure coefficient corresponding
to the stagnation pressure. Pdyn is the dynamic pressure. From the estimated local
pressure distribution, the other local flow parameters are calculated using isentropic
relations.
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3.2 Heat Flux Estimation

Heat flux distribution over the external surface of the protrusion has been esti-
mated using Eckert’s reference enthalpy method [5]. The heat flux is estimated using
Eckert’s relation

q̇w = St∗ρ∗Ve(haw − hw) (2)

Reference Stanton number St* has been calculated using the relation correspond-
ing to turbulent flow conditions.

The haw and hw are specific enthalpy corresponding to adiabatic wall temperature
and updated wall temperature, respectively. The V e is the velocity at the edge of the
boundary layer, and air density ρ* is calculated from the perfect gas law. The air
properties used in the calculation of heat flux have been considered as a function of
temperature and pressure, taking into account of real gas effect as well [5]. Indian
Standard Atmosphere Data is used in the heat flux estimation.

3.3 Heat Conduction Analysis

Transient three-dimensional heat conduction analysis has been carried out using con-
vective heat flux boundary condition [6]. Temperature-dependent thermo-physical
properties of the materials are considered in the present analysis. The finite element
mesh of the wire tunnel front segment including leading edge is shown in Fig. 3.

Fig. 3 Finite element mesh
of wire tunnel segment-1
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4 Thermal Design and Analysis

The thermal design of the wire tunnel has been carried out in following steps. The
heat transfer analysis of aerodynamic configuration of the wire tunnel front segment
was carried out as a design check considering specified wall thickness of 0.039 h.
In order to reduce the heat flux as well as the wall temperature, a parametric study
on protrusion ramp angle was carried out considering 30°, 21.75°, and 15°. The
comparison of heat flux profiles, correspond to isothermal wall condition of 300 K,
for specified ramp angles of the wire tunnel is shown in Fig. 4. The heat flux at the
leading-edge protuberance for the ramp angles of 30°, 21.75°, and 15° is of the order
of 2.09 MW/m2, 1.56 MW/m2, and 1.07 MW/m2, respectively. The aerodynamic
configuration of the wire tunnel leading edge with 30° protrusion angle is shown in
Fig. 5a. As the heat flux decreases with decrease in ramp angle, minimum possible

Fig. 4 Comparison of heat
flux versus time for various
ramp angles

Fig. 5 a aerodynamic configuration and b modified configuration of the wire tunnel
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ramp angle of 21.75° has been arrived out based on the constraint of wire tunnel
height, space available ahead of ramp region, and mounting scheme. An additional
block of material is considered at the leading-edge region of the wire tunnel to
increase the heat capacity as well as to form a minimum possible protrusion ramp
angle as shown in Fig. 5b.

Further, the transient heat transfer analysis of modified wire tunnel assembly was
carried out by applying heat flux boundary condition for the flight duration of 101 s.
The heat flux distribution over flat portion of the wire tunnel assembly for various
isothermal wall conditions has been obtained from N-S CFD analysis. The stiffeners
inside the wire tunnel was also considered in the analysis. Based on the analysis, wall
thickness varying from 0.039 h to 0.23 h is chosen over a length of 2.88 h for flat
region of thewire tunnel leading edge. Final configuration of thewire tunnel assembly
and materials of construction are shown in Fig. 6. The wall temperature distribution
and wall temperature time history at various locations of the wire tunnel assembly
are shown in Fig. 7 and Fig. 8, respectively. The predicted linear deformation due to
thermal expansion is 2 mm and is shown in Fig. 9.

Fig. 6 Final configuration
of the wire tunnel and its
materials of construction

Fig. 7 Wall temperature
distribution of the wire
tunnel assembly at 101 s
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Fig. 8 Wall temperature
versus time profiles at
various locations of the wire
tunnel

Fig. 9 Linear expansion
distribution over leading
edge of the wire tunnel

5 Thermal Test

Thermal test of thewire tunnelwas carried out in IR heating facility using closed-loop
temperature control. The control system of the facility is embedded with industrial
form of the three-term (PID) controller. Two thermocouples bonded on leading-edge
portion and three thermocouples bonded on the surface of the wire tunnel were used
for the purpose of temperature control. By using the thermocouple sensor output as
the feedback for the PID controller, the heat intensity of the IR lamp was controlled
as per specified input temperature profile.

The wire tunnel assembly was placed in horizontal position during the test. The
IR heaters were positioned in front of the wire tunnel assembly at a distance of
0.0307 h. Two sets of cables were routed through the wire tunnel assembly as in the
case of flight hardware assembly. The cables were connected to the data acquisition
system and protected by thermal insulation as per flight configuration. The additional
length of the cable that extended from the wire tunnel assembly was also thermally
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protected. The opened exit of the wire tunnel was also covered with silica cloth to
avoid direct heating of inner surfaces. The functionality of the cables has also been
ensured during the thermal test.

The wire tunnel assembly withstood the thermal loads without any visual obser-
vations. The feed-back controlled temperature profile on the wire tunnel surface is
shown in Fig. 10. The controlled temperature profile is in very good agreement with
the input. The maximum temperature measured on the thermal insulation cloth of
cables is 748 K. All the measured temperatures are within the specified limits with
respect to the predicted temperature profiles. The deformation measured at the end
of the wire tunnel is plotted in Fig. 11. The maximum deformation measured is
2.639 mm at the end of 100 s and is in good agreement with the prediction. The
snapshot of the wire tunnel assembly after the thermal test is shown in Fig. 12. The

Fig. 10 Controlled
temperature profile at
external surface of
leading-edge portion

Fig. 11 Measured
deformation during wire
tunnel thermal test



Thermal Design and Testing of External Protuberance … 295

Fig. 12 Wire tunnel
assembly after thermal test

structural integrity of the wire tunnel assembly has been ensured from the thermal
load point of view for intended application.

6 Conclusions

The thermal design of wire tunnel protuberance has been presented considering rate
of heat transfer arising out of the carrier vehicle flying at hypersonic speed. The
wall temperature of wire tunnel leading-edge region is brought down to acceptable
strength limit by the design of variable wall thickness along the length. An extensive
parametric study carried out has made it possible to finalize the configuration of wire
tunnel front segment. The design has been validated through thermal test of the wire
tunnel assembly in IR heating test facility.
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The Effect of Diesel and Biodiesel Blends
on CI Engine Performance and Emission
Characteristics

J. Venkatesu Naik, K. Kiran Kumar, S. Venkata Sai Sudheer
and Mahesh Pallikonda

Abstract The present work aims to present the suitability of pure jatropha biodiesel
and it blends as diesel engine fuel. The jatropha biodiesel is prepared by the alkaline-
catalysed transesterification process. The biodiesel blends are prepared in the pro-
portions of 20, 40, 60 and 80%. Experiments are conducted on a single-cylinder
water-cooled diesel engine at various loads. The performance characteristics are
analysed in terms of brake thermal efficiency and brake specific fuel consumption.
The brake thermal efficiency of the engine decreases with increasing proportion of
jatropha biodiesel. The exhaust emissions such as HC and CO are reduced as com-
pared with neat diesel. However, NOx emissions are increased. Overall the 20%
jatropha biodiesel blend is suitable alternate fuel for a diesel engine without any
modifications.

Keywords Jatropha biodiesel · Diesel engines · Combustion · Emissions

1 Introduction

The development in science and technology in the diverse engineering sectors results
in an improvement in the living standards of the human beings. Among those diverse
engineering sectors, the automobile industry is one of crucial importance because
it majorly serves in transportation and agricultural field. The latest development in
automobile field gives fruit full benefits to mankind, however, on the other side it
causes depletion of fossil fuels which results in increase in fuel cost and it also
increases global warming due to the exhaust emissions of the engines. So, the sci-
entific community is focusing on alternative sources of energy which can give the
same amount of mechanical energy produced by fossil fuels with low emissions.
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In order to full fill above requirements, biodiesel is a lucrative option. Biodiesel
can be made from non-consumable vegetable product oil such as the Pongamia,
Karanja, Neem, etc. [1]. Usages of biodiesel as fuel in internal combustion engines,
the emissions are greatly reduced. However, there is a penalty in the performance
characteristics such as brake power, brake thermally efficiency (BTE) and brake
specific fuel consumption (bsfc) as compared with neat diesel.

There are numbers of scientists conducted experiments using biodiesel to study the
engine performance and exhaust emissions characteristics. For example, Mallikappa
et al. [2] conducted experiments on a double cylinder compression ignition engine
with cardanol biodiesel. They conducted experiments on the biodiesel blends of 10%,
15%, 20% and 25%, respectively. From their results, they observed that the 20%
biodiesel blend fuel has higher BTE with low emissions. However, it also observed
that CO emissions are increased with increase of biodiesel proportions more than
20%. Raj et al. [3] conducted tests on a single cylinder four-stroke diesel engine at
a constant speed of 1500 rpm. They used cottonseed biodiesel blends (BD10 and
BD20) with isobutanol of 5 and 10%. From the experimental results, they concluded
that the use of cottonseed oil with and without isobutanol has a similar influence on
engine performance. However, the HC emissions are increasing with the increase of
isobutanol. They proposed B20 + 10% isobutanol fuel is a better alternative to the
pure diesel. Özener et al. [4] studied the performance and emission characteristics
of soybean biodiesel blends (BD10, BD20 and BD30). Due to the low heating value,
soybean biodiesel blends have an average of 1–4% lower torque with an increase in
bsfc 2–9%. However, emissions are greatly reduced. The CO emissions are reduced
by 28–46% and unburnt HC emissions decreases by 20–40%, whereas the CO2

and NOX emissions are slightly increased. Similarly, Suryawanshi and Deshpande
[5], Roy et al. [6] and Nair et al. [7] experimentally investigated the suitability of
the biodiesel without any design modifications of the current compression ignition
engines.

In the present work, experimentally studied the suitability of pure jatropha
biodiesel and it blends as compression ignition diesel engine fuel. The jatropha
biodiesel is prepared by alkaline-catalysed transesterification process. The detailed
step by step process is explained by Ghimire et al. [8]. Biodiesel blends are prepared
in the proportion of 20%, 40% 60%, 80% and 100% and they termed as J20, J40, J 60,
J80 and J100, respectively. Experiments are conducted on a single-cylinder water-
cooled diesel engine at different loads. The performance characteristics evaluated in
terms of BTE and bsfc.

2 Experimental Set Up

The test conducted on single-cylinder water-cooled naturally aspirated diesel engine
which is commonly used in automobile sector shown in Fig. 1. This engine connected
to an eddy current dynamometer with a suitable propeller shaft. The volumetric fuel
metering system and airbox are incorporated in the setup to measure the flow rate of
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Fig. 1 Schematic diagram of the experimental setup

fuel and flow rate of inlet air respectively. Furthermore, the exhaust gas analyser is
used to measure the exhaust gas emission like Hydrocarbon, Carbon monoxide, and
oxide of nitrogen emissions.

3 Result and Discussions

3.1 Performance Characteristics

Brake thermal efficiency and bsfc are measured as engine performance parameters.
Figure 2a and 2b shows the variation of BTE and bsfc with respect to power of
diesel, pure jatropha biodiesel and it blends. As power increases BTE increases up
to a peak value then it starts to decrease. The pure jatropha biodiesel and its blends
follow the same behaviour. The BTE decreases with increase of jatropha biodiesel
proportions in the diesel and pure jatropha biodiesel has less BTE. This is because
of pure jatropha oil have lower calorific value and high viscosity and poor air–fuel
mixture formation. It is observed from Fig. 2a that the BTE of biodiesel blends is
bounded in the limits diesel and pure jatropha biodiesel BTEs. Overall, the blends,
the J20 biodiesel blend have maximum BTE of 24.25% at full load condition which
is 43% more than pure jatropha biodiesel. In the J20 biodiesel fuel, the fine spray
particles promote proper mixing of air in the cylinder and attain good combustion
results increase in BTE.

Figure 2b depicts the bsfc variation with respect to power of diesel, pure jatropha
biodiesel and it blends. The biodiesels have more BSFC as compared with diesel.
This is due to less calorific value and higher explicit gravity. The calorific value of
the pure jatropha biodiesel is about 7% less than that of diesel fuel. The maximum
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Fig. 2 a Brake thermal efficiency versus power, b brake specific fuel consumption versus power
for diesel, pure jatropha biodiesel and it blends

increase of bsfc is 22.30% of pure jatropha oil. Among all the blends J20 has less
bsfc.

3.2 Emission Characteristics

Figure 3a, 3b and 3c depicts the exhaust emissions (HC, CO and NOx) of diesel
engine fueled with diesel, pure jatropha biodiesel and it blends. It is observed from
Fig. 3a and 3b, theHCandCOemissions are decreased for pure jatropha biodiesel and
it blends, whereas NOx emissions are increased. The biodiesels have more oxygen
molecules. Thus, in the combustion process, the extra oxygen molecules participate
and complete combustion takes place in the cylinderwhich results decrease inHCand
COemissions. This is because of the extra oxygenmolecules progress the combustion
process and increases the adiabatic flame temperature. The increased temperature and
availability of oxygenmolecules in the cylinder result increase in NOx emissions that
can be observed in Fig. 3c.

The maximum reduction in HC and CO emissions is 24.43% and 10.03% for pure
jatropha biodiesel. The J20 biodiesel blend has decreases HC and CO emissions are
by 9.18% and 7.9%. Similarly, the NOx emissions for pure jatropha biodiesel and
J20 biodiesel blends are increases by 37.30% and 12.24%, respectively.
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Fig. 3 a Hydrocarbon emissions, b carbon monoxide emissions, c NOx emissions for diesel, pure
jatropha biodiesel and it blends

4 Conclusions

The major findings of this experimental study are as follows:

• The increase of jatropha proportions in diesel decreases the BTE and increases
the bsfc. Compared to all biodiesel blends, J20 biodiesel blend has a higher brake
thermal efficiency of 24.25% and less bsfc of 297.563 g/kW h.

• Exhaust emissions ofHC (hydrocarbon), CO (carbonmonoxide) have lower values
for all biodiesel blends with increase in NOX (nitrogen of oxide) emissions as
compared to diesel.

• Out of all blends, the J20 blend shows higher brake thermal efficiency and lower
NOX. So, the J20 blend is used as alternate fuel without any modifications of the
diesel engine.
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Numerical Analysis of Fluid–Structure
Interaction of Blood Flow Through
a Flexible Tube with 90-Degree Bend
Using OpenFOAM

Rishabh N. Jaiswal and Trushar B. Gohil

Abstract In this study, thefluid–structure interactionof bloodflow through aflexible
tube with 90° has been analyzed. The numerical investigations are done using open-
source CFD toolkit OpenFOAM. The variation of the time rate of change of volume
and pressure wave in the case of a flexible tube with the 90-degree bend is evaluated
and compared with that of flexible straight tube. It is found that the flexible tube with
the 90-degree bend has undergone more rate of change of volume compared to that
of flexible straight tube.

Keywords Fluid–structure interaction ·Wave propagation · OpenFOAM

1 Introduction

Fluid–structure interaction (FSI) is the phenomenon where the fluid exerts pressure
on the solid which causes the deformation of solid, and in turn, the solid deformation
causes a change in fluid flow according to Newton’s third law of motion [1]. These
fluid and solid interactions are observed in the blood flow through arteries. Fernandez
and Moubachir [2] evaluated the flow behavior of the blood under the pressure pulse
through a flexible straight tube. Degroote [3] extended the work to evaluate the rate
of volume change for the blood through bifurcating passages. The geometry of the
arteries varies in different parts of the human body; the current studies are extended
to other geometries such as bend passages to obtain more details about the blood
flow in the arteries.

However, very limited work has been done to evaluate the blood flow through the
flexible tubes with a 90-degree bend. Therefore, the current study bridges the above
gap by conducting a study to evaluate the variation of pressure and volume change
rate for the blood flow through a flexible tube with a 90-degree bend. Also, it tries
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to establish a strong validation test case for FSI solver in the field of computational
fluid dynamics (CFD) for blood flow applications.

2 Governing Equations

The fluid considered for this study is assumed to be incompressible and Newtonian.
The governing equations for the fluid domain in the integral foam are as follows.

Conservation of mass is given by

ρ
d

dt

∫

V

dV + ρ

∮

S

n.(v)dS = 0 (1)

Conservation of momentum is given by

ρ
d

dt

∫

V

dV + ρ

∮

S

n.(v)v dS =
∮

S

n.σ dS + ρ

∫

V

fb dV (2)

where ρ is the density, v is the velocity of a fluid, σ is stress tensor, n is a normal
unit vector to surface S, and fb is body force.

The stress tensor for incompressible Newtonian fluids is given by

σ = −pI + 2με

where p is pressure, μ is the dynamic viscosity of the fluid, and ε is the strain rate
tensor. The solid governing equations are formulated in the Lagrangian approach.

Momentum equation in Lagrangian formulation is given by

ρ
D

Dt

∫

V

v dV =
∮

S

n.σ dS + ρ

∫

V

fb dV (3)

3 Coupling Algorithm

The conditions at the interface to be satisfied are the balance of forces and the no-slip
condition [4]. These are given by

σ
f
i/ f .n = σ s

i/ f .n

V f
i/ f = V s

i/ f
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The first condition is the balance of normal stresses on the interface. Also, the
velocity of the fluid on the solid surface should be the same as the velocity of the
solid surface. To simulates the governing equations, second-order central difference
discretization for pressure and second-order upwind scheme for advection terms of
momentum equation is considered. The temporal term is discretized using first-order
implicit scheme.

4 Formulation of Model

4.1 Problem Specification and Boundary Condition

In this, the author models the fluid–structure interaction of laminar blood flow in
an artery that is linearly flexible, and the blood is assumed to be incompressible.
The morphological parameter is considered from Fernandez and Moubachir [2] of a
flexible bend tube with a length of 0.050 m and a diameter of 0.01 m and a solid wall
thickness of 0.001m. The solid with 0.3× 106N/m2 Youngmodules and 0.3 Poisson
ratio and 1200 kg/m3 density. The fluid viscosity is 0.003 Pa s, and the density is
1000 kg/m3. A pressure of 1333.2 Pa is applied for a duration of 0.003 s at the inlet
of both straight and bend tubes, and for the remaining time, it is 0 Pa up to 0.01 s.
A fixed pressure of 0 Pa is considered at the outlet. No-slip boundary condition is
applied to the fluid and solid domain interface. Illustrate the grid distribution and
boundary conditions for straight and bend tubes (Fig. 1).

Four grid sizes of 23, 57, 93, and 121 K having 0.0005 near wall spacing is
considered for grid independence testing, and the variation of volume change rate
over time is compared. It is observed that 93 K grid size is sufficient to capture
flexible tube physics.

Fig. 1 Mesh diagrams for a a straight flexible tube and b bend flexible tube with the boundary
condition
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Fig. 2 Rate of change of
volume of straight tube over
a time for the wave
propagation in the
computational domain

4.2 Validation

As a validation case, straight flexible tube is considered. All the required boundary
condition and geometrical parameters are adapted fromDegroote [3]. Figure 2 shows
the variation of rate of change of volume of tube over a time and it is compares with
the results ofDegroote [3]. It is observed that the present result shows good agreement
with the reference.

To further compare the present results, pressure distribution at various time steps
is reported for various instants of time in Fig. 3. The present results show good
comparison with the data of Degroote [3] (which is not shown here). It shows where
the pressure reaches a maximum value from the pressure contour. At that instant, the
deformation is also maximum. As soon as the pressure reaches its maximum value,
it starts to decrease as the wave propagates for the rest of the time. Because of this
rate of deformation, it starts to decrease after reaching its maximum value.

5 Result

5.1 Rate of Change Volume for Bend Flexible Tube

Figure 4 shows the rate of change of volume over a time. It follows the same trend up
to 0.001 s as observed for straight tube. However, the rate of deformation is slightly
higher than straight tube at 0.0029 s, and the maximum deviation is 0.29E−05 m3/s.
Then the rate of deformation follows a similar trend as of straight tube up to 0.006 s.
It is observed over a range of 0.006–0.001 s. The rate of change of deformation is
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(a) t = 0.0025 s (b) t =0.0050 s

(c) t =0.0075 (d) t =0.010

Fig. 3 Pressure contours (in kPa) over a surface of straight flexible tube at various instants of time.
The deformations have been magnified by factor 10

Fig. 4 Comparison of
variation of rate of change of
the volume over time for
bend tube and a straight tube
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lower than a straight tube, and the maximum reduction is 1.083E−05; at the end of
pulse, it comes closer again.

5.2 Pressure Variation in Bend Flexible Tube

Figure 5 shows variations in pressure over the surface of the bend tube. Initially,
the pressure begins to rise and reaches a maximum value of 1.37 kPa, and then, the
pressure starts to decrease as soon as it crosses the bend. Compared to the straight

(a) t = 0.0025 s (b) t =0.0050 s

(c) t =0.0075 (d) t =0.010

Fig. 5 Pressure contours (in kPa) over a surface of bend flexible tube at various instants of time.
The deformations have been magnified by factor 10
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tube, the pressure of the bend tube is slightly increased. The bend causes a sudden
drop in the entrance area, which creates negative pressure at the inlet of the tube
and attempts to contract the tube. As shown in the pressure contours, this results in
changes in the transverse area and the flow within the tube at an instant of 0.0075
and 0.010 s.

6 Conclusion

In the present study, to quantify the effect of tube deformation, the blood flow through
the straight and 90-degree bend flexible tube is simulated. The open-source CFD
toolkitOpenFOAMis used tomimic theFSI analysis. The present study also proposes
a strong validation test case for biomedical application. Bend tube has a significant
role in the study of blood flow through an artery. As the wave propagates through
bend tube, it increases the rate of deformation in that region. Pressure contour shows
the location of maximum pressure, and it is in line with maximum deformation. As
the pressure wave crosses the bend region behind, it is contracted due to the negative
pressure. This study helps to understand the behavior of the blood flow through
bending in the patient-specific artery.
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Damage and Failure Analysis of Short
Carbon Fiber Reinforced Epoxy
Composite Pipe Using FEA

Anju Verma, Apurba Mandal and Dungali Sreehari

Abstract Composite pipes are extensively used in various automobile and aeronau-
tical applications due to their high strength to weight ratio. The aim of this work
is to numerically analyze the damage and failure of short carbon fiber composite
pipe with short carbon fiber as reinforcement and epoxy as matrix. A finite element
model was developed in ANSYS workbench 19. A method is discussed to generate
short fibers randomly oriented in the volume of composite pipe and the material
properties were given to the fibers and matrix. A method is developed to model a
composite pipe having anisotropic properties which means young’s modulus change
with direction along the object as the fiber is of carbon and matrix is epoxy. Hydro-
static pressure was applied on inner and outer surface of the composite pipe. The
results were compared with the laminated composite pipe and neat epoxy composite
pipe. It was observed that under the same loading conditions the strength of the short
carbon fiber composite was comparable with the laminated composite pipe. Short
carbon fiber composite pipe which is less costly having good strength can be a good
replacement for the costly filament winding pipe.

Keywords Carbon fiber (CF) · Finite element analysis (FEA) · Hydrostatic
pressure test (HPT)

1 Introduction

In various fields, use of lightweight structures is being involved to increase the
energy efficiencies in automobiles, aerospace andmarine industries. Fiber-reinforced
composite has various applications due to its high specific strength and high stiffness
[1] also they have high thermal expansion and corrosion resistance [2].

Composite material composed of a material system with two or more macro con-
stituents that differ in form and chemical composition and are insoluble in each
other. There is considerable attention over the years to understand the behavior of
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hollow composite rods due to many applications. Application ranges from power
drive shafts, aerospace design like wings, satellite truss structures, robot arms [3].
Filament winding is the conventional method and most effective method of man-
ufacturing any composite vessel and composite pipe. This method is mainly used
due to its high accuracy in fiber positioning, high fiber volume fraction, and process
automation [4]. There are many factors that influence the strength of the compos-
ite tube-like winding tension, sequence of stacking, gradient of winding tension,
winding time between layers, cut versus uncut helices [5].

On the other hand, manufacturing of randomly reinforced fiber composite is con-
trolled by less factors like mixing method, mould preparation, resin fiber transfer
method. Ozsoy et al. worked on finding the tensile, bending, impact, hardness prop-
erties of the chopped carbon fiber epoxy composite. Results were based on the (0, 6,
8, 10%) weight fraction of reinforcement in the epoxy composite. It was observed
that the tensile, bending and impact performance increase up to 8% of the reinforce-
ment after which only the hardness increase by increasing the weight fraction of the
chopped carbon fiber [6]. Harper et al. worked on effect of fiber length on random
carbon fiber composite. Shorter fiber shows goodmechanical properties as compared
to the longer carbon fiber composite. Strength of the composite follows decreasing
power–law relationship with the increasing length. 3 mm is the critical length at
which good properties of the composites are observed [7].

In the present work, a method is discussed to model the pipe having randomly
distributed short carbon fiber as the reinforcement and epoxy as thematrix inANSYS
19. As the cost of traditional fabrication of composite by laminates is very high, ran-
dom short fiber composite pipe can be a good alternative with lightweight structures
at low cost. Numerical analysis of the pipe based on short carbon fiber composite
pipe which can be made by casting method. The parameters are compared with the
laminated composite pipe and neat epoxy pipe under the same loading condition.

2 Modeling and Simulation

2.1 Generation of Randomly Distributed Chopped Fiber

Generation of random fiber was done using a program in the MS Excel sheet. Six
columns of random function to generate the six random numbers that describe the
x, y, z position of one end of the fiber and dx, dy, dz offsets to other end of the
fiber. Using the Rand command the randomly distributed fibers are generated which
could lie along the length of the pipe and through the thickness of the pipe. The
spreadsheet creates a required number of straight fibers and length of fibers as 3 mm
which can vary as per the requirement. There are many parameters which affect the
material parameters like fiber volume fraction, fiber length, fiber tow size. Of all
the parameters, fiber length is the critical parameter which determines the specific
energy absorption then longer fiber possibly because of increased concentration of
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Fig. 1 Pipe with random carbon fiber reinforcement

stress rises in short fiber specimen.Also if the length of the fiber ismore, bad interface
is observed between thematrix and fiber. Then the specific text file format is imported
as 3D curves in the design modeler of ANSYS. Figure 1 shows the representative
volumewith reinforcement as carbon fiber in pipe along the length of pipe and within
the thickness of the pipe.

2.2 Model Development

Composite pipe was developed in ANSYS Workbench 19 software tool using HP
workstation, processor of Intel Core i7, 16 GB RAM, 1 TB ROM and Windows
8.1Pro. The dimensions of the composite tube are taken in accordance with the
model of Humberto et al. [4]. Length of the pipe was taken as 381 mm and internal
radius of 60 mm with wall thickness of 3 mm. The cross-section is assigned to the
generated fiber with diameter of 0.1 mm. The properties of carbon fiber are shown
in Table 1 [8]. Properties of epoxy are taken from the library of ANSYS as tabulated
in Table 1. Pure epoxy resin pipe is shown in Fig. 2 and the composite pipe with
reinforced carbon fiber is shown in Fig. 3.

Table 1 Properties of carbon
fiber and epoxy

Material Tensile
strength
(MPa)

Young’s
modulus
(GPa)

Density
(g/cm3)

Carbon fiber 3950 238 1.77

Epoxy resin – 3.78 1.16
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Fig. 2 Neat epoxy pipe

Fig. 3 CF epoxy composite
pipe

2.3 Meshed Model

In meshed model, quadrilateral element was used over whole domain as shown in
Fig. 4. This element is chosen according to the Humberto et al. [4] model. Meshing
was done under user-controlled mesh in which ‘extra fine’ element size given to
pipe and fibers. The complete mesh consists of 6816 elements and number of nodes
13,752.

Fig. 4 Meshed model of the composite pipe
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3 Numerical Results

3.1 Hoop Displacement and Total Deformation Under
External Pressure

The axial displacement along the z-direction of both the end was restricted and
hydrostatic pressure was applied on the external surface of the pipe. The results were
compared with the filament winding model, [90/±558/90] as proposed by Humberto
et al. [4] and short carbon fiber epoxy pipe of present study with vol. fraction of
5% CF. It was observed that the hoop displacement of the CF composite shows
approximately same trend as of the filament winding pipe up to certain level of
pressure, about 120 bar as shown in Fig. 5. As the filament winding is a very costly
therefore for low to medium pressure application it can be replaced with the short
fiber composite.

For the same loading conditions that is under the HPT the variation of total
deformation and contours for deformation at 20 bar is represented in Fig. 6.

From Fig. 6, it can be seen that the less deformation taking place in case of higher
vol. fraction CF composite as a function of applied pressure. As vol. fraction of
composite is increased, the deformation in composites are reduced in every level of
applied pressure. In composites, the load applied to the structure is basically carried
by the reinforcement and then transfer to the matrix medium; therefore by adding
more and more the reinforcement the properties of the composites get enhanced.

Fig. 5 Depicting the
variation of hoop
displacement as a function of
applied pressure
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Fig. 6 The variation of total deformation with external pressure for CF epoxy composite

3.2 Comparison of Different Structures of CF Epoxy
Composite Pipe

Three pipe models with varying vol. fraction of reinforcement were subjected to
same loading conditions. Pipe was fixed from both the ends and hydrostatic pressure
was applied on the inside surface of the pipe. Stress level at different pressure was
found and plotted in Fig. 7. The variation of the stress is represented by the four
models for different applied pressures.

Figure 7 depicts that the stress level in the neat epoxy pipe is very high as compared
to the other model of CF composites pipe. It is also clear from the plot that the value
of Vonmises stresses are decreasing as the vol. fraction of CF is increased. Therefore,
the chances of failure for in case of composites with higher vol. fraction will be less.
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Fig. 7 Depicting the variation of the Von Mises stress in hydrostatic pressure test

4 Conclusion

Mechanical performance of short carbon fiber reinforced epoxy composites is inves-
tigated numerically with FEA simulation. A novel method is discussed to model the
pipe with randomly oriented short carbon fibers. The results show that reinforce-
ment of short carbon fiber has significant effects on the performance of composite
under hydrostatic pressure testing conditions. It has been found that in case of low
to medium pressure application as well as some structural applications, the costly



320 A. Verma et al.

filament winding pipe can be replaced with less costly CF reinforced composite pipe.
The hoop displacement up to 120 bar of pressure is almost linearly propositional to
filament winding pipe. The chances of failure for composites of higher vol. fraction
is less as both the total deformation and Von mises stress levels are low.
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Dynamic Performance Analysis
of a Four-Ton Automobile Chassis

P. Sowmya, K. Karthik Rajashekar, M. Madhavi and P. A. Sastry

Abstract In the present work, an effort is made to investigate the Dynamic per-
formance analysis of a four-ton Automobile chassis due to road undulations. The
effects of forcing frequencies due to engine as well as road condition are significant
at high speeds of an engine. Numerical analysis is employed on the original dimen-
sions of the chassis of heavy truck made of structural steel. The analysis is extended
to fiber-reinforced composites and a combination of structural steel and composite.
A new mathematical model is proposed as a 2D beam element with consistent mass
matrix solved for mode shapes using determinant-based method. However, the natu-
ral frequencies for composites are obtained from the effective stiffness value derived
from lamination theory. The study involves the change in dimensions, the addition of
cross members to the chassis at maximum deflection, and change of materials of the
chassis. Further, under the conditions of base excitation, applying engine harmonic
load on the cross members, rolling and pitching conditions, the dynamic response of
the chassis are determined. The results show that fiber-reinforced composites have
low natural frequencies with 80% weight reduction in comparison with structural
steel resulting in increase in payload, life of wheels, and other mounting elements
on chassis.

Keywords Chassis · Layered beam element · Base excitation · Harmonic engine
load

1 Introduction

The chassis of an automobile acts as a skeleton on which the engine, wheels, axle
assemblies, brakes, suspensions, etc., are mounted. The chassis receives the reaction
forces of the wheels during acceleration and braking and absorbs aerodynamic wind
forces and road shocks through suspension. All real physical structures, when sub-
jected to loads or displacements, behave dynamically. The additional inertia forces,
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according to Newton’s second law, are equal to the mass times of the acceleration
[1]. If the loads and displacements are applied very slowly, then the inertia forces
can be neglected, and a static load analysis can be justified. However, dynamic loads
due to high speeds of engine can also be significant. It is also important to study
the effects of forcing frequencies due to engine as well as road condition. Hence,
an effort is made to investigate the dynamic response of truck chassis due to road
undulations [2].

2 Theoretical Background

Chassis is an important part of automobile, it serves as a frame for supporting the
body, and different units of automobile like engine, suspension, gearbox, braking
system, steering, propeller shaft, differential, axle assemblies, etc., are welded or
bolted as shown in Fig. 1. Ladder chassis and body on frame are the terms used when
the body of a vehicle is mounted to a separate frame or chassis. This frame is like a
ladder in design as two long pieces of steel (approximately the length of the vehicle)
are held parallel to each other by shorter pieces running across. This type of chassis
is better suited for commercial and heavy-duty work [3].

2.1 Layout of Chassis

In the present work, a four-ton heavy-loaded structural steel ladder-type chassis
as shown in Fig. 1 is modeled and analyzed for dynamic performance. The frame
considered has ‘C’-type cross section for both long and cross members with the
specifications mentioned in Table 1.

The analysis involves different cross sections and different materials of long and
short members of chassis (Table 2).

Fig. 1 Layout of chassis
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Table 1 Specification of Four-ton heavy vehicle truck chassis frame

S. No. Parameters Value S. No. Parameters Value

1 Total length of
the chassis

6775 mm 9 Load acting on
single frame

34,335 N/beam

2 Width of the
chassis

860 mm 10 Uniformly
distributed
load

5.08 N/mm

3 Wheel base 6405 mm 11 Reaction at
point C Rc

16,954.221 N

4 Front overhang 90 mm 12 Reaction at
point D Rd

17,462.779 N

5 Rear overhang 280 mm 13 Moment of
inertia about
x–x axis Ixx

21,979,040.25 mm4

6 Capacity 4 ton 14 Deflection of
chassis

4.96 mm

7 Capacity of
truck

39,240 N 15 Load acting on
single frame

34,335 N/beam

8 Load acting on
the chassis

68,670 N

Table 2 Material specifications for the analysis

S
No.

Material Young’s modulus
(N/mm2)

Poisson’s ratio Density
(kg/m3)

Shear modulus
(N/mm2)

1 Structural
steel

E = 2.1 × 105 0.3 7798 G = 79.3 × 103

2 Carbon/epoxy Ex = 1.21 × 105

Ey = 8.6 × 103

Ez = 8.6 × 103

υxy = 0.27
υyz = 0.4
υzx = 0.4

1600 Gxy = 4.7 × 103

Gyz = 3.1 × 103

Gzx = 4.7 × 103

Mathematical Modeling of Composite Layered Beam Element. The basic cal-
culation for chassis frame is based on uniformly distributed load of 5.08 N/mm on
an overhanging simply supported beam with span length 6405 mm between sup-
ports. The closed-form solutions to determine eigenvalues and eigenvectors are used
for problems with simple material geometry, loading, and boundary conditions. The
analysis of fiber-reinforced composite structures requires a specialized tool to predict
the natural frequencies and mode shapes. In reality, fiber-reinforced composite beam
structure is a beam comprising of different layers with varying thickness and fiber
orientations. There are no solutions to this practical beam structure either in closed
form or in numerical technique. In the current study, a layered beam element (LBE)
theoretical model is developed based on classical lamination theory. The 2D beam
with two noded elements consists of two degrees of freedom at each node viz. one
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Fig. 2 Finite element of
beam

translation and one rotation along with options to number of layers, thicknesses, and
fiber orientations at each layer.

Finite Element for Beam Element as shown in Fig. 2.

Element stiffness matrix is given by [4]

ke = (E f x)I

l3e

⎡
⎢⎢⎣

12 6le −12 6le
6le 4l2e −6le 2l2e
−12 −6le 12 −6le
6le 2l2e −6le 4l2e

⎤
⎥⎥⎦ (1)

Mass Matrix of a 2D beam element [4]:

me = ρAele
420

⎡
⎢⎢⎣

156 22le 54 −13le
22le 4l2e 13le −3l2e
13le 3l2e 156 −22le
−22le −54 −13le 4l2e

⎤
⎥⎥⎦ (2)

3 Simulation Study

The chassis frame is modeled in high-end analysis software for the given dimensions
and discretization is donewith 2Dbeamelementswith two nodes, having two degrees
of freedom at each node. The necessary boundary and loading conditions are imposed
on themodel to obtain the static and dynamic performance of the four-ton automobile
chassis [5]. Considering the limitations of the utility of 2D beam element on fiber-
reinforced composites, algorithms are developed for free vibrations in MATLAB
for the theoretical model of layered beam model. The long and short members are
considered to be analogues to beam structures and are discretized into the number
of beam elements [6]. Under the given loading and boundary conditions, static and
dynamic parameters are derived. The study is performed under five cases viz. analysis
on original dimensions of C-type section of long member of structural steel material,
analysis on reduced dimensions of C-type section of long member of structural steel
material, analysis on additional crossmember atmaximumdeflecting area on reduced
dimensions of C-type section of long member of structural steel material, analysis
on original dimensions of C-type section of long member of carbon/epoxy material,
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and analysis on original dimensions of C-type section of long member of structural
steel material for long members and carbon/Epoxy material for cross members.

Static analysis is performed to derive maximum deformation and von Mises
stresses on the chassis, and dynamic analysis includes modal and harmonic anal-
ysis [7]. Modal analysis helps us to find the natural frequencies and the nature of
mode for the behavior of the chassis under different conditions [8]. In harmonic
analysis, four other conditions are included which are as follows:

Condition 1: In base excitation, the four base points are given amplitude of 100mm
each and a uniformly distributed load of 5.08 N/mm is applied on the chassis frame
as shown in Fig. 3.

Condition 2: Engine harmonic load, an engine harmonic load of 2000 sin(ωt), N
on second cross member, uniformly distributed load of 5.08 N/mm along the chassis
frame and the base key points are fixed as shown in Fig. 4.

Condition 3: In pitch condition, a displacement of 100 mm is applied on
rear wheels and no displacements on front wheels, an engine harmonic load of
2000 sin(ωt), N on second cross member, uniformly distributed load of 5.08 N/mm

Fig. 3 Base excitation condition

Fig. 4 Engine harmonic load condition
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Fig. 5 Engine harmonic
load condition

Fig. 6 Roll condition on
wheels

along the chassis frame and the base key points are fixed as shown in Fig. 5. The
displacements can be approximated to A sin(ωt + θi ) where i = 1–4.

Condition 4: In roll condition, a displacement of 100 mm is applied on right
side of the vehicle and no displacements on the left side of the vehicle, an engine
harmonic load of 2000 sin(ωt)N on second crossmember, uniformly distributed load
of 5.08 N/mm along the chassis frame and the base key points are fixed as shown in
Fig. 6.

3.1 Results of Structural Steel of ‘C’ (230.7 mm ×
77.5 mm × 8 mm)

See Figures 7, 8 and 9.

Fig. 7 Static analysis and von Mises stress of structural steel
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Fig. 8 Modal analysis of structural steel

Fig. 9 Harmonic analysis of structural steel chassis

3.2 Effect on Composite Material on C-Type Channels
(230.7 mm × 7.5 mm × 8.0 mm)

See Figs. 10, 11 and 12.
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Fig. 10 Static analysis and von Mises stress of carbon/epoxy chassis

Fig. 11 Static analysis and von Mises stress of carbon/epoxy chassis

Fig. 12 Harmonic analysis of carbon/epoxy chassis
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3.3 Results of Layered Beam Model

Deformations and natural frequencies of chassis frame are obtained using layered
beammodel as shown in Table 3. The results are compared with numerical technique
results developed through ANSYS software. Deformations and natural frequencies
of structural steel obtained through layered beam model are observed to be very
close to analysis software. Considering the validation of the procedure, the simu-
lation is preceded for fiber-reinforced composites and obtained the corresponding
deformations and natural frequencies.

Table 3 Comparison between layer beam model and ANSYS results

Mode shape Natural
frequencies (Hz)
structural steel
chassis

Nature of mode Natural
frequencies (Hz)
Carbon/epoxy

Nature of mode

LBM ANSYS LBM ANSYS

1 0.082 0.151 Bending 0.079 0.088 Bending

2 0.295 0.388 Bending 0.205 0.221 Bending

3 0.317 0.392 Bending 0.395 0.404 Bending

4 0.399 0.452 Bending 0.377 0.416 Bending

5 0.731 0.755 Bending 0.401 0.469 Twisting

6 1.298 1.355 Bending 1.051 1.002 Bending

7 1.469 1.598 Twisting 1.093 1.179 Twisting

8 3.157 3.274 Bending 1.802 1.884 Bending

9 3.063 3.633 Transverse 2.011 2.059 Bending

10 3.179 3.865 Bending 2.142 2.059 Bending

Note A layered beam element (LBE), theoretical model is developed based on Classical Lamination
theory. The 2D beam with two noded elements consists of two degrees of freedom at each node
viz., one translation and one rotation. The results obtained by using this theory is indicated in bold
color
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3.4 Results and Discussions. Static Analysis

Parameters Structural
steel
(230.7 mm ×
77.5 mm ×
8 mm)

Structural
steel
(200 mm ×
75 mm ×
6.2 mm)

Additional
cross
member
(200 mm ×
75 mm ×
6.2 mm)

Carbon/epoxy
(230.7 mm ×
77.5 mm ×
8 mm)

Combination
(230.7 mm ×
77.5 mm ×
8 mm)

Deformation
(mm)

4.218 7.744 7.844 17.795 4.28

von Mises
stresses
(N/mm2)

6.127 72.373 75.393 47.105 46.127

Weight (ton) 3.574 2.741 2.184 0.7427 3.2

3.5 Modal Analysis

Parameters Structural
steel
(230.7 mm ×
77.5 mm ×
8 mm)

Structural
steel
(200 mm ×
75 mm ×
6.2 mm)

Additional
cross
member
(200 mm ×
75 mm ×
6.2 mm)

Carbon/epoxy
(230.7 mm ×
77.5 mm ×
8 mm)

Combination
(230.7 mm ×
77.5 mm ×
8 mm)

Natural
frequencies
(in Hz)

0.1515 0.1593 0.1610 0.0881 0.1161

0.3886 0.3435 0.3170 0.2214 0.3600

0.3929 0.4031 0.3821 0.4041 0.4345

0.4526 0.4133 0.4293 0.4169 0.4748

0.7552 0.7953 1.0000 0.4692 0.8339

1.3553 1.2017 1.0397 1.0028 1.5392

1.5981 1.4285 1.2424 1.1791 1.6874

3.2743 2.9249 1.5557 1.8843 3.8656

3.6332 3.6335 2.6278 2.0596 3.9167

3.8652 3.6359 3.2646 2.0595 4.0535
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4 Conclusion

(i) Natural frequencies and associated mode shapes are obtained through theoret-
ical approach using classical lamination theory and finite element techniques.

(ii) For all the five design cases considered, maximum amplitude occurs at the
fundamental frequency. This frequency varies from 0.05 to 0.27 Hz. Due to
engine harmonics, which are 20 Hz and above, the amplitude of oscillation
is negligible. Due to road undulations, at speed in the range of 15–40 kmph,
and occurring in spacing of 2–0.4 m, the frequency varies from 1 to 25 Hz. In
all such cases, the amplitude of vibration of the structure is less than 10 mm.
Hence, the chassis is quite safe.

(iii) The effect of damping ratio considered i.e. 0.2–0.5 is found to be negligible at
frequencies beyond 0.3Hz in all cases of design, and for all dynamic conditions
considered.

(iv). When structural steel chassis is replaced by carbon/epoxy material, static
deflection increased from 4.2 to 17.795 mm which is acceptable, while stress
is the same. However, the weight of the chassis is reduced by nearly 80%.

(v) Replacing cross members of steel by carbon/epoxy has not affected the static
or dynamic parameters.

(vi) When the long channel section is reduced from 230.7 mm× 77.5 mm× 8 mm
to 200 mm × 75 mm × 6.2 mm while the weight of the chassis is reduced by
20%, there is a small change in the natural frequencies. The dynamic param-
eters are not affected much. The static deflection increased from 4.218 to
7.744 mm, and stress is increased from 46.127 to 72.373 N/mm2. However,
the changes in deflection and stress are both in acceptable limits.

(vii) Effect of increasing the cross members for the small C section in steel for long
members, resulted in insignificant changes in static and dynamic parameters.
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Experimental Studies on Steel
Beam-to-Column Connections Under
Elevated Temperature

A. Cinitha and V. Nandhini

Abstract The connection behaviour of square hollow section as column welded
with I-section as beam (SHCWIB) is commonly used in the construction of modern
steel buildings. The behaviour of such connections under elevated temperature or fire
load is limited. In this paper, the experimental studies on the behaviour of SHCWIB
connection, subjected to an elevated temperature (of 600 °C) and mechanical load,
are presented. The beam-to-column connection is initially exposed to the elevated
temperature and then cooled to the room temperature. Pre-thermally damaged con-
nection is subjected to an increasing monotonic load while the column member is
subjected to a constant axial compression. It is observed that the connection failed
at lower loads due to the combination of P-delta effect and pre-thermal damage.

Keywords Square hollow section ·Moment connection · Elevated temperature ·
Monotonic loading

1 Introduction

The welded beam-to-column connections are widely adopted in steel-framed struc-
tures due to easiness in construction and economy. The fire-resistant design of steel-
framed structures demands strength to resist thermal and service loads, during such
events to prevent sudden failures. The members are designed to possess adequate
strength at specified elevated temperature for a period of time. The effect of ther-
mal forces in beams and columns is determined by the type of the beam-to-column
connections, such as rigid, semi-rigid, and flexible [1–4]. The connection member’s
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response to fire has been examined by Lawson [5] under varied moment. Three typ-
ical connections were studied, an extended end plate, double-sided web cleat and a
flush end plate, and demonstrated that significant moments could be sustained during
fire event. Al-Jabri et al. [2, 6] conducted a series of elevated temperature connection
tests to study the response under fire by varying parameters such as member size,
thickness composite slab characteristics and end plate type. However, there is lim-
ited information on the connection behaviour of SHS column and I-section as beam.
Hence at CSIR-SERC, efforts have been put forward to understand the behaviour of
pre-thermally damaged SHCWIB connection subjected to incremental mechanical
load till collapse.

2 Problem Definition

An experimental investigation is conducted to assess the performance of pre-
thermally affected steel beam-to-column connection under mechanical loading.
Towards this, a welded steel I-beam-to hollow-column connection has been fab-
ricated. The connection consists of square hollow section (SHS) column of 220 ×
220 × 6 mm of height 1500 mm and ISMB200 beam of length 2500 mm. The con-
nection is established by welding I-beam-to-SHS-column member with mig weld of
size 6 mm. An equal angle of IS 80× 6 is used as seat and cleat connection, which is
weldedbetween I-beamandSHScolumnwith 6-mmfilletweld. The beam-to-column
connection with regions exposed to elevated temperature is shown in Fig. 1.

The three zones considered in the study are 350 mm on either side from the face
of the connection in member (i.e. Zone 1 (Z1), downward along the column, Zone 2
(Z2) upward in column from the connection region) and Zone 3 (Z3), is on I-beam
from the face of the connection. K-type thermocouples are used to trace the heating
profile. The thermocouples #0 and #3 are attached to the centre of Z1 and Z2. And
thermocouples #4 and #5 are attached to the respective centre of top and bottom

Fig. 1 Beam-to-column
welded connection



Experimental Studies on Steel Beam-to-Column Connections … 337

Fig. 2 Experimental set-up
to induce elevated
temperature on SHCWIB

flanges of I-beam. Thermocouples #6 and #7 are attached to either face of the web of
the beam within Z3. The temperature distribution in regions exposed to the heating
up to 600 °C for 240 min (i.e. equivalent to 4 h of low category fire). Mild colour
change is observed on the exposed surface with no significant visual deformation in
any of the structural member after exposing to elevated temperature.

3 Experimental Set-Up for Inducing Elevated Temperature
Effect

In order to induce elevated temperature effect on the connection from ambient to
600 °C, specially fabricated radiation heaters were used. The flexible heaters were
wrapped over the three regions exposed to elevated temperature effect [7]. Insulators
capable to withstand more than 1200 °C were used to prevent dissipation of heat to
the atmosphere and to the other regions of the structure. The heat conducted to the
other part of the structure is measured with adequate numbers of thermocouples. The
experimental set-up is as shown in Fig. 2. Figure 3 shows the measured temperature
distribution across the joint zone.

4 Experimental Set-Up for Mechanical Loading

To examine the response of pre-heated SHCWIB moment connection is subjected
to incremental monotonic load till failure. The column member is axially restrained
and loaded with a constant load. To understand the P-delta effect, an axial load
of 0.6 Py is applied to the column. The I-beam is subjected to incremental load
with 25-ton actuator (in monotonic manner) till failure takes place. The strain rate
adopted during the experiment is 0.5mm/min. Linear variable differential transducers
(LVDTs) and strain gauges were used to monitor the deformation and strain values
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Fig. 3 Measured
temperature distribution
across connection. Note
TC—thermocouple

Note: TC- Thermocouple 

Fig. 4 Experimental set-up
for mechanical loading to
shcwib connection

of the specimen at identified regions during the test. The test set-up is shown in
Fig. 4. The typical stress versus strain behaviour of coupons extracted from beam
and column members at ambient temperature is shown in Fig. 5. Figure 6 shows load
versus strain behaviour observed at various regions of beam-to-column connection
while subjected to mechanical loading (i.e., S1–S4 are the measurements of strain
gauges glued to the column member, S5–S16 are the strain gauges glued to the beam
member, and R11–R13 are the rosette strain gauges glued to the web of the beam
member nearer to the connection region).

5 Results and Discussions

The temperature distribution across the connection region shows uniform distribu-
tion in beam and column members. Mild colour change is observed on the exposed
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Note:  HR-B1 Coupons extracted from beam member 
          CFS-C1 Coupons extracted from column member 

Fig. 5 Typical stress versus strain behaviour of coupons at ambient temperature

Fig. 6 Stress versus strain behaviour of beam-to-column connections

surface with no significant visual deformation in any of the structural member after
exposing to elevated temperature. The deterioration in the strength and stiffness at
elevated temperature are important characteristics of steel beam-to-column moment
connection [8]. The load versus deflection behaviour of pre-thermally damaged
beam-to-column connection subjected to mechanical load is studied. The beam has
undergone a deflection of 80 mm at failure. The damage in connection region was
less, and no cracks were found in welded regions. The beam member has under-
gone plastic deformation which was evident from the formation of Lüder’s band
observed at pre-thermally affected region (Fig. 7) and strain values measured at
various locations.
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Fig. 7 Formation of Lüder’s band and excessive plastification

The inelastic connection behaviour in terms of moment rotation is required for
the prediction of failure in steel structures. The moment-resisting frames have large
number of dissipative zones, located near the beam-to-column connections, and it
is complex to compute the ultimate load analytically. The experimentally observed
load versus deflection and moment versus rotation behaviours are shown in Figs. 8
and 9, respectively.

Fig. 8 Load versus
deflection behaviour
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Fig. 9 Moment versus
rotation behaviour

6 Conclusion

The behaviour of pre-thermally damaged SHCWIB-type moment connection sub-
jected to mechanical load is experimentally studied and presented. It is found that the
connection region had no visible cracks or any other significant damages. The results
demonstrate that the moment capacity of the connection decreases by exposure to
elevated temperatures. This insight is further emphasised with the load versus strain
behaviour of beam-to-column connections under mechanical load (the strain at ulti-
mate load ranges from 100 to 650 microstrain). While subjected to mechanical load,
the pre-thermally damaged connection has undergone comparatively lesser strain
value than the ambient condition. It is also noticed that axial restraint, i.e. (P-delta
effect) force, has a significant effect on moment capacity of steel beam-to-column
connection, viz. the connection failed at lower loads.
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Investigating the Influence
of Higher-Order NURBS Discretization
on Contact Force Oscillation for Large
Deformation Contact Using Isogeometric
Analysis

Vishal Agrawal and Sachin S. Gautam

Abstract The present work studies the influence of the higher-order non-uniform
rational B-spline (NURBS)-based discretizations on the oscillations of contact reac-
tion forces for the large deformation and large relative tangential sliding contact
problem. The segment-to-segment-based Gauss-point-to-surface isogeometric con-
tact formulation is used to express the contact contribution to the discretized weak
form. The penaltymethod is adopted for the regularization of the impenetrability con-
tact constraint. The frictionless sliding contact problem involving two deformable
bodies is considered for examining the variation in the distribution of contact reac-
tion force on varying the interpolation order of the NURBS-discretized geometry.
The solution with a very fine mesh is used as a reference. The study shows that the
accuracy of the contact solution improves on increasing the interpolation order of the
NURBS. Compared to a very fine mesh, higher-order NURBS with a coarser mesh
can achieve the nearly same result at a much lower number of degrees of freedom.

Keywords Isogeometric analysis · Computational contact mechanics · Large
deformation · NURBS

1 Introduction and Motivation

Isogeometric analysis (IGA) uses the computer-aided design (CAD) polynomials
as a basis for the modelling of complex geometry exactly and approximation of
unknown solution fields [1]. The key purpose of isogeometric analysis technique
is to circumvent the computationally expensive mesh generation process by merg-
ing the CAD modelling and finite element analysis (FEA) processes into a unified
framework. Apart from fulfilling its original purpose, IGA delivers superior results
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per degree of freedom over its counterpart FEA due to its inherent features, i.e. the
capability to represent the complex shape geometry exactly even with a coarse mesh,
tailorable inter-element continuity, and non-negativeness of the underlying basis
functions. For the detailed description, the reader is referred to [1] and a monograph
by Cottrell et al. [2]. Due to its unique intrinsic properties, isogeometric analysis
has emerged as an advantageous computational technology for the treatment of a
wide range of contact problems, especially for large deformation ones. In contrast
to traditional C0 continuous Lagrange finite element (FE)-based description, the
NURBS-discretized structure inherently provides the smooth representation of the
contact interface. Thus, a unique normal vector field across the boundaries of the
contact elements is obtained. Attributed to the higher inter-element continuity, the
NURBS-based discretization eliminates the need for additional surface smoothening
strategies that are often required in the context of traditional FE-based approaches. In
the past few years, a considerable amount of research efforts have been devoted to the
treatment of large deformation contact problems with or without considering friction
within the framework of isogeometric analysis [3–5]. A comprehensive overview of
the recent growth of isogeometric analysis and its advantages with respect to tradi-
tional finite element-based approaches in the field of contact mechanics is presented
by De Lorenzis et al. [6].

Based on the available literature on the treatment of contact using IGA, it has been
observed that although superior results are obtained as compared to FEA, a very fine
mesh is still needed to get the accurate results [3–6].With this, a considerable amount
of computational efforts is associated which is numerically undesirable. Therefore,
an alternative solution approach,which sidesteps the necessity of a very finemesh and
accurately resolves the contact quantities across the contact surface, is required. To
address this issue, the present work explores the application of higher-order NURBS
discretizations for isogeometric contact analysis. To the best of authors’ knowledge,
to this date, no such study that makes use of more than quartic interpolation order of
NURBS for the treatment of contact is carried out. For the purpose of comparison,
the contact solution with a very fine mesh is used as a reference. In the current work,
the Gauss-point-to-surface contact algorithm of Dimitri et al. [7] is used to model
the contact between two deformable bodies. The impenetrability contact constraint
is directly enforced at the Gauss points of the slave body. For the regularization of
the impenetrability constraint, the penalty method is adopted. For the determination
of an active contact point, an active set strategy is utilized. An in-house code written
in the MATLAB environment that incorporates the NURBS toolbox [8] is developed
for the simulation of considered large deformation contact problem. For the detailed
description of the implementation of isogeometric analysis technology, a tutorial
paper by Agrawal and Gautam [9] can also be referred.
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2 Variational Formulation

In this section, the computational formulation for two-dimensional contact between
two hyperelastic bodies without friction is briefly described. To model the contact
between the bodies, the full-pass contact algorithm is considered. In this, one body is
taken as the slave, Bs, while the other as the master, Bm. The current configuration of
a generic point xr of the bodyBr , where r = {s,m}, is given by: xr = Xr +ur , where
Xr and ur denote the reference configuration and displacement field, respectively.
In the current configuration, the contact interface for the slave and the master bodies
is described as: �c := �s

c = �m
c (assuming perfect contact). In the case of active

contact, the contribution of the contact traction to virtual work is non zero and is
given by [10]

δWc =
∫

�s
c

tNδgN d� (1)

In order to solve the above equation using the Newton–Raphson iterative solution
method, the linearization of the contact virtual work δWc is carried out that leads to
[10]

�δWc =
∫

�s
c

(�tNδgN + tN�δgN) d� (2)

Here, gN = (xs − x̄m) · n denotes the normal gap between the given slave point
xs ∈ �s

c on the contact surface of the slave body and x̄m ∈ �m
c is a corresponding

contact point on the contact surface of Bm. The corresponding contact point x̄m on
master surface �m

c is determined by drawing a line that passes through the given
slave point xs in the direction of normal n to �m

c . The penalty-based regularization
of normal traction yields tN = εN〈gN〉.

Within the context of isogeometric analysis, the parametrization for the contact
boundary layer is inherently imported from the description of the bulk domain. We
refer to monograph by Piegl and Tiller [11] for the theory on NURBS polynomi-
als. Using the isoparametric concept, the displacement field ue, its variation δue,
and the coordinates of the discretized form of the contact surface within its current
configuration xe are given by [7, 10]

ue =
nep∑
k=1

Rkuk, δue =
nep∑
k=1

Rkδuk, and xe =
nep∑
k=1

Rkxk (3)

where nep = 1+ p represents the total number of control points within an element ‘e’.
In theGauss-point-to-surface-based contact algorithm, the impenetrability constraint
is directly enforced at the Gauss quadrature points on the slave body contact surface
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�s
c. The virtual work is numerically computed on �s

c as [7, 11, 12]

δWc = δuT
∫

�s
c

εNgNN d� = δuTRc (4)

where Rc denotes the contact contribution to the residual vector. It is computed over
the active points using the Gauss–Legendre quadrature rule as [7, 11, 12]

Rc = εN

negp∑
gp,act

gNgpNgp Jgpwgp (5)

Here, negp denotes the total number of Gauss points, and wgp and Jgp are the
weight and the determinant of the Jacobian matrix associated with an active Gauss
quadrature point indicated with ‘gp’. The Gauss point is considered active if gN < 0.
The consistent contact stiffness matrix and other contact matrices can be directly
followed from reference [7, 10].

3 Numerical Example, Results, and Discussion

In this section, a two-dimensional large deformation and large relative tangential
sliding contact problem is considered to study the variation in the distribution of
contact reaction force on varying the interpolation order of the NURBS. The geo-
metrical setup alongwith the considered coarsemesh for the die and slab is illustrated
in Fig. 1, where Ro = 0.5mm, Ri = 0.3mm, L = 3.0mm, and h = 1mm. The
bottom surface of the slab is constrained along both the vertical and the horizon-
tal directions. The geometric details, e.g. the control points and knot vectors along
each parametric direction for both the die and the slab are obtained from Ref. [2].
A commercial CAD modelling software, viz. Rhino (www.rhino3d.com), can also
be utilized for their construction. The considered problem is simulated in two steps.

Fig. 1 Geometrical set-up
of the sliding problem. The
meshes for the die and the
slab are 24 × 8 and 24 × 12,
respectively

http://www.rhino3d.com
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In the first, the top surface of the die is subjected to downward vertical displace-
ment Uy = −0.2mm in 10 time steps and then moved horizontally along the slab
by Ux = 1.5mm in next 140 time steps. The corresponding deformed configura-
tions of the set-up for the quadratic N2 order of NURBS discretization at different
time steps are shown in Figs. 2a–c. A Neo-Hookean hyperelastic material model
with Edie = 1000GPa and Eslab = 1GPa, and νdie = νslab = 0.3 under the plane
strain conditions is considered formodelling the large deformation. The default value
of the penalty parameter is εN = 100. For the evaluation of the contact integrals,
ngp = p+ 1 number of equidistant Gauss quadrature points for Np order of NURBS
discretization are used per contact element.

Figure 3a illustrates the variation of vertical global contact reaction force Py over
the time step t for N2 and N4 order of NURBS discretizations. The resultant contact
reaction force for each case of discretizations is evaluated at the top line of the die and
is accounted at the end of each time step. It can be observed that during the first step of
the simulation, when the die is pressed against the slab, the magnitude of the vertical
contact reaction force Py increases linearly. After that, during the second step, when
the die is horizontally slid across the slab, Py continues to oscillates around a mean
line; see Fig. 3b. According to theory, no such oscillations should be present during
sliding. The commonly employed solution approach to alleviate such non-physical
oscillation of the contact responses is to use a very fine mesh that may accurately
capture the variation of contact quantities across the contact interface [13]. However,
a large amount of computational efforts is associated, which is undesirable. Thus,
in the present work, as an alternative to fine meshes which are obtained through
the knot insertion or h-refinement strategy in IGA, the higher-order NURBS are
used. In particular, the fifth and sixth orders of NURBS, denoted by N5 and N6, are
employed for the discretization of the overall bulk domain of the two bodies including
their contact surface. The corresponding plots for both these discretizations are also
shown in Fig. 3a. The enlargement of Py for N5 and N6 is shown in Fig. 3b. It can be
observed that on increasing the order of NURBS from p = 4 to p = 6, the amplitude

Fig. 2 Deformed configurations: a at load step t = 11, b at t = 46, and c at t = 141
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Fig. 3 a Resultant vertical
contact reaction force Py for
the overall simulation
process and b zoomed view
of Py for different orders of
NURBS discretizations

of the oscillation error in Py reduces. This is due to employing higher-order NURBS
interpolations for the evaluation of the contact integrals. This, as a result, improves
the approximation of contact quantities at coarse mesh compared to quadratic order
of NURBS discretization.

Next, the performance of themost accurateN6 discretization is comparedwith that
of N2 order of NURBS at a finemesh level. Figure 4 illustrates the results for N6 order
of NURBSwith a coarsemesh shown in Fig. 1 and for N2 order of NURBSwith a fine
mesh arrangement, i.e. 48× 16 for the die and 48× 24 the slab. The associated total
number of degrees of freedom for the two discretization arrangements are 1410 and
4243, respectively. From Fig. 4, it can be seen that compared to N2 that is with a fine
mesh, N6 order of NURBS that is with a coarser mesh achieves the nearly same result
in terms of accuracy as the amplitude of the oscillation with both the discretization
arrangements is nearly identical. On the other hand, as compared to N2, N6 utilizes
at least 65% lesser number of degrees of freedom to obtain the similar result, which
is appreciable. It is also noted that the small shift in the reaction curve for N2 is due

Fig. 4 Resultant vertical
contact reaction force Py for
N6 with a coarse mesh
arrangement shown in Fig. 1
and for N2 with a fine mesh
arrangements
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to introduction of a very large number of control points with h refinement operation
with respect to N6 discretization.

Based on the obtained result, it is clear that higher-order NURBS discretization
is a strategy that attains accurate result with a coarser mesh arrangement compared
to lower-order based NURBS discretization using a very fine mesh arrangement.
However, employing the higher-orderNURBS in the vastmajority of the bulk domain
that does not come into the contact may not be computationally favourable since
the accuracy of the contact solution is mainly dependent on the interaction across
the contact interface. Therefore, it becomes desirable to develop a contact element
enrichment strategy that avoids the employment of higher-order NURBS in the bulk
domain. Probably, similar to those presented by Sauer [14], and Corbett and Sauer
[15], but in the context of isogeometric analysis.

4 Conclusion

This paper studies the higher-order NURBS-based isogeometric analysis for large
deformation contact involving two deformable bodies. It is observed that the accuracy
of the vertical contact reaction force improves on increasing the order of NURBS
discretization. In particular, N6 order of NURBS-based discretization delivers the
most accurate results among all tested cases. Further, as compared to N2 order of
NURBS with the fine mesh arrangement, N6 order of NURBS utilizes at least 65%
lesser number of degrees of freedom to obtain the similar result. The future objective
is to modify the existing NURBS discretization procedure in a way that the interpola-
tion order of the NURBS is varied only for the contact surface. A segmentation-free
mortar contact formulation by Duong et al. [16] for isogeometric contact analysis
can also be incorporated in future work.

Acknowledgements The authors are grateful to the SERB, DST, for supporting this research under
project SR/FTP/ETA-0008/2014.
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Simple Optimization Algorithm
for Design of a Uniform Column

Joji Thomas, Anshuman Kumar Sahu and Siba Sankar Mahapatra

Abstract Traditionalmethods for solving constrainedoptimizationproblems are not
robust enough to get the solution in reasonable computational time. They have draw-
back of getting stuck in local optima. To overcome these problems meta-heuristic
techniques are now widely used. This paper introduces simple optimization algo-
rithm (SOPT), a meta-heuristic technique for solving constrained optimization prob-
lems. To handle the constraints, a constraint fitness priority-based ranking method
is included in the algorithm. SOPT algorithm for constraint optimization is coded in
MATLAB and applied to design a uniform column for minimum design cost. Result
obtained is compared with the result obtained by another important meta-heuristic
algorithm called cuckoo search (CS) algorithm.

Keywords Simple optimization · Cuckoo search · Constraint handling · Design
optimization

1 Introduction

Engineering design attempts to formulate a plan which results in the creation of
some real physical thing which having qualities of proper functionality, reliability,
usability, manufacturability and marketability. A generalized process of design is
outlined in the Fig. 1 [1]. The process begins with recognizing the need and ends with
presenting the plans. Several iterations are made in between to reach the final plans
for satisfying the need. One of the important phases in the design process is analysis
and optimization. This phase requires constructing or devising abstract models of
the system which are called mathematical models. These models are created in the
hope that they will simulate the real physical system very well. Modelling of an
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entire mechanical system may result in complex mathematical equations with large
number of variables. To overcome the difficulty of analysis and optimization of such
large system, it is wise to design individual elements of a system. For example, in an
automobile power transmission system, design of a gearbox is computationally and
mathematically simpler than the design of complete system.

Once the mathematical model is formed, it should be solved for optimizing the
criterion selected. Optimization is the process of finding a solution to a problem in
which a single or set of objective functions are to be maximized or minimized within
a domain that contains suitable values of variables with restrictions or constraints to
be satisfied. Those sets of variables which satisfy the given restrictions or constraint
in the domain are feasible solutions.

Thebest amongall the feasible solutions is knownas optimumsolutionof the prob-
lem.Models formed aremostly non-linear in nature for engineering design problems.
A non-linear problem can be represented as maximize or minimize y = f (�x) where
�x is a column vector of n design variables, i.e. �x = [x1, x2, x3, . . . , xn]T Subjected to
the m inequality and p equality constraints, i.e.gi (�x) ≤ 0, i = 1, 2, . . . ,m h j (�x) =
0, j = 1, 2, . . . , pwith variable bounds x (L)

k ≤ xk ≤ x (U)
k , k = 1, 2, . . . , n x (L)

k and
x (U)
k are the upper and lower limit of values which are permissible in the variables.
There are large numbers of techniques available for solving optimization prob-

lems. These are basically divided into two groups such as (1) Traditional methods,
(2) Non-traditional methods. Two distinct types of algorithms are used in tradi-
tional approach. Direct search methods use only objective function values to locate
the optimum point. Indirect search or gradient-based methods use the first and/or
the second-order derivatives of the objective function to locate the optimum point.
There is another class of optimization techniques that is based on the stochastic
search and does not require the objective function to be continuous or differentiable.
These algorithms are general-purpose algorithms and can be applied to solve a wide
variety of optimization problems. Another reason for using such types of algorithms

Fig. 1 Iterative phases in a
design process
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lies in ability to get global solutions while traditional methods get stuck to the local
optimum solution many times.

Constrained optimization is the process of optimizing an objective function with
respect to some variables in the presence of constraints. Coello [2] has discussed
constraint handling techniques adopted in popular evolutionary algorithms. The con-
straint handling techniques are well suited for all types of constraints (linear, non-
linear, equality, non-equality) mostly used in engineering applications. Wang and
Fang [3] have used an effective shuffled frog-leaping algorithm (SFLA) for solv-
ing multi-modal resource-constrained project scheduling problem. Few benchmark
problems have been solved by SFLAand comparedwith existing algorithms like sim-
ulated annealing, genetic algorithm, hybrid scatter search, hybrid rank-based evolu-
tionary algorithm, truncated branch and bound and differential evolution (DE) algo-
rithm. Coello and Montes [4] have proposed a dominance-based selection process
for constrained handing in genetic algorithm for global optimization. This approach
has been compared with several evolutionary optimization algorithms and tradi-
tional mathematical programming for problems like welded beam design, design
of a 10-bar plane truss, design of a pressure vessel, disjoint feasible region, mini-
mization of the weight of a tension/compression string. The method performs well
in several test problems both in form of the number of fitness function evaluations
required and in terms of the quality of the solution obtained. Michalewicz [5] has
reviewed the methods for handling constraints in genetic algorithm for numerical
optimization problems and test them on selected problems highlighting the strength
and weaknesses of each method.

2 Simple Optimization (SOPT) Algorithm

A meta-heuristic algorithm is essentially a heuristic that can be applied for different
varieties of problems. Simple Optimization (SOPT) is one such algorithm, the first
step of this algorithm is to generate a random set of solutions. These solutions are then
sorted based on the objective function values. The best solution occupies topmost
position. Thereafter multiple iterations are performed on these solutions. In each
iteration, two new solutions are generated according to Eqs. 1 and 2. In these two
equations xi,new is the ith parameter of new solution, xi,best is the ith parameter of
first solution of the set, which is the best solution till that iteration and Ri is a
random number normally distributed around zero with a standard deviation of σ i.
The calculation of the standard deviation for the normal distribution is shown in
Fig. 2. Here, N is population size and M is number of optimization parameters.
Two constants c1 and c2 are controlling parameters. To reduce the dependency of
algorithm on controlling parameters, c2 is taken half of the value of c1. From the
experiments it has been found that value of c1 taken between 1 and 2 gives better
results in fewer computations.
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 variable 1 variable 2 variable 3  variable M 

Candidate solution 1 X11 X12 X13 … X1M 

Candidate solution 2 X21 X22 X23 … X2M 

Candidate solution 3 X31 X32 X33 … X3M 

…… … … … … 

Candidate solution N XN1 XN2 XN3 … XNM 

M1

Fig. 2 Schematic representation of calculating standard deviation

xi,new = xi,best + c1 × Ri (1)

xi,new = xi,best + c2 × Ri (2)

The generated new solution is compared with the latest worst solution and will
replace it if better in objective function value. The flow chart of the algorithm is
presented in Fig. 3. Iterations will be continued till the termination criterion is not
reached which may be the best solution achieved or maximum number of iterations
is reached.

For handling constraints, SOPT algorithm incorporated a constraint priority-based
rankingmethod. Thismethod consists of calculating constraint fitness function Fi (�x)
as given by Eqs. 3 and 4. Equation 3 is used for m number of inequality constraints
gi (�x) ≤ 0.

Fi (�x) =
{

1,
1 − gi (�x)

gmax(�x) ,
gi (�x) ≤ 0
gi (�x) > 0

(3)

where gmax(�x) = maxgi (�x), i = 1, 2, . . . ,m. For p number of equality constraints
hi (�x) = 0 Eq. (4) is used

Fi (�x) =
{

1,
1 − |hi (�x)|

hmax(�x) ,
hi (�x) = 0
hi (�x) �= 0

(4)

where hmax(�x) = max{hi (�x)}, i = m + 1,m + 2, . . . ,m + p.
Thereafter, a total constraint fitness function Fcon(�x) is calculated using Eq. (5)

Fcon(�x) =
m+p∑
i=1

wi Fi (�x) (5)
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Initialize population(solutions) 

Determine best solution of the 
population 

generate a new solution using 
equation 1 

Is new solution better 
than worst solution? 

Replace worst solution by the new solution 

discard 

Determine best solution of the 
population 

generate a new solution using 
equation 2 

Is new solution better 
than worst solution? discard 

Replace worst solution by the new solution 

Is stop condition 
satisfied? Solution obtained  

Fig. 3 Flow chart of SOPT algorithm
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Weight associated with constraint maintains the diversity of the solutions. Value
of Fcon(�x) varies between 0 and 1. When no constraint is violated by a solution, the
value of Fcon(�x) will be 1 and if all constraints are violated by the solution then its
value will be 0. To rank the solutions from best solution to worst solution, they are
sorted on the basis of decreasing value of Fcon(�x). For same values of Fcon(�x), the
solutions should be sorted in ascending order of objective function values.

2.1 SOPT Algorithm for Constrained Optimization

The various steps involved in the proposed SOPT algorithm for constrained problems
are as below:

1. Initialize population.
2. Calculate fitness function of the population.
3. Calculate constraint fitness function of the population as explained in Sect. 2.
4. Repeat.
5. Sort population in decreasing order of constraint fitness function and increasing

order of fitness value, giving priority to constraint fitness function.
6. Generate new solutions by equation xi,new = xi,best + c1 × Ri .
7. Compare the worst solution of population with new one and replace it if new

solution is better.
8. Generate new solutions by equation xi,new = xi,best + c1 × Ri .
9. Compareworst solutionof populationwith newone and replace it if newsolution

is better.
10. Store best solution found so far.
11. Replace best solution of the population, if it remains best for limiting number

of iterations (replacement counter).
12. Until maximum number of iterations is not reached.

In this method, all solutions are ranked based on the constraint fitness function
and the solution with highest constraint fitness value will be in first position. If two
different solutions have the same value of constraint fitness, then the one with lower
value of objective function is prioritized over others. The advantage of this method
is that feasible solutions, which always have constraint fitness value higher than the
infeasible solutionswill get higher ranking in the list. Therefore, during the iterations,
best feasible optimal solution is obtained by maintaining both feasible solutions as
well as better infeasible solutions.

3 Testing of SOPT on Standard Test Function

It is tested with four standard functions out of which two are unconstrained functions
and two are constrained.
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(a) Surface plot of test function 1 (b) Convergence curve for test function 1

Fig. 4 Surface plot and convergence curve for test function 1

3.1 Test Function 1 (Step Function)

It is a unimodal separable function which can be represented by Eq. (6). Number
of variables in this test is taken as 30 in the range [−100, 100]. Surface of such a
function with two variables is shown in Fig. 4. Minimum value of this function is
f (�x) = 0.

f (�x) =
D∑
i=1

⌊
(xi + 0.5)2

⌋
(6)

3.2 Test Function 2 (Camel Back Function)

This is a multi-modal, non-separable function having six local minima; two of which
are global. It is a function with two variables in the range [−5, 5] and represented by
Eq. (7). Function is having global minimum value of −1.0316. Surface plot of the
function is shown in Fig. 5.

f (�x) = 4x21 + 2.1x41 + 1

3
x61 + x1x2 + 4x22 + 4x42 (7)

3.3 Test Function 3 (Himmelblau’s Function)

It is a constrained function of minimization type in the range [0, 6] which is defined
as
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(a) Surface plot of test function 2 (b) Convergence curve for test function 2

Fig. 5 Surface plot and convergence curve for test function 2

Minimize f (�x) = (x21 + x2 − 11)2 + (x1 + x22 − 7)2 (8)

Subjected to: g1(�x) = 4.84 − (x1 − 0.05)2 − (x2 − 2.5)2 ≥ 0

g2(�x) = x21 + (x2 − 2.5)2 − 4.84 ≥ 0 and 0 ≤ x1, x2 ≤ 6

The problem consists of two constraints. These two constraints cause a very thin
feasible region between the two constraint dashed curves shown in Fig. 6a, which
are drawn along with contour plot of the test function.

The solution of the problem x1 = 2.2468257, x2 = 2.381866 with function value
of 13.59085 is obtained in less than 500 iterations as shown in Fig. 6b in which the
best value of objective function found so far in each iteration is plotted. In the plot,
the initial red segment indicates that the best solution is infeasible up to the end of
this segment.

(a) Contour plot of objective function with 
constraint curves

(b) Convergence curve for test function 3

Fig. 6 Contour plot and convergence curve for test function 3
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In every iteration, only two function evaluation ismade in the algorithm, therefore,
the solution is obtained by evaluating the function about 1000 times.

3.4 Test Function 4

It is defined as

Minimize f (�x) = x21 + (x2 − 1)2 (9)

Subject to: h(�x) = x2 − x21 = 0 and −1 ≤ x1, x2 ≤ 1.
This problem is minimization type with two decision variables and consists

of an equality constraint. Handling constraints of equality type is normally diffi-
cult, therefore such type of constraints are divided into two inequality constraints,
e.g. h(�x) = x2 − x21 = 0 can be converted to two inequality constraints as
x2 − x21 ≤ 0.0001 and x2 − x21 ≥ −0.0001; Therefore, solution shall lie in a thin
strip of width 0.0002 rather over the exact line. In any real problem, one should try to
eliminate equality constraints by eliminating decision variables from the constraint
and objective function. In the present case, x2 can be eliminated from the objective
function because of equality constraint.

Figure 7a shows the contour plot of the objective function along with the equality
constraint shown in red-dashed curve. From Fig. 7b, it is clear that there are two
solutions as shown by two blue dots having function value of 0.75. Figure 7b shows
the convergence curve which indicates that solution is obtained in less than 300
iterations. It is the advantage of such type of algorithm that multiple solutions can be
obtained simultaneously. In this method, the best function value of 0.75 is obtained
for two sets of values at (0.707107, 0.5) and (−0.707107, 0.5).

(a) Contour plot for test function 4 (b) Convergence curve for test function 4

Fig. 7 Contour plot and convergence curve for test function 4
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4 Design of a Uniform Column for Minimum Cost

To analyze the SOPT algorithm for its application in solving non-linear optimization
problems, it was coded in MATLAB 8.5(R2015a) and is used to optimize design of
a uniform column for minimum cost.

It is an example of designing a uniform column of tubular section hinge supported
at both ends (Fig. 8), for minimum cost [6] the problem is defined as:

Compressive load to be carried by the column F = 2500 kgf
Yield stress of the column material σ y = 500 kgf/cm2

Modulus of elasticity of the column material E = 0.85 × 106 kgf/cm2

Weight density of material ρ = 0.0025 kgf/cm3

Length of column l = 250 cm
Range of mean diameter of column d in cm = [2, 14]
Range of available column thickness t in cm = [0.2, 0.8].

The purpose is to design the column which should be able to withstand the load
so that induced stress is less than yield stress of the material (constraint g1(�x)) and
less than the Euler’s buckling stress for the given configuration (constraint g2(�x)),
with minimum cost. The cost of the column consists of weight and construction cost
and in the example, it is taken as 5 × (weight of the column) + 2 × (mean diameter
of the column).

The objective function is to minimize the cost given by [7]

f (�x) = 5W + 2d = 5ρlπdt + 2d = 9.82dt + 2d (10)

Fig. 8 Tubular column
hinged at both ends under
compression
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(a) Contour plot (b) Convergence curve

Fig. 9 Contour plot and convergence curve for the column design problem

where �x = d
t .

Objective function has two decision variables mean diameter of column and
thickness of the column.

Subject to the constraint g1(�x) = 2500
πdt ≤ 500 that is stress-induced ≤ yield stress

and g2(�x) = 2500
πdt ≤ π2(0.85×106)(d2+t2)

8(2502) that is stress-induced ≤ Euler’s buckling
stress.

5 Result and Discussion

Contour curves with constant objective function values along with constraints curves
are shown in Fig. 9a. This problem is solved by Gandomi et al. [8] using cuckoo
search algorithm the best result obtained is 26.5317 in 15,000 function evaluations
and in 2.56919 s. While SOPT algorithm is able to give better result of 26.52751
at (5.442073, 0.292721) in less than 10,000 function (Fig. 9b) evaluations and in
2.37915 s.

6 Conclusion

In this work, a simple and efficient SOPT algorithm to solve constrained optimization
problems is proposed. To handle the constraint, a constraint fitness priority-based
ranking method is used.

SOPT algorithm consists of two simple equations with only two function evalu-
ations in one iteration. To check the effectiveness of SOPT to get optimum solution
it is coded in MATLAB and applied to solve a mechanical engineering design prob-
lem. The result of optimization is compared with another important non-traditional
algorithm cuckoo search and result is observed better in SOPT algorithm in reaching
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better optimized value in less computational time. This makes SOPT algorithm a
good choice to attempt solving engineering optimization problems.

References

1. Arora J (2004) Introduction to optimum design. Academic Press
2. Coello CAC (2002) Theoretical and numerical constraint-handling techniques used with evo-

lutionary algorithms: a survey of the state of the art. Comput Methods Appl Mech Eng
191:1245–1287

3. Wang L, Fang C (2011) An effective shuffled frog-leaping algorithm for multi-mode resource-
constrained project scheduling problem. Inf Sci 181:4804–4822

4. Coello CAC, Montes EM (2002) Constraint-handling in genetic algorithms through the use of
dominance-based tournament selection. Adv Eng Inform 16:193–203

5. Michalewicz Z (1995) Genetic algorithms, numerical optimization, and constraints. In: Proceed-
ings of the sixth international conference on genetic algorithms. Polish Academy of Sciences,
Poland

6. HasançebiO,AzadSK (2012)An efficientmetaheuristic algorithm for engineering optimization:
SOPT. Int J Optim Civil Eng 2:479–487

7. Rao SS, Rao SS (2009) Engineering optimization: theory and practice. Wiley, New Jersey
8. Gandomi HX, Yang S, Alavi AH (2013) Cuckoo search algorithm: a metaheuristic approach to

solve structural optimization problems. Eng Comput 29:17–35



Unbalance and Dynamic Parameters
Estimation in a Rigid Rotor Mounted
on Active Magnetic Bearings

Prabhat Kumar, Vikas Kumar, Kundan Kumar and Lakhan Singh Meena

Abstract Online estimation of most severe unbalance fault in a high-speed rotating
machinery system such as pumps, gas turbines, etc. is very essential for their smooth
functioning. In the present paper, an estimation methodology has been developed to
obtain the unbalance parameters such as magnitude and phase of unbalance as well
as AMB dynamic parameters such as force–displacement stiffness and force-current
stiffness constants in a rigid rotor systemmounted on activemagnetic bearings. These
dynamic constants of AMB play a vital role in the rotordynamic vibrational analysis,
which includes improving the stability of the system and control performances. A
mathematical model consisting of a rigid rotor with a disc at the middle position
supported on two active magnetic bearings are developed for this estimation purpose.
Equations of motion of the rotor system are derived and simulated numerically to
generate displacement and current responses of the rotor system in the timedomain.A
fast Fourier Transform technique is utilized to convert the time domain response into
frequency domain signal, which has been further used in the developingmethodology
to estimate the unbalance fault parameters as well as AMB’s constants. The results
estimated were found showing high stability and good accuracy.

Keywords Active magnetic bearing · Fast Fourier transform · Unbalance

1 Introduction

Rotating elements are quite common in our use nowadays. Usually, the rotating
machines such as centrifugal pumps, gas turbines, aircraft engines, etc. have bearings
to provide support to the rotor through physical contact, but the recent trend is to use
Active Magnetic Bearings (AMBs) that levitate the rotor system in the air using an
electromagnetic force. Thus, the rotor does not feel any frictional resistance or wear
while in the rotation. This system is quite advantageous as there is no requirement
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of lubrication, high precision and long-lifetime system monitoring and there is cost-
down in maintenance also, but above all, it also facilitates smooth functioning at
ultra-high speed. TheseAMBs find applicationwhere lubricationmay be prohibitive,
as in vacuum pumps as well as medical appliances [1]. In the course of gaining this
high speed, often the rotating machines come through a phase when the rotor starts
vibrating severely with large amplitude and sometimes it even fails. The speed at
which this phenomenon occurs is called critical speed. The culprit here is most of
the time, the unbalance. A rotating system with unbalance is often noisy, unsafe and
short-lasting and requires more maintenance. Rotating unbalance is mainly caused
by uneven distribution of mass around an axis of rotation. Mathematically, it is the
product of the rotor mass and its eccentricity (the distance of the centre of gravity
of the rotor from its centre of rotation) [2]. This unbalance is monstrous during
high-speed rotation. So the slightest unbalance can be potential of high impact.
Nordmann and Aenis [3] have used AMBs as sensor elements to measure both
outputs and inputs and as actuator elements to excite the rotor system for detection and
diagnosis of faults in centrifugal pumps. Sinha [4] andEdwards et al. [5] have given an
overview of vibration-based condition monitoring of rotating machine. De Queiroz
[6] developed a new method for identification of the unknown unbalance parameters
of a simple Jeffcott like rotor by exploiting a dynamic robust control mechanism.
He used unbalance disturbance forces by an active feedback control mechanism
to identify the unbalance-related parameters. Markert et al. [7] and Platz et al. [8]
presented a model to generate a dynamic behaviour of an unbalance rotor system
utilizing a least-squares fitting approach in the time domain. Sudhakar and Sekhar
[9] presented three different approaches based on least-squares fitting technique
to identify the unbalance fault in a rotor system supported by two conventional
ball bearings. More significant information such as locality and severity of fault
can be provided by model-based diagnostic techniques. Zhou and Shi [10] have
given a very comprehensive idea of active unbalance control systems. Yao et al. [11]
proposed a novel technique which is a combination of both the modal expansion and
optimization algorithm to identify the unbalance in a single disk-rotor-conventional
bearing system. The technique was found to very effective and valid when compared
with the experimental results. Recently, Shrivastava and Mohanty [12] performed
both the experimental and numerical investigation for identification of unbalance
force in a rigid rotor system supported on conventional bearings utilizing a joint-input
state estimation technique.

Although many research works have been previously presented on system diag-
nosis and unbalance fault identification in a rotor system supported by conven-
tional bearings, the investigation upon AMB-rotor systems, however, has not been
addressed adequately, leave aside the quantitative assessment. Conventional bear-
ings have several disadvantages such as low reliability and low efficiency and can
be operated only at low speeds. An AMB system offers various advantages over
conventional bearings such as rotor can be operated at high spin speeds, can reduce
vibration through active and adjustable damping and stiffness coefficients employing
a controller, etc. This paper focuses on developing a mathematical model consisting
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x

zo

y
AMB1 AMB2

Fig. 1 A rigid rotor system with a heavy disc at the middle mounted on two active magnetic
bearings

of a rigid rotor with a disc at middle position mounted on two active magnetic bear-
ings for the quantitative estimation of unbalance parameters such as eccentricity and
phase of unbalance and AMB constants such as force–displacement stiffness and
force-current stiffness.

2 System Model Configuration

The rotor system used for the purpose is depicted in Fig. 1. It is an unbalanced rigid
rotor with a heavy disc at the middle position mounted on two AMBs. The shaft
has been assumed to be rigid and massless based on lumped mass parameter model.
AMBswith proportional-derivative (PD) control strategy are placed close to the rotor
at both the ends. The translational degrees of freedom are considered to be in vertical
(x-axis) and horizontal (y-axis) directions.

3 Unbalance Force Model

Unbalance fault in the rotor gives sinusoidal force. Force due to unbalance can be
written in x and y directions as

funbx = meω2 cos(ωt + β), funby = meω2 sin(ωt + β) (1)

where m is disc mass, e is disc eccentricity, ω is the spin speed of the rotor, β is the
phase of unbalance.
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4 Force Model Due to Active Magnetic Bearings

The force due to AMBs is also bidirectional, the x and y components can be written
as

fAMBx = −ksx + kiix , fAMBy = −ksy + kiiy (2)

where ks and ki are the force–displacement and force-current stiffness parameters
of both AMBs. ix and iy are the controlling current outputs from the PD controller,
these can also be expressed as

icx = kPx + kD ẋ, icy = kPy + kD ẏ (3)

where kP and kD are proportional and derivative gains of PD controllers.

5 Equations of Motion of the Rotor System

The equation of motion of the rigid rotor system with consideration of inertia forces,
forces due to unbalance and both AMBs in x and y directions can be expressed as

mẍ = funbx − 2 fAMBx , mÿ = funby − 2 fAMBy (4)

Equation (4) can be written in complex form as

mr̈ = meω2e j (ωt+β) − 2 f cAMB (5)

where complex displacement and complex controlling current are

r = x + j y, i cc = ix + j iy (6)

where j = √−1 is a complex number. The complex displacement response and
AMB current response are utilized for the purpose of estimating unbalance param-
eters such as eccentricity of unbalance (e) and phase of unbalance (β) as well as
AMB’s constants such as force–displacement stiffness parameter (ks) and force-
current stiffness parameter (ki). Displacement response of rotor at disc position R(t)
and current response atAMBposition I(t) can be assumed to beR(ω)ejωt and I(ω)ejωt ,
respectively in a harmonic form. So, the second derivative of displacement response
in harmonics form can be expressed as

R(t) = R(ω)e jωt , R̈(t) = −ω2R(ω)e jωt (7)
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FFT function of MATLABTM is applied to convert the complex system response
in time domain signal into a frequency-domain signal.

6 Procedure for Estimation of Unbalance and AMB’s
Dynamic Parameters

Now, a complex form of unbalance can be written as

meω2e j(ωt+β) = mω2e jωt (e cosβ + je sin β) = mω2e jωt (eRe + jeIm) (8)

On substituting Eqs. (7) and (8) and into Eq. (5), and then writing the real and
imaginary part of the equations in matrix form such that unknown parameters (eRe,
eIm, ks and ki) are on the left side of equations and known parameter (m) on the right
side, we get

[−mω2 0 −2RRe(ω) 2IRe(ω)

0 −mω2 −2RIm(ω) 2IIm(ω)

]
⎧⎪⎪⎨
⎪⎪⎩

eRe
eIm
ks
ki

⎫⎪⎪⎬
⎪⎪⎭

=
{
mω2RRe(ω)

mω2RIm(ω)

}
or A1(ω)x = b1(ω)

(9)

Equation (9) is an underdetermined systemwith two equations and four unknowns,
so it is extremely difficult to get a solution. Thus, the rotor is operated with two spin
speeds (ω1 andω2). Then, themodifiedmatrix equation for two speedswill bewritten
as

A2(ω)x = b2(ω) (10)

with

A2(ω) =
[
A1(ω1)

A1(ω2)

]
; b2(ω) =

[
b1(ω1)

b1(ω2)

]

Now, there are four equations and four unknowns, so it is easy to solve this Eq. (10)
to estimate the identifiable parameters vector as

x = {
eRe eIm ks ki

}T
(11)
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7 Response Generation and Estimation of Unbalance
and AMB Parameters

The SIMULINKTM model shown in Fig. 2 has been used to generate the response
of the rotor system such as displacement and current responses in x and y-direction
in the time domain using Eq. (5).

The simulation for the rigid rotor systemwas run for 5 s using Table 1 parameters.
Responses in the time domain from 4 to 5 s was considered for further analysis.
A fourth-order Runga–Kutta solver with a fixed step size of 0.0001 s is used for
generating system responses. Responses in the time domain for the unbalanced rigid-
AMB rotor system at a spin speed of 106.8 rad/s is represented in Fig. 3. FFT analyzed
signal for displacement and current responses with magnitude and phase at the same
spin speed is presented in Fig. 4.

It is observed from Fig. 4 that the maximum amplitude of the displacement and
controlling current responses are 4.347 × 10−5 m and 0.2613 A at an angular fre-
quency of 17Hz (or 106.8 rad/s). The real and imaginary part of responses is obtained
using magnitude and phase of FFT analyzed response signal at two different speeds,
i.e. (106.8 and 188.5 rad/s) which is further used in Eq. (10) to estimate the required
parameters.

Table 2 summarizes the estimated values of the unbalance and AMB’s parameters
and their error percentage with respect to assumed ones. It can be observed the error

Fig. 2 SIMULINK model of the problem

Table 1 Rotor-AMB system parameters for simulation purpose

Rotor parameters Assumed values AMB parameters Assumed values

Disc mass (m) 2 kg AMB force displacement
constant (ks)

175,440 N/m

Disc eccentricity (e) 100 µm AMB force displacement
constant (ki)

35.09 N/A

Unbalance phase (β) 10° Proportional constant of PD
controller (kP)

6000 N/m

The derivative constant of PD
controller (kD)

3 Ns/m
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Fig. 3 Responses of rigid rotor system: a x-direction displacement; b y-direction displacement;
c x-direction current; d y-direction current; e displacement orbit; f current orbit
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Fig. 4 FFT analyzed responses: a amplitude of displacement; b amplitude of current; c phase of
displacement; d phase of current response

percentage is very less for all parameters. Unbalance parameters such as eccentricity
(e) and phase (β) are found to be very much accurate and stable using the developed
estimation methodology.
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Table 2 Assumed and estimated values of parameters related to unbalance fault and AMBs

Parameters Symbol Assumed values Estimated values Error %

Unbalance magnitude e (µm) 100.00 99.83 −0.17

Unbalance phase β (°) 10.00 10.04 0.40

Force–displacement
constant of AMBs

ks (N/m) 175,440 172,265 −1.81

Force-current constant of
AMBs

ki (N/A) 35.09 34.24 −2.42

8 Conclusions

This paper concludes with the development of an estimation methodology for esti-
mation of unbalance and AMB’s parameters in a rigid rotor system mounted on two
active magnetic bearings. For accomplishing this purpose, a mathematical model
is presented. Equations of motion of the considered rotor system are derived and
simulated numerically to obtain displacement and current responses of the system.
FFT analyzed response in the frequency domain was used for online estimation of
the parameters. Estimation results show that the developed methodology is robust
and effective providing good accuracy and stable estimated values.
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Investigating the Influence
of Geometrical and Material
Parameters on Peeling Behaviour
of a Gecko Spatula

Saipraneeth Gouravaraju and Sachin S. Gautam

Abstract Geckos can generate strong attachment forces and at the same time detach
swiftly from any surface by employing the hierarchical fibrillar structures on their toe
pads. In this paper, a coupled adhesion-friction model in the framework of nonlinear
finite element analysis is used to analyse the peeling behaviour of gecko spatulae. It
has been found that the material stiffness, adhesion strength, size of the spatula, and
adhesion range greatly influence the spatula stresses, pull-off forces, and deformation
behaviour.

Keywords Gecko adhesion · Dry friction · Nonlinear finite element method ·
Peeling

1 Introduction

Geckos make use of the hierarchical fibrillar structures on their toe pads to adhere
to rough as well as smooth substrata [1]. The underside of each digit on the gecko
toes has expanded digital scales called scansors, which have rows of lamellae that
contain thousands of micro-fibrils called setae. Each seta is about 30–100 µm long
and 5µm in diameters. These setae branch into 100–1000 nanoscale structures called
spatulae. Each spatula adheres to the substrate by exploiting the weak van der Waals
forces acting between them [2, 3]. Autumn et al. [2] have shown that a single seta
can produce a friction force as high as ≈200 µN.

There have been many studies, analytical, experimental, as well as numerical to
understand the characteristics and design principles of gecko adhesion system [4–6].
Experiments of Huber et al. [7] revealed that when the spatulae are pulled vertically,
the maximum pull-off force for a single spatula is close to 10 nN. By employing a
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tape-peelingmodel, Tian et al. [8] computed the frictional and adhesive force between
a spatula and a rigid substrate. Chen et al. [9] used Kendall’s peeling model to study
the effect of pre-tension on the peeling force. Sauer and Li [10] proposed amultiscale
contact model, called the coarse-grained contact model (CGCM), for analysing the
deformation of nanoscale solids due to interatomic interactions. Sauer and Holl [11]
proposed a three-dimensional parametric model that accurately captures the spatula
geometry. Then, using CGCMof [10], the authors studied the influence of the spatula
shape, stiffness and strength and range of adhesion on the adhesion behaviour of
gecko spatula and a rigid substrate. Gautam and Sauer [12] analysed gecko spatula
adhesion using their newly proposed time integration scheme. In order to model dry
friction even under tensile loads, Mergel et al. [13] proposed two new continuum-
based adhesive friction models. The authors define a sliding threshold, above which
the interacting surfaces start to slide with respect to each other. In their first model
(“Model DI”), this sliding threshold is a constant, whereas in the second model
(“Model EA”), it is a function of normal distance and normal traction.

The gecko adhesive system has evolved over centuries for optimum attachment
and detachment on different surfaces in nature. In order to understand the design
principles of gecko’s fibrillar structure, it is essential to study the smallest element
in the hierarchy, i.e. spatula. In the present work, the influence of material and geo-
metrical parameters on the spatula peeling behaviour is investigated. The current
work extends the work done by the authors by including the effect of friction due to
adhesion that has not been considered in [14]. For this purpose, in this contribution,
the spatula is modelled as a thin strip and is analysed using a combination of CGCM
of [10] and “Model EA” of [13] within the nonlinear finite element setting.

2 Contact Formulation

In this section, the formulation of contact tractions due to the interatomic interactions
between the spatula and the rigid substrate is briefly discussed. The total contact
traction (T c) is obtained by adding the contact contributions due to adhesion (T adh)
and friction (T fric) which in the current study arises due to adhesion [13], i.e.

T c = T adh + T fric (1)

The mechanism of adhesion of the spatula itself is from the van der Waals inter-
actions between the molecules of the spatula and substrate. In this study, the van
der Waals adhesion between any two molecules is described by the Lennard–Jones
potential, which is then integrated over the entire spatula to get the adhesion poten-
tial. Then, variation of this adhesion potential gives the adhesive traction as (see [15]
for the derivation).
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T c(ds) = A

2πd3
0

[
1

45

(
d0
ds

)9

− 1

3

(
d0
ds

)3
]
np, (2)

where A, do, and ds denote the Hamaker’s constant, the atomic equilibrium dis-
tance, and the minimum distance between contacting bodies, respectively. Here, np

represents the normal to the substrate and is constant for flat surfaces.
According to “Model EA” of Mergel et al. [13], the magnitude of the frictional

traction (‖T fric‖) is less than or equal to the sliding threshold (Tsl) if the interacting
surfaces are sticking or sliding with respect to each other, respectively. The sliding
threshold is a function of theminimum distance between the spatula and the substrate
and is defined as

Tsl(ds) =
{

μ[Ta(ds) − Ta(dcut)], ds < dcut
0, ds ≥ dcut

(3)

where Ta = ‖T a‖ is the magnitude of the adhesive traction, μ is the friction coeffi-
cient, and dcut is the cut-off distance up to which friction is active (see [13] for more
details).

In the coarse-grained contact formulation, the model is characterized by the
following two material parameters [10]

γW = E(
A

2π2d3
0

) , γL = D0

d0
, (4)

where E represents the Young’s modulus and R0 is the global length scale.
The material parameter γW thus represents the ration of energy densities due to

elastic deformation and due to adhesion. The denominator in the equation for γW
then denotes the strength of adhesion. On the other hand, γL is the ratio between the
macroscopic and microscopic length scales and represents the size of the problem.

3 Spatula Model

For numerical simulations, the three-dimensional gecko spatula is represented as a
two-dimensional strip in plane strain following many other works in the literature
[8, 9]. Henceforth, the words “spatula” and “strip” are considered to represent the
same entity and are referred interchangeably.

The strip has the dimensions L = 200 D0 and h = 10 D0 with D0 = 1 nm
introduced for normalization (see Fig. 1). It is considered that only the bottom 75%
of the strip (“AE” in Fig. 1) experiences the adhesive forces. The strip is considered to
be isotropic Neo-Hookeanmaterial with Young’s modulus E = 2 GPa and Poisson’s
ratio ν = 0.2. The atomic equilibrium distance and Hamaker’s constant are taken as
d0 = 0.4 nm and A = 10−19 J, respectively. These values result in γW = 25.266
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Fig. 1 A deformable strip on a flat rigid substrate

Fig. 2 Peeling by applied displacement

and γL = 2.50. In agreement with the experiments of gecko/gecko setae on a glass
surface, the friction coefficient is assumed to be μ = 0.3 [2]. A finite element mesh
of 240× 12 elements along the x and y directions, respectively, is used. Plain strain
conditions are considered.

Peeling off of the spatula is carried out in two steps. In the first step, an external
rotation θ is applied on the right end (CD). After achieving a desired angle of rotation
of the right end θ = θsh, the spatula is pulled at an angle by applying a displacement
ū on the right end (CD) at an angle called as peeling angle θp (see Fig. 2).

4 Results and Discussions

The peeling behaviour of the spatula is characterized by material parameters γW and
γL as described in Sect. 2. From their definitions in Eq. (4), it is clear that by varying
these material parameters, the influence of different parameters, viz. spatula size,
stiffness, adhesion strength, and adhesion range on the spatula peeling behaviour
can be investigated. These material parameters are varied here by a factor of 1.5
similar to the study of Sauer and Holl [11]. The pull-off forces, deformations, and
stresses are calculated by varying the parameter γW while keeping γL constant and
vice versa.

Figure 3 depicts the deformation of the spatula for a pre-rotated configuration
with θsh = 90◦ and ū = 0 nm and different values of γW and γL . It can be observed
that for an increase in γW and a decrease in γL , the stresses in the spatula decrease. In
Fig. 4a, the variation of the resultant pull-off force Fres with peeling angle θ is shown
for γW = 16.867, 25.266, and 37.95 with constant γL = 2.50. It can be seen that, as
γW decreases, the pull-off force increases. This is due to the fact that a decrease in γW
results in an increase in the strength of adhesion. In terms of the material stiffness,
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Fig. 3 Deformation and stress for different γW and γL for initial pre-rotated configuration with
θsh = 90◦ and ū = 0 nm. The colour bar shows the normalized stresses I1/E = tr(σ )/E

Fig. 4 Evolution of the resultant maximum pull-off force with peeling angle θ for different values
of γW and γL
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this increase in pull-off force results from the fact that as γW decreases, the material
stiffness decreases due to which the material becomes more compliant and readily
adheres to the rigid substrate. As a result, the force required to detach the spatula
from the substrate increases. This can also be observed from the deformed spatula
configurations shown in Fig. 3a where the pad area of the spatula still-in-contact
increases with decrease in γW .

The variation of the resultant pull-off force with the peeling angle θ for γL =
1.67, 2.50, and 3.75 with constant γW = 25.266 is shown in Fig. 4b. It can be
observed that as the material parameter γL increases, the range of adhesion decreases
(see Eq. (4)), and as a result, less force is required to separate the spatula from the
substrate. Conversely, if γL decreases, the stress inside the spatula increases as shown
in Fig. 3b, which is not desirable.

The results discussed here show that γL and γW , which represent material and
geometrical properties, greatly influence the peeling response of the spatula. Study-
ing the effect of these parameters aids in understanding the underlying principles of
gecko adhesive system and in choosing appropriate materials, shapes, and size of the
micro/nanofibres while designing synthetic adhesives that work in different environ-
ments. To illustrate, by choosing a very large spatula size or a very stiff material for
the synthetic fibres—although the pull-off force to detach at θ = 90◦ is reduced—it
comes at the expense of the friction forces that are generated at low angles during
attachment. The influence of various other parameters has been discussed in another
work by the authors in [16].

5 Conclusions

The influence of stiffness, adhesion range, strength, and spatula size has been anal-
ysed by varying the material parameters γW and γL . It is shown that the pull-off
forces increase as γL and γW decrease, due to either a decrease in the spatula size (or
material stiffness) or an increase in the range of adhesion (or strength).
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Quantitative Analysis of Tribological
Performance on Al–CSA Composite
Using Orthogonal Array

R. Siva Sankara Raju, B. Venkata Siva and G. Srinivasa Rao

Abstract This study is described on the optimization of tribological characteristics
of Al–coconut shell ash (CSA) reinforced composite prepared with stir casting route.
In this study, three operating variables (i.e. load, sliding speed, and % of CSA) and
two response [i.e. wear rates (WR in mm3/m)] and coefficient of friction (CF) are
considered. The list of experiments was intended using L27 orthogonal array (full
factorial design). The influence of each parameter on the response is established
using response tables and response graphs. Based on experimental data, the model
equations for each response were developed with multiple linear regressions. The
models give the factor effects of individual parameters. Interaction effects provide
additional information to understand the detailed behaviour of parameters. It revealed
that load is the most influencing effect on wear behavioural responses.

Keywords AMCs · Coconut shell ash · Wear rate · ANOVA

1 Introduction

Aluminium matrix composites (AMCs) are gained extensive concentration owing to
a better specific strength, and exceptional tribological and machinability properties
in excess of the unitary alloys [4, 9, 10, 14]. However, AMCs have better-quality
properties but unable to expose due to intricacy in fabrication and characterization.
In general, stir casting technique is the cheapest and widely used in mass produc-
tion for automobile industries. Particulate reinforced alloy matrix composites have
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started economic value in many forms, and they can be built by traditional refin-
ing approaches [4, 18, 20]. Wear is a linear dimensional loss in the material that
occurred due to abrasion. Extensive studies on the tribological performance of AMC
are considering with the effect of variables such as particulate size, shape, volume,
of reinforcements, and load/pressure, velocity, sliding distance and other extensive
operating conditions. Similarly, the tribological behaviour of composite has also
been enhanced due to the distribution of reinforcement in matrix which influences
the effect of interfacial bonding between matrix and reinforcement [2–4, 7, 8]. Sahin
[10] studied the wear mechanism of Al–SiC–MMCs and identified size as well as
volume of particles was played a key role in the abrasion mechanism. Kök and Özdin
[4] studied the tribological performance of Al–2024–Al2O3 composite. Bello et al.
[1] studied on A1–CSA (2–10 wt%) and fabricated with compo-casting technique.
The strength of composite has increased due to the distribution of fillers within the
matrix and their recovery.Wear rate of Al6061/SiC (5–40wt%) composite decreased
with increasing SiC volume [5].

The present work is aimed to determine the optimal condition of tribological per-
formance of Al–1100–CSA composites. ANOVA has been performed to investigate
the significant parameters using response table and response graphs, the effect on
tribological performance of CSA composite.

2 Experimental Procedures

Coconut is one of the most important by-products with various utilities in several
manners.Coconut shell of filler contains high lignin,which have prevented asweather
resistant. Therefore, coconut shell is considered as reinforcement.

2.1 Preparation and Testing of CSA Composites

Al–CSA composites has been fabricated by stir casting route varying amount of CSA
volume, the procedures sequences for preparation of reinforced particulates (i.e.,
CSA) and composite preparation are detailed in elsewhere [6, 12, 14–17]. The tensile
properties of Al–CSA have been tested with Hounsfield tensometer (Model: ETM-
ER3/772/12). Pin-on-Disc tester (Model: DUCOM201LE-PHM-400) has been used
for the identification of dry sliding wear behaviour of cast Al–CSA composites. The
in situ cast composites were slide against a steel counterface (EN-31, 62 HRC) with
constant track of 50 mm. Prior to wear testing, it has polished all the test pin surfaces
up to 600-grade emery papers and obtained surface roughness 0.1 Ra. Standard
techniques have been used to determine wear rate and coefficient of friction [6, 12,
14]. Coefficient of friction is measured as frictional forces per unit normal load
[11, 13, 16].
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Table 1 Parameters and their levels

Factor (units) Symbol −1 0 +1

Load (N) L 10 30 50

% of CSAp (% of vol.) R 5 10 15

Sliding distance (m) D 1000 2000 3000

2.2 Experimental Layout Using Taguchi Orthogonal Array

In this work, the experiments are carried out based on full factorial design which
consists of 27 experimental runs for three factors at three levels. The three operating
variables such as load (L), % of coconut shell ash (R) and sliding distance (D) at
three different levels are shown in Table 1. Experiments were carried out in arbitrary
way in order to evade discrimination. Table 2 shows the tribological performances
such as wear rate [WR ((mm3/m) × 10−3)] and coefficient of friction (CF).

3 Results and Discussion

3.1 Characterization and Mechanical Properties
of Al–CSA–MMC

Table 3 notices hardness and tensile strength of composites that are increased with
increasing volume of CSA, while density and elongation decreased. This is owing
to the proper segregation of ceramic particles in the composite and strain hardened.
CSA particles are harder and capable to reduce movement of inter-spacing particle.
Figure 1 reveals that grain size decreased with increasing volume of CSA, due to
crystal growth enhances the strength and drops the ductility. Likewise, two phases
noted that one bright state matrix and the next one darkened state CSA.

3.2 Analysis of the Process Parameters and Interactions

Design of experiments is aiming to obtain the relation between operating variables
and tribological performances. This studymainly concerning the determination of the
effect of variables on individual tribological response and combined response affect
on tribological behaviour of CSA composites. From the full factorial experimental
design, mean of a level is computed and shown in Table 2. The influence of each
variable parameter (i.e. L, R and D) on the tribological performances (i.e. WR and
CF) is carried out using level mean analysis.
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Table 3 Properties of Al–CSA–MMC

% of CSA 0 5 10 15

VHN 58.26 62.026 79.4 83.073

Density (g/cc) 2.71 2.66 2.61 2.55

UTS (N/mm2) 90.8 101.6 127 143

Elongation (mm) 29.7 23.3 18.3 16

Fig. 1 Microstructures of a Al–5% CSA, b Al–10% CSA, c Al–15% CSA–MMC

ANOVA Table 4 shows that sliding distance is the highest influencing parameter
on wear rate of Al–CSA composites with 75.33% of contribution. Load is the second
influencing factor with 45.25 Fisher value. The overall contribution is 98.4% onwear
rate of Al–CSA composites. Similarly, ANOVA (Table 5) revealed, load (76.25%) is
the most influence parameter followed by sliding distance (15.11%). The combined
effect of load and sliding distance is one of the influencing factors with 21.71 Fisher
value. The contributions of overall factors are performed 97.9% of the total variance
in coefficient of friction.

A level mean is the average value of response at a specific level. The response
graphs are representing the effect of process parameters with individual tribological

Table 4 ANOVA of wear rate

Source DF SS Adj SS MS F P % Cont.

L 2 61.309 61.309 30.655 45.25 0 18.05

R 2 11.745 11.745 5.873 8.67 0.01 3.46

D 2 255.793 255.793 127.896 188.8 0 75.33

L * R 4 1.979 1.979 0.495 0.73 0.596 0.58

L * D 4 1.27 1.27 0.317 0.47 0.758 0.37

R *D 4 2.058 2.058 0.514 0.76 0.58 0.61

Error 8 5.419 5.419 0.677

Total 26 339.573
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Table 5 ANOVA of coefficient of friction

Source DF SS Adj SS MS F P % Cont.

L 2 200.041 200.041 100.021 1120.53 0 76.25

R 2 5.357 5.357 2.679 30.01 0 2.04

D 2 39.638 39.638 19.819 222.03 0 15.11

L * R 4 3.703 3.703 0.926 10.37 0.003 1.41

L * D 4 7.751 7.751 1.938 21.71 0 2.95

R * D 4 5.15 5.15 1.288 14.42 0.001 1.96

Error 8 0.714 0.714 0.089

Total 26 262.355

performance. The slope indicates the effect variation at each level with corresponding
response. The interactions of input parameters are also having a significant effect on
responses. The influence of process parameters (i.e. L, R and D) on the tribological
performance [wear rate (WR) and coefficient of friction (CF)] is observed, which
is shown in Fig. 2. From response graphs, it is identified that, L is the dominating
factor on the response, i.e. wear rate, whereasD is dominating parameter on CF. The
tribological performances (i.e. WR and CF) increase with increasing load. While
the load increases, the composite loses its ability to carry the load due to fracture of
reinforced particles and the formation of debris, which causes the loss of material
vis-a-vis ploughing, delamination and plastic deformation [14, 19].

At a higher load, the frictional force increases with greater dissipation of energy
leading to a higher temperature at contact surfacewhich results in a higher ofCF.Wear
increasingwith increase of sliding distance and decrease of addition of reinforcement
(CSA) due to hard ceramic compounds present inCSAwhich leads to greater bonding
of the matrix. The addition of CSA particles having minor effect on CF, and better
value is observed at 10% of CSA, whereas more the value of the sliding distance,
lesser the value of CF. The optimal conditions for WR and CF are L1R3D3 and
L1R2D3, respectively. The input data to SPSS software is provided in coded form
of factors, i.e. −1 to +1. From regression equation, the interaction between CF with
LR, LD and RD is identified.

Fig. 2 Response graphs
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WR = 3.2 + 0.782 ∗ L − 0.345 ∗ R − 1.671 ∗ D

+ 1.052 ∗ D2 − 0.283 ∗ LD(R2 = 0.965) (1)

CF = 0.263 + 0.13 ∗ L − 0.004 ∗ R − 0.062 ∗ D + 0.052 ∗ L2

+ 0.033 ∗ R2 + 0.026 ∗ D2 − 0.020 ∗ LR − 0.049 ∗ LD

+ 0.025 ∗ RD(R2 = 1.00) (2)

4 Conclusions

• Aluminium 1100 alloy CSA composites (i.e. 5, 10, 15% CSA) are prepared
indigenously with a laboratory scale by stir casting process.

• Full factorial experiments for three process parameters at three levels were con-
ducted to examine the tribological performance (i.e. wear, WR and CF) on CSA
composites.

• The resistance to wear of CSA composites increased with increase in volume and
decreased with increase in load.

• Load is the dominating factor on the responses such aswear andwear rate, whereas
sliding distance is dominating parameter on the coefficient of friction.

• Optimumparameterswere predicted through genetic algorithm technique, i.e. load
= 10 N, percentage of coconut shell ash = 13.61 and sliding speed = 1795 m to
achieve the best responses.
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Pre-strain in Dielectric Elastomer
Actuator; Challenges Towards
Structure–Property Relationship

Dhananjay Sahu, Om Prakash Prabhakar, Raj Kumar Sahu
and Karali Patra

Abstract Since the last two decades, pre-strain remained proficient techniques to
enhance actuation performance of dielectric elastomer actuators (DEAs). However,
the influences of pre-strain on properties of elastomer are widely explored. But their
co-relation with (macro)molecular structures is lacking in the literature, which give
a path to control the properties of dielectric elastomer. Here, the attributions to pre-
strain imposed change in electromechanical properties of VHB 4910 elastomer are
discussedwell and themodification inmolecular structure is also shown.A significant
change in infrared spectra is observed, and the emergence of new bonds is co-related
well with the physical phenomenon of strain hardening. The result may be helpful
to transform the structural integrity and to improve material properties for highly
efficient electromechanical actuation.

Keywords (Macro)molecular structure · Strain hardening · VHB 4910 · Soft
actuators

1 Introduction

Dielectric elastomers (DEs) are acknowledged as futuristic material towards the
design and development of electromechanical soft actuators. The feasibility of soft
electromechanical devices is due to their durable softness, high flexibility, ease in
handling, high power-to-weight ratio, self-healing competence, biocompatibility, etc.
[1–4]. Some prototypes made up of dielectric elastomer in actuator configurations
includes force sensors, artificial muscles, tunable lenses, energy harvesting micro-
electromechanical systems, micro-pumps, etc. [5, 6].

An ideal DEA comprises a pre-strained elastomer filmmounted in rigid frame and
surfaces coated with a compliant electrode. When a high voltage is applied across
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the electrodes, opposite charges on surfaces attract each other results in actuation
strain [7]. The magnitude of voltage-induced deformation depends on electrostatic
pressure that can be improved by increasing dielectric permittivity and (or) reducing
elastic modulus, as represented in Eqs. (1) and (2) [8].

p = εε0E
2 = εε0(V/d)2 (1)

Sz = −p/Y = −εε0E
2/Y (2)

where p is electrostatic pressure, V is applied voltage, ε is dielectric permittivity of
elastomer, ε0 is permittivity of free space, E is the electric field (volts per metre), d
is film thickness, SZ is field-induced actuation strain in the thickness direction, and
Y is elastic modulus.

Interestingly, the applied pre-strain in actuator configuration decreases the dielec-
tric permittivity to a certain extent. Simultaneously, the actuation strain improves
with decreasing thickness that results in reduction of elastic modulus. Specifically,
the pre-strain-induced changes in electromechanical properties depend on various
other parameters that complicate the material behaviour. Depending on the geome-
try of the actuator and its application, the regimes of pre-strain can be any of; uniaxial,
biaxial, pure shear and radial deformation [9, 10]. Also, the change in properties is
associated with material constituent, strain rate, stretch ratio, type of loading, etc.
[10].

It is recognized that the dielectric permittivity of VHB 4910 elastomer decreases
from 4.4 to 2.4 under equi-biaxial pre-stretch ratio 5. This is attributed to entangle-
ment in the macromolecular chain network that affects the polarizing competence
of dipoles by distressing their intrinsic arrangement [11]. Similarly, undesired vis-
coelastic behaviour of VHB 4910 elastomer is due to the intermolecular linkage or
strength of covalent bond within the macromolecules [12]. Control over chain entan-
glement can be achieved by filling the vacant space in macromolecular network, i.e.
by improving crosslink density. The dependency of elastic modulus and dielectric
permittivity on crosslink density of elastomer is represented in Eqs. (3) and (4),
respectively [13, 14]. This indicates that the increase in crosslink density improves
dielectric permittivity as well as elastic modulus [15].

Y = 3ρkT (3)

ε = 0.57ρ2 − 1.22ρ + 1.92 (4)

where ρ is the crosslink density, k is Boltzmann constant, and T is the absolute
temperature.

As the structure plays a crucial role in physical properties of elastomeric mate-
rial [9], performance-influencing parameters like loss tangent, electric breakdown
strength, dissipation energy, tensile strength, hysteresis, creep, etc., may probably
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depend on the (macro)molecular parameters like covalent bond, molecular weight,
and crosslink density. However, such co-relations are lacking in available literature.

The present article precisely comprises the attributions revealed to the effect of
pre-strain on electromechanical properties ofVHB4910 elastomer. The phenomenon
of pre-strain-induced chain entanglement is correlated well with the modification in
molecular structure. Elastomer chains under tensile strain are found to be stiff, which
leads to carry hardening effect. Comparative infrared absorbance spectra are used to
identify hard segment. This contributes a few information towards (macro)molecular
structure and their influences on properties of dielectric elastomer. Moreover, it may
motivate the readers to concentrate on structure–property relationship to completely
understand the electromechanical behaviour of dielectric elastomer.

2 How Pre-strain Regulate Electromechanical Properties

Pre-strain is appreciated as an effective technique to improve the electromechanical
performance of VHB 4910 dielectric elastomers in actuator configuration, as it;

(a) Reduces thickness of the elastomer which in turn lowers the desired voltage and
enhances dielectric breakdown strength [16].

(b) Reduces elastic modulus that improves energy density and response time [17].
(c) Guides preferential expansion through strain hardening [18].
(d) Prevents pull-in instability or the negative effect of inactive boundary material

on strain response [19].

Moreover, to justify how it regulates the electromechanical properties of DEs,
most of the literatures referred to the chain entanglement competence of elastomer
matrix. The chain matrix is generally termed as long skeleton structure of macro-
molecules. The longmacromolecular chain results in low elasticmodulus andmacro-
molecules with low molecular weight integrate high dielectric permittivity [20].
Accordingly, pre-strain-induced changes in properties are possible due to modi-
fication in macromolecular structural parameters like strength of covalent bonds,
molecular/monomers, lattice structure, molecular weight and crosslink density.

Figure 1 shows a schematic diagramofmacromolecular chainwith aligned dipoles
in unstrained state and the distressed dipoles of elastomer under the pre-strained
condition. The adverse effect of pre-strain on dielectric permittivity is one of the
reasons to decrease electric polarization, causing distressed dipoles in the chain
structure [21–23]. This is also attributed to strain-induced crystallization, change in
the glass transition phase, material morphology, homogeneity, etc. [21]. Recently, the
stiffmacromolecular chains of nano-composite are shown to inhibit chain orientation,
results in high dielectric permittivity [24]. Similarly, the hardening competence of the
VHB 4910 elastomer under equi-biaxial pre-strain is observed to reduce viscoelastic
behaviour [25]. Further, it is shown that the small deformation (stretch ratio, λ =
1.8) in VHB 4910 elastomer is insufficient to attain strain-hardening effect [26].
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Fig. 1 Schematic illustration for a macromolecular chain with a aligned dipoles in unstrained and
b distressed dipoles under the pre-strained condition

Figure 2 represents the stress–strain curve of vulcanized natural rubber deducing
strain softening and hardening [27]. The tensile behaviour of VHB 4910 elastomer
(deformed at 100mm/min [28]) ismerged to optimize the stretch ratiowhen softening
and hardening occur. It is shown that the initial linear behaviour of the stress–strain
curve is indicative parameter for strain softening followed by nonlinearity due to
strain hardening. The softening features in biaxial strain exist for very short range

Fig. 2 Distinctive stress–strain plot of vulcanized natural rubber [27] compared with the tensile
behaviour of VHB 4910 dielectric elastomer



Pre-strain in Dielectric Elastomer Actuator; Challenges … 393

as compared to uniaxial strain. Hence, the hardening of VHB elastomer is found
to occur beyond λ = ~4.0 in uniaxial state and perceived to start at λ = 3 under
biaxial condition. This is hardening behaviour perhaps an appropriate reason behind
improved actuation strain of 300% biaxially pre-strained VHB 4910 elastomer, as
shown in the previous experiment [29]. Further to ensure the strain hardening in terms
of the modification in molecular structure, infrared absorbance spectra of biaxially
are discussed in the following section.

3 Comparative Infrared Spectroscopy of Biaxially
Pre-strained VHB 4910 Elastomer

Infrared spectroscopy is widely used to collect the information about phase separa-
tion in elastomeric materials. It typically probes the complexation and(or) interaction
between the hard and soft segments in chain matrix [30]. The change in molecular
structure is usually assessed by comparing band intensity, bandwidth, peak posi-
tion, peak splitting, etc. Infrared absorbance spectra obtained of an unstrained and
300% biaxially pre-strained VHB 4910 dielectric elastomer are shown in Fig. 3.

Fig. 3 Comparative infrared absorbance spectra of 300% biaxially strained VHB 4910 dielectric
elastomer
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Bruker Alpha TM model ATR-FTIR analyser is used to recorded absorbance spec-
tra in the wavenumber range of 500–4000 cm−1 with a resolution of 4 cm−1. Here,
the effect of pre-strain on various peaks (i.e. at 1188, 1247, 1474, 1747 cm−1) is
found to be ineffective. However, pre-strain results in the emergence of a novel
absorbance peak at 3448 cm−1 assigned to strongest carbonyl bond [31]. Also,
absorbance peaks emerged between 630 and 690 cm−1 are found to relate aliphatic
bond in VHB 4910 elastomer. The presence of aliphatic bonds indicates hard seg-
ments in elastomer network and comprises weak molecular interaction [31–34]. This
discussion exemplifies the applied pre-strain in construction of DEA significantly
modifies the molecular structure of dielectric elastomers. Hence, the effect of pre-
strain on electromechanical behaviour is possibly because of lamellae formation (or
strain-induced crystallization), change in glass transition phase, morphology, etc.

4 Conclusion

The effects of pre-strain on dielectric permittivity and viscoelastic behaviour of
VHB 4910 elastomer are discussed in context with (macro)molecular parameters.
The theory of chain entanglement for pre-strain is found to lead stiff matrix, related
with the phenomenon of strain hardening. The hardening effect of stiff chains is found
to decrease viscoelastic behaviour, and the existence of hard segment is confirmed
by the peaks for aliphatic bond. These results mark the importance of structure–
property relationship towards complete understanding of dielectric elastomers for
actuator applications. The study of pre-strain-induced changes in electromechanical
properties and their co-relation with the modification in (macro) molecular structure
under dynamic deformation is directed towards future work.

Acknowledgements Authors acknowledge the help rendered by the Department of Science and
Technology, Government of India, New Delhi, for funding this research through grant file no.
ECR/2016/000581.

References

1. Shankar R, Ghosh TK, Spontak RJ (2007) Elastomers as next-generation polymeric actuators.
Soft Matter 3:1116–1129

2. Keplinger C, Kaltenbrunner M, Arnold N, Bauer S (2010) Rontgen’s electrode-free elastomer
actuators without electromechanical pull-in instability. Proc Natl Acad Sci 107:4505–4510

3. Yu L,Madsen FB, SkovAL (2017) Degradation patterns of silicone-based dielectric elastomers
in electrical fields. Int J Smart Nano Mater 1–16

4. Jiang L et al (2018) Electromechanical instability in silicone—and acrylate-based dielectric
elastomers. J Appl Polym Sci 45733:6–11

5. Michel S, Zhang XQ, Wissler M, Löwe C, Kovacs G (2010) A comparison between silicone
and acrylic elastomers as dielectric materials in electroactive polymer actuators. Polym Int
59:391–399



Pre-strain in Dielectric Elastomer Actuator; Challenges … 395

6. Wu F et al (2018) Bioinspired universal flexible elastomer-based microchannels. Small
1702170:1–7

7. Deng L, He Z, Li E, Chen S (2018) Maximum actuation strain for dissipative dielectric
elastomers with simultaneous effect of prestretch and temperature. J Appl Polym Sci 1–16

8. Pelrine R, Kornbluh R, Pei Q, Joseph J (2000) High-speed electrically actuated elastomers with
strain greater than 100%. Science 80(287):836–840

9. KussmaulB et al (2011)Enhancement of dielectric permittivity and electromechanical response
in silicone elastomers: molecular grafting of organic dipoles to the macromolecular network.
Adv Funct Mater 21(23):4589–4594

10. Kumar A, Ahmad D, Patra K (2018) Dependence of actuation strain of dielectric elastomer
on equi-biaxial, pure shear and uniaxial modes of pre-stretching. IOP Conf Ser Mater Sci Eng
310:1–9

11. Qiang J, Chen H, Li B (2012) Experimental study on the dielectric properties of polyacrylate
dielectric elastomer. Smart Mater Struct 21(025006):1–9

12. Fan F, Szpunar J (2015) Characterization of viscoelasticity and self-healing ability of VHB
4910. Macromol Mater Eng 300(1):99–106

13. Yang D et al (2012) New polyester dielectric elastomer with large actuated strain at low electric
field. Mater Lett 76:229–232

14. Chua J, Tu Q (2018) A molecular dynamics study of crosslinked phthalonitrile polymers: the
effect of crosslink density on thermomechanical and dielectric properties. Polymers 4:1–11

15. Sahu D, Sahu RK, Patra K (2019) Effects of crosslink density on the behavior of VHB 4910
dielectric elastomer. J Macromol Sci Part A Pure Appl Chem 56:821–829. https://doi.org/10.
1080/10601325.2019.1610329

16. Shian S, Diebold RM, Clarke DR, Link C (2012) The thickness and stretch dependence of the
electrical breakdown strength of an acrylic dielectric elastomer. Appl Phys Lett 101:122905

17. Huang J, Shian S, Suo Z, Clarke DR (2013) Maximizing the energy density of dielectric
elastomer generators using equi-biaxial loading. Adv Funct Mater 23(40):5056–5061

18. Biddiss E, Chau T (2008) Dielectric elastomers as actuators for upper limb prosthetics:
challenges and opportunities. Med Eng Phys 30(4):403–418

19. Akbari S, Rosset S, SheaHR (2013) Improved electromechanical behavior in castable dielectric
elastomer actuators. Appl Phys Lett 10(071906):1–5

20. Zhang QP et al (2017) Tailoring chain length and cross-link density in dielectric elastomer
toward enhanced actuation strain. Appl Phys Lett 111:1–4

21. Vu-Cong T, Ngyen-Thi N, Jean-Mistral C, Sylvestre A (2014) How does static stretching
decrease the dielectric constant of VHB 4910 elastomer? In: Electroactive polymer actuators
and devices (EAPAD), SPIE, pp 1–9

22. Jean-Mistral C, SylvestreA,Basrour S, Chaillout JJ (2010)Dielectric properties of polyacrylate
thick films used in sensors and actuators. Smart Mater Struct 19:1–9

23. Sahu RK, Yadu S, Singh V, Raja S, Patra K (2017) The effect of micro molecular parameters
on the actuation performance of electro active polymers. Int Mech Eng Congr Expo ASME,
2017, 71272:1–6. https://doi.org/10.1115/IMECE2017-71272

24. Javadi S, Panahi-Sarmad M, Razzaghi-Kashani M (2018) Interfacial and dielectric behavior
of polymer nanocomposites: effects of chain stiffness and cohesive energy density. Polymers
(United Kingdom) 145:31–40

25. Tran DQ, Li J, Xuan F, Xiao T (2018) Viscoelastic effects on the actuation performance of a
dielectric elastomer actuator under different equal, un-equal biaxial pre-stretches. Mater Res
Express 5:1–12

26. Helal A, Doumit M, Shaheen R (2018) Biaxial experimental and analytical characterization of
a dielectric elastomer. Appl Phys A 124:1–11

27. Davidson JD, Goulbourne NC (2013) A nonaffine network model for elastomers undergoing
finite deformations. J Mech Phys Solids 61:1784–1797

28. Sahu RK, Patra K (2016) Rate-dependent mechanical behavior of VHB 4910 elastomer. Mech
Adv Mater Struct 23:170–179. https://doi.org/10.1080/15376494.2014.949923

https://doi.org/10.1080/10601325.2019.1610329
https://doi.org/10.1115/IMECE2017-71272
https://doi.org/10.1080/15376494.2014.949923


396 D. Sahu et al.

29. SahuRK, Sudarshan,K, PatraK,BhaumikS (2014) Evaluation of area strain response of dielec-
tric elastomer actuator using image processing technique. In: Electroactive polymer actuators
and devices (EAPAD), vol 9056, pp 11–16
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Modified Electromechanical Model
for Dielectric Elastomer Cylindrical
Actuators

Om Prakash Prabhakar, Dhananjay Sahu and Raj Kumar Sahu

Abstract Dielectric elastomers (DEs)-based electromechanical cylindrical actua-
tors are applicable in the field of biomimetic, robotics, microfluidic pumps and sim-
ilar instrumental devices. However, to achieve efficient actuation performance, sig-
nificant attention is requisite towards influences of pre-strain on electromechanical
properties. This study shows the effect of pre-strain-induced variation in dielec-
tric permittivity to improve the performance of the existing model for a cylindrical
actuator. Modified electromechanical model is proposed for a thin-walled actuator
configuration. The hypothesis of linear elasticity for small deformation is used to
derive the novel model for voltage-induced axial strain. The analytical results shows
improved axial actuation strain with relatively less errors and the values are found in
good agreement with experimental results. This may encourage future researchers to
identify crucial parameters on the way to design and optimization of soft actuators.

Keywords Electromechanical · Thin-walled actuator · Axial strain · Soft actuator

1 Introduction

Dielectric elastomers belongs to the family of electroactive smart material,
which illustrate high elastic deformation under the stimulation of electric field.
Due to the tunable features like high flexibility, low cost, ease in production and
inherent softness, DEs are acknowledged as feasible material towards fabrication
of soft actuators, sensors and energy harvester electromechanical system [1]. The
electromechanical performance of DE devices is based on the principle of Maxwell
stress which governs the electrostatic pressure (P) that induces actuation strain (Sz).
The expression of Maxwell stress and subsequent field-induced strain as shown in
Eqs. (1) and (2), respectively [2], reveals the actuation performance depends on
dielectric permittivity (ε), the film thickness (t) and the elastic modulus (E) of the
elastomers.
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Fig. 1 Schematic diagram for dielectric elastomer cylindrical actuator configuration

P = εε0

(
V

t

)2

(1)

Sz = −P/E = −εε0E
2/E (2)

The DE cylindrical actuators are applicable in soft biomimetic instrumentation
and robotic arms owing to the competence of bending and rotational motion [3]. As
shown in Fig. 1, the cylindrical configuration comprises a rolled elastomer film that
supposed to deform in the axial direction. Further, it is noteworthy that the lateral
pre-strain is essential to achieve considerable electromechanical actuation strain [4].
The applied pre-strain prevents electromechanical pull-in instability and is known to
improve actuation performance by regulating dielectric and mechanical properties
[5, 6].

Earlier, the electromechanical model proposed for DE cylindrical actuator
assumed dielectric permittivity as constant (i.e. not vary either with strain or with
voltage) and underlined the influences of voltage per unit thickness on axial actuation
strain [7].Unfortunately, the extension of thiswork is yet not found in the available lit-
erature, although it is well recognized that applied pre-strain significantly influences
the dielectric permittivity of the dielectric elastomers.

This analytical work proposes the modification of an existing model in context
with the effects of pre-strain on dielectric permittivity of DE for the cylindrical actua-
tor. The results are observed in good agreement with the available set of experimental
data, and comparatively reduced error ensures the reliability of the improved model
for high actuation strain.
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2 Analytical Modelling

Analytical study of DE actuators is the process to realize practical actuation per-
formance in the computational platform. MATLAB is used to modify the existing
electromechanical model of DE-based cylindrical actuator. Electrostatic pressures
generated across the elastomer surface are considered to be constant; whereas, dielec-
tric permittivity varies with pre-strain. Further, the consideration of a pure electrical
analysis enables to define a geometrical parameter (�) in expressions of electrostatic
pressure [7]. Hence, for cylindrical configuration with ri and ro inner and outer radii,
respectively, the induced pressure is

Pi = εV 2

ri
� (3)

Po = εV 2

ro
� (4)

For small strain, material is assumed to be linearly elastic, homogeneous and
isotropic. Thus, the mechanical analysis is performed to establish the relationship
between stresses and respective pressure-induced actuation strain on the surfaces of
the cylindrical actuator. Pressure-induced strains of the actuator can be obtained after
the identification of the displacements. To evaluate the displacement in the absence
of body forces in the static condition, Navier’s equation [8] for cylindrical actuators
in r, θ and z-direction is

(λ + μ)
∂
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where λ and μ are the Lame’s constant, defined as follows:

λ = νE

(1+ ν)(1− 2ν)
(8)
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μ = E

2(1+ ν)
(9)

Assuming actuator constrained for deformation only in the axial and radial
direction, the displacements dependency on the r and z coordinates is

uθ = 0 (10)

ur = ur (r) (11)

uz = uz(r) (12)

On incorporating the constrain (10)–(12) in the Navier’s displacement equa-
tions (5)–(7), the displacement in θ direction (Eq. 6) becomes null, and expression
for r and z-direction is

d

dr

(
1

r

d(rur )

dr

)
= 0 (13)

d2uz

dz2
= 0 (14)

Afterwriting the stress equations in terms ofC1,C2 andC3 and applying boundary
condition i.e. (σrr )r=ri = −Pi, (σrr )r=ro = −Po and σzz = 0, the expression for the
constants is:

C1 = λ + 2μ

3λμ + 2μ2

Por2o − Pir2i
r2i − r2o

(15)

C2 = (Po − Pi)r2i r
2
o

2μ
(
r2i − r2o

) (16)

C3 = −λ

3μλ + 2μ2

Por2o − Pir2i
r2i − r2o

(17)

Further in relation to constitutive equations, the stresses (σrr , σθθ and σzz) and
strains (εrr , εθθ and εzz) are related and represented by the Hooke’s law in terms of
the Lame’s constants as follows:

σrr = Por2o − Pir2i
r2i − r2o

− (Po − Pi)r2i r
2
o

r2i − r2o

1

r2
(18)

σθθ = Por2o − Pir2i
r2i − r2o

+ (Po − Pi)r2i r
2
o

r2i − r2o

1

r2
(19)

σzz = 0 (20)
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Strain in terms of stress Eqs. (18)–(20) by using Hooke’s law:

εrr = 1

E
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εzz = 2υ

E
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r2o − r2i

)
(23)

Intended to derive expressions for deformation behaviour in axial and radial direc-
tion (inner and outer radii) of the actuator. Equations (21)–(23) are used to obtain the
desired parameters of interest.


L
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On substituting the values and simplifying Eqs. (24)–(26) and using the property
of incompressibility of material (υ = 0.5) equations yield to
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In practical application, voltage-induced actuation strain varies with the changes
in relative permittivity and consequently affects the pressure in the inner and outer
wall.

Hence, to show the effect of pre-strain on dielectric permittivity, so, on perfor-
mance of VHB 4910 elastomer based cylindrical actuator, experimental value for
change in permittivity at a frequency of 1 MHz is referred to previous work [5].
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And following expression is used to evaluate the relative permittivity as a function
of strain:

εr = 3.52479(1+ x)−0.01185 (30)

where x represents the induced strain in the system on the application of the voltage
across the electrodes.

3 Result and Discussion

A purely electrical analytical analysis of a 50-mm-long cylindrical actuator is carried
out. The actuator having an initial inner radius, ri = 0.8 mm and outer radius, ro =
1 mm is pre-strained for 5% elongation along the axial direction. Due to symmetry,
the respective decrease in inner and outer is presumed to be equal, and the resultant
change is calculated based on constant volume condition as follows:

(ro)f − ro
ro

= (ri)f − ri
ri

= −1+ 1(
1+ L f−L

L

) (31)

where (ro)f, (ri)f and L f are unstrained outer, inner radii and length of electrode,
respectively. Table 1 represents the parameters used with respect to similar testing
condition as used for experimental validation of existing model [7].

MATLAB computational work is performed by using model of solid mechanics
for small strain in isotropic material [as in Eq. (27)]. Influences of the pre-strain-
induced variation in dielectric permittivity on the performance of modified model
for cylindrical actuator are shown in Fig. 2. Voltage-induced deformation behaviour
is verified and compared with existing model, and the actuation performance in
axial direction is found to fitted well with experimental results. The possible reason
for this change is distressed polarizing dipoles of the elastomer under pre-strain

Table 1 Actuator parameters Initial parameters

Inner radius 0.8 mm

Outer radius 1 mm

Pre-strain 5%

Length 50 mm

Poisson’s ratio 0.5

Young’s modulus 5 MPa

After pre-strain

Inner radius 0.781 mm

Outer radius 0.976 mm
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Fig. 2 Relative axial deformation with voltage per unit thickness

(strain) which affects relative permittivity [5]. Further, the comparative absolute
error is shown in Fig. 3. The root mean square error also observed to decrease
from 31.59 to 10.56% as compared to Carpi model, and this ensures the reliability
of modified electromechanical model in prediction of actuation performance for
DE-based cylindrical actuator.

Fig. 3 Absolute error as compared to the existing experimental data
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4 Conclusion

Electromechanical model for DE cylindrical actuator is modified to improve its effi-
ciency towards electromechanical actuation. Similar to the existing model, the elec-
trostatic pressure across the cylindrical thin wall is assumed to be constant, and the
changes in dielectric permittivity with pre-strain are the key consideration in the
modified model. The actuation behaviour is validated well with the experimental
data, and a relative decrease in root mean square error from 31.59 to 10.56 % is
attained. The results show even a small pre-strain can significantly influence the
material properties and performances of DE actuator. Control over electromechan-
ical behaviour of the thin-walled actuator in the radial direction will be assessed in
the extension of present work.

Acknowledgements Authors acknowledge the Department of Science and Technology, Govt. of
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A Numerical Study to Investigate
the Modal Analyses of Cracked
Airplane Wing (NACA2415)

Gaurav Verma, Anshul Sharma and Yogesh K. Prajapati

Abstract One of the major concerns for the structural failure of an airplane wing
is due to the initiation of crack and its propagation. The literature survey on aircraft
failure indicates that the main source of failure is due to fatigue cracks, which prop-
agate from the wing root region. The modal analyses is one of the important tool
used to determine the dynamics behaviour of airplane wing structure including nat-
ural frequencies and modes shapes. In the present study, an attempt has been made
to perform the modal analyses of aircraft wing structure without cracked airplane
wing structure and with cracked airplane wing structure (NACA2415). The results of
modal analyses for uncracked wing structure are compared with the results reported
in the literature. The main objective of the present study to do the comparative study
of modal analyses for with or without crack in aircraft wing and analyses the results
which show that natural frequency is affected in presence of crack. The effect of the
crack length, depth of the crack and location of the crack on natural frequency is also
investigated.

Keywords Cracked airplane wing structure · Finite element analysis · Triangular
crack

1 Introduction

The necessary lift tomake an airplane fly can be provided by thewings of the airplane.
The structure of the wing consists of outer skin, spar webs and ribs. The spar webs
are the most important load carrying member of the wing structure which is extended
from fuselage to the tip of the wing structure [1]. The most of the load of the wing
structure is carried by the spars so that the spars are designed to have high bending
strength [1].

G. Verma · A. Sharma (B) · Y. K. Prajapati
Department of Mechanical Engineering, National Institute of Technology,
Uttarakhand, Srinagar, Uttarakhand 246174, India
e-mail: anshul@nituk.ac.in

© Springer Nature Singapore Pte Ltd. 2020
H. K. Voruganti et al. (eds.), Advances in Applied Mechanical Engineering,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-1201-8_46

405

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1201-8_46&domain=pdf
mailto:anshul@nituk.ac.in
https://doi.org/10.1007/978-981-15-1201-8_46


406 G. Verma et al.

It is important to study the dynamic behaviour of the aircraft wing structures
determined by the modal analyses. By using the modal analyses, one can improve
the overall performance of the system in certain operating conditions. It helps to find
the reasons of undesired vibrations that may cause damage to the integrated system
components resulting in failure of any structure.

Carrera et al. [1] have investigated refined and component wise models, compar-
ison of result done on commercial finite element software. The author performed
modal analyses on the two different aircraft wing structures for different degree of
freedom. Ostachowicz et al. [2] have investigated the effect of the two open cracks
present on the single side or double side of the cantilever beam, on the natural
frequency of the cantilever beam. Khalkar et al. [3] have investigated the effect of
rectangular shape andV-shape edge cracks on the natural frequency and static deflec-
tion of the spring steel cantilever beam. Wang et al. [4] have investigated a simple
support point at which if we applied the minimum stiffness support that increases
the natural frequency of the beam for the different boundary condition. Sawant and
Chauchan et al. [5] have performed modal analyses on healthy beam and cracked
beam and investigate the effect of crack on natural frequency at different location and
different crack depth. Satpute et al. [6] have investigated behaviour of healthy and
cracked beam and conclude the natural frequency to detect the crack in cantilever
shaft. Taylan Das et al. [7] studied numerical and experimental modal analyses of
curved composite wing with cracks of different depths and different location and dif-
ferent boundary condition like fixed-fixed and fixed-free. Jha et al. have investigated
plastic zone length for a straight edge crack with extended finite element method
which eliminate the re-mashing process [8].

In the present study, a numerical modal analysis is carried out to investigate the
effect of crack length, depth and crack location on the aircraft wing structure. Both
uncracked and cracked aircraft wing structure aremodelled and analysis is performed
using finite element-based software platform ANSYS. The numerical results are
validated with the results reported in literature.

2 Modelling and Simulation of Aircraft Wing

The modelling of the aircraft wing is done corresponding to the geometrical dimen-
sions reported in literature [1]. The cross-section of the wing with dimensions is
illustrated in Fig. 1. The NACA2415 airfoil is used to create the wing with two spar
webs, and four spar caps are add-on. The chord length(C) of the airfoil is 1mt. The
length (L) along the span direction is equal to 6mt. The thickness of the spar webs of
the aircraft wing is 5 × 10−3 mt. The dimensions of the spars flanges are illustrated
in Fig. 1. The isotropic material is used for the whole structure, and the material
properties are listed in Table 1. Figure 2 shows the aircraft wing structure without
crack.

Figure 3 illustrates the aircraft wing structure with triangular surface crack having
same geometrical dimensions. The single triangular cracks are introduced at differed
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Fig. 1 Cross-section of the wing with dimensions (mm) [1]

Table 1 Material properties
of the aircraft wings structure
[1]

Material properties Value

Modulus of elasticity (E) 75 GPa

Bulk modulus (K) 73.529 GPa

Modulus of rigidity (G) 28.195 GPa

Density (ρ) 2700 kg/m3

Poisson’s ratio (υxy) 0.33

6mt

1mt

Fig. 2 Aircraft wing structure without crack

Fig. 3 Aircraft wing structure with triangular surface crack
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Fixed End

Free End

Fig. 4 Illustration of boundary condition as fixed support applied at the root of the wing

locations (i.e. 866.47, 3269.78, 150.33), of different depth (1.8, 1.5, 1.0, 0.5 and
0.2 mm) and with constant crack length of 0.507 mt in order to perform the para-
metric dynamic analysis of cracked aircraft wing structure. Moreover, the parametric
analysis is also performedwith different crack length (0.6, 0.65, 0.7, 0.73mt) keeping
depth of crack constant to 1.8 mm.

The aircraft wing structure was assigned the material properties same as listed in
Table 1. The left face of the wing structure is fixed in order to maintain the realistic
cantilever boundary conditions while the rest of the structure is kept free. At fixed
edge, all the degree of freedoms are fixed. It is to be noted that the geometric prop-
erties, material properties and boundary conditions are kept same for both cracked
and uncracked aircraft wing structure (Fig. 4).

Thereafter, the finite element analysis is performed on both cracked and uncracked
aircraft wing structure using commercially available software package ANSYS ver-
sus 19.0. For the discretization of the structure, four-node tetrahedral element is used.
The uncracked aircraft wing structure is having 83,700 no. of element while the
cracked aircraft wing structure is having 77,169 no. of elements. Figure 5 illustrates
the discretized modal of both cracked and uncracked aircraft wing structure.

3 Result and Discussion

In order to check the reliability, firstly a validation study is performed and the results
of the present analysis are comparedwith the results reported byCarrera et al. [1]. The
same geometric properties, material properties and boundary conditions are adopted.
The validation results of the present study with Carrera et al. [1] are listed in Table 2.
The results of present study are in good agreement with reported results.

Thereafter, an investigation on the effect of natural frequencies and mode shape
are carried out by introducing triangular crack at a location 3269.78 mm away from
the fixed end keeping constant crack length of 0.507 mt, and the crack depth is
varied as 1.8 mm, 1.5 mm, 1.0 mm, 0.5 mm and 0.2 mm, respectively. It is observed
from the numerical results that the frequencies of aircraft wing structure keeps on
decreasing with increase in the depth of the crack as listed in Table 3. Presence of
crack may reduce the local stiffness of the airplane wing structure at crack location
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Fig. 5 Discretized model of aircraft wing structure: a Uncracked and b Cracked

Table 2 Comparison of
frequency values obtained
from present study and
Carrera et al. [1]

Mode shapes Carrera et al. [1] Present study Error (%)

I Bendingx 4.21 4.2814 1.69

I Bendingz 21.69 21.632 0.26

II Bendingx 24.78 26.083 5.25

Torsion 29.18 30.39 4.14

III Bendingx 56.12 59.97 6.86

‘x’ represents bending and x-direction
‘z’ represents bending and z-direction

Table 3 Effect of depth of crack on natural frequency of cracked aircraft wing structure

Depth of crack (mm) Crack length (mm) Frequency, fn (Hz)

First Second Third

0 0 4.2814 21.632 26.083

0.2 507 4.2757 21.068 26.044

0.5 507 4.2628 20.974 25.978

1.0 507 4.2466 20.921 25.937

1.5 507 4.2398 20.920 25.928

1.8 507 4.2397 20.897 25.925
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Table 4 Effect of crack
length on natural frequency of
cracked aircraft wing
structure

Crack length (mm) Depth of crack
(mm)

Frequency, fn
(Hz)

0 0 4.2814

570 1.8 4.2397

600 1.8 4.2395

650 1.8 4.2379

700 1.8 4.2370

730 1.8 4.2160

which is calculated from the stiffness matrix. Moment of inertia of the airplane wing
is reduced in presence of crack and further reduced with increasing of crack depth
results in natural frequency is decreased.

An another investigation on frequency is carried out with triangular crack at same
location with different crack length such as 0.6, 0.65, 0.7, 0.73 m and constant depth
of crack 1.8 mm. The results show that first natural frequency is a function of crack
length. First natural frequency is decreasing with increasing crack length (Table 4).

Thereafter, the effect of the crack length on the natural frequency of cracked
aircraft wing structure is investigated with triangular crack incorporated numerically
at different locations (i.e. 492.15, 3457.89, 214.44) having different crack depths of
1.8, 1.5, 1.0, 0.5 and 0.2 mmwith constant crack length of 0.507 m. The width of the
crack is assumed as 0.078 m. The numerical simulations shown in Table 5 indicate
the natural frequencies of the cracked structure are function of crack location also.
First three natural frequencies are decreasing with increasing crack depth at that
location.

Table 5 Effect of depth of crack on natural frequency of cracked aircraft wing structure

Depth of crack (mm) Crack length (mm) Frequency, fn (Hz)

First Second Third

0 0 4.2814 21.632 26.083

0.2 507 4.2550 20.984 25.959

0.5 507 4.2541 20.973 25.953

1.0 507 4.2522 20.954 25.949

1.5 507 4.2494 20.938 25.943

1.8 507 4.2332 20.875 25.933
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4 Conclusion

In the present study, a numerical modal analysis is carried out to investigate the
effect of crack length, depth and crack location on the aircraft wing structure. Both
uncracked and cracked aircraft wing structure are modelled and analysis is per-
formed using finite element-based software platform. The natural frequency for the
uncracked aircraft wing model is obtained from numerical analysis which are vali-
dated with the results reported in literature. The comparative result shows that the
numerical modal analysis procedure for the aircraft wing is correct. Following the
same procedure and investigate the numerical model analysis of aircraft wing at dif-
ferent crack length and different depth of crack. It is concluded that the frequency is a
function of crack length and depth of crack. An investigation on frequency is carried
out with triangular crack at different location with same crack geometry. The results
show that frequency is changing when the crack location is changed. The natural
frequencies of the cracked wing are decreasing with increase in the crack length and
crack depth.
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Synthesis and Characterization
of Nano-grease for Automotive Wheel
Bearing Application

Pankaj S. Ghatage, Abhijeet P. Shah and Dhananjay Kumbhar

Abstract Themaintenance of various automotive systems has been increased due to
improper road conditions in developing countries which results in shorter lifespan of
the automotive components like wheel bearing and also discomfort ride of a vehicle
which further increases the maintenance and running cost. The problem with friction
and wear of various automotive systems like bearing with their noisy operation is
becoming more prominent. Therefore, there is need of lubricating greases which
decreases friction, wear and noisy operation while maintaining the vehicle. Grease
is an important element in the automotive wheel bearing lubrication. Considering
emerging need for high load-carrying capacity and viscosity, a new kind of bearing
lubricants is required. Nano-grease has the potential to fulfil the emerging needs
of lubrication. Now days, there is scope and also challenge to develop new grease
for specific application. In this paper, samples of nano-grease are synthesized and
characterized for thermal, tribological and rheological properties. The characteri-
zation results of nano-grease are compared with conventional greases and suitable
nano-grease has been suggested for automotive wheel bearing application.

Keywords Nano-grease · CaCO3 nanoparticles · Fe2O3 nanoparticles ·
Nano-tribology

1 Introduction

Lubrication is one of the oldest and most useful technologies. A solid or semisolid
lubricant consisting of a thickening agent (soap or other additives) in a fluid lubri-
cant is called grease. Grease is a semi-fluid to a solid mixture of a fluid lubricant,
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a thickener and an additive. In general, greases contain 70–95% base oil, 5–20%
thickening agent and 0–10% additives [1]. Greases are most often used instead of
fluids, where a lubricant is required to maintain its original position in a mechanism,
especially where opportunities for frequent re-lubricationmay be limited or econom-
ically unjustifiable. The first modern grease was calcium soaps which are not much
used anymore. Later, aluminium and sodium soaps were developed that could cope
with higher temperature. Today, the widest greases are based on lithium which was
developed in 1940. The 2012 National Lubricating Grease Institute (NLGI) survey
shows that today about 70% of the total grease volume consists of lithium thickened
soap grease [2]. This illustrates that there is no great development in lubricating
grease.

Due to improper road conditions in developing countries, the problemwith friction
and wear of various automotive systems like bearing with their noisy operation are
becomingmore prominent. Consequently, improved understanding and optimization
of grease frictional performance can offer an important way of reducing power losses
in wheel bearings. At present, the literature is missing a comprehensive investigation
on the influence of grease composition on friction under condition pertinent to the
wheel bearing. It results in a short life of a system and discomfort ride of a vehicle
which further makes more maintenance and running cost. So, there is a need to focus
on it and improve the lubrication properties of grease.

Today, the trend is to develop grease for the specific application [1], Pena-Paras
et al. developed nano-grease for metal mechanics application [3]. The vast majority
of automobiles are equipped with disc brakes. Although disc brakes provide better
braking performance, their use puts tremendous stress on the wheel bearing grease.
Higher temperatures are generated with disc brakes than those with conventional
drum brakes. So, it creates a wheel bearing leakage problem. This application is
most demanding for a new type of grease. Nano-grease is a new type of grease which
is nothing but the addition of nanoparticles in conventional grease. Nano-grease has
been rise in the recent years as a way to solve thermal rheological and tribological
issues and needs. Figure 1 illustrates the concept of nano-grease.

Many researchers have contributed for the development of general nano-grease,
Pena-Paras et al. investigated that the effect of incorporating nanoparticles (TiO2,

Fig. 1 Concept of
Nano-grease
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Al2O3, CuO) and multi-walled carbon nanotubes (MWNTs) within base greases like
Mobilgrease 28 and Uniflor 8623B on their thermal transport as well as tribological
properties and tribological performance [3]. Kamel et al. investigated microstruc-
ture of calcium grease, which prepared using multi-walled carbon nanotubes also
they presented rheological behaviour nano-grease [4]. Xiangyu et al. synthesized
nano-greases using titanium oxide (TiO2) and silicon oxide (SiO2) nanoparticles and
examined tribological properties and claimed that grease with TiO2 particles exhibits
good tribological characteristics and the greases prepared using SiO2 nanoparticles
show good friction-reducing characteristic [5]. Chang et al. improved the lubricating
performance of grease by letting tin (Sn) nanoparticles dispersed in lithium grease
[6]. Authors have concluded that then ‘Sn’ nanoparticles can enhance the tribolog-
ical properties of lithium grease, and iron (Fe) nanoparticles can more effectively
enhance wear resistance. Zhao et al. evaluated the friction and wear behaviour of the
nano calcium borate (NCB) an additive in lithium grease [7]. Authors have found
that the addition of NCB additives in lithium grease results decrease in friction
coefficient and significantly improved the anti-wear properties and load-carrying
capacities of the lithium grease. Xianbing et al. have found that grease with cal-
cium carbonate (CaCO3) nanoparticles exhibits properties like anti-wear, friction-
reduction, load-carrying capacity and extreme pressure. Also, they have suggested
an optimum concentration of nanoparticles in grease is 5% wt. [8]. Shen et al. devel-
oped effective nano-grease specifically for extreme operational applications [9]. Lee
et al. developed nano-grease using graphite nanoparticles and evaluated tribological
characteristics [10]. Authors concluded that the addition of nanoparticles decreases
wear and resulted in a relatively smooth surface with fewer scars and significantly
reduced metal contact.

The available literature clears that the use of nano-grease is having more advan-
tages over conventional greases. Today’s trend is to develop nano-grease for a specific
application; however, the nano-grease is developed only for metal mechanics appli-
cation. So in this research work, the different samples of nano-grease with varying
concentrations of calcium carbonate (CaCO3) and iron oxide (Fe2O3) nanoparticles
have been synthesized by keeping a view on the requirement of grease for automotive
wheel bearing application and characterized for thermal, tribological and rheological
properties. The results of characterization have been compared with conventional
greases, and best suitable nano-grease has been suggested for automotive wheel
bearing application.

2 Materials Selection

In general, greases contain 70–95% of base oils, 5–20% of thickening agent and
0–10% of additives or nanoparticles [1]. Desirable properties of grease improve the
not only performance of bearing but also increase the life of bearing. Stability at high
temperature, anti-wear performance, resists wheel bearing leakage at high tempera-
ture, high dropping point, high water resistance and excellent cold temperature flow
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properties are desirable properties of grease for wheel bearing applications. Table 1
shows the desirable properties of grease for automotive wheel bearing application.
By keeping a view on desirable properties of grease, the material is selected for the
synthesis of nano-grease. While manufacturing the automotive application greases,
the major materials need to be considered are base oil, type of nanoparticles, and
type of thickener.

The grease contains 70–95% base oil so that base oil plays an important role
for making nano-grease for a particular application. In this work, paraffin mineral
oil is selected due to its good dynamic viscosity, maximum limits of impurities and
having good boiling point also this oil tend to chemically mix better with soaps as
well as additives and form stronger structures than naphthenic oils. Paraffinic oil
has good thermal and oxidative stability also has good high-temperature viscosity
characteristics as compared to naphthenic oil. Table 2 shows the specifications of the
selected oil.

Nanoparticles play several roles in lubricating grease. These primarily include
enhancing the existing desirable properties, suppressing the existing undesirable
properties and imparting new properties. So far, TiO2, SiO2, CuO, CNT (carbon
nanotube) nanoparticles have been used in the different base greases by researchers
but in this work calcium carbonate and iron oxide nanoparticles have been used due
to its excellent thermophysical properties like, they can greatly improve anti-wear
capability, reduce friction coefficient and increases load-carrying capacity. Also,
these nanoparticles are chemically stable, safe for human handling and low cost
compare to other nanoparticles. Table 3 shows the specifications of the selected
nanoparticles.

Table 1 Desirable properties
with their required values of
wheel bearing grease [11]

Properties Required values

Temperature range −10 to +170 °C

Drop point 180–220 °C

Base oil viscosity 150 CSt

Load-carrying capacity 250–340 kg

Penetration no. 265–295

Table 2 Specifications of
paraffin oil

Parameters Value

Boiling point 300 °C at 1000 hPa

Dynamic viscosity (20 °C) >150 MPa.s

Kinematic viscosity (40 °C) >34.5 CSt
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Table 3 Specifications of nanoparticles

Parameter Specifications of nanoparticles

Name of manufacturer Iron oxide nanoparticles Calcium carbonate nanoparticles

Sigma Aldrich Research
Laboratories Pvt. Ltd., India

Sisco Research Laboratories Pvt.
Ltd., India

Molecular formula Fe2O3 CaCO3

Molecular Wt. 159.69 100.9

Assay (purity) Min. 98% Min. 98%

Nanoparticles size 50 nm 80 nm

Morphology Cubic Cubic

pH 8.5–9.5 8.5–9.5

3 Synthesis and Characterization of Nano-grease

The manufacturing procedure for lithium soap-based nano-grease can be split into
five stages. In the first stage, the soap was formed by adding mineral oil stearic acid
into lithium hydroxide solution; hence, this stage is referred to as saponification.
After that dehydration was carried out for removal of water. Then mineral oil was
added to this mixture to a particular temperature. After completion of this stage,
nanoparticles were added to this mixture with compensative mineral oil. Next, the
grease was milled. This stage is very important because it will produce a uniform
crystal and gel structure. The whole procedure is shown in Fig. 2.

The different samples of nano-grease with different weight percentage have been
prepared using this procedure, and some pilot characterization tests have been taken,
with the help of these results and requirements of wheel bearing grease the weight
percentage of nanoparticles have been decided. The nano-grease samples with 3, 4,
5, 6 and 7% weight of nanoparticles have been selected for further study.

The synthesized samples of nano-grease were characterized for thermal, tribolog-
ical and rheological properties. Viscosity plays an important role while estimating
performance of nanofluids [12]. So that the dynamic viscosity of nano-grease was
measured with the help of rotational viscometer. The drop point test measures the
dropping point of the lubricating greases, the dropping point is the temperature at
which the greases pass from semisolid to the liquid state under the test conditions,
so it provides a practical limit of temperature above which grease cannot be used as
a lubricant in the semisolid state. So that in order to ensure the temperature limit the
drop point test was conducted for the prepared grease samples. As perNational Lubri-
cating Grease Institute (NLGI) standards, penetration number gives an appearance of
grease throughwhich it is clear that whether grease is soft or hard. Hence, penetration
test was conducted. In order to ensure load-carrying capacity of grease, load-carrying
capacity test was carried out using four-ball EP tester machine at Central Institute of
Road Transport (CIRT), Pune.
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Fig. 2 Procedure for the synthesis of Nano-grease [7]
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4 Results and Discussions

The results carried out through different tests are analysed and plotted in order to
suggest suitable grease for the automotive wheel bearing application. Figure 3 shows
the drop points of nano-grease samples with 3–7 weight percent of nanoparticles
(CaCO3 and Fe2O3).

For wheel bearing application, the drop point temperature limit is required from
180 to 280 °C. The drop point value of lithium base grease is 170 °C. From Fig. 3 it
is clear that, as % weight of CaCO3 and Fe2O3 nanoparticles increases in grease, the
dropping point also increases exponentially and can be achieved up to the required
range. The grease with a Fe2O3 nanoparticles additive shows better drop point
performance than the CaCO3 nanoparticles.

Figure 4 shows the penetration number of nano-grease samples with 3–7%weight
of nanoparticles (CaCO3 and Fe2O3). As lower the penetration number, the grease is
harder. Thismeans that the pumping of grease is difficult and the coefficient of friction
is more. However, the grease can better withstand higher loads at lower speeds. A
higher penetration number means softer grease which is having lower resistance to
flow, increased pump ability but unable to withstand higher loads and more attention
will have to be paid to prevent leakage. Form Fig. 4 the penetration number of Fe2O3

lithium grease with 7%weight and CaCO3 lithium grease with 7%weight is 255 and
265, respectively. The penetration number or the depth of penetration was reduced
to 15 and 11% for Fe2O3 nanoparticles and CaCO3 nanoparticles, respectively, if it
is compared with lithium base grease which is having penetration number 350.

The load-carrying capacity of lithium based grease in 170 kg. which will be
failed for wheel bearing application as it is required 250–340 kg. Figure 5 shows the

Fig. 3 Drop point of nano-grease with different percentage of nanoparticles (CaCO3 and Fe2O3)
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Fig. 4 Penetration number of nano-grease with different percentage of nanoparticles (CaCO3 and
Fe2O3)

Fig. 5 Load-carrying capacity of nano-grease with different percentage of nanoparticles (CaCO3
and Fe2O3)
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Fig. 6 Dynamic viscosity of nano-grease with different percentage of nanoparticles (CaCO3 and
Fe2O3)

grease samples with 7% weight of CaCO3 and Fe2O3 exhibited better load-carrying
performance and could work smoothly to 340 kg and 450 kg, respectively.

Figure 6 shows that the dynamic viscosity increases with an increase in nanopar-
ticle percentage into base grease. The grease with iron oxide particles has higher
dynamic viscosity than grease with calcium carbonate nanoparticles.

5 Conclusions

In this research work, the different samples of nano-grease with varying concentra-
tions of CaCO3 and Fe2O3 (with 3, 4, 5, 6 and 7% of weight) nanoparticles have been
synthesized by keeping view on requirement of grease for automotive wheel bearing
application and characterized for thermal, tribological and rheological properties like
drop point, viscosity, load-carrying capacity and penetration number. Experimental
results showed that Fe2O3 and CaCO3 nanoparticles can enhance the tribological
and rheological properties of grease compare to base grease. Amongst these Fe2O3

nanoparticles can exert more excellent tribological properties as compared to CaCO3

nanoparticles. Nano-grease with 7% weight concentration can significantly increase
the drop point, load-carrying capacity and reduce the penetration number. The sam-
ple of Fe2O3 nanoparticles with 7% weight increase the dropping point in drop point
test by approximately 39% than the expected value. So, it is seen that in drop point
test Fe2O3 nanoparticles shows a better result than CaCO3 nanoparticles. In load-
carrying capacity test, Fe2O3 nanoparticles grease sample shows 80% increment and
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36% increment for grease sample with CaCO3 nanoparticles. In a penetration test,
the penetration number or the depth of penetration was reduced to 15% and 11% for
Fe2O3 nanoparticles and CaCO3 nanoparticles, respectively.

Grease with Fe2O3 nanoparticles has given better results than CaCO3 nanopar-
ticles, but the grease samples of 7% weight with Fe2O3 and CaCO3 nanoparticles
exhibit desired properties for automotive wheel bearing application. So both the
samples are suitable for this application; however, the cost of CaCO3 nanoparticles
are less compared to Fe2O3, hence grease sample with CaCO3 7% weight can more
suitable than grease sample with Fe2O3 nanoparticles. After using these samples to
actual wheel bearing one can predict more insights about the performance of grease.
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Hamiltonian-Based Solutions of Certain
PDE in Plasma Flows

Vivek S. Sharma, Parag V. Patil and Milan A. Joshi

Abstract The evolution nonlinear partial differential equations give an insight into
the physical, mechanical, thermal, electrical and electro-mechanical behaviour of a
nonlinear system. The study of these evolution equations and their solutions, espe-
cially in plasma transport through magnetic field lines, is essential to understand
important principles applicable for transportation of plasma, such as magnetized
plasma diffusion. It also has application to the sources of plasma which work at low
temperature and pressure. One such PDE is the modified Kdv–Zakharov–Kuznetsov
equation. These equations have solutions that are best described by solitons, kinks
and periodic wave-type travelling wave solutions. The Hamiltonian- and the rational
trigonometric method-based travelling wave solutions of these evolution equations
are obtained. These solutions are also comparable with semi-analytical approaches
such as tanh method, exp-function method, Jacobi elliptic function method, Jacobi
theta function method, and numerical approaches such as Pertrov–Galerkien method
and radial basis function method. The solutions obtained here are compared with the
recent work by extended mapping method and Jacobi elliptic method and G ′

G method.

Keywords Solitons · Hamiltonians · mKdv–Zakarov–Kuznetsov equations ·
Petrov–Galerkien method

1 Introduction

The solitons are one of the most useful structures that widely occur in nature. They
have a very unique characteristic of shape preserving. Due to this characteristic,
they have potentially useful applications in different domains such as nonlinear
optics, plasmas, fluid mechanics, condensed matter, electro-magnetics and many
more. Recently, a rich pool of exact and numerical methods has been developed to
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study PDEs, with the methods discussed in [1–5] being some of them. Two such
methods are the Hamiltonian-based method to find soliton solutions suggested by
Zhang et al. [1] and the rational trigonometric expansion method given by Darvishi
et al., [2], where, he used it to find exact solutions to some variants of Boussi-
nesq equations. These two methods are used here to find travelling wave solutions
to (3 + 1)-dimensionally modified Kdv–Zakharov–Kuznetsov equations. The solu-
tions obtained are compared with the solutions obtained by Zia-Yun Zhang [3] and
Seadawy et al. [6] recent work using extended mapping method.

They are also graphically compared with Islam et al. [7] and Baleanu et al. [8].

2 The Hamiltonian-Based Solutions to mKdv–ZK
Equations

The preserving of Hamiltonian indicates that given any truncated fluid flow, whether
it can be modelled effectively using numerical methods or not. Hence, Hamiltonian
in itself, becomes an essential tool for studying fluid flows.

Let us consider a generalized nonlinear partial differential equation given by

U (u, ut , ux , utt , uxx , utx , . . .) = 0 (1)

Let the flow of three-dimensional ion-acoustic solitary waves and shocks in
homogenous magnetized electron–positron plasma be modelled by a nonlinear par-
tial differential equation of type (1). Assume the flow to contain equal amount of cool
and hot species. The governing equations for the fluid flows that describes the dynam-
ics of the species are the Navier–Stokes equations as discussed by Seadawy [5]. If u
is the electrostatic potential, then Seadawy [5] derived the modified Kdv–Zakharov–
Kuznetsov equations describing these plasma flows using singular perturbation
method as

ut + βu2ux + uxxx + uxyy + uxzz = 0 (2)

The perturbationmethods in themselves are only applicable to nonlinear evolution
equations having small parameters. These small parameters are wave variables for
nonlinear solitary waves which can give approximate solutions to any nonlinear
differential equations of the form (1), if chosen properly.

Considering u(−ct + kz+ x + y)] = U (ϑ) with x, y, z and c being constants and
ϑ as wave variable, the above Eq. (2) can be re-written as

(2 + k)U ′′′ + βU 2U ′ − CU ′ = 0 (3)

Integrating the above Eq. (3) with respect to ϑ gives
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(2 + k)U ′′ + β
U 3

3
− CU ′ = Constant = ϑ0 (4)

This Eq. (4) is a nonlinear differential equation reduction of themKdv–ZKEq. (2).
Equation (4) is now solved using Hamiltonian method suggested by Zhang et al.
[1], where they studied the Hamiltonian and the bifurcations induced by a general-
ized nonlinear evolution equations of the form (5), whereas we study the particular
reduction (4) (Fig. 1).

Q′′ = a3Q
3 + a2Q

2 + a1Q + a0 (5)

Equation (4) can be thought of in terms of the generalized system (5) with a3 =
−β

3(2+k) , a2 = 0, a1 = C
(2+k) and a0 = ϑ0

(2+k) .

If we change the parameters groups of P, R and S, we can derive different phase
portraits for Eq. (6) below, along with the condition S �= 0. Some phase diagrams
for two special conditions, namely Fig. 2a and b with P = R = S = −1 and Fig. 3a
and b with P = R = S = 1 are plotted to show that the first condition gives periodic
solutions and the second condition gives unbounded solutions, respectively. In this
context, a recent work of Wang et al. [7] show that bifurcation and phase portrait

Fig. 1 a Soliton solution by Islam et al. b Soliton solution from Eq. (17). c Bell soliton solution
by Baleanu et al.
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Fig. 2 a and b depict periodic orbits for P = R = S = −1

Fig. 3 a and b depict unbounded solutions for P = R = S = 1

study give a whole lot of solutions, whereas Zhang et al. [1], have provided with
detailed exposition on the conditions of classification and bifurcation of some class
of ODEs of the form given in (6). If (2+ k) �= 0, the system (4) can be re-written in
a modified form as

U ′′ − (P U 3 + RU + S) = 0 (6)

with P = −β

3(2+k) , R = C
(2+k) and S = ϑ0

(2+k) .

The Hamiltonian for following two-dimensional system of differential equations
obtained from (6) is given by (7) and (8) as

dU

dϑ
= V,

dV

dϑ
= (P U 3 + RU + S) (7)
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H(U, V ) = V 2

2
− P U 4

4
− RU 2

2
(8)

We, thus, obtain two cases for which phase portraits can be plotted and studied

Case i. When S �= 0 Case ii. When S = 0.

2.1 Case I. When S �= 0

We take the right-hand side of second equation in the system (7) as zero and obtain

U =
2
3 R

G
+ G

2
1
3 3

2
3

, U = (1 + i
√
3)R

G2
1
3 3

2
3

− (1 − i
√
3)G

2
1
3 3

2
3 2P

, U = (1 − i
√
3)R

G2
1
3 3

2
3

− (1 + i
√
3)G

2
1
3 3

2
3 2P

(9)

Where, G3 = −9RP2 + √
3
√
4R3P3 + 27S2R4. If R = 0. The system (9)

reduces to

U = G

2
1
3 3

2
3

, U = (−1 + i
√
3)G

2
1
3 3

2
3 2P

, U = − (1 + i
√
3)G

2
1
3 3

2
3 2P

(10)

Equations (9) and (10) indicate that the system (7) does not have unique equilib-
rium point; hence, the real roots of the equation f (U ) = PU 3 + RU + S = 0
is the abscissa of the equilibrium points. The only equilibrium point of (7) is

S1 =
[ 2

3 R
G + G

2
1
3 3

2
3
, 0

]
, which is a saddle, indicating unbounded solution.

If we change the parameters groups of P, R and S, we can derive different phase
portraits for (7) along with the condition S �= 0.

Some phase diagrams for P = R = S = −1 and P = R = S = 1 are plotted to
show that the first condition gives periodic solutions and the second condition gives
unbounded solutions, respectively.

In this context, a recent work of Wang et al. [7] have shown that bifurcation and
phase portrait study give a whole lot of solutions, where as Zhang et al. [1] have
provided with detailed exposition on the conditions of classification and bifurcation
of some class of ODEs of the form

U ′′ − (P U 3 + QU 2 + RU + S) = 0 (11)

It is also clear fromZhang et al. [1]work that, the subclasses of solutions applicable
for (7) are the following: (Table 1)

The condition 2, for bounded solutions can have following subcategories of
solutions. i. R < 0, ii. 0 < R < 2

9 , iii. R = 2
9 and iv. 2

9 < R < 1
4 .

The details of the solutions for each condition can be obtained if we put S = 0 in
(11). In the next section, we study the case of S = 0.
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Table 1 Subclasses of solutions

S. No. Conditions satisfied Type of solutions

1 P = 1 and R = 1 Unbounded solutions

2 P = 1, R = any value Bounded solutions

3 P = 1 and R = −1 Heteroclinic and periodic orbits

4 P = −1 and R = −1 Periodic orbits

5 P = −1 and R = 1 Homoclinic orbits and bounded periodic solutions

6 P = 1 and R = 0 No bounded solutions, one equilibrium point (Saddle)

7 P = −1 and R = 0 Bounded periodic solutions corresponding to periodic
orbits

2.2 When S = 0

The solutions for the system (6) and hence (3) when S = 0 in (11) are

1. When P = 1 and R = any arbitrary value, gives bounded solutions with four
subcatagories:

i. When R < 0 gives following bounded solutions:

U (ϑ) = L − 6L(2L + 1)

2 + 6L + √
4 + 6L cosh[L(2L + 1)](ϑ − ϑ0)

(12)

with L =
√−1+4R

2 corresponding to homoclinic orbit.
ii. When 0 < R < 2/9, the bounded solution for homoclinic orbit is

U (ϑ) = −6R

2 + √
4 − 18R cosh

[√
R
]
(ϑ − ϑ0)

(13)

iii. When R = 2/9,

U (ϑ) = 1

3
tanh

[ √
2

6
(ϑ − ϑ0)

]
− 1

3
and P(ϑ) = − 1

3
tanh

[ √
2

6
(ϑ − ϑ0)

]
− 1

3
(14)

are the solutions.
iv. When 2

9 < R < 1
4 , gives family of periodic solutions as discussed in [1].

2. When P = 1 and R = −1 gives heteroclinic and periodic orbits.
The bounded solutions of the two heteroclinic orbits are

U (ϑ) = tanh

[√
2

2
(ϑ − ϑ0)

]
and P(ϑ) = − tanh

[√
2

2
(ϑ − ϑ0)

]
(15)

and the bounded periodic solutions for the periodic orbits are
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U (ϑ) = −
√
2 − P2

0 +
√
2 − 2P2

0

P0 +
√
2 − P2

0 − 2P0sn2[τ(ϑ − ϑ0), p]
(16)

where, τ =
√
2
4

[
P0 +

√
2 − P2

0

]
and p = 2

√
P0

√
2−P2

0

P0+
√

2−P2
0

for any arbitrary 0 <

P0 < 1.
3. When P = −1 and R = −1, gives periodic orbits and the bounded solutions

for these orbits are

U (ϑ) = 2P0
1 + [ns[τ(ϑ − ϑ0), l] + cs[τ(ϑ − ϑ0), l]]

2 − P0 (17)

Where τ =
√
1 + P2

0 , l = P0√
1+P2

0

, for arbitrary P0 with ns = 1
sn and cs =

sn
cn are usual Jacobi elliptic functions.

4. When P = −1 and R = 1, this case may be referred to in [1].
5. When P = −1 and R = 0, this case may also be referred to in [1].

The solutions obtained by us are improvement over those obtain by Zia-yun
Zhang [3], where he has used Jacobi elliptic functions to find exact solutions
to modified Kdv-ZK equation. The solutions obtained by him, form a particular
case of those obtained by us when S = 0. Also, Islam et al. [7], Baleanu et al.
[8] and recently Seadawy et al. [6] have also found solutions to mKdv–ZK
equations. Our solution is comparable with all of them.

Figure 1a, b and c show comparison between soliton solution obtained by Islam
et al. [7] using G ′

G method, the Bell soliton solutions obtained by Baleanu et al. [8]
by the first-integral method and by us, using Hamiltonian method from Eq. (17) with
modulus → 1 and with P0 = 1

2 . As can be seen, these solutions are comparable,
differing by constants of integration, which are responsible for just shift in wave
profiles.

In the next section, we explore another method recently introduced by Darvishi
et al. [2] to find exact solutions to Boussinesq equations and their variants.

3 The Rational Trigonometric Expansion Method Solutions
to mKdv–ZK Equations

Darvishi et al. [2] have suggested an extended rational trigonometric expansion
method for obtaining travelling waves solutions for Boussinesq equations and its
variants. Similarly, we obtain certain travelling wave solutions to the modified Kdv–
ZK equations given by (2) and (4). We consider u(−ct + kz + x + y)] = U (ϑ) with
x, y z and c being constants and ϑ as wave variable as the solution of (2). Following
the work of Darvishi et al. [2], the general form of solutions of (2) as travelling waves



430 V. S. Sharma et al.

can be represented as following four extended rational trigonometric types

i. u(ϑ) = a0 sin[μϑ]
[a2 + a1 cos[μϑ]] , ii. u(ϑ) = a0 cos[μϑ]

[a2 + a1 sin[μϑ]] ,

with cos[μϑ] �= −a2
a1

with sin[μϑ] �= −a2
a1

(18)

iii. u(ϑ) = a0 sinh[μϑ]
[a2 + a1 cosh[μϑ]]and iv. u(ϑ) = a0 cosh[μϑ]

[a2 + a1 sinh[μϑ]]
with cosh[μϑ] �= −a2/a1 with sinh[μϑ] �= −a2/a1

Solving Eq. (4) using the rational sine–cosine form of Eq. (18) and proceeding in
the similar way as Darvishi et al. [2] also using Mathematica-9 software, and writing
ϑ = −ct + kz + x + y,

√
6c + 3a1c = √

d and
√
2c√
k

= √
f we obtain following 8

travelling wave solutions to (2).

u1 j (ϑ) = sin
[±√

f ϑ
]

√
β
[
± 2√

d
± 1√

3c
Cos

[±√
f ϑ

]] , j = 1, 2, 3, . . . .8 (19)

Similarly, Eq. (4) can be solved by rational cosine–sine form of Eq. (18) we obtain
following eight more travelling wave solutions to (2).

u2 j (ϑ) = Cos
[±√

f ϑ
]

√
β
[
± 2√

d
± 1√

3c

[
sin±√

f ϑ
]] , j = 1, 2, 3, . . . .8 (20)

In terms of unknown parameters, we have obtained 16 solution profiles according
to the positive and negative values of μ in Eq. (18). Similarly, these calculations can
also be extended to rational hyperbolic sine–cosine and cosine–sine approximations
as discussed in (18). These solutions obtained by us are comparable to the solutions
in terms of Tan and Cot functions to those obtained by Islam et al. [9], only differing
by a constant multiple.

Remark The solutions obtained in Eqs. (19) and (20) are checked using Maple by
back substitution and were found to be correct.

4 Conclusion

The Hamiltonian-based approach to solve nonlinear partial differential equations
is based on understanding of their dynamical behaviour and is highly non trivial.
Whereas, the extended rational trigonometric expansion method is a semi-analytical
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method for the same. Both methods are applied to modified Kdv–Zakharov–
Kuznetsov equations whichmodel plasma flows at high and low pressure. The results
obtained are compared to the already established analytical approaches such as first-
integralmethod, Jacobi elliptic functionmethod, the G ′

G method and the extendedmap-
pingmethod. Somenewelementary function solutions and newchoices of parameters
are proposed to obtain soliton solutions. Also the comparison of Hamiltonian-based
approach and different mesh-free numerical approaches such as radial basis function
method (RBF) and finite element methods such as Galerkien and Petrov–Galerkien
can also be thought of as further extension which may be of interest to Engineers
and Physicists alike who are working on soliton theory or it’s applications.
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the first and third author is highly acknowledged.
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Low-Cost Test Rig for Demonstrating
Single Plane Balancing Using Vibrations

N. V. S. Shankar, K. V. Jitendra, H. Ravi Shankar and M. Manikumar

Abstract Rotary unbalance is the main cause of vibrations in high-speed rotating
machines. Thus, a test rig is required for training personnel relating to this area. The
existing balancing test rigs are costly. Availability of low-cost sensors and devel-
opment boards like Arduino Uno helps in fabricating the test rigs at low cost. The
rig contains four masses mounted on a disc such that radial position can be varied.
Vibrations are measured when the disc is rotating. For measuring vibrations, pre-
calibrated ADXL335 accelerometer, which is available off the shelf, is used. This
is interfaced to PC using Arduino. The measured unbalance is found to be in good
agreement with that of theoretically calculated value. This test rig helps in bringing
an insight into students as to how unbalance can be estimated and corrected as well
as use of various commercially available vibration measurement sensors.

Keywords Rotary mass balancing · Accelerometer · Arduino · Vibration

1 Introduction

Unbalance existing in rotarymasses leads to vibrations due to unbalanced centrifugal
force (Fig. 1). These vibrations lead to the failure ofmachinery. Thus, it is important to
balance the unbalance existing in rotarymasses ofmachinery.A lot ofwork happened
in this field. A detailed literature survey regarding field balancing is presented in
[1, 2]. The terminology involved and overview field balancing are given in detail in
[3, 4]. Themathematical background relating to static and dynamic balancing as well
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Fig. 1 Unbalance in rotary
mass

as field balancing is given in [5–8]. Vibrations are the primary effects of unbalance
in rotors. The use of vibrations during field balancing of wind turbines is discussed
in [9]. These vibrations can thus be used in estimating unbalance. This is illustrated
in [10–16]. For example, Ehrich [12] discussed the experimental in situ balancing
of high-speed machinery. The use of vibrations for field balancing is also discussed
in [17]. Howes and Long [18] summarized the field balancing of steam engines.
Shannon [19] discussed the causes and identification of imbalance, aswell asmethods
of compensating the same. Various instruments for vibration measurement during
field balancing are discussed in [20–22]. In situ balancing is generally done for high-
speed machinery. Multi-plane balancing of various turbines is summarized in [23,
24]. Precautions to be followed during this process of in situ balancing are described
in [25].

2 Laboratory Experiment

Practical teaching of balancing of rotary masses is very much necessary because
balancing finds a lot of applications in daily life. Nisbett [26] summarized an exper-
imental set-up for the same. Basic schematic of experimental set-up for studying
balancing is given in [27]. Multi-resonance TQ Educational and Training Division
[28] detailed their equipment demonstratingmulti-plane balancing.Mechatronic lab-
oratory set-up (MMLS) bymeasuring vibrations for experimentally studying the bal-
ancing of rotating masses is described in [29]. Laboratory experimental procedure
of two plane balancing is given in [30].
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3 Motivation

Most of the test rigs used for demonstrating balancing of masses are quite costly
[31]. Low-cost instrumentation is now available online which helps instrumenting
the test rigs in such a way that they can be interfaced with a computer. This motivated
the fabrication of this low-cost test rig which costed around Rs. 5000/- with all the
instrumentation.

4 Balancing of Rotating Masses

Consider n masses connected at same point to a shaft rotating at angular velocity ω

and are in a single plane as shown in Fig. 2 such that ith mass is connected at ri radius
and at θ i angle. Each mass is subjected to the centrifugal force acting outwards. The
magnitude of these forces is given by Eq. (1). The resultant unbalance is the vectorial
sum of these forces. This unbalance results in vibrations whose frequency is equal
to the angular velocity of the shaft.

Fix = miriω2 cos θi

Fiy = miriω2 sin θi

}
(1)

F =
√∑

F2
i x +

∑
F2
iy (2)

Fig. 2 Masses rotating in
the same plane
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5 Test Rig

The above principle is demonstrated using a test rig comprising of a disc with four
weights attached to it. This rig is shown in Fig. 3. The position of the weights can
be adjusted radially along the slots on the disc. The disc with weights is attached to
the disc, and the disc is rotated at a predefined rpm. The vibrations resulting from
unbalance are measured using accelerometer which is interfaced to the computer
using Arduino Uno. Instrumentation is shown in Fig. 4. The accelerometer that is
used is ADXL335 which can measure g-force of±3.5 g with an accuracy of±0.1 g.
Accelerometer is mounted in such a way that the z-axis is along the shaft axis. The
sensor output is obtained in the serial monitor of Arduino which can be copied, and
excel can then be used for further data analysis. It can be noted here that each mass
added is 1.12 kgs, andmass of total rig is 12 kg. Fabrication of rig costed Rs. 5000.00
only.

Consider nmasses connected at same point to a shaft rotating at angular velocity
ω and are in a single plane as shown in Fig. 2 such that ith mass is connected at ri

Fig. 3 Test rig for
simulating rotary mass
balancing

Fig. 4 Accelerometer and
Arduino mounted
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radius and at θ i angle. Eachmass is subjected to the centrifugal force acting outwards.
The magnitude of these forces is given by Eq. (1). The resultant unbalance is the
vectorial sum of these forces. This unbalance results in vibrations whose frequency
is equal to the angular velocity of the shaft.

6 Working

Experimentation is done in two steps:

1. Measuring vibrations under no load.
2. Measuring vibrations under load.

6.1 Measuring Vibrations Under No Load

Initially, all the loads are dismounted and the disc is rotated at full speed. The angular
velocity, in this case, was found to be 247 rpm.Once the speed of the disc is stabilized,
vibrations for 30 s are recorded using accelerometer, and data is transferred to excel
for further analysis. Figure 5 shows the g-force variations in x, y and z directions for
two revolutions in this case. Based on the plot, a clear periodicity can be observed
along z-axis. This indicates that there is a wobbling in the disc.

Fig. 5 Accelerometer
reading with no load
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6.2 Measuring Vibrations Under Load

In the second step, loads are added to the disc. The position of each load is recorded.
It may be noted that the radial position of the discs can be adjusted as desired to
create the unbalance disc which is rotated at 244 rpm.

The response is recorded using accelerometer for 30 s. Plot in Fig. 6 shows this
response. As indicated earlier, periodicity in z-axis is due to wobbling. The differ-
ence in max and min of g-force reading either in x or y axis is the net unbalance
g-force. This unbalanced g-force multiplied by the weight of the rig will give the
unbalance in Newtons. This unbalance is in complete agreement with those com-
puted theoretically. Theoretical calculations are presented in Table 1. The results and
computations show that the predicted unbalance is in good agreement with that of
measured unbalance.

Fig. 6 Accelerometer
reading with load

Table 1 Calculation in excel

i mi (kg) ri (cm) θi mi*ri*cos(θi) mi*ri*sin(θi)

1 1.12 12 0 0.134 0.000

2 1.12 12 90 0.000 0.134

3 1.12 12 180 −0.134 0.000

4 1.12 16 270 0.000 −0.179

0.000 −0.045

Angular velocity (rpm) 242.000

Angular velocity (rad/s) 25.342

Net unbalance force (N) 28.772

Net X g-force 0.260

Net unbalance measured (N) 30.607 = (0.26*9.81*12)
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Table 2 Cost comparison of various test rigs

S. No. Description Cost

1 Tech-Ed static and dynamic balancing test apparatus [31] Rs. 35,000/-

2 EEE static and dynamic balancing apparatus [31] Rs. 65,000/-

3 Mechmatics static and dynamic balancing apparatus [31] Rs. 25,500/-

4 Sigma static and dynamic balancing apparatus [31] Rs. 78,500/-

5 Proposed test rig in the paper Rs. 5000/-

7 Accuracy, Repeatability and Cost

The test rig is designed so as to develop a low-cost class roomdemonstrator. The avail-
ability of low-cost sensors like accelerometers ADXL345 (range±3.5 g), ADXL345
(range±2 g to±16 g) and gyro sensors likeMPU6050 aswell as development boards
like Arduinomotivated the development of this test rig. The cost comparison of some
test rigs is given in Table 2. The comparison shows to how much extent the cost of
the equipment is reduced. The aim of this paper is to demonstrate how these test rigs
can be built and made to work. Calibration of various accelerometers can be done
following the method described in [32].

The accuracy of the test rig largely depends on the accuracy of the sensor that
is positioned to read the data as well as the baud rate that is used to read the data
using Arduino. 115,200 baud rate is suggested so that we can match the sensor data
acquisition rate. Also, some time lag will be there as data is being printed to serial
monitor. But this time lag should not affect the accuracy if no delay is used thus
making the experiment highly repeatable.

8 Conclusion

The balancing of rotating bodies is important to avoid vibration. In heavy industrial
machines such as gas turbines and other high-speed rotary machinery, vibration can
cause failure of machines, as well as noise and discomfort. Rotary mass balancing
is thus an important concept which must be given a practical exposure. In this work,
a test rig which gives insight into balancing of forces, as well as filed balancing,
has been fabricated. The unbalance is measured using accelerometer. The measured
value is in good agreement with that of theoretically computed.
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Nonlinear Dynamic Analysis
of Automotive Turbocharger Rotor
System

S. Bala Murugan, Rabindra Kumar Behera and P. K. Parida

Abstract The present development on the automotive engines on reducing size
and increasing greater fuel efficiency, and less emissions took the researchers to
several challenges in turbocharger rotor system. However, the challenge towards the
evolution of high-efficiency bearing systems with reliability is still over the top. The
paper shows the systemwith dynamic analysis of nonlinear turbocharger rotor system
to interpret the unstable positions during running condition. The proposed model of
turbocharger in this study is examined as a uniform shaft in nature with varying
lengths between two bearings which actually held between compressor end and the
turbine disc. The two discs are having force unbalance and the compressor impeller
exists with the seal forces. The rotor considered here is supported by bearings with
the nonlinear time-varying forces as reactions at the supports. The approach in this
paper is allowed to solve the transient conditions, suchlike nonlinear effects due
to seal forces, time histories, and Campbell diagram. The computational models
are solved with analytical equations using finite element modelling (FEM) and the
obtained results are verified with ANSYS® simulations. The impacts of different
operating conditions at two different speeds are studied by phase-plane diagrams to
understand the stability of the system.
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1 Introduction

In much kind of machineries, nonlinear vibrations play an important phenomenon
in technical applications. Most of the practical cases, the system always dominated
through the nonlinear effects. The system examined here in this study, called tur-
bocharger rotor system supported by two bearings with the nonlinear time-varying
forces.

In rocket engine, generally the turbocharger is considered as a major part and
it supplies the propellants with low temperature to the combustion chamber which
operating at extreme high pressures. Turbochargers are regularly operated at very
high speeds due to its size. The high speed of turbocharger will lead the system to a
pressure drop region which below the vapour pressure causing the liquid propellant
to cavitate the compressor blades. In general, the speed of the oxidizer is high due to
the greater density than the fuel. The main disadvantage of this provision is making
the engine further complex and less reliable.

Several researchers made their extensive contribution of analysing the tur-
bocharger rotor-bearing system. However, past one decade, experimental and theo-
retical studies were carried on turbochargers and reported the analysis. Bai et al. [1]
examined the consequences of nonlinear dynamic characteristics of a flexible sup-
port stiffness and system stability by using a dynamic modelling. The induced forces
due to nonlinearity by seals and internal damping of rotor also included in the anal-
ysis. Son et al. [2] describe the theoretical design of a gas generator of liquid rocket
engine. The produced gases by the gas generator, drives the turbopumps through
turbine. An analysis based on chemical non-equilibrium and droplet vapourization
was given to estimate the properties. Hu et al. [3] studied the methods for detection
and health monitoring and a turbopump fault diagnosis with vector machines. Hong
et al. [4] carried the test on hydraulic performance of a liquid rocket engine. Wang
and Sun [5] extended the analysis of turbopump rotor with gyroscopic effects with
one-dimensional finite elementmodel. Smolik et al. [6] studied the dynamic response
of the turbocharger rotor for the effects of radial clearances on bearings. Novotny
et al. [7] presented an efficient and numerically stable calculation model of plain
floating ring bearing.

The present study shows the dynamic stability of a rotor dynamic model of tur-
bocharger system. The rotor system included the ball bearing with Hertzian contact
forces, disc mass unbalances and forces of seal which is dynamic in nature based on
theMuszynska relations. The equations which are dynamic in nature are solved using
implicit scheme ofHoubolt’s time integration. Finally, the stability of the systemwith
different speeds of operation is carried using frequency response and phase-plane
plots.
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2 Dynamic Model of Turbocharger Unit

Turbochargers are principal parts of rocket engine unit. A schematic view of tur-
bocharger is shown in Fig. 1. The turbopump rotor is supported on two bearings and
exist liquid seals at pump disc. Turbopump is considered as a simple single disc in
the present task, and has an inducer and diffuser in it. The turbine produces power,
and it is kept at the farthest end to drive the turbocharger system.

2.1 Dynamic Formulations of System

By using Timoshenko beam theory, a simplified rotor model of the system is con-
sidered with finite elements. The shaft elements are divided by four and five nodes
thoroughly. Every node of the shaft element has the degrees of freedom (DOF) four,
which includes rotational (θ y, θ z) and translational displacements (v, w).

For the near in-depth to the dynamic effects of the system the turbocharger parts
are taken as rigid bodieswhich lies at two nodes 3 and 5, respectively. The nodes 2 and
4 represent the ball bearings. The hydrodynamic effect at the seals produces a force
which has an extremely nonlinear in nature. The seals are placed at the discharge
side of the impeller and inlet end which is equal to the element forces concerned
at node 3. Moreover, the component force of mass unbalance and the forces due to
gravity are considered at turbine and pump discs. Now, the kinetic and the potential
energy of spinning shaft elements can be written by with the effects of bending and
shearing effects as:

Ts = 1

2

�∫

0

ρ
{
A(v̇2 + ẇ2) + ID(θ̇2

y + θ̇2
z ) + IP

[
�2 + �(θ̇zθy − θ̇yθz)

]}
ds (1)

Us = 1

2

�∫

0

{
E I (θ ′ 2

y + θ ′ 2
z ) + kGA

[
(θy − w′)2 + (θz + v′)2

]}
ds (2)

Fig. 1 Turbocharger schematic diagram
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The disc kinetic energy can be given as:

Td = 1

2
md

(
v̇2 + ẇ2

) + 1

2
Jd

(
θ̇2
y + θ̇2

z

) + 1

2
Jp

[
�2 + �(θ̇zθy − θ̇yθz)

]
(3)

The mass eccentricity of the disc taken as:

Wd = mdrd�
2(w cos�t + v sin�t) (4)

The translation (v, w) and rotational displacements (θ y, θ z) of the shaft element
can be approximated by finite element method as:

{
v
w

}
= [Nt (s)]{q};

{
θy

θz

}
= [Nr (s)]{q} (5)

where [Nt(s)] and [Nr(s)] are translation and rotational shape functions. By substi-
tuting the above expressions into Eqs. (1) and (2) and integrating over the length of
the element with Hamilton’s principle, the following equation of motion for the shaft
and disc units are originated:

[Ms]{q̈s} + �[Gs]{q̇s} + [Ks]{qs} = {Fs} (6)

[Md ]{q̈d} + �[Gd ]{q̇d} = {Fd} (7 & 8)

[Ms ] =
�∫

0

ρA[Nt ]T [Nt ]ds +
�∫

0

ρ Id [Nr ]T [Nr ]ds; [Gs ] =
�∫

0

ρ Ip [Nr ]T
[

0 1
−1 0

]
[Nr ]ds

[Ks] =
�∫

0

E I [N ′
r ]T [N ′

r ]ds + κGA

�∫

0

⎧⎨
⎩

[Nt ]T [Nt ] + [Nr ]T [Nr ]
+2[Nt ]T

[
0 −1
1 0

]
[Nr ]

⎫⎬
⎭ds (9)

By including the effects of damping, the system the equation of motion can be
given as [8]

[M]{q̈} + [[C] + �[G]]{q̇} + [K ]{q} = {F} (10)

Here, Fpy = mpep�2 sin�t−mpg and Fpz = mpep�2 cos�t are unbalance and
gravity forces at the pump, Fty = mtet�2 sin�t−mtg and Ftz = mtet�2 cos�t are
the those at turbine node, while Fsy and Fsz are component seal forces at the pump
along y and z directions, respectively. Here, p-pump, t-turbine, b-bearing, and s-seal
forces.
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2.2 Seal Force (Nonlinear)

The force expression of the seal model can be given as follows:

{
Fsz

Fsy

}
= −

[
Kg − mgτ

2
g�2 τg�Dg

−τg�Dg Kg − mgτ
2
g�2

]{
w
v

}

−
[

Dg 2τg�mg

−2τg�mg Dg

]{
ẇ
v̇

}
−

[
mg 0
0 mg

]{
ẅ
v̈

}
(11)

where, Kg, mg, Dg, and τ g are equivalent stiffness, mass, damping, and the ratios of
fluid circumferential velocity, respectively. The all nonlinear functions of the radial
displacement of the rotor are follows:

Kg = K0(1 − e2)−n

where,

Dg = D0(1 − e2)−n (n = 0.5 − 3); τg = τ0(1 − e)b(0 < b < 1);mg = μ2μ3T
2
f ; e =

√
v2 + w2

cg

is the relative eccentricity, and it is ratio between the rotor radial displacement to the
seal clearance cg; the coefficients n, b, and τ 0 varies for different kind of seals; in this
work, the variables are taken as: n = 2.5, b = 0.5, and τ 0 = 0.49. The characteristic
factors K0, and D0 can be calculated from Childs equation [9] as follows: (refer
Appendix)

K0 = μ3μ0,D0 = μ1μ3Tg (12)

where,

μ0 =
(

2σ 2

1 + ξ + 2σ

)
Eg(1 − m0);μ1=

(
2σ 2

1 + ξ + 2σ

)(
Eg

σ
+ B

2

(
1

6
+ Eg

))
;

μ2 =
(

σ

1 + ξ + 2σ

)(
1

6
+ Eg

)
;μ3 =

(
πRg�p

λ

)
; Tg = �g

va
(13)

Here, ξ = 0.1, n0 = 0.079, andm0 = −0.25 and the viscous coefficient of air μ =
1.5 × 10−5 Pas. The other constants are follows: seal length �g , seal pressure margin
�p, radius of seal Rg, and axial speed of fluid va = ω Rg.
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2.3 Bearing Forces

The turbopump rotor system is held on ball bearings. The reaction forces at the bear-
ing nodes are in the nature of Hertzian nonlinear radial contact force. The Hertzian
contact theory due to nonlinear says that, due to the rolling contact, the force of
contact between ball and race is given in terms of Hertzian contact stiffness Cb as:

Fzb =
Nb∑
j=1

(−Cb(w cos θ j + v sin θ j − r0)
3/2H

)
cos θ j (14)

Fyb =
Nb∑
j=1

(−Cb(w cos θ j + v sin θ j − r0)
3/2H

)
sin θ j (15)

where, H can be defined as,

H =
{
1, i f (w cos θ j + v sin θ j − r0) > 0
0, i f (w cos θ j + v sin θ j − r0) ≤ 0

(16)

where, w = wb + (R − r0) cosq j and v = vb + (R − r0) sinq j , θ j is the angular
position of the jth ball, which is having the expressions as,

θ j = ωcage × t + 2π

Nb
( j − 1), j = 1, 2, . . . , Nb (17)

3 Numerical Simulation and Discussion

Finite element equations are solved by an interactive method in MATLAB. The
physical and mechanical properties of rotor-bearing systems with the dynamic data
are listed in Table 1.

The simulated frequencies are found for the system with prompt code as 8.3756,
36.249, 52.887, and 89.683 Hz. Then, the above results are simulated with ANSYS®

program and compared with the frequencies from numerical solutions by taking into
the effect of rotary inertia (Rayleigh’s beam), and listed in Table 2.

The finite element-coupled nonlinear differential equations are solved with
Houbolt’s implicit time-integration scheme. This method carries last two time steps
to calculate the present displacement. To solve the time steps in the equations, central
difference method was employed. The second module of numerical simulation was
achieved in the program for obtaining frequency response and phase-plane diagrams.
Further, convergence study was carried to validate the present numerical codes.
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Table 1 Parameters considered for the rotor system

Properties Values Properties Values

Density of shaft material
(kg/m3)

7810 MOI of disc, (kg-mm2) 41,750 & 168,100(Iy y =
Izz)

Young’s modulus, E (GPa) 197 83,500 and 336,200 (Ixx)

Shear modulus, G (GPa) 80 Bearing, ri (m) 0.031

Radius of shaft (m) 0.012 Bearing, R (m) 0.049

Length of shaft (m) 0.600 Bearing clear. (micr.) 20

Radius of disc (m) 0.15 Bearing stiffness
coefficients (N/m)

4 × 107 (kzz = kyy)

Thickness of disc (m) 20 1 × 108 (kzz = kyy)

No. of balls, Nb 8 Bearing damp. (N/m) 13.34 × 109 (Cb)

Table 2 Frequencies for first three modes from numerical and ANSYS® simulation

Frequency modes Numerical (Hz) ANSYS (Hz) Variation (%)

First Forward 8.3761 8.4952 1.422

Backward 8.3756 8.4207 0.538

Second Forward 36.285 37.322 2.858

Backward 36.249 37.302 2.905

Third Forward 53.217 54.105 1.669

Backward 52.882 53.647 1.447

The summary of results for different set of elements from convergence study is
listed in Table 3. The investigation reveals that the frequencies are converges.

Figure 2 shows the time histories of pump and turbine nodes for z displacements
(left) and y displacements (right) for the angular velocity of, Ω = 1000 rpm for the
time period of 10 s. The displacement curves shows that the amplitude is getting
reduced due to the nonlinear effects from the seals at both the bearing housings.

Remarks 1 Boundary conditions follow with the initial assumptions of the system
with the disc unbalance, e = 0.001 m, and gravity as well as the viscoelastic force
components are treated as external forces. The reaction forces at the bearing nodes
are in the nature of Hertzian nonlinear radial contact force. Based on the param-
eters given in Table 1, the dynamic response of the rotor systems are plotted in
Figs. 2 and 3.
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Fig. 2 Time histories of pump and turbine nodes for the angular velocity of, � = 1000 rpm

Fig. 3 Campbell plot for � = 3000 rpm and frequency spectrum of rotor at � = 1000 rpm

4 Conclusions

Simulated vibrations of automotive turbocharger rotor supported in bearings were
studied and presented with nonlinear hydrodynamic seal forces. The system mod-
elled with Timoshenko beam theory and analysis was carried by using finite element
method. At the bearing supports which mounted on the base is experiencing the
excitation and the same is transferred to the rotor. The systems include the force
due to imbalance, gyroscopic, bearing reactions and the effect of gravity also into
account for the specific operational speed level in the dynamic study and have been
presented. The results are shown in Figs. 2, 3 and 4. The simulated numerical solu-
tions are compared with the frequencies with ANSYS® program which are listed in
Table 2. Furthermore, convergence study was carried to validate the present numer-
ical codes for three set of elements and listed in Table 3. In theoretical analysis, for
the large whirling amplitudes can be accounted and studied through the impact of
external/nonlinear seal force analysis in the same approach. The system becomes
stable (periodic) after 15,000 rpm, and from the results, it is obvious that, due to the
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Fig. 4 Phase-plane diagrams of bearing1 (left) and 2 (right) with � = 1000 rpm

nonlinear dynamic forces of turbopump rotor system, the sub-synchronous motion
is observed.

Appendix

λ =n0(Ra )m0

[
1 +

(
Rv
Ra

)2
](1+m0)/2

; σ = λ�g

cg
; Eg = 1 + ξ

2(1 + ξ + 2σ)
; B = 2 − (Rv/Ra )2 − m0

(Rv/Ra )2 + 1
;

Rv = Rgωcg
μ

; Ra = 2vacg
μ
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On the Response of a Beam Structure
to a Moving Mass Using Green’s
Function

Sudhansu Meher, Suraj Parida and Rabindra Kumar Behera

Abstract The dynamic responses of a beam structure acted upon by a moving mass
or moving load have been of great importance in the design and study of bridges,
railway tracks, etc. It also plays a vital role for studyingmany applications in the field
of transportation, overhead cranes, cableways, roadways, pipelines, tunnels, bridges,
guideways, etc. All the above-mentioned structures are designed to support moving
loads. The structures while supporting the moving loads face the inertial effect of
the moving mass which cannot be ignored comparing with the gravitational effect
of the moving load. The equation of motion of an Euler–Bernoulli beam acted upon
by a concentrated mass moving at a uniform speed is formulated in matrix form.
The solutions of the above problems for cantilever beams are evaluated by using
dynamic Green’s function approach. The present work focuses on the effect of the
mass of the moving load and its speed on the response of a cantilever-type beam.
The cantilever beam is divided into twenty divisions, and the deflection of beam at
the free end is measured, while the mass moves with uniform velocity over the beam
through different stations. The deflection results so obtained are plotted in the form
of graphs for different velocities of mass.

Keywords Euler beam · Moving mass · Green’s function

1 Introduction

The moving loads over beam-like structures are encountered frequently in the study
of structures. The response of structures subjected to moving masses is of great prac-
tical significance. The hazards produced by the moving masses on structures are a
prime area of study for engineers for many several years. The response of highway
bridges and railway bridges under the effect of moving loads has been studied with
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great depth during the last few decades. When the Chester Rail Bridge of England
collapsed in 1897, many researchers faced the challenge to design structures which
support moving load [1]. Structural elements such as beams are widely used in the
branches ofmechanical, aerospace and civil engineering. Different types of problems
related with loads moving over beam are studied by Fryba [2]. Also, the importance
of moving loads in the field of transportation, railway and highway bridges, suspen-
sion bridges, crane runways, cableways, tunnels and pipelines cannot be denied as
these structures are designed to support moving masses. Also, many members can be
assumed as beams acted upon bymoving loads in the design of machining processes.
A. S. Mohamed studied and constructed tables of Green’s functions that are used for
determining mode shapes and natural frequencies of beams with various boundary
conditions and intermediate attachments in the beam [3]. The intermediate attach-
ments in the beam may include rotational or elastic attachments. Lueschen et al.
in his paper [4] found a closed-form solution of individual elements of the beam
structure using Green’s function. A closed-form solution using Green’s functions
for an Euler–Bernoulli beam and Timoshenko beam without and with axial loads is
found out. Mehri et al. in their study found out the dynamic response of an Euler–
Bernoulli beam with different boundary conditions [5] acted upon by moving loads
using Green’s function method and showed the effects of velocity of moving load.
Parhi et al. studied in their article [6] a computational work followed by experiments
to study the response of a cracked beam acted upon by a moving mass. The cracks
are situated at different locations on the beam with different crack depths. Runge–
Kutta method is used here to find the response of the cracked beam. Jena et al. in the
research article [7] found the dynamic responses of a cracked-type simply supported
beam. The response of the simply supported structure is found using Duhamel inte-
gral method and validated with the result obtained through ANSYS 2015 along with
experimental results. Moving loads effects greatly on structures over which it trav-
els. The effects include intense vibration of the structure, mainly at high velocities
of the moving masses. The specialities of moving loads are they are not constant.
They are subjected to change in both space and time. During modern era, the means
of transport are going faster and heavier, while the structures which support them
are going more slender and lighter. This causes the moving loads to produce higher
dynamic stresses which are larger by multiple times than the static ones. Among all
engineering structures, majority are subjected to loads which vary with respect to
time and space. The effects of moving loads are substantial on the dynamic behavior
of the engineering structures.

2 Response of a Beam Subjected to a Moving Mass

The dynamic response of a cantilever beam subjected to amovingmass under various
conditions has been studied in the present work. The differential equation of a beam,
which is assumed as an Euler–Bernoulli beam subjected to a concentrated force, is
given by Foda and Abduljabbar [8]
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Fig. 1 A mass moving over a cantilever beam with uniform velocity

E I
∂4w(x, t)

∂x4
+ m

∂2w(x, t)

∂t2
= Fδ(x − u) (1)

where E is Young’s modulus of the beam, I is area moment of inertia of the beam
cross section, m is the mass per unit length of the beam, x is the coordinate along
the axis, t is the time, and w(x, t) is the transverse displacement of the beam at a
distance x and time t. F is the concentrated force applied, and δ(x − u) is the Dirac
delta function (Fig. 1).

From the above figure [9], we can see, F is the reaction force of the mass M on
the beam. When Newton’s second law is applied to the massM, we can find that

F = M

(
g − ∂2β

∂t2

)
(2)

Here, β is the displacement of the mass along transverse direction, and g is the
acceleration due to gravity. Hereinafter, we will use the notation

β(t) = w(x, t)x=u. (3)

The solution of the differential Eq. (1) is obtained using dynamicGreen’s function.
IfG(x, u) is the dynamic Green’s function [10], the solution of the differential Eq. (1)
is given in the form of

w(x, t) = G(x, u)F (4)

Here, G(x, u) is the solution of the differential equation given by
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∂4w(x)

∂x4
− q4w(x) = δ(x − u), (5)

where q is known as the frequency parameter and is given as

q4 = ω2m

E I
(6)

where ω is the frequency that explains the motion of the mass and is equal to πv
L .

Equation (5) has the solution in the form of

G(x, u) =
{
A1 cos(qx) + A2 sin(qx) + A3 cosh(qx) + A4 sinh(qx)0 ≤ x ≤ u
B1 cos(qx) + B2 sin(qx) + B3 cosh(qx) + B4 sinh(qx)u ≤ x ≤ L

(7)

With proper boundary conditions, the Green’s function calculated for the
cantilever beam is given by [8]

G(x, u) = 1

2E Iq3 �

{
g(x, u)0 ≤ x ≤ u
g(u, x)u ≤ x ≤ L

(8)

where

g(x, u) = D1(cos qx − cosh qx) + D2(sin qx − sinh qx) (9)

Here

�= 2(1 + cos qL cosh qL)

D1 = (cos qL + cosh qL)(sin z + sinh z) − (sin qL + sinh qL)(cos z + cosh z)

D2 = (sin qL − sinh qL)(sin z + sinh z) + (cos qL + cosh qL)(cos z + cosh z)

And g(u, x) is obtained by changing x and u in g(u, x) and z = q(L − u).

If we eliminate F from Eq. (4), it becomes

w(x, u) = G(x, u)M

[
g − v2

d2β

du2

]
(10)

Equation (10) above gives the deflection of the beam at a position x caused by the
moving load which is at position u.

The solution of Eq. (10) is found out by replacing the derivatives by their finite
difference approximation. If we divided the beam into (N − 1) intervals and each
interval is of length h, the Eq. (10) in discretized form is given by
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w(xi , u) = G(xi , u)M

[
g − v2

d2β

du2

]
(11)

The subscript i in the above equation signifies any one of the N discrete points
also called station. The Houbolt method [11] is used as u is equivalent to the time
variable f (u) which is approximated as

d2 f

du2
= 1

h2

3∑
k=0

ak f (u j−k) + O(h2) (12)

Here, u j signifies that the moving mass is at the jth station. The coefficient ak is
taken to be a0 = 2, a1 − 5, a2 = 4, a3 = −1. Substituting Eq. (12) in Eq. (11) gives
the results in the form of the following set of equations:

h2w(xi , u j ) = G(xi , u j )M

[
h2g − v2

3∑
k=0

akw(x j−k, u j )

]
, i, j = 1, 2, . . . , N

(13)

Equation (13) can be exhibited in matrix form [8]:

[
h2[I ] + a0v

2[G]M[Pi j ]
]{
wu j

} = M[G]
[
h2g

{
�u j

} − v2
3∑

k=0

ak[Pj, j−k]
{
wu j−k

}]

(14)

Equation (14) gives the displacement of the beam in the transverse direction when
the mass is at any station j. The initial conditions signify that the mass is at the initial
station point where j = 0. For this initial station, Eq. (14) will require a value of
{wu j }, such that k ≤ 0, and these values can be taken as zero.

The speed ratio α is defined as

α = vL

π

√
M

E I
(15)

And the critical speed vcr is defined as

vcr = 2L

T
= π

L

√
E I

m
(16)

The ratio v
vcr

= 1 signifies resonance with the fundamental mode when the load
is a constant load.
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3 Numerical Analysis

The displacement of the beam at any time can be obtained from Eq. (14). The values
of the dynamic response have been calculated for cantilever beams. The materials
considered are steel, which are mostly used in the construction of the bridges. For
these beams, the displacements at the end or middle points on the beam are found for
different values of mass and its speed. In Eq. (14), in order to evaluate approximate
response of beams, the derivatives are replaced by finite difference approximation
(Fig. 2).

Here, the beam is divided into 20 intervals of length 2.5 m for the total span of
50 m. So, the number of discrete station points located on the beam is 21 stations,
and therefore, displacement of the beams can be found at 21 points, while mass is
moving on the span [9] (Figs. 3, 4, 5, 6, 7 and 8).

1. Beam type: Cantilever Beam.
2. Material: Steel (E = 200 GPa).
3. Weight of the moving mass: 25,000 kg.

1. Beam type: Cantilever Beam.
2. Material: Steel (E = 200 GPa).
3. Weight of the moving mass: 50,000 kg.

Fig. 2 A beam with 21 stations
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Fig. 3 Deflections of cantilever beam at the end point for different velocities as shown
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Fig. 4 Shape of the beam when the mass is moving through different stations at velocity of 30 m/s
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Fig. 5 Shape of the beam when the mass is moving through different stations at velocity of 40 m/s

4 Conclusion

As numerical results are obtained the dynamic response of cantilever beam acted
upon by a moving mass, they are plotted for deflection of the beam versus position
of the moving mass. The following conclusions may be made from the plots and
numerical analysis:

1. It can be seen that the deflection at the free end of the cantilever beam decreases
as the velocity of the moving mass increases. This happens because of higher
velocity of the moving mass. The lower modes of the cantilever beam are not
excited as the mass moves with higher velocities over it. The lower modes of
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Fig. 6 Deflections of cantilever beam at the end point for different velocities as shown
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Fig. 7 Shape of the beam when the mass is moving through different stations at velocity of 30 m/s

vibration of the beam contribute mainly for larger deflection as compared to that
of higher modes of vibration of the beam, so dynamic deflection of the beam
decreases.

2. It can also be seen that, for a cantilever beam subjected to a moving mass over
it, the free end deflection increases, as the mass of the moving body increases.
This happens due to increase in inertia of the moving mass.
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Fig. 8 Shape of the beam when the mass is moving through different stations at velocity of 40 m/s
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A Programmatic Approach
for the Prediction of Service Life of Deep
Drawing Die Using ANN

Vishal Naranje and Sachin Salunkhe

Abstract The present work is concerned with fatigue life prediction of active com-
ponents of deep drawing dies. Finite element analysis is performed, andS-Napproach
is used to evaluate the number of cycles of deep drawing die. Based on the available
evaluated data (from FE analysis) and mathematical formulae, the ANN program is
developed in the MATLAB, which is used to predict the fatigue life of active com-
ponents of deep drawing dies. The developed ANN program achieved satisfactory
results and verified based on a demonstration of an industrial component.

Keywords Deep drawing die · FE analysis · S-N approach · Artificial neural
network ·MATLAB

1 Introduction

Press tool is widely used to manufacture the sheet metal parts for various industrial
and domestic applications. These sheetmetal parts are used in automobile, aerospace,
electronics, kitchen utensils, etc. Design of press tool is very time consuming and
experienced-based task. The quality of parts, produced by press tool, reflects the
service life of die. A well-trained and experienced-based die designer can accurately
predict the service life of dies used in press tool. Since most of the sheet metal indus-
tries fall in category of small- and medium-scale industries, these industries do not
have experienced die designer to predict accurately service life of die. Another way
of prediction of die service life is through experimentation, which is time consuming
and tedious task. Due to the work pressure, industry people do not have much time
to conduct experimentation to find the accurate service life of die. It results in poor
quality of produced sheet metal parts and in some cases failure of complete assembly
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due to these poor quality parts. Hence, there is a need to develop an automated system
which will help the die designer to predict the service life of die.

Worldwide research community widely uses artificial neural network (ANN) as
an intelligent tool to address the limitations of commercial software and experimental
studies. In the proposedwork,MATLABprogramme has been developed usingANN
algorithm to predict service life of deep drawing dies. In the present work, ANN is
used to predict the life of deep drawing die. Initially, through analytical method, the
number of service cycles of deep drawing die has been calculated. A FEA software
is used for the determination of stresses occurred at different stages of deep drawing
process. The output of FE analysis (maximum and minimum principal stress) is
the inputs of ANN programme. Recently, various researchers are used ANN model
for prediction of the performance of various manufacturing processes. Very few
researchers have been used ANN tool for prediction of life of press tool components.
A few attempts have made like Lange et al. [1], Ahn et al. [2], Hambli et al. [3],
Kashid and Kumar [4–6], Salunkhe et al. [7–9], etc. Some other researchers used
ANN to predict the fatigue life of the parts by other manufacturing processes, such
as welding, Pan et al. [10], Keller et al. [11], Patel et al. [12]. From the reviewed
literature, it is observed that some researchers have developed a system usingANN to
predict the fatigue life of specific manufacturing areas. There are only a few research
efforts are reported in the literature for prediction of fatigue life of deep drawing
die. Therefore, there is a need to develop system which can help the die designer for
prediction of tool life.

2 Methodology for Die Fatigue Life Prediction
and Assessment

The procedure used for the prediction of die life is given as below. The first step is
the development of CAD model of active and passive die components. The active
die components such as punch and die have the major chance of failure during the
working life if press tool. Hence, for analysis, the active die components are selected
(as punch). The next step is to carry out finite element analysis using suitable FE
software. Static structural analysis is performed on the active components of deep
drawing dies. The boundary conditions for the analysis are the total force required
to draw the components at each drawing stages. Here, we consider the deep drawing
operation having the four stages of draw. For each stage, a separate CAD model is
prepared and set the boundary conditions for each stage. The maximum draw force
is determined by addition of punch force and blank holder force. The maximum
and minimum principal stresses are obtained from FE analysis software. Based on
obtained stresses values, the number of cycles is evaluated [13].
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3 ANN Module for Prediction of Life of Deep Drawing Die

TheANNmodule is developed usingMATLAB2014R. In this study, the feed forward
network and fit net function are used to perform the prediction function. The log-
sigmoid transfer function is chosen as an activation function, which is given as
below.

Output(a) = log sig(input) = 1

1+ e−n

The input selected to ANN is the results generated from FE analysis. As a thumb
rule, the two-third data are selected for training, and one-third data are selected for
testing. The input for ANN is the maximum and minimum principal stress and the
ultimate tensile strength of press tool material. Initially, the four-hidden layer ANN
architecture is constructed, and afterwards, the hidden layers are increased progres-
sively. After every design of ANN network, the error variation in FEM and output
generated by ANN is checked. The network gives the small disparity between FEM
and ANN that architecture has been selected. Levenberg–Marquardt Back Propaga-
tion training function has been used to supervise the training of the network. The
train the network, a learning rate is set as 0.5 and the maximum epoch are set to
2000. These settings help to perform more iterations, and therefore, it results more
accurate prediction from ANN.

4 Validation of the Proposed System

The proposed model has been tested by considering the problem of fatigue life pre-
diction of die components and die assembly of deep drawing die for a real industrial
deep drawn part. 3D CAD models of punch (Fig. 2a–c) for each draw stage were
created from the 2D design data obtained from industryM/sVishwadeep Enterprises,
Pune, India, for an example, deep drawn part as shown in Fig. 1. Thematerial selected
for FE analysis of punch is CALMAX, and its mechanical properties are given in
Table 1.

A hex dominant elements are used to mesh the punches geometry is shown Fig. 3.
Total force acting on the punch is obtained by addition of maximum punch force and
blankholder force. For stage 1, total force acting on the punch is 348.3408 × 103

N. Similarly, total force acting on punch in stage 2 and 3 is 152.6685 × 103 N and
68.1657× 103 N, respectively. Outputs of FE the analysis of these punches are shown
in Fig. 4, and results are summarized in Table 2. The number of cycles is calculated
using S-N curve also mentioned in Table 2 [7]. From the FE analysis results, it has
found the critical region which is shown by red contours in Fig. 4. Also, there are
some stress concentration occurs in the regions where sudden change in geometry is
present.
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Fig. 1 Example component

Fig. 2 Drawing punch for stage 1, stage 2, stage 3

Table 1 Material properties
of punch material

Material properties Values

Young’s modulus (E) 210 GPa

Poisson’s ratio (υ) 0.29

Tensile yield stress (σ yt) 1400 MPa

Ultimate tensile strength 2100 MPa

Compressive strength 2300 MPa

Density (ρ) 7770 kg/m3

Modulus of rigidity 80 GPa

Figures 5 and 6 show the performance plot error histogram for stage 1. Figure 7
shows scatter diagram with ANN prediction versus experimental weld parameters
for test data.
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Fig. 3 Meshing punches geometry for each stage

Fig. 4 a Maximum b Minimum principal stress of punch for stage 1

5 Conclusions

In this study, ANN approach has been used conjunction FEM analysis to predict
life of deep drawing die. This approach reduces the time required for complete FEA
analysis and final prediction of die life. Furthermore, a detailed analysis shows the
influencing factors responsible for die life. It also proved that ANN predicts the die
life near to actual results, and hence, it is an effective tool to improve productivity,
reduce manufacturing cost and decrease defective item during production. A sample
run on typical deep drawing die punch for each stage demonstrated the usefulness
of the developed program. The similar approach can also be used to predict life of
blanking, bending, extrusion, compound, progressive die, etc.

6 Sample of Code

File_Name = input(‘\n\nSpecify the Excel Workbook Sheet Name = ’,’s’);
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Table 2 Sample output of FE analysis, analytical results and ANN results for punch at stage 3

Max. principal stress
(MPa)

Min. principal stress
(MPa)

Analytical results
(Number of cycles)

ANN predicted result

−11.274 −39.145 981,108 981,192

−11.036 −38.74 981,371 981,373

−11.021 −38.658 981,417 981,417

−10.988 −38.623 981,443 981,442

−10.965 −38.586 981,467 981,467

−10.954 −38.577 981,474 981,474

−10.927 −38.534 981,502 981,502

−10.925 −38.481 981,530 981,530

−10.919 −38.48 981,532 981,532

−10.902 −38.431 981,561 981,562

−10.899 −38.424 981,566 981,566

−10.898 −38.347 981,606 981,606

−10.887 −38.333 981,616 981,615

−10.873 −38.32 981,625 981,625

−10.871 −38.318 981,627 981,627

Fig. 5 Performance plot for
stage 1

Data_Inputs = xlsread(File_Name);
Read_Data = input(‘\nEnter the Number of Data Points to be Read for Analysis

from Excel Workbook Sheet = ’);
UTS = input(‘\nEnter the Value of Ultimate Tensile Strength of Tool

Material = ’);
EL = 0.5*UTS;
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Fig. 6 Error histogram plot
for stage 1

Input_1st = Data_Inputs(1:Read_Data,1);
Input_2nd = Data_Inputs(1:Read_Data,2);
-------------
---------

Fatigue_Strength(i) = (Amplitude_Stress(i)/(1-(Mean_Stress(i)/UTS)));
end
Z = zeros (1,ND);
W = zeros (1,ND);
Constant_b = zeros (1,ND);
for i = 1:ND

Z(i) = (Amplitude_Stress(i)/EL);
W(i) = (log10(Z(i)));
Constant_b(i) = (-(W(i))/3);

end.
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Fig. 7 Regression plot for stage 1
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Thermo-Mechanical Analysis
of Unidirectional PALF Composites
Using Micromechanical Approach

Anurag Jasti and Sandhyarani Biswas

Abstract In the past few years, natural fibers became one of the most widely used
materials in place of synthetic fibers to develop composites as it attains some inherent
characteristics like renewable resource and biodegradability. Pineapple leaf fiber
(PALF) is one of the natural fibers which can be used as reinforcement to develop
composites. The objective of the present work is to carry out the analytical study
of mechanical and thermal properties of fiber-reinforced polymer composites. PALF
in unidirectional form is used as reinforcement with varying fiber volume fraction
(υf) ranging from 10 to 70% and epoxy as the matrix material to carry out the
work. Representative elementary volume (REV)-based micromechanical analysis is
used to determine elastic and thermal properties of composites. The results obtained
from this analysis are compared with that of the existing analytical methods. The
results show good agreement between the results of finite element analysis (FEA)
and analytical methods.

Keywords REV ·Micromechanical analysis · Pineapple leaf fiber · FEA

1 Introduction

The composite material can be characterized as a material consisting of two or more
chemically distinct constituents, separated by an interface.Most composites have two
constituents: one is reinforcement, and the other one is matrix. The individual parts
are independently and autonomously inside the completed structure. The features like
biodegradability, renewability, lightweight, and low-cost-made natural fibers gain
popularity in the field of composites. A number of investigations have been carried
out to assess the potential of natural fibers as reinforcement in polymers [1–4].Among
the various natural fibers such as jute, sisal, bamboo, coir, and banana , pineapple
leaf fiber (PALF) is one of the most promising one due to its many advantages.
But, a very few researches have been done on the use of PALF as reinforcement
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for polymer composites. George et al. [5] made an experimental study on the short
PALF-reinforced LDPE composites. The influence of orientation, fiber loading, and
length on the elastic properties of composites has been studied.

Most of the studies indicate that the mechanical and thermal properties of natu-
ral fiber composites are greatly influenced by many factors related to natural fibers.
In order to determine the properties of composites, two types of approaches are
generally used such as micromechanical approach and macromechanical approach.
Micromechanical analysis helps to study the properties of composites at fiber and
matrix level; whereas,macromechanical analysis considers the compositematerial as
homogeneous orthotropic continuum [6]. Inmicromechanical analysis, the properties
of composites are generally calculated using REV with either square or hexagonal
geometry [7, 8]. Facca et al. [9] predicted the elasticmodulus of different types of nat-
ural fiber-reinforced HDPE composites by varying the volume fraction of the fibers.
Pal et al. [10] predicted the elastic properties of polypropylene fiber-based polymer
composites by using REVmodel. Ramani et al. [11] studied the thermal conductivity
of composites by finite element method with parallelepiped and spherical fillers. Cao
et al. [12] estimated the thermal conductivity of fiber composites through REV with
single and multiple fibers by using hybrid FEA based on homogenization technique.
The present work is undertaken to study the mechanical and thermal behavior of
unidirectional PALF-reinforced polymer composites.

2 Materials and Methods

In the present work, epoxy is taken as matrix phase and unidirectional pineapple leaf
fiber (PALF) as reinforcement. The matrix and fibers are considered to be homoge-
nous and isotropic. For the ease of analysis, the fibers are considered to be arranged

Fig. 1 Fiber arrangement in a square REV with circular fiber and b hexagonal REV with circular
fiber



Thermo-Mechanical Analysis of Unidirectional … 477

Table 1 Thermal and
mechanical properties of
epoxy and pineapple leaf fiber
[2, 13]

Properties PALF Epoxy

Density (g/cm3) 1.52 1.15

Young’s modulus (Gpa) 62 3.76

Poisson’s ratio 0.07 0.39

Shear modulus (Gpa) 28.97 1.28

Thermal conductivity (W/mK) 0.0273 0.363

and aligned perfectly (Fig. 1). The constituent materials properties are shown in
Table 1.

2.1 Generation of REV

For the ease of analysis, the periodic arrangement of fibers is considered formicrome-
chanical modeling of composites, where the unit cell or REV can be isolated. The
υf and elastic constants are the same for REV and composite. Hexagonal and square
array are the commonly used periodic sequences for composite analysis.

Figure 2a, b represents square REV with circular and square fibers, respectively.
Figure 2c, d represents hexagonal REV with circular and square fibers, respec-
tively. Generally, more compact composite can be achieved with hexagonal packing
geometry rather than square packing geometry.

2.2 Analytical Methods

To evaluate the properties of a composite, many analytical methods have been devel-
oped by many researchers over the years. From these models, some are selected for
the analysis. This includes the rule of mixture, Halpin–Tsai model for analyzing elas-
tic properties of composite. Chawla and Hashin models are most commonly used
methods for predicting the thermal conductivity of unidirectional fiber-reinforced
composite materials which are used here [14, 15].

2.3 FEA

There are many assumptions made for the ease of analysis. It is assumed that the
arrangement and alignment of fibers in the matrix are regular, and the interface
between the matrix and fiber is perfectly bonded. It is considered that the composite
is free of voids. The axis 1 is aligned with the fiber direction, and axis 2 and 3 are
perpendicular to the direction of fibers. υf ranging from 0.1 to 0.7 is considered in
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Fig. 2 Unit cells of a square REV with circular fiber, b square REV with square fiber, c hexagonal
REV with circular fiber, and d hexagonal REV with square fiber

the analysis. As REV models are considered for analysis, periodic boundary condi-
tions are to be applied. After applying the corresponding boundary conditions for
different load steps, various engineering constants were obtained using stress and
strain equations of composites.

To predict the transverse and longitudinal thermal conductivity of the composite,
steady state heat transfer simulations are done using FEA. For thermal analysis, a
temperature difference of 100 K is applied between two opposite faces, and rest of
the faces are subjected to insulation boundary condition. The heat flux was obtained
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using the temperature gradient obtained from FEA. The heat conduction law is used
to determine the effective thermal conductivity.

3 Results and Discussion

3.1 Effect of Fiber Volume Fraction on Elastic Properties
of Composites

Figure 3 shows the stress distribution in hexagonal and square REV at 0.4 υf.
Figure 4 shows the effect of υf on longitudinal modulus of composites analyzed

by different methods. It is observed from the figure that longitudinal modulus of
composites increases with increase in υf irrespective of the analytical methods and
FEA. Generally, with the increase in υf, the stiffness of material increases which may
lead to the increase in longitudinal modulus of composites. It is also observed that
the results of FEA are in good agreement with the results obtained by the existing

Fig. 3 Stress gradient in a square REV with circular fiber, b square REV with square fiber,
c hexagonal REV with circular fiber, and d hexagonal REV with square fiber
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Fig. 4 Effect of υf on
longitudinal modulus of
composites

Fig. 5 Effect of υf on
transverse modulus of
composites

analyticalmethods. Figure 5 shows the variation of transversemodulus of composites
with υf. It can be seen that the transverse modulus increases with the increase in υf.
The results obtained by hexagonal REV are closer to Halpin–Tsai model. Figure 6
shows the variation of in-planePoisson’s ratiowithυf. It is observed that the Poisson’s
ratio of composites decreases with the increase in υf. The results obtained by FEA
are in good agreement with that of analytical methods. Similarly, Fig. 7 shows the
effect of υf on the in-plane shear modulus of composites. It is evident from the figure
that the in-plane shear modulus of composites increases with the increase in υf, and
the results obtained by hexagonal REV are closer to the Halpin–Tsai model.
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Fig. 6 Effect of υf on
in-plane Poisson’s ratio of
composites

Fig. 7 Effect of υf on
in-plane shear modulus of
composites

3.2 Effect of Fiber Volume Fraction on Thermal Conductivity
of Composites

Figure 8 shows the longitudinal and transverse temperature gradient in hexagonal
and square REV at 0.4 υf.

Figure 9 shows the variation of longitudinal thermal conductivity of composites
with the υf by different methods. It is observed from the figure that the longitudinal
thermal conductivity of composites decreases with increase in υf. It is also evident
that the results of FEA are in good compliance with the results obtained by other
analytical methods. Similarly, Fig. 10 shows the effect of υf on transverse thermal
conductivity of composites. From the graph, it is clear that the transverse thermal
conductivity of composites decreases with the increase in υf. The results obtained
by FEA are in good agreement with Hashin model.
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Fig. 8 Longitudinal and transverse temperature gradient for square REV with circular fiber (a,
b) and hexagonal REV with circular fiber (c, d), respectively

Fig. 9 Effect of vf on
longitudinal thermal
conductivity of composites
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Fig. 10 Validation of
transverse thermal
conductivity with varying vf

4 Conclusion

In the present study, the effective thermal and elastic properties of unidirectional
PALF-reinforced epoxy composites with different υ f have been evaluated using
micromechanical approach. The results obtained from FEA are compared with the
different analytical methods. The present study leads to the following conclusions:

• The elastic properties of the composites such as in-plane Poisson’s ratio and lon-
gitudinal modulus predicted by FEA are in good agreement with the analytical
methods. However, the in-plane shear modulus and transverse modulus values of
composites predicted by FEA are closer to the results obtained by Halpin–Tsai
model.

• The longitudinal thermal conductivity values obtained by FEA are in good com-
pliance with the analytical methods. However, the transverse thermal conductivity
values predicted by FEA are closer to Hashin model.

• From the study, it is clear that the effective thermal and elastic properties of
unidirectional fiber-reinforced composites are significantly influenced by υ f .
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Analysis and Selection of Bio-stents
Using Finite Element Method

Jannatul Bashar and K. Jayabal

Abstract Considerable research has been devoted to the design, optimization, and
development of bio-stents in the last few decades. This paper reviews many existing
stents and suggests anoptimized structure of stent that satisfies all constraint functions
including stress generation in the artery since the arteries also have some limitation in
enduring stresses both in longitudinal and circumferential directions. The best stent
structure among the seven optimized stents reported in the literature, based on the
combined behavior of the artery and the stent-like foreshortening and elastic radial
recoil, is suggested.Aunit cell of the stent is considered alongwith a cylindrical artery
to reduce the computational time. The finite element method is used to determine
the mechanical integrity of the stents at various load conditions during and after its
deployment. The stent is also analyzed for two different materials, stainless steel and
Nitinol, that are used for stent manufacturing and the results are reported.

Keywords Bio-stent · Finite element method · Structural analysis

1 Introduction

The annual world data of the number of people who died as a result of specific
diseases in 2016 shows that cardiovascular disease has taken the first place claiming
17.65 million lives that year alone. Stent research has always been at the forefront
due to its high requirement all over the world. From the bibliometric analysis, 7790
journal papers and articles have published from 1986 to 2013. In the Web of Science
databases, the USA ranks first for contributing 24% of the publications followed by
Germany with 11% and others with 65% [1].

The PCI has been well-documented as a lifesaving therapy for patients who are
suffering from heart problems and also as a pain-reducing treatment for individuals
with multiple blocked arteries who are suffering from angina. In this process, inject
a tiny flexible guide wire into the narrowed or blocked section of the coronary artery.
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After that, a thin tube called a balloon catheter is pushed over the guide wire whose
function is to expand it radially and to assist in pushing plaque against the artery wall
ensuring blood flow. The stent is nothing but a tinywiremeshmade up of superelastic
material locates permanently into an artery to hold it open. After placing the stent,
the catheter is withdrawn from the body.

The studies by Amirjani et al. [2] and Tammareddi et al. [3] through finite element
analysis (FEA) and angioplasty tests have shown that the stent structure plays an
essential role in Percutaneous Coronary Intervention (PCI). To analyze the best stent
structure, we collected seven optimized stents structure reported in different pieces
of literature and compared their mechanical behaviors and used various metrics such
as recoiling and foreshortening to measure the adverse effects of stent deployment
on damage to arterial and restenosis. This analysis is on a single blocked artery.

The stent dimensions depend on an individual’s artery and plaque size; however,
here, the analysis is considered for the same size artery. Selection of the best stent is
based on defined necessitate functions. There are three major parts in this analysis,
namely the stent, the balloon, and a cylindrically shaped artery. One-eighth part of the
wholemodel has been taken for the analysis to gain the computational advantage. The
best stent structure among the considered ones is suggested based on its performance
accounting various factors.

2 Method

2.1 Stent Model

Seven models are considered from the previously published literature and named as
Model A, Model B, Model C, Model D, Model E, Model F, and Model G in the
present manuscript. The first two models, Model A and Model B, are based on the
optimization of the stent parameters suggested by Amirjani et al. [2]. The Model C
and Model D have a tapered strut profile to reduce strain fields along the strut axis
as proposed by Alaimo et al. [4]. The Model E and Model F are developed whose
diameter will vary depending upon the varying plaque size for a fixed artery diameter
through altering the link angle, also known as apex angle, α. To deal with such cases,
the stents should have reduced diameter but without compromising its expansion
or uncoiling ability. Thus, the parameters of Model E and Model F are the same as
models A and B, respectively, however, differing only in the link angle. The structure
of these two models E and F are slightly similar to the one suggested by Pauck et al.
[5]. Model G is based on a multi-objective robust optimization [3]. All these seven
models are taken for the present analysis.

The data available for coronary artery dimensions in an Indian population varies
from 2.6 to 4.52 mm [6, 7]. Therefore, an established artery dimension has taken
for appropriate comparison among seven stents. The inner and outer diameters of
the artery are 2.8 mm and 3.5 mm, respectively, and the thickness of intima, media,
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and adventitia are 0.3, 0.25, and 0.15 mm, respectively. All the models are shown in
Fig. 1 and the meshing of parts is shown in Fig. 2. The parameters of the stent are
given in Table 1.

Fig. 1 Stent models a Model A b Model B c Model C d Model D e Model E f Model F g Model G

Fig. 2 a Dimensioning parameters. b Meshing of the artery, stent, and balloon

Table 1 Input parameters of the strut in mm

Stent Outer Dia
Do

Thickness
t

Length ls Strut
width
W s

Centerline
space Cs

Link
width
W l

Link
angle
α°

Model A 2.03718 0.22 1.4 0.21 0.4 0.125 11.4

Model B 2.03718 0.22 1.4 0.13 0.4 0.125 11.4

Model C 2.03718 0.22 2.0 0.21 0.4 0.18 9.43

Model D 1.32417 0.18 2.0 0.21 0.26 0.21 0

Model E 2.03718 0.22 1.4 0.21 0.4 0.125 11.4

Model F 1.33769 0.18 1.4 0.163 0.26 0.125 0

Model G 1.32420 0.2 1.7 0.19 0.26 0.125 0
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Table 2 The coefficients of the constitutive model for each layer of the artery [5]

Artery layer C10 C20 C30 C40 C50 C60

Intima 6.79E−03 0.54 −1.11 10.65 −7.27 1.63

Media 6.52E−03 4.89E−02 9.26E−03 0.76 −0.43 8.69E−02

Adventitia 8.27E−03 1.2E−02 0.52 −5.63 21.44 0.00

Table 3 Material properties of stainless steel and Nitinol

Young’s modulus
(GPa)

Density (Kg/m3) Poisson’s ratio Yield strength
(MPa)

Plastic strain

Stainless steel 316 l

196 8000 0.3 205 0

515 0.6

Nitinol

41 6450 0.33 140 0

895 0.45

2.2 Material

Three coats of an artery, namely adventitia, media, and intima, are considered as
incompressible isotropic hyperelastic material. For each layer, the coefficients of
reduced polynomial strain energy potential are listed in Table 2. The six-ordered
constitutive equation is described as,

U =
N∑

i+ j=1

Ci j
(
Ī1 − 3

)i(
Ī2 − 3

) j +
N∑

i=1

(Jel − 1)2i

Di
(1)

where I1 and I2 are the strain invariants and Di indicate the compressibility. The
material will become incompressible when the second term disappears in Eq. (1).

Elastic-plastic materials such as the stainless steel 316L (SST) [5] and the most
biocompatible material Nitinol [8, 9] are used as the stent materials and their material
properties are compiled in Table 3.

2.3 Finite Element Analysis

The following element types are used for the different parts in the assembly; an eight-
node linear brick element C3D8R for the stent, a four-node quadrilateral surface
element SFM3D4 for the balloon, and an eight-node linear brick hybrid element
C3D8H for the artery.
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Fig. 3 Boundary condition
applied for the models

The boundary conditions are enforced appropriately to the one-eighth part of the
model as shown in Fig. 3. The radial displacements are specified to the balloon for its
expansion instead of using pressure boundary conditions, as per reverse engineering
by Jiao et al. [10].

2.4 Objective and Constraints

Our objective is to minimize the stress on the stent, stress on the artery, foreshort-
ening Khosravi et al. [11], elastic radial recoil. The constraint functions subjected
to, maximum circumferential arterial stress ≤1.43 MPa [4], maximum longitudinal
arterial stress ≤1.3 MPa [4], recoil ≤30%, and the foreshortened length of stent ≥
length of plaque.

3 Results

After completion of all simulations, the mechanical integrity such as the stress gen-
eration on the stent’s curvature portion, arterial stress, PEEQ, foreshortening, recoil,
and longitudinal stretch, also termed as foreshortening of the artery, are extracted
from FEA output database. The maximum stress in the stent and the artery at each
stage are obtained. As the stent acts as a scaffold, it uncoils its loop portion to hold
artery permanently; therefore, the stent’s curve portion experiences a plastic stage of
the material that is measured by PEEQ, an equivalent plastic strain. The foreshort-
ening is the reduction in length of the stent after the expansion and would affect the
area of contact. The stent alone needs to hold the artery after the balloon deflation,
and the arterial pressure acts on the stent’s outer surface causing a decrease in its
diameter, known as recoil. All these parameters related to mechanical integrity are
compared for all the models chosen.
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Table 4 Maximum stress on the stent, arterial stress, PEEQ, foreshortening, recoil for each model
of SST

Design
name

Stent
stress
(MPa)

Artery
stress
(MPa)

PEEQ Recoil
(mm)

Foreshortening
stent (mm)

Longitudinal
stretch
artery (mm)

Model A 307.04 6.49 0.198 0.060 0.101 0.767

Model B 247.27 7.62 0.082 0.100 0.084 0.661

Model C 250.27 8.06 0.088 0.090 0.065 0.901

Model D 241.91 0.33 0.071 0.690 0.028 0.211

Model E 299.85 0.09 0.183 0.300 0.060 0.111

Model F 228.75 0.25 0.046 0.289 0.050 0.164

Model G 275.17 0.435 0.165 0.255 0.000 0.167

3.1 Model Comparison

Initially, to compare all the models in view of choosing the optimized one, stainless
steel is used as the stent material in all the stents. The model that is satisfying all
the constraint functions is selected as the best stent structure among all of them. The
results obtained are shown in Table 4, whereas the corresponding contour plots are
displayed in Fig. 4. The plots are with respect to time that shows the mechanical
integrity at each stage of PCI deployment.

From Table 4 and as per our objective, the maximum stent stress should be as low
as possible. Accordingly, models B, C, D, F, and G are preferable over the other two
models. Similarly, for arterial stress, the models D, E, F, and G are performing better
than the other models. As far as PEEQ is concerned, the models A, E, and G can
outperform the rest of the models. From the stent foreshortening point of view, the
models D, E, F, and G outshine the other models. For recoil, the models A, B, C, E,
F, and G are more effective than the Model D. Finally, for the longitudinal stretch of
an artery, the models E, F, and G outperform the remaining models. From the above
comparison, it is clear that the Model G performs better than the other models as it
has satisfied all constraint and objectives functions.

The stainless steel, the material used for all stents in previous comparisons, is
now compared with Nitinol material for Model G restoring the same objective and
constraint functions. The comparison result is shown in Fig. 5 and the mechanical
integrities are listed in Table 5.

4 Conclusions

Seven bio-stent designs from the literature were chosen in this work in order to find
out which one among them is better. Each model has its own advantageous and
shortcomings attributing to various reasons. In the present work, we take several
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Fig. 4 a Stress on the stent.
b Arterial stress and c PEEQ
for all the models with
respect to time
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parameters to suggest the stent design that appears best among the seven chosen
ones; stent stress, arterial stress, PEEQ, foreshortening, recoil, and foreshortening of
the artery. It is suggested from the analysis that Model G with Nitinol material seems
a better choice overall as compared with other stent models chosen for comparisons.
This work may help to provide some additional input for further improvements in
the bio-stent design.
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Fig. 5 Comparison of Model G between stainless steel and Nitinol materials a stress on the stent
b arterial stress and c PEEQ

Table 5 Nitinol material results

Design name Stent
stress
(MPa)

Artery
stress
(MPa)

PEEQ Recoil
(mm)

Foreshortening
stent (mm)

Longitudinal
stretch
artery (mm)

Model G−Nitinol 228.5 0.336 0.07 0.105 −4.70E−03 0.143
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Electromechanical Responses
of Dielectric Elastomers

Moumita Tewary and Tarapada Roy

Abstract Electroactive polymers (EAPs) have beenwidely employed as smartmate-
rial for actuation and sensing in recent years. Dielectric elastomers (DEs) are a type
of smart material which belongs to the class of EAPs. Their applications include
soft sensing and actuation which require high sensitivity, flexibility and stretchabil-
ity. They can be actuated under electric field responding to an electrostatic force.
Compared with other electrical actuation technologies, the advantages of dielec-
tric elastomer actuators include lightweight, good compliancy, high energy density,
large actuation strain, quiet operation and low cost. The current research focuses on
the electro-mechanical actuating behaviour of DEs embedded with composite using
finite element approach. Analyses are carried out with three different support condi-
tions of the composite, onwhich the elastomer ismounted, andwith varying thickness
and positions of elastomer on the composite at various voltage levels. Results indi-
cate that strain in the composites increases with a decrease in the thickness of the
elastomer.

Keywords Electroactive polymer · Dielectric elastomer · Electro-mechanical
actuation

1 Introduction

Dielectric elastomers are a type of smart material which belongs to the class of elec-
troactive polymers, which are made up of soft materials and are capable of changing
their dimensions upon an electric stimulation. When in the generator mode, DEs
convert mechanical energy to electrical energy, while they can also convert electrical
energy tomechanical energy in actuator mode. DEs are a type of field-activated poly-
mers that belong to the family of EAPs [1]. The typical assembly of a DE includes a
dielectric material and two electrodes, wherein the dielectric material is sandwiched
between the electrodes. These structures have high electromechanical efficiency and
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can produce a large strain response, i.e. hyperelastic in nature. DEs can be used as
generators, sensors and actuators based on the electromechanical effect. DEs have
received significant interest in recent years for applications as electromechanical
transducers, actuators, sensors and energy harvesters. The interest arises due to its
attractive properties such as the ability to achieve large strains by inducing voltage,
the fast deformation response, lightweight and cost-effectiveness.

DEs can be used in a wide range of applications which include structural health
monitoring, robotic arms, energy harvesting, power generation, electronic skin and
muscles, self-sensing actuators, sensors, etc. Some of these applications involve the
use of composites. This allows an opportunity to test the elastomerswhenmounted on
composites. The primary objective of this research is to study the electromechanical
behaviour of dielectric elastomers.

2 Literature Review

2.1 On Electroactive Polymers

Electroactive polymers are those that respond to electrical signals, and significant
change in dimensions is observed. The most important characteristic is the ability to
induce large displacements and strains.

Much before EAPs existed, electroactive ceramics [EAC] and shape memory
alloys [SMA]were the only source of actuation for smart structures andmechanisms.
Application of these materials includes robotics, active damping, vibration isolation,
manipulation, articulation and many others. On the other hand, little attention is
given to EAPs due to the availability of lesser number of materials and their limited
actuation capability [2, 3].

During the last ten years, many new and effective EAP materials have been iden-
tified and improved fabrication techniques have emerged that have demonstrated
potential capabilities of these materials. Table 1 shows the comparison of some of
the relevant properties of EAP, SMA and EAC [4, 5]. EAPs can induce strains that are
as higher than EACs. The EAPs are broadly classified into two categories according

Table 1 VHB tape and
composite properties [21–23]

Property Elastomer Composite Unit

Young’s modulus 3.6e6 0.465e9 Pa

Poisson’s ratio 0.4999 0.3

Relative electrical
permittivity

8.8

Free-space permittivity 8.854e−12 F/m

Density 720 1158 kg/m3
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to their mechanism; they are ionic and electric EAPs [6]. The dielectric elastomer
comes under the category of electric EAPs.

2.2 On Dielectric Elastomer Actuators

Dielectric elastomer actuators (DEAs) gained popularity in the field of sensing and
actuation since Pelrine et al. published their work on electrostriction of polymer
dielectrics with compliant electrodes in 1999 [7]. DEAs are made of a rubbery soft
dielectric elastomer sandwiched between two compliant electrodes. The two com-
plaint electrodes act as a capacitor. The columbic force, generated due to the electric
field, generates Maxwell stress between the two plates, compressing the dielectric
elastomer layer due to the attraction of both the plates. This induces expansion in the
DEA due to the incompressibility of the elastomer. In general, the operating voltage
of DEAs is as high as ~1–10 kV [8] which is around 100 MV/m of electric field and
considerably high actuation strain over 100% [9] can be reached in the meantime.

2.3 On Modelling of Elastomers

Design and optimization are the important steps in the modelling and simulation
of DE systems. This can be described by mainly two challenges. They are (i) the
passive mechanical response of elastomer with history and time dependence and
with large strains, and (ii) the mechanical response generated by the application
of electric field (electromechanical coupling).Vast research has been done on the
mechanical characterization of the elastomers [10–15] but no researchers focused
on the electromechanical coupling behaviour of elastomers. No research exists on
simulation of elastomers on composites, although only a few works exist on the
modelling and simulation of dielectric elastomers [16–20].

3 Materials and Methods

3.1 Materials

The elastic properties of 3 M VHB tapes allow to distribute loads over a larger area
by accommodating differential expansion and absorbing dynamic loads. Composite
made of MWCNT embedded in epoxy is used in this study. Table 1 shows the
properties of 3 M VHB tapes and the composite material.
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3.2 Methodology

A dielectric elastomer is placed between two compliant electrodes which is in turn
attached to a composite beam represented in Fig. 1. An applied electric field causes
the dielectric elastomer to elongate in length and compress in thickness which is
represented in Fig. 2, due to Maxwell stress. This deformation in the elastomer
causes the composite to bend or elongate based on the boundary conditions of the
composite beam.

Due to the Maxwell stress, the elastomer film contracts in the thickness direction
and expands in the film’s planar directions. The direction of Maxwell stress acts in
perpendicular to the DE film and the mechanical stress in radial direction (σr) during
planar actuation.

An electroelastic analysis is performed to determine the deformed shape and
strain in the thickness direction (εz) for a static load. The position of the elastomer
is varied, namely two end positions and middle position. The elastomer and the
composite beam are meshed accordingly. Boundary conditions are applied based
on the different supports, namely cantilever, both sides fixed and fixed roller beam.
These supports are represented in Figs. 3, 4 and 5, respectively.

Fig. 1 Elastomer on
composite beam

Fig. 2 Working of a
dielectric elastomer
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Fig. 3 Cantilever support 1
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Fig. 4 Both ends fixed
support
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Fig. 5 Fixed roller support 1
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For the cantilever support, one side of the beam end is fixed in all the directions
and the other end is kept free. For the both ends fixed support, both the ends are fixed
in all the directions. One side of the beam is fixed in all directions, and the other end
is fixed in y-direction and z-direction and allowed to move in x-direction in fixed
roller support. The nodes are coupled in the top and bottom surfaces of the elastomer
separately, in order to model the two complaint electrodes. For both the compliant
electrodes to work, the least node on the respective faces is coupled with all the other
nodes on the particular face on the elastomer. Voltage is applied on both the least
nodes of both the coupled surfaces. As a voltage difference is created between the
two faces, the elastomer tends to expand or compress based on the voltage difference
created. The voltage is varied from 500 to 5500 V.
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4 Results and Discussion

The deformation of the beam is measured on the free side of the cantilever beam,
bottom side (i.e. side opposite to the side of the attached elastomer) of the beam with
both sides fixed and on both the roller and bottom side for fixed roller beam support.
Figure 6 depicts the deformation of the composite beam in cantilever support, both
ends fixed support and fixed roller support when voltage is applied on the elastomer
(middle position) with thickness ‘t’.

Figure 7 shows the strain in the cantilever beam for various voltages when the
elastomer position is at fixed end, middle and free end. From Fig. 7, it is evident that
as voltages increases, strain in the composite beam also increases. It is inferred that
with reduction in the thickness of the elastomer, a higher strain can be obtained in
the composite beam for a particular voltage level. This is due to the fact that the same
amount of electromotive force acts on the elastomer even if the thickness varies. So, a
greater deformation is obtained for a low thickness elastomer than a higher thickness
elastomer for the same voltage level. It can also be seen that elastomers with higher
thickness can withstand higher voltage levels.

Figures 8 and 9 show the strain for various positions of elastomer at different
voltage levels for both ends fixed beam and fixed roller beam, respectively. The
strains in both the cases follow the same trend as in the case of the cantilever beam.

Figure 10a shows the strain in the composite beam in cantilever support for elas-
tomer thickness ‘t’ at different positions. From the graph, it can be inferred that
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Fig. 6 a Cantilever support, b both ends fixed support and c fixed roller support

Fig. 7 Strain in cantilever beam when elastomer position is at a fixed end, bmiddle and c free end
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Fig. 8 Strain in both ends fixed beam when elastomer position is at a fixed end and b middle

Fig. 9 Strain in fixed roller beam when elastomer position is at a fixed end, b middle and c roller
end

Fig. 10 Strain for various voltages in composite for different positions of elastomer and at thickness
‘t’ for a cantilever, b both ends fixed and c fixed roller support

strains are very high when the elastomer is placed at free end as compared to that of
the other two cases. We know that maximum displacement occurs at the free end in
a cantilever beam and as the elastomer position moves from free end to fixed end,
the point of application of forces moves from free end to fixed end, which in turn
increases the displacement in the cantilever beam at the free end. Figure 10b shows
the strain in the composite beam in both ends fixed support for elastomer thickness
‘t’ at different positions. From the graph, it is evident that strain is more in the case of
elastomer at the middle position. In general, when both the ends are fixed, maximum
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deformation occurs at the middle. And if the elastomer is placed in the middle posi-
tion, more force is acting at that position, which in turn produces more deformation.
The variation in deformation for various positions is less as compared to that of the
other supports. Figure 10c shows the strain in composite beam in the fixed roller
support for elastomer thickness ‘t’ at different positions. This case similar boundary
conditions as that of the both ends fixed support, but only horizontal movement is
allowed at the roller end. Similar trends in strains are observed as cantilever support.
Similar trends are observed for other elastomer thickness

(
3t
4 , t

2

)
for their respective

beam supports.

5 Conclusion

The present research on the elastomers led to the following conclusions:

• Modelling and electroelastic analysis of dielectric elastomer on composite through
finite element approach has been done for various composite beam supports and
different elastomer positions and thickness.

• It is observed that, elastomerswith low thickness tend to producemore deformation
at lower voltages than elastomers with higher thickness, but they fail at higher
voltages.

• It is observed for higher thickness elastomers; they have low deformations at lower
voltages but the deformations increase exponentiallywith increasing voltage. They
sustain higher voltages than low thickness elastomers and fail way above them.

• The position of the elastomer has a major impact on the strain in the composite.
From the findings, it can be concluded that in the case of the cantilever and fixed
roller support, as the elastomer positions are varied from fixed to free/roller side,
the strain in the composite increases. In the case of fixed-fixed support, maximum
strain occurs when the elastomer position is in the middle.
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Design, Manufacturing, and Testing
of Feeding and Bending Mechanism

Vijay V. Mehta, Vedant K. Parmar, Nirav P. Maniar and Jasmin P. Bhimani

Abstract With the growing need of fast production to meet the requirement of
the industry, mass production machines like hydraulic, tracer control machine tool,
special purpose automatic and semi-automatic machines were introduced with the
advancement of technology. The use of these machines has considerably reduced
production costs by way of reduced machining time and labor cost. This has excited
the research to develop another special purpose machine—CNC 2D rod bending
machine. Presently, available CNC 2D bending machine is very costly. The present
research work focusses on developing a low-cost CNC 2D bending machine using
pneumatic and single-axis CNC system, capable of bending metal rod ranging from
3 to 6 mm diameter, in the length range from 1 foot to 8 feet, of rod material mainly
stainless steel and mild steel with maintaining cladding material and appearance.
The methodology is applied to design the feeding and bending mechanism to over-
come the above-stated problems. The mechanisms are not only designed but also
manufactured. Its cost reduced by 35–45% compared to available machines in the
market. It sets the classical example of design for manufacturing.

Keywords Metal rod bending · Bending mechanism · Feeding mechanism

1 Introduction

Automation industry is currently the most booming industry for fast and easy
production. Automation takes place in various product manufacturing. Automa-
tion has been covering many industrial applications like manufacturing, inspection,
research and development, dispatch, material handling process, inventory control,
food processing, medical, agriculture, power plants, automobile industries, etc.
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Metal rod bending machine means, “A machine which bends the rod by apply-
ing a specific angle consisting of different axis to control the feeding mechanism
and bending mechanism by giving angle control.” Metal rod bending machines are
classified into two different categories, one is 2D metal rod bending machine and
another is 3D metal rod bending machine. Both classifications are based on working
of axis in bending machine. In 2Dmetal rod bending machine, two different axes are
available; X-axis as feeding axis and Y-axis as bending axis, whereas in 3Dmetal rod
bending machine, one feeding axis and two bending axes, X-axis as feeding axis, Y-
and Z-axis are bending axis.

Authors of published technical papers highlight the mechanical design of the rod
bending mechanism. It is related to the construction of rod, its structure, and effect of
rod materials on different mechanical properties after bending. Feeding mechanism
literature involves its components’ working behavior while feeding the rod.

The feeding mechanism of bending machine is equipped with either a hydraulic
system or pneumatic system in addition to an original power source providing to feed
the rod. It is necessary to get an increment of the rod with high accuracy to eliminate
the errors in the final product. Servo pneumatic is utilized for various industrial
applications to obtain position accuracy. Advantage of this device is cleanliness,
high power absorption, easy maintenance, anti-explosive, and long working life [1].
Nonlinear characteristics of the electro-hydro actuator result in a time-varying load
uncertainty. That can be controlled by the approximate control model system which
is integrated with position feedback control system [2]. Both systems have clamping
devices for rod. The force for clamping the rod has to be optimum to stick with clamp
while bending it. Pneumatic system does not require a feedback system. Therefore,
pneumatic system is cost-effective while the hydraulic system involves a high cost
of the feeding mechanism.

Most of the literatures are dealing with analytical behavior of bending the rod in
bending mechanism. For example, if fabrication of coil from the metal wire is done,
then breath by height is affected. The small size of breath end increased and this
portion should be machined after fabrication. Height is not affected compared with
the breath [3]. The pretension force increases the parallel strength, but this strength
effect is limited [4]. As an increase in the curvature, bending moment increases in the
direction of the moment, that becomes unobvious and instability appears in product
[5]. These parameters should be considered during the metal rod bending condition.
The spur gear is the best cost-effective component in the bending mechanism. So,
the research relates to the vibration of spur gear is also important. Vibration can be
reduced by linear function and periodic function model [6].

The research gap is founded to design and manufacture a feeding and bending
mechanism for themachine in such away that it does not change the claddingmaterial
and its appearance.
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2 Feeding and Bending Mechanism of 2D CNC Bending
Machine

2.1 Statement of Problem

Different mechanisms are available for bending operation. Various analyses have
been done to improve the parameters of different components of bending machine.
Among them, some parameters like size of machine, cost, easy operating, easy
assembly, and easy maintenance have been recognized for commercial use.

The objective is to design and manufacturing of compact size and lower-cost
CNC 2D metal rod bending machine which can maintain metal rod cladding and
appearance.

2.2 Machine Details

2D metal rod bending machine’s specification has been dealing with different
machine components. Some of the generalized components are base table, bending
mechanism, feedingmechanism, operating system of bending mechanism, operating
system of feeding mechanism, case cover of body, controller system, and feedback
system.

Above all are generalized component of 2D metal rod bending machine which
has required to design as per the application of machine. The major dimension of the
machine is base table size, see Table 1. It is comparatively compact size compared
to available machines in recent market.

The machine contains servo motor, pneumatic system, proximity sensors, and
single-axis CNC controller to feed the metal bar.

Feeding mechanism is input mechanism for the machine. It feeds the rod to
the bending mechanism. It has to be designed simply with low maintenance costs.
Designed feeding mechanism is shown in Fig. 1.

Bending mechanism used to bend the metal rod by giving an angle. The develop-
ment of this mechanism is very important for giving a low-cost solution. This mech-
anism satisfies the unique solution of machine as well as provides easy operating and
low maintenance. The axes details are shown in Fig. 2.

Table 1 Machine details S. No. Description Dimension (Metric)

1 Table size Length 1700 mm

2 Width 900 mm

3 Metal rod range Diameter 2–6 mm

4 Metal rod range Length 1–8 mm
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Fig. 1 Assembly of feeding mechanism

Fig. 2 Assembly of bending mechanism

The final assembly of machine is done with feeding and bending mechanisms
togetherwith required components. It is shown in Fig. 3. The final product of stainless
steelmetal rod of diameter 6mmwhich has to bend perfectly at 90° is shown in Fig. 4.
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Fig. 3 Manufactured machine

Fig. 4 Final bending metal rod

2.3 Analytical Calculations of Bending Mechanism

Case 1: 3 mm diameter 250 MPa yield strength of MS bar.

∂b = MY

I
Bending stress (Based on Yield stress limit) (1)

∂b = Fl

I/y
= F ∗ 10

(π/32)d3
= F ∗ 10

(π/32)33

F1 = 250(π/32)33

10
= 66.267 N
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Case 2: 6 mm diameter 250 MPa yield strength of MS bar.

∂b = MY

I
Bending stress (Based on Yield stress limit) (2)

∂b = Fl

I/y
= F ∗ 10

(π/32)d3
= F ∗ 10

(π/32)63

F2 = 250(π/32)63

10
= 530 N

Case 3: 3 mm diameter 215 MPa yield strength of SS bar.

∂b = MY

I
Bending stress (Based on Yield stress limit) (3)

∂b = Fl

I/y
= F ∗ 10

(π/32)d3
= F ∗ 10

(π/32)63

F3 = 215(π/32)33

10
= 56.990 N

Case 4: 6 mm diameter 215 MPa yield strength of SS bar.

∂b = MY

I
Bending stress (Based on Yield stress limit) (4)

∂b = Fl

I/y
= F ∗ 10

(π/32)d3
= F ∗ 10

(π/32)63

F4 = 215(π/32)63

10
= 455.923 N

These four cases finalize the required force to bend the metal rod. It needs to
identify the pneumatic cylinder which will generate forces to bend the metal rod.
Above forces calculated in Eqs. 1, 2, 3, and 4 are generating from the Janatics A12
series pneumatic cylinder.

Pressure = Force

Area
(5)

The A12 pneumatic cylinder generates 5 bar of pressure and it has 50 mm bore
diameter. Equation 6 is showing the calculation of force for desired application. It
has to be verified whether it is satisfying our requirement or not.

Fc = P
(π

4

)
d2 = 0.5

(π

4

)
502 = 981.747 N (6)
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Here, obtained result shows that Fc > F1, F2, F3, F4. Therefore, required force Fc
is satisfying the bending requirement. As per this force, MS and SS rod of 3–6 mm
can bend properly.

3 Conclusion

Thebendingmechanismand feedingmechanismare safe design for the 3–6mmmetal
road bending at 90°. This machine is utilizing mechanical components collaborating
with the electronics components to generate interdisciplinary machine.

Important thing is to notice that during the rod bending process, there is no descal-
ing of the metal from the bent portion. It is big achievement. This machine has been
applied in kitchenware production successfully. It is observed that simple design of
mechanism makes easy maintenance. This machine cost is nearly 35–45% less than
available bending machines in the recent market with same configuration. It is very
clear to conclude that this special purpose machine satisfies the aim of bending the
metal rod for the customer.

Acknowledgements Special thanks to Mr. Mahesh Vyas and Mr. Kashyap, Archana Automation
Pvt Ltd, Rajkot for giving support and admire work to manufacture this machine.
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Design and Kinematics of a Coal Bunker
Scraper Guide-Mechanism

Bijoy Ramakrishnan, Alex Sherjy Syriac, Chetan Chaudhari, Aditya Shah
and S. S. Chiddarwar

Abstract The paper discusses the evolution of a robotic mechanism which can
closely follow the perimeter walls of a coal bunker. A mechanism, which slides
on a track along the perimeter and guides the scraper, is constructed. The robot is
designed keeping in mind its rigidity and achieves its functionality. The most desired
parameter of this robot is the proximity to the walls when the scraper moves to all
altitude levels of the bunker. The mechanism discussed permits the scraper to be
guided along the walls of a rectangular frustum. Design and selection of parts were
done by conventional methods. Workspace analysis of the resultant mechanism was
done in MATLAB to ascertain the reach of the scraper. The kinematic development
of the mechanism is discussed in brief. The design criticality of structural members
was analyzed numerically.

Keywords Scraping · Mechanism · Workspace · Coal

1 Introduction

A coal bunker is a large storage facility for coal in a power plant. Coal bunker
scraping is a routine process of cleaning a coal bunker. Coal from bunker flows to the
pulverizing mill. The continuous flow of coal is necessary for optimal operation of
the power plant. Coal is expected to flow by gravity.While this arrangement works in
dry coal, scraping becomes a necessary process in wet conditions, when coal sticks
to the walls. The problem of scraping cannot be carried out effectively by human
interference but needs a robotic entrance.

Considerable research and design have been made for a similar application as
explained by Dandan et al. [1]. A review of cleaning techniques including whip type
cleaning has been described by Dandan et al. [2] in another paper. However, most
papers and patents discuss the lines where the material being handled is in powder
form and small quantities [3]. There are numerous other commercial solutions aswell
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[4] with little or no demarcating effect on each other.While most solutions may work
to a good extent in circular Hoppers [5], the mechanism for a bunker with rectangular
frustum is not explored. This paper discusses the generation of a mechanism and its
design to meet these requirements. The mechanism proposed in this paper is built
on the functional requirement of heavy payload, rugged construction keeping in tab
the requirement of positioning, reach, and safety as well. The mechanism consists of
a closed-chain mechanism, which guides the scraper to the required position in the
bunker. While the scraper has to reach the walls [6], the projection of the scraper can
be traced to an imaginary point on a plane on top of the bunker. This is the required
point that has to be traced by the mechanism in order to position the scraper to the
proximity of walls.

The use of a mechanized scraper reduces the industrial risk [7].While most mech-
anisms are based on serial manipulation, some are based on parallel manipulation,
which can handle a higher payload [8]. In this paper, a 2-DOF manipulator is mod-
eled to position the end effector along the walls of the bunker. This is achieved using
a P-R, R-P configuration [9]. The scraper guide trolley adds to it a concatenated
effect of the actuator, which gives it two degrees of freedom. The paper discusses the
development of the mechanism, the physical and industrial constraints it meets. The
workspace of the end effector is of prime importance as it has to follow a path close
to the walls. The given mechanism is most beneficial in the case of a rectangular
cross-sectional bunker.

2 Development of Mechanism

The mechanism is a forced closed-chain mechanism. Taking inputs from Feng Gao
[9], the mechanism follows an R-P′P′R-P configuration Fig. 1. The prismatic joint
is superimposed on another prismatic joint. The spatial process that mechanism
possesses is a translational motion by using the rotational and prismatic joints.

Fig. 1 Kinematic arrangement of the mechanism
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The first rotational joint is fixed to the top surface of the bunker. The type of
constraint between links is pin type, allowing one degree of freedom. This is con-
nected to the second link (beam) by a prismatic joint in a perpendicular plane. This
joint allows the span of the link to change as per the contour of the guide track. The
second link is not directly powered and is dependent on the guide track and hence
does not contribute to the degree of freedom. The third link or the sliding link on the
second link is the end effector. This part does not form a part of the chain, but is an
actuated link on the second link. The second link is directly connected to the fourth
link (trolley) by means of a pin joint. The fourth link is resting on a guide track. The
trolley is the driven part and gives the tangential motion to the end effector link. This
actuator achieves the first degree of freedom. The end effector link-2 itself being an
actuated link adds a degree of freedom, hence giving the mechanism a two degree
of freedom.

The complete mechanism consists of two actuators responsible for the beam
rotation and the end effector motion, respectively, leading to 2-DOF translational
capability of mechanism. The kinematic arrangement of such kind opens avenues
for a higher degree of freedom to the mechanism which is uncalled for. This is
the result of the higher pair at the sliding outer end of the mechanism. It can be
constrained by keeping the tolerance of contacting parts in check.

3 Design Criticality

The mechanismmust fulfill the following design requirements. First being the work-
place requirement. Themechanism has to be transported to the bunker. In most cases,
the bunkers are more than 20 m tall and have minimal approach paths to their loading
area. Therefore, considering this aspect, it must have appropriate weight and size,
or assembly should be possible at the place. Secondly, the entire equipment must
be compact and robust for handling purposes so that it can enter a confined small
opening for operation. Themechanism should facilitate reach to every location of the
bunker at all the heights. In addition to it, the robot must be able to move inside the
silo to scan the entire height from top to bottom, allowing the cleaning tools to reach
every point of the interior surface. The mechanism should hold the end effector dur-
ing the cleaning process. Maintenance of cleaning tools and supporting equipment
at regular intervals should be possible (Table 1).

Table 1 Link and constraints

Link number Constraint Degrees of freedom Links connected

Link-1: Rotating axial support Pin 1 Base and link-2

Link-2: Sliding beam Sliding Dependent Link-1 and Link-4

Link-3: End effector Sliding 1 Link-2

Link-4: Trolley Sliding 1 Link-2 and base
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The actual design of this mechanism includes many components. Hence, discus-
sion on only critical parts is done here. The beam and the joint end at the trolley
section are the critical components when subjected to loading conditions. Beam is
the primary structural support as well as the main contributor of weight to the mech-
anism. In addition, the beam has to handle the loads at different spans and different
locations of the beam. For facilitating the movement of the prismatic actuator, I-
section beam is selected. For practicality of the mechanism, standard available beam
sizes were chosen from data book and FEM analysis [10, 11] was done on the most
optimal beam size. The MB150 beam has proved to be sufficient for given data. The
initial guess on a range of beam size is based on the bending moment equation. The
beam is expected to operate between a range of values for the given dimensions of
bunker. This was calculated as 3-m and 5.61-m span, respectively. The data contain-
ing the extreme andminimum span length is given in Table 2 as well. The calculation
for the beam taken is a similar approach as the one taken by Leszek Sowa [10]. The
data is for a bunker with plan dimensions of 7-m breadth and 11-m length. The depth
of the bunker is 20-m. The load is taken as 5 kN for all analysis purposes. The load
taken is the consolidated weight of the mechanism and driving support. It is inclusive
of service factors and safety factors. The dimensions have been taken from the actual
bunker where this mechanism is being implemented.

The stress generated in the beam is well within the safety factor (Table 2) and will
not cause any safety issue for forecasted dynamic loads to the end effector. The load
considered on the beam is the consolidated weight of all the apparatus on the end
effector to be used for scraping. Also, a factor of 1.5 in loading is taken, overseeing
the reaction force experienced by the end effector. This service factor has been taken
considering the design of scraper mechanism [11]. As seen in Fig. 2a, the beam is a
propped beam. The end condition is fixed sliding at the central bearing and simply
supported at the trolley end.

The trolley end of the mechanism (link-3) is also a critical part of the working.
It was observed from stress analysis that a stress concentration zone forms at trolley
pin joint. The stress was reduced by adding supports as required and increasing
the dimension. Design details are limited to the identification of critical parts and
concluded here to reduce trivial calculations.

Table 2 Stress distribution at
different loading

Position Span (m) Load position
from track (m)

Maximum Stress
(MPa)

1 3.00 0.5 17.956

2 5.61 0.5 24.550

3 3.00 1 23.219

4 5.61 1 33.880
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Fig. 2 a Design of mechanism structure. b Design of mechanism with end effector in the bunker

4 Kinematic Workspace Analysis

The mechanism is conceptualized for a locus almost similar to the perimeter of the
bunker. In actual case, the locus traced is not as perfect due to the different inclination
of link-2 to the guide track at different positions. The kinematic workspace analysis
is subject to boundary constraints of the bunker as well as the resolution of the
servomotor driving the trolley of the mechanism.

The motor generates a dotted locus near the rectangular plot on the guide track.
The distance between the dots is governed by the resolution of the motor coupled
with the inertia of the system and braking accuracy. In this mechanism, endpoints
of the effector generate coordinate data for almost all spatial points in the bunker.
Such analysis would generate a lot of redundant data regarding workspace [12].
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Fig. 3 Locus of end effector for a fixed point on the beam position of track is (4) 0.5 m from wall
position of end effector at (1) 1 m (2) 0.5 m (3) 0.25 m

In the current analysis method, three distant points of actual application are taken
into consideration. In Fig. 3, the points are at a distance of 0.25 m, 0.5 m, and 1 m,
respectively. The equation of line joining the track and central bearing was generated
and a point at specified distancewas taken on that line. For that fixed length, the points
were plotted using MATLAB as in Fig. 3.

The locus of these points shows the coordinate of the end effector. Since the
required position is parallel to the wall, the locus represents a modified position of
the end effector. To achieve the actual position on the beam, the end effector has
to move a bit to compensate for the distance. Symmetric points were taken along
the trajectory of the end effector. The actuation of the end effector by the correction
distances will lead to more precise positioning of it. The following function relates
the angle theta generated at the center by the link to the initial and final pose of the
sliding trolley on track. The initial coordinate of the pose being xi, yi, and xi+1, yi+1
is the final coordinated of the slider on track.

θ = cos−1

⎛
⎝ xi xi+1 + yi yi+1√

(x2i + y2i )(x
2
i+1 + y2i+1)

⎞
⎠ (1)

where theta is the angle formed by the two positions (Fig. 4). The theta values found
from Eq. 1 are used to find the motion required by the end effector to keep itself
parallel to wall.

5 Conclusion

Scraping is a necessary part of a coal bunker. Coal bunker has existed for centuries
and technology regarding them has evolved. The current mechanism has evolved
based on the improvement in support systems which allow much precise motion
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Fig. 4 Track profile and the end effector profile generated. Here, A and B are the initial and final
link length for position 1 and 2, respectively; φ is the angle formed between them

of the arm. A robust mechanism with multiple constraints was generated by the
constrained application of industrial functionality. A rigid mechanism of industrial
grade and ease of handling was evolved. The mechanism greatly reduces the human
interference in the process of scraping. In addition to that, the continuous operation
of this mechanism increases the bunker operational capacity. An end effector base
was created to facilitate the planar motion of a point. The mechanism proves to be
practically feasible from an industrial, design, assembly, and safety point of view.
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Measurement of Elastic Modulus
and Damping Properties of Friction Stir
Processed Pure Metals Using Impulse
Excitation Technique
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G. Madhusudhan Reddy and R. Arockia Kumar

Abstract The impulse excitation technique (IET) is one of the most reliable and
non-destructive techniques to measure dynamic elastic properties of materials. It is
also possible to measure the damping factor and the resonant frequency of materials
using this technique. In the current study, IET is used to measure Young’s modulus,
natural or resonant frequency (f r) and damping factor (Q−1) of friction stir processed
pure metals with an intention to assess their vibration damping ability. Commercial
pure aluminium (Al), copper (Cu) and magnesium (Mg) metals were subjected to
single-pass friction stir processing employing 600 RPM of tool rotational speed and
60 mm/min of travel speed. The specimens for IET analysis and for microstructural
observations were extracted from the stir zone of friction stir processed plates. The
microstructure in the stir zone is severely refined by the friction stirring particularly
the grain size of magnesium refined to 25.6 μm from its initial size of 780 μm.
The measured Young’s modulus and natural frequency for the processed Al and
Cu samples were interestingly lower than their as-received counterparts. But the
damping ability of these metals significantly improved after processing. However,
for magnesium, the observed trends in the properties before and after processing
were quite opposite to the other two metals. The crystal defects created during the
friction stirring could be a reason for the observed trends.
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1 Introduction

Over a decade, the friction stir welding process has been established as a reliable
technique to join non-ferrous alloys, particularly, aluminium alloys. Apart from
establishing a joint, this process also significantly alters the microstructure of the
materials. Friction stir processing (FSP) is a modification of the friction stir weld-
ing process that has extensively used to alter the surface microstructures of metallic
materials [1]. Employing the same process, composite layers have also been pre-
pared by incorporating hard ceramic particles into the surface [2]. The friction stir
processed regime, in general, was observed to have a fine microstructure [3] and it is
a well-established fact that fine microstructure improves the mechanical properties
of metallic materials. These observations have been reported by several researchers
[4, 5]. At the same time, it has to be remembered that the fine microstructure also
influences the elastic modulus [6] and damping properties of the materials [7]. The
ultrafine microstructures developed by equal channel angular extrusion [8, 9] and
high-pressure torsion have been observed to exhibit reduced Young’s modulus and
improved damping properties. It is well known that Young’s modulus is a key design
parameter. Hence, it is essential to study the influence of processing on the modulus.
The friction stir processing has widely been accepted by industries in processing
non-ferrous alloys. Therefore, it is necessary to study the influence of this process in
altering the modulus and damping properties. This knowledge would help the design
engineers. The present study is an attempt to study Young’s modulus and damping
properties of friction stir processed commercial pure metals, i.e. aluminium, copper
and magnesium. Indeed, there were some efforts in the recent past to determine the
damping properties of surface composites fabricated by friction stir processing. Such
studies employed dynamic mechanical analyser to study the elastic properties [10].
However, the present study employs the impulse excitation technique (IET) to mea-
sure the damping properties and Young’s modulus. The impulse excitation technique
(IET) is one of the simple and non-destructive techniques used to determine these
properties.

2 Experimentation

Commercially pure metals (aluminium, copper and magnesium) are used in this
study. They were cut into 200 mm × 70 mm × 6 mm samples. A tool made of
high-speed steel having a threaded pin profile was used for the present study. The
tool had a shoulder diameter of 15 mm, pin diameter of 6 mm and pin length of
4 mm. The FSP was carried out at tool rotational speed= 600 rpm; traverse speed=
60 mm/min and axial force= 10 kN. These are the optimum process parameters for
thesemetals. Figure 1 shows the line diagramof experimental procedures. Specimens
were obtained by cutting the friction stir processed plates at its centre perpendicular to
the processing direction. Specimenswere polished as per the standardmetallographic
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Fig. 1 Line diagram of the present study

procedure [11]. The microstructural characterisation of FSPed samples was carried
out using an opticalmicroscope andX-ray diffraction (XRD) analysis. The impulse of
a lightmechanical impact excites the suspended sample into the resonance frequency.

The sample’s vibration is collected by a microphone and the signal is processed
by a software-based analysis program for the calculation of the resonance frequency,
elastic modulus and damping. For rectangular samples, the elastic modulus can be
calculated as the following formula [12].

E = 0.9465
m f 2f
b

(
L3

t3

)
T1

where E is the elastic modulus (Pa), f f is the resonance frequency (Hz), m is the
mass of the sample (g), T 1 is the correction factor and L, b and t are the length, width
and thickness of the sample (mm).

The damping factor or internal friction (Q−1) can be calculated from

Q−1 = K

π f f

where K is the exponential decay parameter.

3 Results and Discussions

Figure 2 shows decay of sound vibration as a function of time. The time required
to decay the sound vibration represents the damping ability of the material. If the
amplitude of vibration decays quickly, then it has better damping properties. It is
evident from Fig. 2 that the time for decaying the vibration reduced in the case of
friction stir processed aluminium and copper, whereas it takes more time to decay the
vibration in the case of processedmagnesium.Thedamping factor (Q−1) as calculated
from these curves is shown in Fig. 3a. It is implied from the figure that damping factor
increased for aluminium and copper after processing. Indeed for copper, the damping
factor doubled after FSP, whereas for aluminium, the improvement in damping factor
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Fig. 2 Decay of sound vibration as a function of time for materials before and after FSP

Fig. 3 a Damping factors and b elastic modulus of pure metals before and after FSP
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is marginal. However, the damping factor for magnesium considerably decreased
after FSP. The elastic modulus of copper and aluminium, in general, decreased after
processing. However, for magnesium, it is unchanged. The observed changes in
damping factor and elastic modulus might have been due to the microstructural
changes that occurred during FSP. Hence, microstructural investigation was carried
out to explain the observations. Figure 4 shows the optical micrographs of the base
metals and the FSPed metals. In each sample, stir zone can be clearly distinguished
from the base metals. From Fig. 4, it was observed that after FSP, the grains are
qui-axed and grain size reduced to 10, 4 and 26 μm for Al, Cu, andMg, respectively.

Fig. 4 Optical micrographs of pure metals before and after FSP
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Table 1 Calculated values of average grain size and dislocation density before and after FSP

S. No. Material Grain size (μm) Dislocation density (ρ) × 1012/m2

Before FSP After FSP Before FSP After FSP %Change

1 Aluminium
(Al)

44 10 4.24 2.57 −39.3

2 Copper (Cu) 20 4 1.49 0.84 −43.6

3 Magnesium
(Mg)

780 26 1.67 2.99 +79.0

The stir zone X-ray diffraction patterns (Fig. 5) of base and processed metals was
obtained to calculate the density of dislocations.

It was observed that dislocation density decreased after processing in copper and
in aluminium, whereas in magnesium, it is increased after processing (Table 1). The
aluminium and copper plates used in this study were received in rolled condition.
Then it is expected to have high dislocation density in as-rolled condition. But after
FSP, the dislocation density was low because the microstructures are fully recov-
ered and recrystallized by thermo-mechanical cycles endured by metal during FSP,
whereas magnesium was received in as-cast condition. As-cast ingots expected to
have only equilibrium number of dislocations. Hence, the number of dislocations
increases after processing in the case of magnesium.

The defects, i.e. dislocations, grain boundaries, present in the material help to
improve the inherent damping factor [13]. The vibrational energy dissipates at
defects. The decrease in grain size (Fig. 4) implies that increase in grain bound-
ary area [14]. This was believed to be responsible for the improvement of damping
properties in aluminium and in copper, whereas in the case of magnesium, increase
in grain boundary and dislocations leads to the formation of dislocation tangles thus
led to poor damping. The tangled dislocation cannot be moved by applied vibra-
tional energy; hence, it would not participate in dissipating the energy. A decrease
in damping was reported for ECAE processed pure magnesium supports the present
observation [8].

The creation of defects particularly an increase in grain boundary area led to
decrease in density. Otherwise, free volume increases as grain boundary fraction
increases. This results in softening of material thus decreased in elastic modulus. It
is evident from Fig. 4 that microstructure of aluminium and copper is significantly
refined after FSP, i.e. increase in grain boundary area. Pal-Val et al. also observed
that materials exhibit reduced elastic modulus after being subjected to severe plastic
deformation for the same reason supports the present findings [9].
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Fig. 5 X-ray patterns of pure metals before and after friction stir processing

4 Conclusion

1. The damping factor of aluminium (+58%) and copper (+135%) was increased
after friction stir processing due to an increase in the grain boundary area.

2. The elastic modulus of aluminium and copper was marginally decreased after
processing.

3. The damping factor of magnesium decreased (−60%) owing to an increase in
dislocation density after processing.

4. The elastic modulus of magnesium was found to be unchanged after processing.

Acknowledgements The authors would like to thank DST-SERB for funding this research work
through project No. ECR/2017/00122. Authors also grateful to DRDO-DMRL for extending their
facility to conduct friction stir processing.
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Dynamic Response of FGM Kirchhoff’s
Plate

Pratikshya Mohanty and Rabindra Kumar Behera

Abstract The study proposes a new rectangular finite element of 16° of freedom
based on hermitic cubic polynomials, for investigating the strength of a thin rectan-
gular FG plate compared to conventional materials like pure ceramic or pure metals
on the aspects of static and dynamic performance. A power law variation in mate-
rial properties is assumed across the plate thickness. Mori–Tanaka homogenization
scheme is employed for micromodeling of the FGM. A thin plate of particulate
silicon carbide and aluminum matrix functionally graded composite is designed
which is analyzed based on classical laminate plate theory and tested to clamped
and cantilevered boundary conditions. The results are generated using MATLAB
programming and validated using ANSYS commercial FEA package.

Keywords Finite element method · Functionally graded materials · Modal
analysis · Classical laminated plate theory

1 Introduction

Since the launch of functionally graded materials in Japan, researchers have been
studying and utilizing graded composites in various engineering applications. FGMs
are of two kinds: continuous and discretely layered. FG materials perform better
in terms of optimum strength with high thermal stability. Particulate FGMs are far
less susceptible to de-bonding and thermal fracture that are caused due to inter-
laminar localized stresses as observed in laminated composites or short whisker
FGMs. Therefore, efficiency in load transfer mechanism is retained in FGMs [1].
Usually, vapor deposition, powder-stacking methodology, electrostatic, and thermal
plasma techniques are employed for fabrication of functionally graded materials
[2]. The process of homogenization is understood as the determination of effective
properties of the composite based on the properties of the parent materials. Usually,
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Voigt’s andRuess rule ofmixture is applied for the homogenization of advanced com-
posites but when it comes to randomly oriented particulate FGM such as Al-SiC,
Mori–Tanaka scheme provides an effective method for the accurate prediction of the
characteristics of inhomogeneous isotropic FGM laminae [3]. A 3D iso-geometric
and mesh-free coupling was proposed by Tan et al. [4] for the parametric analy-
sis of FG plates and shell. Wang et al. [5] investigated the vibration response of
(FG-GPLRC) beam traversed by double mass using Navier analytical solution. It
was proposed that gradient index n = 5 sufficiently yields accurate result for FGM
modeling. The modal analysis of FGM plate was carried out by Ramu and Mohanty
[6] using a rectangular non-conforming element. Esen [7] made use of four nodal
rectangular plate elements with 24 d.o.f for the dynamic analysis of isotropic plate.
Therefore, it is motivating to apply a conforming rectangular element with 16 d.o.f
for the astute approximation of static and dynamic responses of FGM structures
under multiple boundary and loading conditions without compromising on either
accuracy or computational ease.

2 Material Modeling

The metal ceramic composite is composed of embedded silicon carbide particles in
an aluminum matrix thus generating a FGM governed by power law variation in
density, Young’s modulus, and Poisson’s ratio over the plate thickness as shown in
Eq. (1).

Vp =
(
0.5 + z + d

h

)n(
−h

2
≤ z ≤ h

2
, 0 ≤ n ≤ ∞

)
(1)

where Vp is the volume fraction of reinforcement, z is lamina thickness, h is overall
thickness, power law gradient index is represented by n, and d is the offset of neutral
axis from geometric axis [6] of the thin rectangular plate given by Eq. (2).

d =
∫ h/2
−h/2 E(zm)(zm)dzm∫ h/2

−h/2 E(Zm)dzm
(2)

where E(zm) is the effective Young’s modulus of the lamina. K , Kp, Km and
G,Gp,Gm are the bulk moduli and shear moduli of the FGM, reinforcement,
and matrix material, respectively. The Mori–Tanaka homogenization scheme [8]
in Eqs. (3) and (4) given below effectively predicts the material properties of FGM.

K − Kp

Km − Kp
=

(
1 − Vp

)
1 + (Vp)(Km−Kp)

Kp+1.333Gp

(3)
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G − Gp

Gm − Gp
=

(
1 − Vp

)
1 + (Vp)(Gm−Gp)

Gp+B

where, B = Gp
(
9Kp + 8Gp

)
6
(
Kp + 2Gp

) (4)

Using the classical laminate plate theory in which it is assumed that no deforma-
tion occurs in the neutral axis of the composite, the material matrix in plane stress
condition is given by Eq. (6). The stress and strain vectors are related by the material
matrix as shown in Eq. (7).

[Q] = E

1 − ν2

⎡
⎣ 1 ν 0

ν 1 0
0 0 1−ν

2

⎤
⎦ (6)

{
σxx σyy τxy

}T = [Q]
{
εxx εyy γxy

}T
(7)

The differential equation of motion for the dynamic analysis of a plate without
damping in the plate is given by Eq. (8). Considering variation in Poisson’s ratio, D
is the flexural rigidity as mentioned in Eq. (9), while the product of ρ (density) and h
(plate thickness) represents value of mass per unit area.

(
Ai j , Bi j , Di j

)
represent the

extensional, coupling, and bending stiffness, respectively.

D

[
∂4w

∂x4
+ 2

∂4w

∂x2∂y2
+ ∂4w

∂y4

]
+ ρ h

∂2w

∂t2
= 0 (8)

D = Di j − B2
i j/Ai j ,

(
Ai j , Bi j , Di j

) =
h/2∫

−h/2

Qi j
(
1, z, z2

)
dz, (9)

The FGM plate is modeled based on the parent materials presented in Table 1.

Table 1 Material properties
of the matrix and particulate
reinforcements

Material properties Aluminum Silicon carbide

Density (Kg/m3) 2700 3200

Young’s modulus (N/m2) 72.1e9 431e9

Shear modulus (N/m2) 26.9e9 181.1e9

Poisson’s ratio 0.34 0.19

Bulk modulus (N/m2) 7.43e10 3.31e11

Thermal conductivity
(W/m−1K−1)

187 252.5
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3 Finite Element Modeling

Due to the incapacity of obtaining the analytical solutions for governing equations of
plate beyond the simple boundary conditions, a need for astute approximation meth-
ods such as finite element method originated. Commonly, a 12 degree of freedom
element is in usage for plate analysis [4]. However, this element, although computa-
tionally simple, fails to capture the deformation in the plate element accurately as it
makes the element too stiff. Therefore, in this study, a conforming element following
C(1) continuity with 16 d.o.f is utilized for the parametric study of Al-SiC particulate
FGM. There exist four displacements per node instead of three as shown in Eq. (10).
The twist at plate corners is also taken into account.

{W } =
{
w,

∂w

∂y
,−∂w

∂x
,

∂2w

∂x∂y

}T

i

, i = 1, 2, 3, 4 (10)

Using hermitic polynomials of cubic nature [9], the following shape functions are
obtained as mentioned in set of Eqs. (11)–(26).

N1 = 1

a3
(
a3 − 3ax2 + 2x3

) 1

b3
(
b3 − 3by2 + 2y3

)
(11)

N2 = 1

a2
(
a2x − 2ax2 + x3

) 1

b3
(
b3 − 3by2 + 2y3

)
(12)

N3 = 1

a3
(
a3 − 3ax2 + 2x3

) 1

b2
(
b2x − 2by2 + y3

)
(13)

N4 = 1

a2
(
a2x − 2ax2 + x3

) 1

b2
(
b2x − 2by2 + y3

)
(14)

N5 = 1

a3
(
a3 − 3ax2 + 2x3

) 1

b3
(
3bx2 − 2y3

)
(15)

N6 = 1

a2
(
a2x − 2ax2 + x3

) 1

b3
(
3bx2 − 2y3

)
(16)

N7 = 1

a3
(
a3 − 3ax2 + 2x3

) 1

b2
(
y3 − by2

)
(17)

N8 = 1

a2
(
a2x − 2ax2 + x3

) 1

b2
(
y3 − by2

)
(18)

N9 = 1

a3
(
3ax2 − 2x3

) 1

b3
(
3bx2 − 2y3

)
(19)

N10 = 1

a2
(
x3 − ax2

) 1

b3
(
3bx2 − 2y3

)
(20)
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N11 = 1

a3
(
3ax2 − 2x3

) 1

b2
(
y3 − by2

)
(21)

N12 = 1

a2
(
x3 − ax2

) 1

b2
(
y3 − by2

)
(22)

N13 = 1

a3
(
3ax2 − 2x3

) 1

b3
(
b3 − 3by2 + 2y3

)
(23)

N14 = 1

a2
(
x3 − ax2

) 1

b3
(
b3 − 3by2 + 2y3

)
(24)

N15 = 1

a3
(
3ax2 − 2x3

) 1

b2
(
b2x − 2by2 + y3

)
(25)

N16 = 1

a2
(
x3 − ax2

) 1

b2
(
b2x − 2by2 + y3

)
(26)

Ke and Me being the elemental stiffness and mass matrix, respectively, of size
16 × 16 can be calculated from Eqs. (27) and (28).

kei j = D∗
b∫

0

a∫
0

∂2Ni
∂x2

∂2N j

∂x2 + ν ∂2Ni
∂x2

∂2N j

∂y2 + ν ∂2Ni
∂y2

∂2N j

∂x2 + ∂2Ni
∂y2

∂2N j

∂y2

+2(1 − ν) ∂2Ni
∂x∂y

∂2N j

∂x∂y

dxdy (27)

me
i j = ρh

b∫
0

a∫
0

Ni (x, y)N j (x, y)dxdy (28)

The elemental mass and stiffness matrices are assembled to produce the global
matrices ([K], [M]). The equation of motion of the plate shall yield natural
frequencies ω by solving Eq. (29).

(
[K ] − ω2[M]

){W } = 0 (29)

4 Results and Discussions

Mori–Tanaka homogenization scheme produces an average value of FGM proper-
ties between the upper bound and lower bound rule of mixture scheme. It neither
underestimates nor overestimates the plate stiffness (see Fig. 1).

As mentioned in Fig. 2, FGM modeled using power law with gradient index n
≥ 1 shows smooth transition in material properties from pure aluminum in the first
layer to pure silicon carbide layer on the top. While in modeling based on n < 1, the
initial volume fraction of reinforcement ranges between near about 0.2–0.6.
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Fig. 1 Variation of Young’s modulus over the volume fraction through the thickness of a FGMplate
with gradient index n = 1, is micro-modeled based on three different homogenization schemes:
Mori−Tanaka, Voigt’s (upper bound), and Ruess’s (lower bound)

Fig. 2 Variation of volume fraction over the plate thickness with different gradients of power law
vs exponential law using Mori–Tanaka homogenization scheme

The chosen system for FG plate is of Mori–Tanaka scheme with power law vari-
ation (with gradient index = 1). The plate thickness is 6.3e−3 m and area is (0.1 ×
0.1) m2. This FG plate is tested against pure aluminum and pure SiC plate under an
external pressure on 2Gpa as plotted in Table 2.

The natural frequency of the FGM plate is obtained using 16-d.o.f element and
12-d.o.f element; for a mesh size of 20 × 20 divisions is shown in Table 3, and mode
shapes are portrayed in Fig. 3.
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Table 2 Total deformations (in mm) in plates made of different materials

Boundary conditions Pure aluminum Ceramic (Silicon
carbide)

Functionally graded
plate

All sides clamped 0.16113 0.0290 0.0635

Cantilevered 15.487 2.7341 6.08

Table 3 Natural Frequency of FGM plate using different finite elements (in Hertz)

Boundary
conditions

Mode number Non-conforming
element (12
d.o.f)

Conforming
element (16
d.o.f)

ANSYS
validation

All sides
clamped

1st 9517 8327.3 8406.3

2nd 19,393 16,514 16,650

Cantilevered 1st 921.18 833.12 839.43

2nd 2265 2033.9 2013.2

Fig. 3 First and second mode shapes of clamped plate and cantilever plate, respectively
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Fig. 4 Performance comparison of FGM (n = 1, Mori–Tanaka scheme) to metal and ceramic

The dynamic performance of FGM compared to its parent materials in various
other boundary conditions up to five modes of vibration is portrayed in Fig. 4.

5 Conclusion

The stiffness of FGmaterials is larger than aluminum. It imbibes the optimumproper-
ties of ceramic plate as it can be utilized in high-temperature environment. FG mate-
rials should be modeled based on power law variation with gradient index greater
than 1 as they show smooth transition in material properties in a FGM as expected
to vary from pure aluminum to pure ceramic. Mori–Tanaka homogenization scheme
renders an effective inhomogenous isotropic material, which can be then analyzed
as isotropic conventional materials. The application of transformed bending matrix
with consideration to variation in Poisson’s ratio is the accurate way to model FGM.
This fact was long ignored in previous literatures. The conforming finite element
is better able to capture the actual plate deformations that were under-evaluated by
non-conforming finite element. Non-conforming elements are too stiff and therefore,
overestimate the natural frequency of the structures that add to material cost. Thus,
it is mathematically viable to utilize conforming element for computational model-
ing of engineering structure in favor of result accuracy and quick convergence than
non-conforming finite element of 12 degrees of freedom.
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Comparative Study of Various Defects
in Monolayer Graphene Using Molecular
Dynamics Simulation

Kritesh Kumar Gupta, Aditya Roy and Sudip Dey

Abstract The present study uses themolecular dynamics approach to study the vari-
ous defects available in graphene sheet and also to record its effect on the strength and
stiffness of graphene. The graphene sheet is uniaxially deformed in its armchair and
zigzag direction. In order to examine the fracture behaviour of defective graphene,
molecular dynamics (MD) simulations based on AIREBO interatomic potential field
and Nose-Hoover thermostat and barostat techniques are implemented. The present
study shows that with the introduction of the defects, the fracture/yield strength of
graphene reduces up to some extent in both of its direction. However, the presence
of crack reduces the strength of graphene significantly more. Further, the study also
concludes that the graphene withholds much higher stress when loaded in its zigzag
direction in comparison with loading it in armchair direction.

Keywords Molecular dynamics simulation ·Monolayer graphene · Defects

1 Introduction

The exceptional properties of monolayer graphene have been used to explore the
possibilities in developing nanoresonators [1], biosensors [2], nano-composites [3]
and many more nanoelectromechanical systems (NEMS). The very first time, Pro-
fessor Sir Andre Geim and Professor Sir Kostya Novoselov extracted the single-
layer graphene sheet (SLGS) from graphite in 2004. Since then graphene has been
researched by a lot of researchers in order to determine its exact mechanical proper-
ties and strength. After the invention of graphene, Lee et al. in 2008 experimentally
found that the graphene is one of the lightest (0.77 mgm−2) and still stiffest mate-
rial known. Its fracture strength and Young’s modulus were recorded as 130 GPa
and 1 TPa, respectively [4]. Experimentally, one of the common methods to extract
graphene from graphite is chemical vapour decomposition (CVD), which is per-
formed at elevated temperatures. It is obvious that during extraction, some defects
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may be introduced to the graphene structure by vacancy, chemical reactions with
foreign elements or by a change in the bond structure at elevated temperatures. This
leads to getting incorrect desired results from the experimentation. The irregular-
ities in the graphene structure remarkably impact the strength of graphene, which
in return may affect the desired performance. In past, researchers have made a lot
of efforts to gather the exact characteristics of graphene. Such as Lopez-Polin et al.
[5] investigated the relationship between vacancies concentration induced in the
graphene and its elastic modulus. In their study, they revealed that by the controlled
density of vacancy in the monolayer graphene, the elastic modulus of graphene may
be improved. By inducing merely 0.2% of vacancy concentration in graphene, its
Young’s modulus becomes twice of the earlier value. On the contrary, Mortazavi
and Ahzi [6] concluded that with the introduction of 0.25% defect concentration, the
thermal conductivity of graphene reduces by 50% and the reduction in the failure
stress and strain is observed. This reveals the fact that the defect concentration in
graphene has a profound effect on its mechanical properties. In this regard, Zandi-
atashbar et al. [7] carried out his study to report that how the mechanical properties
of graphene are influenced by the sp3 defects and the vacancy defects, and they used
diamond AFM nano-indentation and Raman spectroscopy to gather the results. The
similar study was presented by the Dewapriya and Meguid [8] to successfully tailor
the fracture strength of graphene by intentionally introducing strategic placement
of vacancy in cracked graphene. Apart from vacancy and the crack, the presence of
Stone–Thrower–Wales (STW) defect also plays the important role for manipulating
themechanical properties of pristine; to study the influence of Stone–Thrower–Wales
defect over the fracture toughness of the graphene, Rajasekaran and Parashar [9] pre-
sented amolecular dynamics approach. They also proposed that the proper placement
of STW defects near the crack faces may improve the fracture behaviour of mono-
layer graphene. In the same manner, Verma and Parashar [10] also presented the MD
study to improve the fracture toughness of pristine and hydrogenated graphene by
inducing STW defects.

The modelling of nano-materials helps in analysing the actual characteristics
of the material in a better manner. It is because of the fact that user can regulate
critical parameters such as temperature and pressure using the tools available. In
physical experimentation, regulating these critical parameters becomes an expensive
and tedious task to perform. Therefore usingMD simulation as the analysis tool gives
the edge over, understanding the complex nano-materials in a better way. The present
study analyses the strength and stiffness of the perfect SLGS along with the graphene
with various defects such as single vacancy, Stone–Wales defect, nanopore, and crack,
using MD simulation. The modulus of elasticity, fracture stress, and failure strain
are determined for both armchair and zigzag directions of graphene. The strength
and mechanical properties of defective graphene are further compared with those of
perfect graphene.
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2 Molecular Dynamics Simulation

2.1 Numerical Methodology

The nano-mechanical modelling is one of the best methods to analyse the prop-
erties of nano-materials; it can be differentiated into three main categories—the
first-principle approaches such as density functional theory (DFT), semi-empirical
methods such as molecular dynamics simulation and the third one is the modified
continuum model. The molecular dynamics is computationally affordable in com-
parison with the first-principle approaches. Apart from that, MD is extremely fast
and can handle much larger systems when compared with the first-principle meth-
ods. Although MD relies on several assumptions associated with the interatomic
potential function, the interatomic potential functions are created by the calibration
of previous experimental results using the curve fitting methods. These interatomic
potential functions describe the interactions between the constituent atoms. The MD
simulation considers the material as the collection of individual atoms which interact
by exerting forces on each other and follow Newton’s law of motion. The simulation
procedure in MD initiates by determining the force acting on an individual atom by
the neighbouring atoms. Force acting on atom i

fi = −∂Ei

∂ri
(1)

where Ei represents the potential energy of atoms. The potential energy between
the atoms is approximated by interatomic potential field. After the determination of
forces, the accelerations are determined using Newton’s equation of motion

fi = mi
d2ri
dt2

= miai (2)

Further, the atoms are allowed to accelerate for certain duration, known as time-
step. At the end of each time-step, the new positions and velocities are determined
using numerical integration algorithms such as velocity verlet. The use of statisti-
cal ensemble such as NPT, NVT and NVE allows, controlling the temperature and
pressure of the system [11].

2.2 Modelling and Simulation

We used the open-source software Visual Molecular Dynamics (VMD) [12] for
modelling the square shape perfect graphene sheet of 5-nanometre edge length with
1008 carbon atoms. Further, an open-source atom manipulator, Avogadro [13] is
used to introduce the vacancy defect, Stone–Wales defect, nanopore and crack in
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Fig. 1 Defected graphene with a single vacancy, b Stone–Wales defect, c nanopore and d crack

the perfect graphene sheet. The data files containing the coordinates of atoms were
generated by using the topotool plugin of VMD. Figure 1 depicts the various defects
considered in the fracture analysis. The Stone–Wales defect shown in Fig. 1b is
formed by a bond rotation of 90° between two adjacent carbon atoms, which results
in the formation of pentagon-heptagon pairs. The nanopore shown in Fig. 1c has the
dimension 5.63 angstroms in the armchair direction and 7.36 angstrom in the zigzag
direction. And the crack shown in Fig. 1d has the length 12.28 angstrom and width
4.25 angstrom.

Both the sheets (perfect anddefected)were uniaxially deformed in an armchair and
zigzag direction using LAMMPS, which is an open-source code by Sandia National
Laboratories, USA. In the simulation, AIREBO interatomic potential [14] is used to
mimic the interactions between the carbon–carbon atoms. To avoid free edges, all
three directions were applied with periodic boundary conditions. The sheets were
firstly equilibrated to minimize the energy of the system, over 60 picoseconds before
applying strain, using timestep of 1 femtosecond. In the relaxation period, the pres-
sure component of the x-direction and y-direction was maintained zero using NPT
ensemble. TheNPT usesNose-Hoover technique tomaintain the desired temperature
and pressure of the system. Furthermore, to uniaxially deform the sheets, a strain was
imposed by elongation of the simulation box in both (armchair and zigzag) dimen-
sion and the applied strain rate was 109 s−1. The stress components in y-direction and
z-direction were kept at zero during simulating the tensile deformation of graphene
by keeping in check the pressure component in the said directions using NPT ensem-
ble. To determine the atomistic stress, the virial stress is computed, which is defined
as [15]:

σi j = 1

V

∑

α

⎡

⎣1

2

N∑

β=1

(
Rβ

i − Rα
i

)
Fαβ

j − mαvα
i vα

j

⎤

⎦ (3)

where α and β refer to the number assigned to an atom and the number assigned to
the neighbouring atom, respectively, while i and j signify the directional indices, mα

and vα
i are themass and velocity of the atomα, respectively.Rβ

i is the location of atom
β in i direction; Fαβ

j is the force due to an atom β on atom α along the j-direction; V
refers to the total volume of thematerial system. The virial stress represents a product
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of stress and volume, i.e. the stress value computed by LAMMPS [16] would be in
the units of pressure*volume, in order to extract the stress from the computed value
it is essential to divide the value calculated by the LAMMPS with the total volume.
Furthermore, in order to calculate the virial stress, the instantaneous volume is used,
i.e. when the imposed strain is ‘ε’, the value of volume at the given instant would be
V0(1 + ε), where V0 represents the initial volume of the system.

3 Results and Discussion

The Young’s modulus, elastic constants, Poisson’s ratio and ultimate strength are
determined and show a good agreement with the literature values. The aforesaid
values are determined for the perfect graphene, which is expressed as follows
(Table 1).

The stress–strain behaviour of perfect and defective graphene is recorded in the
armchair and zigzag directions. The stress–strain plots are illustrated in Fig. 2.

It is evident from the stress–strain behaviour of the perfect and defective graphene
in both the directions; the zigzag direction has higher fracture strength. It is also
clear that the defective graphene shows a considerable yielding prior to failure when
loaded in the armchair direction. However, the defects do not affect much Young’s
modulus of graphene, apart from the crackwhich shows a drastic reduction inYoung’s
modulus of the graphene. The stress–strain behaviour shows that failure strain is
high in case of loading in a zigzag direction. This shows that the zigzag direction
graphene showsmore resistance to failure, as Tables 2 and 3 show the values of elastic
constants, modulus of elasticity, Poisson’s ratio and fracture strength of the perfect
and defective graphene sheet in an armchair and zigzag directions, respectively. From
the comparison of mechanical properties in an armchair and the zigzag direction, it
is clear that the graphene is stiffer in armchair direction and stronger in a zigzag
direction.

Table 1 Validation of mechanical properties of graphene

Properties Present study Literature values

C11 (in GPa) 1033.7 1094 (Thomas et al. 2014)

C12 (in GPa) 142.6 136 (Thomas et al. 2014)

Young’s modulus (in TPa) 1.014 1.020 (Lee et al. 2008)

Poisson’s ratio 0.1379 0.1248 (Thomas et al. 2014)

Fracture strength (in GPa) 165.7 130 (Lee et al. 2008)
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Fig. 2 Stress–Strain behaviour of perfect and defective graphene in a armchair direction and
b zigzag direction

Table 2 Comparison of mechanical properties in armchair direction

C11 (in GPa) C12 (in GPa) Young’s
modulus (in
TPa)

Poisson’s
ratio

Fracture
strength (in
GPa)

Perfect
SLGS

1074.08 169.04 1.047 0.1573 165.7

Stone-wales
defect

1058.34 181.90 1.027 0.1718 161.9

Vacancy
defect

1070.78 123.90 1.056 0.1157 151.1

Nanopore 1055.86 164.92 1.030 0.1562 141.4

Crack 935.32 180.16 0.9 0.192 143.1
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Table 3 Comparison of mechanical properties in zigzag direction

C11 (in GPa) C12 (in GPa) Young’s
modulus (in
TPa)

Poisson’s
ratio

Fracture
strength (in
GPa)

Perfect
SLGS

1025 273.29 0.952 0.266 346.2

Stone-Wales
defect

1009.12 253.46 0.945 0.251 332.2

Vacancy
defect

992.99 257.94 0.925 0.259 294.2

Nanopore 970.43 235.86 0.913 0.243 257.9

Crack 848.67 233.83 0.784 0.275 165.2

4 Conclusion

The present study uses the MD simulations to uniaxially deform the perfect and
defective (Stone–Wales defect, vacancy defect, nanopore and crack) SLGS in both
of its loading directions. TheAIREBOpotential is used to incorporate the interatomic
interactions between the constituent atoms. TheNose-Hoover barostat is used to con-
trol the atomistic pressure of the system by using the NPT ensemble. The mechanical
properties of the perfect and defective graphene sheet are observed in both the direc-
tions and it is concluded that defects have the profound impact on the strength of
graphene in both the directions, whereas it does not affect the stiffness much, apart
from the case of crack present in graphene. It is also seen that the graphene has
more resistance to failure in its zigzag direction than armchair direction. However,
the graphene has a high value of stiffness in its armchair direction. It is also evi-
dent that by introducing defects in graphene and loading it in armchair direction,
graphene shows the considerable yielding before failure which remains absent in
zigzag direction.
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Application of Single-Sided NMR
and Acousto-Ultrasonic Methods
for NDE of Composite Structures

S. K. Sahoo, R. N. Rao, Srinivas Kuchipudi and M. K. Buragohain

Abstract New advanced non-destructive evaluation (NDE) methods such as single-
sided nuclear magnetic resonance (NMR) and Acousto-ultrasonic methods are being
developed for their advantages and high resolution for defect detection in composite
structures. Glass fiber-reinforced plastics (GFRP) composites are being used for
many industrial applications. Rubber lining in layers is done to the composite inner
surface to meet the industrial requirements. The interface of GFRP composite and
rubber lining is very critical. Any de-bond (separation of adhesively bonded liner
from composite surface) at the interface and delamination between rubber layers
may lead to failure of composite structure due to corrosive gases and liquids. NDE
of such structures is challenging due to their high attenuation of ultrasound and poor
radiography defect signatures. The present study reports application of proton single-
sided NMR method to evaluate the de-bonds of rubber liner with composite and
delamination between rubber layers. Results are compared with Acousto-ultrasonic
method,which uses low-frequencymechanicalwaves for inspection. Results indicate
application of both these techniques for evaluation of bonded interfaces. Advantages
of both the techniques over conventional techniques have been discussed.

Keywords Composite · NDE · NMR · Acousto-ultrasonic · Defect

1 Introduction

Fiber-reinforced composite cylindrical structures with polymer matrix are widely
used for many industrial applications including aerospace, petrochemical, automo-
tive, sports and marine industries. Composite structures are fabricated with multi-
ple interfaces in multi-layered configuration for specific applications in industries.
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Often such structures are protected from corrosive and moist environments using
rubber/elastomeric layers [1]. These layers are adhesively bonded to the compos-
ite structure for structural purposes. Integrity of these adhesively bonded layers is
important to serve the intended purposes such as oil transportation or hot gases or
other industrial uses. During usage, these adhesively bonded structures have to be
non-destructively evaluated to avoid the possible failures due to defects such as de-
bond, delamination and bulges. Composite structure can fail catastrophically due to
weakening of strength when defects occur. NDE of such adhesively bonded struc-
tures using various physics-based techniques has been of interest to both industry
and NDE community. Reliable NDEmethods for bond-quality evaluation of bonded
interfaces have been topic of research in industry. Any de-bond at the interface may
weaken the structure due to uneven erosion of rubber liner leading to opening of lin-
ing, thus exposing composite materials.ManyNDEmethods are being used to access
the bond quality. However, increased reliability of bond quality is both a requirement
and necessity to take decision about replacement of the structure. Ultrasonic, X-ray
radiography arewidely used for bonded interfaces. These techniques have limitations
in measuring the thickness of the bond. Both qualitative and quantitative techniques
are required for taking decision for replacement of the structure.

Single-sided NMR technique uses chemical signature of the material present
within rubber layers as well as the adhesive at the interface [2]. The present study is
focused on developing NMRmethods for defect detection in glass/epoxy composite
cylinder lined with rubber. Proton single-sided NMR system is unique as compared
to conventional NMR systems wherein samples are to be taken in vials and inserted
into the bore of the magnet to achieve magnetization whereas in single-sided NMR
system, magnetic field is outside the core of the magnets. By superimposing AC
magnetic field over DC magnetic field, a sensitive volume is generated which can
be moved inside the sample by shifting magnets using stepper motor assembly. The
present study uses commercially available single-sided NMR system for NDE appli-
cations. Advantages of single-sided inspection are access to only one side of structure
is required, non-contact inspection, no couplant is required during inspection, safe
for operator, portable, qualitative and quantitative assessment of defect is possible
[3, 4].

Results of single-sided NMR technique are compared with low-frequency
Acousto-ultrasonic method. Low-frequency Acousto-ultrasonic scanning (AUS) is
an emerging NDE technique for characterizing and inspecting composite struc-
tures with multi-layered configurations. The technique uses low-frequency ultra-
sonic waves to evaluate the composite structures. It needs only one side access and
no couplant is required during the inspection [5, 6]. With the use of tone burst exci-
tation and single frequency in cyclic sinusoidal excitation, it is possible to penetrate
deeper into the composite structures through the multiple interfaces to achieve the
NDE of the composite structures. The features of AUS that make it suitable and
challenging NDE tool over the conventional NDE techniques are ability to penetrate
thick multi-layered composite structures, inspection of elastomeric interfaces, no
couplant is required during testing, testing can be done from one side, single sided
(reflection method) or single sided (pitch-catch method) inspection, provides contact
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Fig. 1 GFRP composite
cylinder with rubber lining

mode or non-contact mode of testing and cost-effective inspection setup. Areas of
application of AUS include bond-quality evaluation, determining thickness varia-
tion and defect detection [7–9]. Inspection of glass/epoxy composite cylinder with
known implanted defects by proton single-sided NMR technique and low-frequency
ultrasonic methods are presented in this paper.

2 Fabrication of Composite Cylindrical Specimen

The glass/epoxy composite cylinder was fabricated using filament winding machine.
First the mandrel was prepared by applying Plaster of Paris (PoP) over a metalling
rod. Then, the PoP was machined to the desired diameter (i.e., inner diameter (ID)
of the cylinder) using conventional lathe machine. The hoop winding process was
adopted for winding glass filaments over the rotating mandrel. The mandrel rotates
around the spindle while a delivery eye on a carriage traverses horizontally in line
with the axis of the rotating mandrel, laying down fibers in the desired hoop winding
pattern. The glass filaments are impregnated in a bath with epoxy resin as they are
wound on to the mandrel. Once the mandrel is completely covered to the required
thickness, the component is sent for curing in an oven. After the component is cured,
the mandrel is removed leaving the hollow composite cylinder. Glass/epoxy cylinder
of 220 mm ID and 5 mm thick is used for the present study. Nitrile-based rubber of 2
layers (2 mm thick each layer) is used as insulation. Rubber-based adhesive is used
for bonding glass/epoxy cylinder with rubber layers. Defects such as de-bond/air-gap
and delamination within rubber layers are introduced for study as shown in Fig. 1.

3 Experimental Work

Single-sided profile NMR-MOUSE system is based on the principle of inside-out
NMR where the sample is outside the magnet. These systems are provided with
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stepper motor for precise lifting of magnets to magnetize the region of interest inside
the sample. For the present study, commercially available proton solid state NMR
system with 12.88 MHz RF frequency as shown in Fig. 2 is used. The profile NMR-
MOUSE (PM 25) system is a portable open NMR sensor equipped with a permanent
magnet (Bo equivalent to 0.3T) geometry that generates a highly uniform gradient
perpendicular to the scanning surface outside the magnets. A flat sensitive volume
is excited and detected by a surface RF coil (frequency 12.88 MHz) placed on top
of the magnet at a position that defines the maximum penetration depth into the
sample. By repositioning the sensitive slice across the object, this scanner produces
one-dimensional profiles of the sample with a spatial resolution of 30 µm. The
present study reports result from experiments performed with CPMG (Carr-Purcell-
Meiboom-Gill) pulse sequence at pre-defined position programmed using PROSPA
software. The sensor excites a sensitive volume at a fixed distance from the magnet
surface as per the program. Bymechanically moving the sensor, the sensitive volume
is stepped through the sample and theCPMGsequence is then applied at each position
with an echo-time of 60 µs. Then signal from each position is plotted as amplitude
versus depth plot to generate depth profile of the sample.

The experimental setup for low-frequency Acousto-ultrasonic inspection consists
of tone burst excitation pulser and broadband receiver system (frequency range of
10 kHz to 20MHz) alongwith pre-amplifier electronics and low-frequency ultrasonic
probes. The entire electronics and back-up power supply are housed in a safety
certified composite enclosure. The system is portable for testing at the shop floor.
The test signals were captured in A-scan mode for further analysis. In A-scan mode,
amplitude versus time of flight of tone burst excitation received using broadband
receiver is captured. Two cycles of sinusoidal burst of 75 kHz frequency are used for

Fig. 2 Profile NMR system
with sample on the top

Fig. 3 Acousto-ultrasonic
system used for testing
glass/epoxy structure with
rubber lining
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testing. One probe for excitation and other probes for receiving were used in pitch-
catch mode. Figure 3 shows the Acousto-ultrasonic system used for the present
study.

4 Results and Discussion

CPMG sequence is used for obtaining data at each of the depth during profile experi-
ments. From the CPMG fast data, normalized peak integral value is plotted as a func-
tion of depth. Figure 4a, b shows normalized peak integral value of glass/epoxy cylin-
der bonded with rubber as a function of depth (in microns) and weighted function of
normalized peaks, respectively. Depth profile data shows no signature of glass/epoxy
cylinder whereas adhesive-rubber interface shows steep increase in amplitude at the
depth corresponding of 5 mm. This is because of low proton signature from epoxy
resin and it may also be noted that glass fiber does not have protons. Hence, no signal
is obtained from composite sample, whereas the signal from rubber is observed until
the entire thickness of the rubber is scanned. Beyond rubber thickness of 4 mm, the
signal value falls to baseline indicating absence of protons beyond the rubber mate-
rial. Weighted function of amplitude of peaks versus depth also clearly indicates the
signature of rubber. From the weighted function, the thickness of rubber layers can
be clearly ascertained. Figure 5 shows Acousto-ultrasonic data of the test specimen
over the defect-free region. Number of bunch of ultrasonic signals received at the
receiver in pitch-catch mode is observed. The signal is characteristic of the sample
on a defect-free zone. Experiments were again performed on test specimen on other
zones with suspected defects. Figure 6a, b shows normalized peak integral value
of glass/epoxy sample bonded with rubber as a function of depth (in microns) and
weighted function of normalized peaks, respectively at delamination zone (defect

Fig. 4 a, b Profile NMR data at defect-free zone
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Fig. 5 AUS data at
defect-free zone

Fig. 6 a, b Profile NMR data at delamination zone (within rubber layers)

within rubber layers). Dip in the rubber signal data is clearly seen. It is also observed
that increase in the width obtained using weighted function indicating extended pro-
ton signature due to separation of rubber layers. The separation of two rubber layers
was further confirmed from X-ray radiography data taken using tangential method.

Figure 7 showsAcousto-ultrasonic data over defective region. Signal showsmulti-
ple peaks appearing over time domain indicating multiple reflections occurring from
different regions. Composite specimen was further tested at de-bond zone. From
Fig. 8a, b, there is no notable change in the signature of the rubber; however, the
depth of the rubber is observed to be shifted to higher values indicating the presence
of air-gap when compared with Fig. 4a, b. The air-gap thickness can be calculated
from the shifted value taken from the X-axis. In this case, the air-gap thickness is
7000 + 30 µm. Figure 9 shows the Acousto-ultrasonic data of the test sample over
the defect region (de-bond). It is observed to show increase in amplitude as compared
to Fig. 5 (non-defect region). This is due to the increased energy of the ultrasound
due to reflection from de-bond. In case of the bonded zone, energy of the ultrasound
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Fig. 7 AUS data at
delamination zone

Fig. 8 a, b Profile NMR data at de-bond zone

Fig. 9 AUS data at de-bond zone

gets attenuated whereas over the de-bond zone, the ultrasonic energy gets reflected
back from the interface and more energy is received at the receiver end.

Table 1 gives the comparison of profile NMR data for all the three zones. From the
comparison, it is observed that thickness of glass/epoxy composite and rubber can
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Table 1 Comparison of profile NMR data

Zone Beginning of rubber
signature (µm)

Ending of rubber
signature (µm)

Difference (µm)

Defect free 7000 12,000 5000

Defect within rubber
layers

7000 13,000 6000

De-bond 14,000 19,000 5000

be ascertained clearly. Initial delay in beginning of rubber signature indicates dis-
continuities like de-bond, air-gap, foreign material inclusion, etc., at the glass/epoxy
and rubber interface. Presence of delamination or air-gap within rubber layers can
also be seen clearly with dip or kink in rubber signal data and also increase in the
width indicating increased proton density.

5 Conclusion

Single-sided profile NMR technique is observed to be qualitative as well as quantita-
tive NDE tool for evaluating bond quality of glass/epoxy-rubber bonded interfaces.
Defects such as de-bonds, air-gaps, delamination and wrinkles or folds within rub-
ber layers including thickness of rubber layers were evaluated. Acousto-ultrasonic
inspection method works as a complementary NDE tool with defect information
obtained qualitatively. Both the techniques are safe to be used on the shop floor for
qualitative and quantitative assessment of defects.
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Effect of Material Damping
on the Vibration Response of Cantilever
Beams in Dynamic Environment

L. Viswanadham, R. N. Rao and Ch. Sri Chaitanya

Abstract In the present study, the dynamic response of the cantilever was stud-
ied by exciting it using a vibration exciter. The aluminium cantilever beam was
excited with random and sine vibration conditions, and the response of the beamwas
obtained using accelerometers. The natural frequency and the free end oscillations
were studied. The natural frequency varied with material due to their stiffness. The
displacements at free end were higher for shock loads whereas they were lower for
random vibrations. The trends of the vibration response with acceleration remain
same for both types of vibration but the variation between them was visible only at
higher accelerations.

Keywords Vibration · Response · Cantilever beams · Vibration excitation

1 Introduction

The vibration analysis of cantilever beams has been widely studied by researchers.
Most of the structures used in engineering application experience excitation by exter-
nal forces. When the excitations applied to these structures vary, the response will
be uncertain. This uncertainty leads to an interest to study these responses. The
sensitive components like electronics which are mounted in aerospace, aircraft and
missile structures endure serious damages due to the vibrations caused by the engine
movement and atmospheric loads. The structures on which these components were
mounted can be assumed as cantilever beams and the study of the response of these
beams to the vibrations can be used to design themounting of electronic equipment on
aerospace structures. These studies can also be used to check the structural integrity
of the aerospace structures. The cost of failure in aerospace structures is very high
and utmost care must be taken while designing. Hence, the study of response of the
aerospace structures for the vibration environment during flight is necessary.
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The vibration controllers do not consider the nonlinear accelerations and when
the high performance is required from the structure, the performance of the vibration
controllers will be poor [1]. Hence, the structures made using the materials with
good inherent responses will improve the performance. The aerospace structures
are subjected to a wide range of frequency and the study of the response of these
structures is difficult to analyse using theoretical models [2]. The damping in the
structure due to the material characteristics has the major impact compared to that
the damping due to the surrounding environment and the mounting methods [3].
Tang et al. [4] analysed the bolted joined cylindrical shells and the effect of the
number of bolts used to join the shell, the stiffness of the joint and the length ratio
on the natural frequencies are studied. The natural frequency of the system varied
irregularly with number of bolts when the number of bolts used for the joint is small
but when they are large in number the frequency of the structure increased with the
increase in number of bolts but the variation tends to become stable very quickly. The
sensitivity of the natural frequencywith the stiffness of the joint ismore apparentwith
the unsymmetrical assembly. The stable natural frequency changes if the stiffness
is large enough. The length ratio also has significant effect on the natural frequency
but the length can easily be controlled. The stiffness of the material is varied by
inducing the damage to the structure and its effect is studied and observed that the
bending failures do not vary the first mode natural frequency [5]. It is reported in the
literature that the variation in acceleration of the structure effects its angle of attack
and also varies the stress distribution in it [6]. The modal testing of the structures
by using vibration excitation is an easy and accurate method to study the inherent
material properties and also the failure modes for quality inspection. These tests can
also be used to study the elastic constants, creep, fracture toughness, damage and
degradation, etc. [7].

From the literature, it is evident that the major focus on thematerial properties and
the shape effecting the vibration response of the structures. Current study focuses on
the response of the same material and size with variation of the vibration imparted
to the structure.

2 Materials and Methods

Aluminium alloy (AA2014), stainless steel and magnesium were chosen as a base
material for the current study. The alloywas cast into a block and thenmachined to the
shape of a cantilever beam of dimensions 74 mm wide, 80 mm length and thickness
of 5 mm. The cantilever beam is mounted on the vibration exciter by drilling four
holes of 5 mm diameter along one edge of the beam and using bolts as shown in
Fig. 1.

The response of the cantilever because of the mounting was obtained using
accelerometers. The control acceleration was given to the specimen. A 20–2000 Hz
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Fig. 1 a The cantilever beam used in the current study with M5 holes at the mounting edge. b The
sample that is mounted on the vibration exciter and accelerometers attached to acquire the response

sweep was given to the cantilever beam using both the sine and random type vibra-
tions. The response was visualized and analysed using a computer and data acquisi-
tion software. The vibration excitation was achieved by using a current-carrying coil
around the movable base of the vibration exciter. When the current was induced to
the armature coil around the base, a force (Biot–Savart’s law) is exerted on the base.
The response was acquired using accelerometers. The accelerometers were mounted
at the base and the free end of the cantilever beam. The forces due to the vibration
motion will stress the piezoelectric structures present in the accelerometers which
generate a potential. This response from accelerometers will be converted into the
displacement and the result was used in the study.

3 Results and Discussion

The vibrations are imparted to the cantilever beam made of aluminium, magnesium
and steel at the sine and random modes. The response of the cantilever beams was
obtained using accelerometers and the variations were compared.

3.1 Random Vibrations

The cantilever beam system was forced to vibrate in random vibration environment.
The vibrations were accelerated from 20 Hz to 2000 Hz at 1grms to 5grms. The
responses of the cantilever beam at the free end of the cantilever beam were obtained
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Fig. 2 Vibration response of aluminium, steel and magnesium cantilever beams in vibration sweep
cycle of 20–2000 Hz in random vibration mode

using the uniaxial accelerometers which were visualized using a computer. From
Fig. 2, it is observed that the natural frequency of the system magnesium has higher
natural frequency and the vibrations were lower. At higher frequencies, the steel
beams show higher response.

3.2 Sinusoidal Vibrations

For sinusoidal vibrations, the similar pattern as that of the random vibrations was
followed. The vibrations were accelerated from 20 Hz to 2000 Hz at 1G to 5G. The
magnesiumcantilever beamhas higher range of natural frequency. The displacements
are also lower for magnesium at higher frequencies. The response of the beams
measured at the free end during the vibration sweep of sinusoidal vibrations at an
acceleration of 5G was shown in Figs. 3 and 4.

The natural frequency of the aluminium, steel and magnesium cantilever beam
system can be seen at around 650, 400 and 800 Hz, respectively. This variation
in the natural frequency between the materials may be due to their differences in
material damping caused by different stiffness. Figure 5 shows that the magnesium
beams have higher damping properties and can be used in the structures to mount
the electronic equipment in aerospace vehicles.
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Fig. 3 Control versus response of cantilever beams with variation of control acceleration during
the 20–2000 Hz random vibration sweep

Fig. 4 Vibration response of aluminium, steel and magnesium cantilever beams in vibration sweep
cycle of 20–2000 Hz in sinusoidal vibration mode

4 Conclusion

• The natural frequency of the magnesium was higher than that of the other two
materials used in both the random and sinusoidal vibration conditions.

• For random vibrations, the response of magnesium was lower and clearly
distinguishable.

• Deflections of the magnesium beams were lower in all the conditions, this may be
due to the high stiffness of magnesium material.
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Fig. 5 Control versus response of cantilever beams with variation of control acceleration during
the 20–2000 Hz sinusoidal vibration sweep

• The trends of the response of beams are similar to each other which implies the
variation in response does not depend on the material.
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Active Vibration Control
in Turbocharger Rotor System
with the Use of Electromagnetic Actuator

Rajasekhara Reddy Mutra and J. Srinivas

Abstract This work presents an active vibration control scheme in high-speed tur-
bocharger rotor system. The working speed of these rotors is very high so a small
vibration may damage the system, so there is a requirement to control such unwanted
vibrations. Most of the cases these rotors are supported on the floating ring bear-
ings. Initially, the rotor model is developed with finite element method to get the
dynamic response of the system due to unbalance and gravity forces. The nonlinear
hydrodynamic bearing forces are computed and the equations of motion of multi-
degree of freedom turbocharger model are solved with time integration scheme.
After obtaining the parametric effects of the bearing on overall system response an
electromagnetic actuator system is adopted to control the vibration amplitudes in the
system. Themethodology is found to be reliable and reduces the vibration amplitudes
considerably.

Keywords Bearing forces · Frequency response · Turbocharger · Active control

1 Introduction

Rotor-bearing systems are important elements in heavy machinery including turbo-
compressors and turbo-pumps. The fluid film journal bearings are widely used in
turbochargers.Under high-speed operations, this kind of bearing supports large radial
loads. During the last two decades, several works focused on various approaches such
as utilizing modal data, time and frequency responses as well as wavelet data for
identification of the faults in rotors. The turbocharger rotates with very high speeds
even small vibration can destroy the system so the vibration control in turbocharger
rotor-bearing system is very essential task. There are various methods to control the
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vibrations in rotor-bearing system such as active and semi-active vibration control
techniques.

Dorier and Tichy [1] investigated the lubrication flow behavior in viscous fluids
with Bingham method. In order to use the continuous constitutive law, the gener-
alized Reynold’s equation was used. A planar slider bearing in 2-D flow and two
plates in parallel with an applied pressure in 3-D flow were studied. The stress and
strain rate parameter effects on the fluid were explained.Williams et al. [2] explained
the electroreheological fluids (ERF) non-Newtonian behavior with a mathematical
model. Aoyama and Inasaki [3] explained the usage of ER fluids in the machine
tool elements, this was helped to increase the machine tool dynamic characteris-
tics. Nikolakopoulos and Papadopoulos [4, 5] presented an experimental analysis of
high-speed journal bearings with ER fluids as lubricants. As a function of an elec-
tric field, the shear stress, dynamic yield stress and relative viscosity were identified
from experiments. Sharma and Khatri [6] explained the influence of the ERF on the
reliability of the hybrid journal bearings. Forte et al. [7] explained the design pro-
cedure of a magnetorheological (MR) squeeze film damper for rotor applications.
As a function of magnetic field strength, the dynamic behavior of the damped rotor
was analyzed numerically. Bompos and Nikolakopoulos [8] presented the computa-
tional fluid dynamics and finite element methods to study the simulation of the MR
fluid journal bearing. In this analysis, the magnetic field and L/D ratios are consid-
ered as functions to estimate the bearing parameters. Kazakov et al. [9] proposed an
analytical method to measure the power characteristics of the magnetorheological
dampers with magnetorheological fluid as a lubricant. Vance and Ying [10] investi-
gated experimentally the stiffness and damping coefficients of the bearing with the
use of two types ER fluid in the turbomachinery. Lim et al. [11] used semi-active
vibration control scheme in high-speed spindle system with ER fluid damper.

Basumatary et al. [12] described the numerical study on the effect of magnetic
actuator on the stability of rigid rotor supported on bump type gas foil bearings. Kim
et al. [13] explained the design and modeling of the controllable semi-active squeeze
film dampers (SFD) using magnetorheological (MR) fluids. The influence of critical
design parameters on the performance of the MR-SFD was studied. Rotor system
supported on active magnetic bearings (AMB) was used to characterize the dynamic
behavior of the prototype model. Ferfecki and Zapomel [14] explained the steady
state vibration of the rotor, which was placed with the stationary part controlling
constraint elements. In this analysis, two design variants are considered the first
one was rolling elements bearings with magnetorheological squeeze film damper
and the second one was journal bearings with movable housing. Wang et al. [15, 16]
presented ameasuringmethod of rotor dynamic coefficients of a controllable floating
ring bearing and semi-floating ring bearings. Calvo et al. [17] proposed a method
to control the whistling noise in the turbocharger. In order to maintain the acoustic
comfort of the automobile, the unbalanced force variation has been suggested. A test
procedure to estimate the vibration performance in turbocharger in the vehicle was
established. Feng et al. [18] explained the analysis of the active bump foil bearings
with controllable mechanical preloads. In this analysis, the active and compliant foil
structure model was developed theoretically. Das et al. [19, 20] proposed amethod of
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an active vibration control of an unbalanced rotor-shaft system on excited base was
studied. Electromagnetic control force is given by an actuator, and it contains four
electromagnetic exciters were used to place on the stator in a correct plane around
the rotor shaft.

In the present work, an active vibration controls scheme in high-speed tur-
bocharger rotor system. Initially, the rotor model is developed with finite element
method to get the dynamic response of the system due to unbalance and gravity
forces. The equations of motion of multi-degree of freedom turbocharger model are
solved with time integration scheme. After obtaining the parametric effects of the
bearing on overall system response an electromagnetic actuator system is adopted to
control the vibration amplitudes in the system. Remainder of the paper is organized
as follows: Sect. 2 describes the mathematical modeling of rotor system using finite
analysis. Section 3 presents the methodology employed and the proposed scheme in
brief. Section 4 gives the results and discussion.

2 Rotor-Bearing System Model

The rotor-bearing system is shown in Fig. 1. The rotor model is formulated using
quasi-finite element analysis with lumped floating ring masses considered at the
bearing locations. The shaft is considered as flexible member and disks are treated
as rigid. Each node has four degrees of freedom (DOF) including two translations
(ux, uy) and two bending slopes (θ x, θ y).

The equations of motion of the rotor are expressed as:

Mq̈ + [C+ �G]q̇ +Kq = F (1)

Fig. 1 FE model used
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Here, M, C, G and K denote, respectively, the assembled mass, damping, gyro-
scopic and stiffness matrices of sizeN ×N. Also, q is theN × 1 displacement vector,
F is unbalanced and gravity force vector at the disks.

2.1 Bearing Forces

The floating ring bearing (FRB) model developed in this article refers to the Capone
model in Refs. [21–23]. The components of forces from the pressure distribution at
the inner and outer films are as follows:{

Fix
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where f ix, f iy and f ox, f oy indicate the component forces on the journal and bearing,
respectively, as given in the reference.

3 Methodology Used in the Present Analysis

To reduce the vibration amplitude of the system appropriate magnetic force should
have applied by the actuator force should act in the opposite direction of motion and
should increase with displacement. The magnetic force, on the other hand, depends
upon the pole winding current of an electromagnet, so by controlling pole winding
currents, the system response canbe controlled. Proportional–Derivative (PD) control
is generally used for faster response. Proportional control increases the control input
in proportion to the error e(t) within the acceptable range of error. Derivative control
changes the control input in proportion rate of change of error. The control system
logic is shown in Fig. 2.

Here, the proportional and derivative gains lp and lv are selected as 10 and 0.1,
respectively. Other parameters include: Aa = 240 mm2, Nc = 106, ψ = 22.5°, B =
0.9 mm and Ib = 3 A. The instantaneous current components i1 and i2 depend on
the displacements x and y at the eighth node.
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Fig. 2 PD control strategy for controlling vibrations

4 Results and Discussion

Dimensional data of the rotor-bearing system considered is depicted from Ref. [24].
The MATLAB program is changed such that the right-hand side force vector carries
additional magnetic force components at the eighth node. With and without control
frequency response of rotor is shown in Fig. 3. It is observed that the amplitudes with
control are reduced at all the modes. The methodology can be extended for other
nodes of interest also.

The phase plot and Poincaremap at the eighth node, when shaft speed of 1000 rpm
is shown in Fig. 4. It is observed that the motion is of non-synchronous vibratory
nature.

As the shaft speed reaches higher, the motion becomes multi-periodic as observed
in Fig. 5. The electromagnetic actuator is designed in order to reduce the amplitudes
at the eighth node of the rotor over the entire operating speed range so the electro-
magnetic actuator target is to achieve the null value of displacement and velocity at
the eighth node of the rotor. The influence of the axial deformation is not accounted

Fig. 3 Frequency response
with and without control
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Fig. 4 Phase plot and Poincare diagram at eighth node of rotor system
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Fig. 5 Time histories at eighth node of rotor system

while modeling. To eliminate the rotational degrees of freedom static condensation
is implemented and all the initial conditions are considered as zero.

The non-dimensional time history and FFT at the eighth node in the x-direction
both with and without control are shown in Fig. 6. It is observed that the shaft
resonates at 150 Hz and after applying, the control of the unstable motion persists
due to the rotary force generated by internal damping of the rotor. It can be identified
from above plots that with the use of proportional derivative the larger amplitudes
are decreased to the reasonable levels. The focus of control is to attenuate large
amplitudes in the operations and to prevent the rotor from dangerous damaging
conditions.
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Fig. 6 Time response and FFT before and after control

5 Conclusion

This work presented an active vibration control scheme in high-speed turbocharger
rotor system. The rotor model was developed with finite element method to get the
dynamic response of the system due to unbalance and gravity forces. The equations
of motion of multi-degree of freedom turbocharger model were solved with time
integration scheme. The parametric effects of the bearing on overall system response
were studied. An electromagnetic actuator system was adopted to control the vibra-
tion amplitudes in the system. Themethodology was found to be reliable and reduces
the vibration amplitudes considerably.
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Coupled Analysis of Underwater System
by Numerical Approach

V. Rama Krishna, B. Ajay Kumar, O. R. Nandagopan, N. Ravi kumar
and U. Urban Kumar

Abstract Underwater weapons in defense application are used to hit against enemy
ships and submarines. These are designed to operate under extreme depths which
require minimization of structural weight for increasing the performance, speed and
operating range. This paper deals with the design and analysis of assembled system
made of aluminum alloy and CFRP material. It mainly consists of different subsys-
tems. These subsystems are used to accommodate different varieties of electronics
and other systems required for underwater applications. These subsystems generate
the heat fluxes which are transferred to both ends of the system. In addition, this
underwater system also subjected to external hydrostatic pressure during function-
ing. Hydrostatic and thermal loads can cause system failure due to shell expansion
and O-ring failure and can cause water leakage into the vehicle compartments. This
paper mainly concerns about the avoidance of system failures and increase the effi-
ciency of underwater vehicle. Coupled analysis (thermal and hydrostatic) carried out
for existing design using ANSYS finite element analysis software. With this analysis
stresses, deformations and strains of vehicle are found out for existing design. Buck-
ling analysis also carried out for subsystem shells for finding the buckling pressure.
This analysis proves the stresses and buckling pressures are within the limits. This
analysis is used to identify the weak zone and most affected area of the vehicle which
helps for the modifications and remedies for underwater vehicle.
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1 Introduction

The underwater vehicles used for different purposes are developing more rapidly
now days. Torpedoes are the principal armament of submarines and ships. These
vehicles are designed to attack underwater targets such as submarines and ships and
are autonomous underwater vehicles. Research is carrying out for increasing life,
durability, effectiveness, speed and range of underwater vehicle. This system must
also have high-speed maneuverability and must be capable of delivering payloads
sufficient for target destruction. The cost of a system rises dramatically with its
weight and volume. This system consists of different sub systems used to start, move
in defined path (navigation) and propulsion system for vehicle movement. Different
systems having different components for various application of underwater systems.
Homing, signal processing unit, EX-Head, inertial navigation system, Battery with
SBH, power electronic drive system, motor, actuation system and propulsor are the
various subsystems of this vehicle.

This system accommodates various electronic equipments and plays a vital role
in underwater applications. This system is designed for strength, stiffness and weight
etc. The materials like aluminum alloys, composite and titanium become significant
used in this system because of lightweight and high strength, and these materials are
capable of taking the hydrostatic and hydro dynamic loads.

These systems are to be designed for higher depth operations where there is a
higher pressures which is a difficult task. So there is a need to design these sys-
tems for under water applications like torpedoes, submarine, mines, decoys, AUVs
etc. for their improved performance. These systems are designed for moderate and
extreme depths, which require minimization of structural weight for increasing the
performance, speed and operating range. Hence, it is better to design the lightweight
materials like aluminum and composite materials for the underwater applications.

The carbon fiber/epoxy material is used for the battery shell. CFRP material
has special characteristics of lightweight and high strength. Because of which this
material is having high demand for different applicationswhereweight is a constraint.
This material has excellent high mechanical properties with low weight. Hence, this
material is used for battery shell cover and withstands both the hydrostatic and
thermal loads.

1.1 Literature Survey

There are numerous papers available in literature about the analysis of the systems
for safe design. Ramesh [1] explained the design and static analysis of homing head
shell of a torpedo. Here, various configurations of the homing head shells have been
prepared and comparison study was made before finalizing the present design. Pul-
letikurti et al. [2] deals with the design and analysis of ring stiffened cylindrical shell



Coupled Analysis of Underwater System by Numerical Approach 573

which is made of aluminum alloy forging. The design and analysis of the shell struc-
ture is mainly focused to obtain stresses and buckling load factors. Windenburg and
Trilling [3] studied the design and analysis of thin cylindrical shells under external
pressure. They also studying the collapse of the shell by external pressures and results
are compared for different materials of shells. Little et al. [4] studied the buckling
of 12 thin-walled geometrically imperfect tubes, which were tested for destruction
under uniform external hydrostatic pressure. These experimental results are com-
pared with theoretical and analytical results. Ross et al. [5] carried out theoretical
and experimental investigations of the buckling characteristics of a series of six ring-
stiffened circular cylinders that experienced general instability when subjected to
external hydrostatic pressure.

1.2 Problem Statement

This system consists of different shells made up of aluminum alloy and the battery
shell is made of CFRP composite material. These sub system shells are used to
accommodate the various electronics and other systems. Some of these systems emits
the heat flux which flows from one end to the other end and causes the thermal strains
in the body. The other design requirement of this system is hydrostatic pressure of
60 bar at a depth of 600m (i.e., for every 10meters depth there is a 1 bar pressure acts).
This combined load causes deformation in the shells and may lead to failure. For
understanding the actual conditions, both thermal and hydrostatic pressure loads are
acting on the system simultaneouslywhich is called as coupled analysis. Thematerial
properties of aluminum and CFRP are shown in Tables 1 and 2, respectively.

Aluminum 24345(IS: 734).

Table 1 Aluminum
properties

Density 2.8 g/cc

Young’s modulus 71,000 Mpa

Poisson’s ratio 0.32

Yield strength 385 Mpa

Table 2 CFRP material properties

Density 1.6 g/cc

Yong’s modulus in fiber direction (Ex) 158,700 Mpa

Yong’s modulus in transverse direction (Ey = Ez) 8615.4 Mpa

vxy 0.292

vyz = vxz 0.3

Shear modulus (Gxy) 3523.4 Mpa

Gyz = Gxz 3523.4 Mpa
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Fig. 1 3D model of assembled system

CFRPMaterial properties are taken from the TORAYCAT700G carbon fiber data
sheet.

2 Methodology: Solid Modeling

This total system consists of individual shellswhichweremodeled initially and all the
shells are added to get assembled configuration. This systems contains complicated
structures and are modeled using high-end software i.e., CATIA V5 R20. Initially,
using part module and existing design documents, the 3D solid models of individual
shells are designed. Using various commands like sketch, sketch-based features,
dress up features, transformation feature and using 2D tools like circle, line, spline
etc.…modeled the shells same procedure is followed for all the shells except battery
shell. As the battery shell is made of composite material, it is designed using the
composite module in the CATIA V5 R20. The layup sequences, layer direction,
thickness and material are given using ply group in stacking option. Using these
tools, composite shell is designed. Individual shells are assembled using assembly
module by top down approach where individual components are imported using
existing component tool. All D.O.F is arrested for the component using constrains
like fix, coincide and contact. The 3D model of the assembled system is shown in
Fig. 1.

3 Finite Element Analysis

Finite element analysis is a method which divides the solid model into elements
and structural analysis is carried out using numerical procedure. The finite element
procedure generates many simultaneous algebraic equations and solves on a digital



Coupled Analysis of Underwater System by Numerical Approach 575

Fig. 2 Finite element model before meshing

computer with in less time. Finite element method originated as a method of stress
analysis. Finite element methods are also used to analyze problems of structural heat
transfer, fluid flow, lubrication, electric and magnetic fields.

ANSYS Workbench is used for solving this problem. Engineering properties are
assigned initially and then the 3D model is imported into the ANSYS Workbench.
Finite element model of assembled system before meshing is shown in Fig. 2.

3.1 Finite Element Model

The properties of meshing are defined as below:

Element type: Tetrahedron elements (Hex mesh is difficult because of critical
geometry of assembled system and computation limitation)
Element size: 15
Mesh type: Fine mesh.

Convergence check for various element sizes are shown in Table 3.

Table 3 Convergence check for element size

Element size Deformation (mm) maximum Stress (Mpa) maximum

18 1.613 358.53

15 1.5925 352.74

12 1.59233 352.7367
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3.2 Static Structural Analysis

Boundary conditions:
The boundary conditions for the above model are as follows

Front side = Fixed Support
Rear side = Axial Displacement.

Loading conditions: Except battery section and all other sections are applied
circumferential pressure of 6 Mpa. At the rear end in axial direction 6 Mpa pressure
is applied. At battery section 0.2, Mpa circumferential pressure is applied. Thermal
loads of the system taken are 70 °C on the homing shell, 80 °C on battery shell and
110 °C on motor shell. The meshed model and boundary conditions are shown in
Figs. 3 and 4, respectively.

3.3 Buckling Analysis

All the subsystem shells are modeled and static structural analysis was carried out
before buckling analysis. The output of static analysis was given as input to buckling
analysis. Solid model, meshed model and boundary conditions of homing system
shell are shown in Fig. 5.

The same procedure is followed for remaining shells also. From the buckling
analysis, it was found out the eigen buckling factor (load multiplier). From this
factor, buckling pressure is calculated.
Buckling pressure = Applied Pressure * Eigen buckling factor (load multiplier).

Fig. 3 Finite element model after meshing
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Fig. 4 Boundary conditions

Fig. 5 Finite element model, mesh and boundary condition for homing shell

4 Results and Discussions

Hydro static and thermal loads are applied simultaneously, and coupled analysis
was carried out using ANSYSWorkbench 17.2. From this analysis, stresses, strains,
deformations of assembled system and bucklingmodes of subsystem shells are found
out using mechanical APDL Solver.

The results are as follows

1. Total deformation contour, equivalent (von-Mises) stress and equivalent strains
contour is shown in Fig. 6

2. Buckling factors of subsystem shells are shown in Fig. 7
3. Buckling pressures of subsystem shells are shown in Table 4.
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Total Deformation Contour                                 Equivalent Stress Contour    Equivalent Strain Contour

Fig. 6 Static structural analysis of assembled system

Homing Shell Buckling analysis SPU Shell Buckling analysis Ex- Head-1 Shell Buckling analysis

Ex- Head -2 Shell Buckling analysis      INS Shell Buckling analysis    Battery Shell Buckling analysis

Controller shell Buckling analysis   Motor Shell Buckling analysis   After Body Shell Buckling analysis

Fig. 7 Buckling factors of subsystem shells

5 Conclusion

1. Maximum stress observed on the aluminum shells is <188.05 Mpa. Yield stress
of aluminum is 414 Mpa. Hence, Factor of safety is 2.02.

2. Maximum deformation observed in the system is 1.5926 mm i.e. on CFRP shell.
3. Maximum strain observed in the system is 0.33 mm/mm i.e. at Battery Scoop

bulk head.
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Table 4 Buckling Pressure of subsystem shells

Shell Eigen buckling factor
(load multiplier)

Applied pressure
(Mpa)

Buckling pressure
(Mpa)

Homing shell 19.88 6 119.28

SPU shell 6.5509 6 39.3054

EX—Head-1 shell 12.493 6 74.958

EX—Head-2 shell 11.56 6 69.36

INS shell 5.04 6 30.24

Battery shell 0.82612 6 4.95672

Controller shell 7.71 6 46.26

Motor shell 3.03 6 18.18

After body shell 9.54 6 57.24

4. Buckling pressures of subsystems are shown in Table 4 and all are within the
limits.

5. In view of above, it was concluded that aluminum subsystems are safe. Further
study was also carried out to reduce the deformation of battery shell by using
stiffened ring at battery and INS joint.
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Design and Analysis on Reinforced
Carbon–Basalt Fibres Composite
Laminate

S. Nagarjuna Reddy and M. Trivikrama Sankar

Abstract As the use of eco-friendly, natural products is currently increasing, rein-
forced composites from Basalt have recently been developed. These amorphous
mineral fibres are a suitable alternative to low-cost carbon fibre and strong glass
fibres. The basalt and carbon fibres of uni-directional and bi-directional with lay-up
sequence of (0/90/±45/±45/0/90/±45/±45/90/0) that are used to strengthen com-
posites by the vacuum bagging technique. A mechanical characterization is required
in order to use reinforced composites for structural applications. Different tests such
as tensile and flexural tests are carried out in both the experimental and analytical
method to show mechanical characteristics. Finally, the obtained results propose to
emphasize the behaviour of reinforced composite fibre. The enhanced properties put
forward possible applications of such composite materials in various fields.

Keywords Carbon fibre · Basalt fibre · Uni-directional · Bi-directional

1 Introduction

Basalt is an inert volcanic rock that occurs naturally and can be found all over the
world. Basalt materials are environmentally friendly and safe. Current basalt fibre
production technology is similar to the one for the manufacture of e-glass. The
principal difference is that e-glass is made of a complex batch of material, while
basalt filament is made of melted basalt rock without additional additives and thus
has a cost advantage. Due to the simplicity of the production process, less energy is
required.

In addition, basalt fibres are highly chemical [1], non-toxic, non-fuel [2], and tem-
perature resistant [3]. In addition, their mechanical characteristics are comparable
or better than those of e-glass. Colombo et al. shown that in tensile and compres-
sive mode, the basaltic-reinforced epoxy composites have shown higher mechanical
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properties with respect to vinyl ester, and failure mode is more compact, as fibres
are not explosive

As the use of basalt fibre-reinforced polymer composites to watch over water
immersion, water absorption, temperature, and cycling, further research [4] by the
same authors reported tolerances for the use of environmental composites. For the
glass-reinforced correlated composites, parallel tests have been conducted. A slight
but significant decrease in the Young’s modulus and tensile strength of the basalt
combustibles has occurred which are 240 days old in salty water or normal water.

In most of the research carried out to date, glass and carbon have been used to
enhance fibres in composite materials. The works of strengthened wooden elements,
mainly of made with glass fibre, were investigated during the first publications [5–8].
P. D. L. R. Garcia et al. work showed that structures with greater rigidity and carrying
capacity are created by reinforcement systems of basalt and carbon pine beams glued
on the exterior [9]. The ultimate movement in the reinforced beams, however, is not
increased and also that the rigidity of the beam increases with increasing grams of
the fabrics.

The number of research projects using carbon fibre used to improve this type of
element was increased [10] and carbon fibre was later introduced into the market.
Some published conclusions show that beams strengthened with uni-directionally
reinforced plastic carbon fibre (CFRP), in comparison to non-reinforced beams, can
grow from 20 to 40% [11]. Tingley andKent [12] study also showed a 21.5% increase
in carriage capacity and a 5% increase in stiffnesswhere reinforced beamswere tested
with CFRP.

The biggest problem with the use of carbon composites is the production costs
which result in very low conditions of usage. The hybridization technique, which
strengthens certain levels of carbon fibre with common ductile fibres with a common
matrix, can resolve these difficulties, such as weakness and fragility. By doing so,
weight could be reduced by 40–60%. This also can lead to cost advantages and
improved mechanical and physical properties.

2 Methodology

With the vacuum bagging method, all structures were built with one lamination.
This method involves the initial laying of the hand and then polymerization of the
matrix in a flexible bag where a vacuum pump reaches negative pressure. Compared
to the hand lay-up technology, vacuum bag technology brings certain advantages to
its finishing characteristics. All laminates were cured for 24 h at room temperature
and then post-cured for 8 h at 60 °C.

The carbon composite laminates consist of 14 carbon-matted layers of fibres,
randomly oriented and 450 g/m2 of areal weight in the epoxy resin matrix (i.e.
SP 106) mixed with own hardener. Starting with the CFRP structure, the hybrid
composites were produced to replace four carbon mats with four basaltic uniaxial
layers, which are weighed 400 g/m2.
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Epoxy resin (Araldite LY 556) with its hardener (Aradur HY 951) (10:1 ratio)
is the chosen material for the production due to its various advantages, like a lower
viscosity system without internal stress and excellent water resistance.

For the production of specimens, 40 and 60%, respectively, are fibre to matrix
weight ratio (2:3) by vacuum bagging method. The dimension of the panel is 25 ×
250 mm2 to minimize the resin quantity and achieve success at room temperature
within a short time. The thickness of the panels is nominally 2.5 mm; rectangular
specimens are cut by a saw when ready.

3 Properties of Composite Laminates

3.1 Mechanical Properties of UD Layer

In this work, the mechanical properties of the UD layer were calculated for each
design case. Firstly, the density and moduli were obtained by using the rule of mix-
tures (ROM). The experimental evidence has been reported that the ROM provides
an accurate prediction for the effective modulus of UD composite over a wide range
of fibre volume fraction. By using ROM, the density and elastic properties were
calculated as following equations:

ρ = ρFVF + ρMVM

v12 = vFVF + vVM

E11 = EFVF + EMVM

1

E22
= VF

E22F
= VM

EM

1

G12
= VF

G12F
= VM

GM
(1)

where ρ is the density, v is the volume fraction of fibre,E11 andE22 are elastic moduli
of the longitudinal direction and transverse direction, respectively, v is Poisson’s ratio,
and G12 are shear modulus. The subscripts F and M represent the fibre and matrix,
respectively.

3.2 Mechanical Properties of Entire Structure of Carbon
and Basalt Mat Thermoplastic(CBMT)

The mechanical properties of entire structure of CBMT were calculated by using the
classical laminated plate theory (CLPT) based on the obtainedmechanical properties
of each layer. It has been known that the CLPT is a common approach method used
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to predict mechanical properties, especially for the thin plate composite structures.
In the CLPT, individual laminate was assumed as homogeneous and orthotropic. The
analytical stiffness of composite laminate is expressed as follows when there are no
hydrothermal effects:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨
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Fx

Fy

Fxy

Mx
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Mxy

⎫
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⎤

⎥
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⎥
⎥
⎥
⎦

⎧
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ε0x
ε0y
ε0xy
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kxy

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(2)

where Fx, Fy, and Fxy are in-plane forces per unit length, Mx, My, and Mxy are
moments per unit length, ε’s are the strains of midplane and kx, ky, and kxy are
the plate curvatures. [A] is the in-plane stiffness matrix, [B] is stretching–bending
coupling matrix and [D] is the bending stiffness matrix. The bending–stretching
coupling matrix [B] is identically zero when the stacking sequence of a laminate
is symmetric about its midplane. In addition, this laminate is subjected to in-plane
force {F} then the curvature {k} reduces to zero. Then, above Eq. (2) becomes

⎧
⎨

⎩

Fx

Fy

Fy

⎫
⎬

⎭
=

⎡

⎣
A11 A12 A13

A12 A22 A26

A13 A26 A66

⎤

⎦ (3)

and the in-plane stiffness matrix [A] can be calculated as follows:

Ai j =
N∑

k=1

[
Qi j

][k]
(zk − zk−1) (4)

where are [Qij][k] the transformed reduced stiffness of the kth ply, and the zk represents
the displacement between midplane and kth ply. Then, the elastic properties of the
entire CBMT laminate are calculated as follows:

Ex = |A|
h
(
A22A66 − A2

26

) ,

Ey = |A|
h
(
A11A66 − A2

16

) ,

Gxy = |A|
h
(
A11A22 − A2

12

)

vxy = − A16A26 − A12A66

A22A66 − A2
26

,
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Fig. 1 Experimental set-up for tensile and flexural test specimens

vyx = − A16A26 − A12A66

A11A66 − A2
16

(5)

where |A| is determinant of [A], Ex, Ey, and Gxy are axial, transverse, and shear
modulus of the laminate and vxy and vyx are Poisson’s ratio.

4 Experimental Tests

4.1 Tensile Test

On standard ASTM D3039 machines with a load capacity of 100 KN, the static
tensile test is carried out. Under normal humidity conditions, all static tensile tests
are conducted at room temperature as shown in Fig. 1(left).

The experimental tests on reinforced composites are tensile testing and flexural
testing. The following paragraphs describe the details of the experimental tests.

Testing shall be conducted at 2 mm/min crosshead speed in the displacement
control. Dimensions of the specification are 25× 250mm2. The tabs of all specimens
(length = 80 mm) are fitted to prevent the sample from failing at grips.

4.2 Flexural Test

The flexural test is carried out on the standard ASTMD790 machine. It measures the
force to bend a beam in the loading conditions of three points. The flexural module
is used as an indication of the rigidity of the material when bending. Due to the
environmental temperature, the physical properties of thermoplastic materials vary.
In order to assess the flexural strength, rectangular bars with the required dimensions
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have been cut from fully cured samples and subjected to three-point bending tests.
Figure 1(right) Shows the experimental configuration of bending test specimen.

In particular, bending tests were performed with five prismatic samples of
20 mm × 96 mm dimensions on each implemented structure with a load cell of
5KN. In each test, the range length is 80 mm and the speed of the crosshead is
4.26 mm/min.

4.3 Computational Test

The model is to be created by input constants and material characteristics for sim-
ulation by ANSYS according to required ASTM standards. The main menu on the
left of the screen will display the window. It is selected as a type for the composite
material in this Shell 3D Node 181 element. Then, material characteristics are given
and the modelling is carried out using the necessary dimensions or 3D model can be
imported from CATIA. Meshing is also possible with various mesh types, by select-
ing the required accuracy. In “pre-processor > sections” option in the main menu,
fibre orientation can also be given for composite materials, as well as for each layer
with the required thickness different material characteristics can be given.

The application of load and boundary conditions is an important step for an anal-
ysis. After meshing as shown in Fig. 2 a, cantilever condition is applied, as it is fixed
at one end and free at the other for the tensile test in ANSYS APDL. Similarly, a
simply supported condition is applied for the bending test and the loads applied are
of similar to the experimental condition, i.e. 100 KN for tensile at the free end and
5 KN for flexural at the middle of specimen.

The stress and strain resulting from the ANSYSNodal solution is calculated using
certain finite element mathematical analysis solutions applied in the ANSYS. The
analytical solution for maximum strain and maximum stress are given in Eqs. (6)
and (7). Tensile modulus (E) can be calculated by applying the maximum strain and

Fig. 2 Simulation image of composite laminate for tensile and flexural strength
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Table 1 Experimental results for tensile test specimens

Property Composites

Basalt Carbon Basalt + carbon
(uni-directional)

Basalt + carbon
(bi-directional)

Flexural strength
(MPa)

762 69 985 549

maximum stress obtained from finite element analysis (FEA).

∫

σi jδεi jdV =
∫

s

f Bi δuidV +
∫

s

f Si δuidS (6)

σi j = σ ′
i j − δi j P = σi j + δi j P − δi j P (7)

where

σi j Cauchy stress component

εi j
1
2

(
dui
dx j + du j

dxi

)
deformation tensor

ui displacement
xi current coordinate
f Bi component of body force
f Si component of surface fraction
V volume of deformed body
S surface deformed body on which tractions are prescribed
δi j Kronecker delta
σi j Cauchy stress from constitutive law.

5 Results and Discussions

5.1 Tensile Strength

Table 1 shows the experimental results for tensile test specimens. This table shows
that the use of epoxy as matrix increases mechanical static (tensile) properties.

5.2 Flexural Strength

Table 2 shows the results for flexural test due to variation of load. The use of epoxy as
matrix and adding of different materials with better properties increases mechanical
properties.



588 S. Nagarjuna Reddy and M. Trivikrama Sankar

Table 2 Experimental results for flexural test specimens

Property Composites

Basalt Carbon Carbon + Basalt
(uni-directional)

Carbon + Basalt
(bi-directional)

Tensile strength (MPa) 468 584 742 105

Elongation (%) 18.91 23.01 21.29 14.42

Table 3 Comparison of experimental and analytical results

Composites Properties

Tensile strength (MPa) Flexural strength (mpA)

Experimental
results

Analytical
results

Experimental
results

Analytical
results

Carbon 584 592 869 871.12

Basalt 468 482 762 778.33

Carbon + Basalt
(uni-directional)

742 806 985 992

Carbon + Basalt
(bi-directional)

105 189 549 594.36

Table 3 shows the comparison of experimental and analytical values between
the tensile and flexural tests. By observing the table, it will confirm that both the
experimental and analytical values are close enough suggesting the results obtained
are correct.

6 Conclusion

A Carbon–basalt fibre composite with 14 layers of laminates is manufactured by
vacuum bagging, and the material properties of the composite are determined by
means of the tensile and flexural test. Three points of bending and tensile tests
indicate that, compared to CFRP laminates, the presence of four layers of basalts
in uni-directional results in the improvement of mechanical characteristics of the
hybrid laminates. Finally, the finite element analysis, confirmed with the results of
the experiment, shows the distribution of stress in the sample layers. When all test
results have been observed, the refinement of carbon and basalt fibres with 0° angle,
i.e. Uni-directional results have been better.
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Optimum Geometry of Steering
Mechanism for an Automobile

R. Venkatachalam and A. Padma Rao

Abstract Steering mechanism is very essential for any road vehicle. The commonly
used mechanism for steering is the Ackermann mechanism. The perfect steering
demands that the extensions of the axes of the two front wheels intersect at a point
on the extension of the common rear wheel axis. The Ackermann mechanism does
not give perfect steering always. In this paper, an attempt ismade to arrive at optimum
dimensions of the links of themechanismwhichmake the error in steeringminimum.

Keywords Steering · Ackermann mechanism · Optimization · A two-dimensional
surface · Global optimum

Notation

E Total squared error
H Wheel base
Li Lengths of links of Ackermann mechanism, i = 1–4

L1 = W; L2 and L4 = lengths of track arms; L3 = length of track rod
W Track width, also L1 the distance between the pivots
W i Weightage factor, i = 1 to n
x1 Length of track arms (L2, L4)
xC, yC Coordinates of point C
xD, yD Coordinates of point D
α, β Angles made by track arms with the link L1

γ Angle between the track arm and corresponding stub axle
∅, θ Angles turned by inner and outer stub axles, respectively
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1 Introduction

One of the important systems of an automobile is the steering system. In a two-
wheeler, the rider turns the front wheel–handlebar. The vehicle starts moving in a
circular path whose centre is located at O the point of intersection of the axes of the
rear and front wheels as shown in Fig. 1. It is to be observed that the planes of rotation
of the wheels are tangential to the circular path. In a four-wheeler, right-side front
and rear wheels may be imagined to form one two-wheeler and left-side front and
rear wheel to form another two-wheeler. It is a common practice to provide steering
only to the front wheels. If the front wheels are turned arbitrarily as shown in Fig. 2,
then the right-side front and rear wheels try to follow a circular path whose centre
is at O2. Similarly, the left-side front and rear wheels follow a circular path whose
centre is at O1. Clearly, these two circular paths are not concentric and the motion
of the wheels is not going to be smooth. That is, the front wheels start skidding on
the road. It is therefore observed that if the vehicle has to take a turn smoothly, the
two circular paths must be concentric which demands a condition that the O1 and O2

should be the same point as shown in Fig. 3. The whole vehicle follows a circular
path whose centre is at O. The two front wheels will make rolling on the road without
skidding. This is treated as perfect steering. The condition for perfect steering may
now be stated as when the axes of the two front wheels are extended, they should
intersect at a point on the extension of the common axis of the rear wheels. In Fig. 3,
the vehicle is shown taking a right turn.

The mechanical element on which the wheel is free to rotate is called stub axle.
From Fig. 3, the stub axles of the front wheel are shown to be rotated about points A
and B. The distance between A and B is called track width, W. The distance between
AB and common rear wheel axle EF is called wheel base, H. In Fig. 3, the inner
wheel is shown to rotate by an angle ∅ and the outer wheel is shown to rotate by an
angle θ . It is observed that ∅ > θ . From the geometric consideration of the perfect
steering condition shown in Fig. 3, a relation connecting ∅ and θ may be derived as

Fig. 1 A bicycle taking a
right turn
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Fig. 2 Steering offered by the Ackermann mechanism

Fig. 3 A car taking right turn

cotθ− cot ∅ = W/H (1)

The condition in Eq. (1) is known as a condition for perfect steering. It is to be
observed that the angles θ and ∅ are related to the physical dimensions W and H of
the vehicle. For a given value of W /H, one can numerically solve Eq. (1) for ∅ for
different values of θ . Table 1 gives a typical set of pairs of values of θ and ∅. In actual
road vehicles, the inner wheel stub axle normally does not turn more that 30°. That
is why the values are computed for 0 ≤ θ ≤ 30°.
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Table 1 A typical set of pairs of values of θ and ∅ for W /H = 0.57

θ (°) ∅ (°) θ (°) ∅ (°) θ (°) ∅ (°)

0 0.00 11 12.33 22 27.70

1 1.01 12 13.59 23 29.26

2 2.04 13 14.84 24 30.83

3 3.09 14 16.21 25 32.43

4 4.16 15 17.55 26 34.05

5 5.26 16 18.92 27 35.70

6 6.38 17 20.32 28 37.36

7 7.52 18 21.74 29 39.04

8 8.68 19 23.19 30 40.73

9 9.87 20 24.67

10 11.09 21 26.17

2 Steering Mechanism

A perfect steering mechanism must be such that it should provide angles turned by
the front wheels θ and ∅ should execute the condition for correct steering expressed
in Eq. (1). Attempts have been made to have the steering control through micropro-
cessor. When one wheel is turned through an angle, that information is taken by a
microprocessor and decides through how much angle, should other wheel be turned
according to correct steering condition given in Eq. (1). The information is then fed to
a stepper motor, and it turns the outer stub axle through the required angle. Arrange-
ment involving microprocessor totally eliminates the mechanism. But it suffers from
disadvantages such as reliability of operation of microprocessor, slow response of a
steppermotor, and a non-positive drive offered.Mechanical arrangement is foolproof,
and response is immediate and positive.

One mechanism which is popularly being used is the Ackermann mechanism
which is shown in Fig. 4. The mechanism consists of two bell crank levers GAC

Fig. 4 Ackermann steering
mechanism
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and JBD. A metallic link in the form shown in Fig. 5 is called bell crank lever. It is
hinged at point A, and the whole piece is capable of rotating about A. In the actual
four-wheeler, the bell crank link is hinged to the chassis of the vehicle. Similarly,
JBD is another bell crank lever which is hinged to chassis at point B. The actual
mechanism is ABDC which is in the form of a quadrilateral, and A, B, D, and C are
the hinges. Such a mechanism is called a four-bar mechanism. In Fig. 4, AC and BD
of the bell crank levers are called the track arms. GA and BJ of the bell crank levers
form the stub axles on which the front wheels are free to rotate.When the mechanism
is operated, it may occupy a position such as ABD′C′ as shown in Fig. 6. As the bell
crank levers GAC and JBD rotate about A and B, respectively, as single units, BJ′ and
AG′ are the new positions of the stub axles. The front wheels are now steered. The

Fig. 5 Bell crank lever

Fig. 6 Steering offered by the Ackermann mechanism
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Ackermann mechanism ABDC shown in Fig. 4 represents the vehicle moving along
a straight path. The Ackermann mechanism shown in Fig. 6 is a general position.
One side front and rear wheels act as inner wheels in one side (say right side) turn and
act as outer wheels in the other side (say left side) turn. Since the same mechanism
produces similar turns for both right and left turns, the mechanism is expected to
be symmetric about vehicle centreline. Figure 4 shows the Ackermann mechanism
while the vehicle is moving on a straight path. It is to be observed that the mechanism
ABDC is in the form of isosceles trapezium (AC = BD). The link CD is called track
rod. In Fig. 6, the steering offered by the Ackermann mechanism is shown. Clearly,
it is not a perfect steering. The Ackermann mechanism may give perfect steering in
three positions namely while moving along a straight path, one particular position
in the left turn and one similar position in the right turn. Though this mechanism
cannot give perfect steering always, it is widely accepted in the automobile industry
because of its simple constructional features.

Deep studies on the Ackermann mechanism must have been performed by the
automotive industries. But they are not available in the published literature, maybe
because of confidentiality. References [1–7] are on some of the recent studies sug-
gesting modifications on the Ackermann mechanism. The authors [8] presented a
method of analysis of the Ackermann mechanism for studying its performance. The
method proposed by the authors helps to estimate the skidding of the tires due to
incorrect steering.

In this paper, an attempt is made to arrive at important dimensions for the mecha-
nism with a view to make the mechanism closer to an ideal mechanism by minimiz-
ing the errors produced in steering. Simple optimization principles are applied, and
interesting results are obtained.

3 Formulation of the Problem

For the sake of convenience, various links are named as shown in Fig. 7. L1 represents
distance between pivot points A and B which is also the track widthW. L2 and L4 are

Fig. 7 Ackermann
mechanism essentially a
four-bar mechanism
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Fig. 8 Position of the Ackermann mechanism when the vehicle is taking a right turn

the lengths of the track arms. For the reason mentioned above, L2 = L4. The length
of the track rod is L3. Angle γ represents the angle of the bell crank lever.

In a given situation, W is a fixed quantity. γ and L2 can fix the value of L3 as

L3 = L1 + 2 L2 cos γ (2)

Therefore, the variables are only γ and L2.
Figure 8 shows a general position of the Ackermann mechanism when the vehicle

is taking a right turn. The inner stub axle BJ is shown to turn by an angle ∅, and the
outer stub axle AG is shown to turn by an angle θ . The angles α and β are the angles
made by L2 and L4 with AB. They may be expressed in terms of θ and ∅ as

α = 180−γ + θ (3)

β = 180−γ−∅ (4)

For the sake of convenience, an xy coordinate system with its origin at A and
x-axis along AB may be considered as shown in the figure.

The length L3 may be expressed as

(L3)
2 = (xC−xD)2 + (yC−yD)2 (5)

where (xC, yC) and (xD, yD) are the coordinates of points C and D, respectively.
From the geometry, suitable expressions for these coordinates may be substituted,

and the length L3 may be expressed as

(L3)
2 = [L2 cosα−L1 + L4 cosβ]2 + [L2 sin α−L4 sin β]2 (6)

which may be reduced to
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(L3)
2 = L2

1 + L2
4 + L2

2 + 2 L1L2 cos(α + β)−2 L1L2(cosα + cosβ) (7)

Substituting for L3 from Eq. (2) in Eq. (7), an expression in relating various
variables of the mechanism may be obtained as

(
2x22 − 1

)
A − x2

√
1 − x22 B − (L1/x1)x2C − (L1/x1)

√
1 − x22D − (

2x22 − 1
) = 0

(8)

where

A = cos(∅ − θ) (9)

B = 2 sin(∅ − θ) (10)

C = 2 − cos θ − cos ∅ (11)

D = sin ∅ − sin θ (12)

x1 = L2 or L4 (13)

x2 = cos γ (14)

The variables of interest are renamed as x1 and x2.
If the mechanism is ideal and is offering perfect steering always, and if θ and ∅

according to Eq. (1) are substituted, then Eq. (8) should be satisfied always. However,
the mechanism is unable to offer the perfect steering. If θ and ∅ desired by an ideal
mechanism are substituted in Eq. (8), it will not yield a value zero but some residue.
The idea behind the optimization process may be stated as what should be the values
of x1 and x2 such that the residues are minimum. For this purpose, an objective
function is constructed as

E =
n∑

i=1

Wi

{
(2x22 − 1}Ai−x2

√
1 − x22 Bi−(L1/x1)x2Ci

−(L1/x1)
√
1 − x22 Di−(2x22 − 1)

}2

(15)

where Ai, Bi, Ci, and Di are the values of A, B, C, and D obtained by substituting ith
pair of values of ∅i and θ i (see Table 1).

The optimization problem may be stated as
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Find

{
x1
x2

}

which minimizes

E =
n∑

k=1

wi

{(
2x22 − 1

)
Ai − x2

√
1 − x22 Bi − (L1/x1)x2Ci

−(L1/x1)
√
1 − x22Di (2x

2
2 − 1)

}2

(16)

4 Results and Discussion

This is an unconstrained optimization problem with two variables. The necessary
conditions may be written as

dE

dx1
= 0 (17)

and

dE

dx2
= 0 (18)

The objective function is nonlinear, and hence, it is very difficult to solve for
the optimum values using the necessary conditions. Numerical techniques such as
random search method, pattern search method, univariate method may be suitable
for the present problem [9]. Gradient techniques such as steepest descent method
may not be convenient for the present problem as these methods require evaluation
of the derivatives of the objective function [9]. However, it is intended to evaluate
the values of E for different sets of x1 and x2 and observe how E varies.

The x1 is varied from 200 to 2000 mm in steps of 200 mm. For each value of
x1, the value of x2 is varied from –1 to +1 in steps of 0.1. The objective function
is evaluated for different values of x1 and x2. Figure 9 shows the objective function
plotted in x1 – x2 space. It is very interesting to see the contours of E and also how
the minimum is occurring. The optimum value of x2 is around –0.2 giving the value
of γ around 101,° and the optimum value of x1 is around 1400 mm. The same values
are plotted in three-dimensional isometric space as shown in Fig. 10 in order to give
a more physical feel. Negative values of E are plotted in order to get a convex shaped
surface. In most of the vehicles, the practical value of γ used is around 100°. The
length of track arm is not taken so much as 1400 mm in view of space constraints to
accommodate the mechanism. Usually, it is taken around 250–500 mm sacrificing
some amount of steering error.
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Fig. 9 Objective function plotted in x1 – x2 space

5 Concluding Remarks

The significant conclusions that may be drawn based on the present work may be
summarized as follows.

i. The condition for perfect steering for a four-wheeler is described starting with
simple principles.

ii. The popularly used the Ackermann mechanism is described.
iii. The necessity of the steering mechanism to be symmetric about vehicle

centreline is explained.
iv. Two variables are identified which may be varied in order to obtain an Acker-

mann mechanism which can reduce the steering error. The two variables are
the length of the track arm and angle of the bell crank lever.

v. An expression is derived connecting all the variables.
vi. An optimization problem is formulated in which the objective function

describes the sum of squares of residual errors.
vii. The unconstrained optimization problem in two variables could not be solved

in a classical way because the objective function is highly nonlinear.
viii. Numerical methods could have been applied, but out of curiosity, the objective

function is evaluated at different points and a three-dimensional surface is
generated.

ix. It is found interesting to watch the three-dimensional surface and locate the
optimum value.

x. The convexity of the surface clearly shows that the solution obtained represents
a global optimum.
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Fig. 10 Three-dimensional surface representing the objective function
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Influence of Surface Textures by
Ink-Jet Print Followed by Chemical
Etching Process on the Performance
of HSS Cutting Tool

K. Nagendra Prasad and Ismail Syed

Abstract In the present work, an attempt has been made to generate protruded and
dimpled textures on the rake surface of high-speed steel (HSS) cutting tool by an
ink-jet print followed by chemical etching (IPCE) process. The orthogonal turning of
Aluminum 6063 alloy was conducted by using textured and non-textured tools. The
results revealed that cutting forces and friction coefficient are reduced with textured
cutting tools. Moreover, the protruded textured tool exhibits better performance than
the dimple-textured tool.

Keywords Chemical etching · Protruded textured tool · Dimple-textured tool ·
Cutting forces · Friction coefficient

1 Introduction

Surface texturing is an emerging technique in metal cutting process to reduce tool
wear and frictional forces by reduction of contact area and adhesiveness between the
chip–tool interaction [1, 2]. Sasi et al. [3] fabricated dimpled texture on the HSS tool
rake surface by laser surface texturing during themachining of aluminum alloy. Their
results showed that chip–tool contact length is reduced with a textured tool, and it
leads to a reduction in cutting forces. Sawant et al. [4] studied the influence of dimple
and spot textures on HSS rake surface by micro-plasma transferred arc powder depo-
sition (µ-PTAPD) method. They concluded that spot-textured tool is more effective
to reduce the cutting forces by increasing rake angle when chip flows over the spot
texture. Obikawa et al. [5] fabricated different textures such as grooves, pits, and
dots by photoresist spin coating followed by chemical etching. They observed that
dot-textured tool was more effective in reducing chip–tool contact length. Jianxin
et al. [6] made micro-holes on cemented carbide tool by micro-electrical discharge
machining (micro-EDM). Their results showed that cutting forces have reduced up
to 30% with a textured tool.
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From the above study, it has been observed that researchers have fabricated the
textured cutting tool through different methods such as laser texturing, µ-PTAPD,
photoresist spin coating followed by chemical etching, andmicro-EDM.Thesemeth-
ods have inherent limitations, which require a unique experimental setup and involve
high cost to make textures. The present work aims to develop a technique for fab-
rication of the textures with a simple and economical process. In this paper, the
investigators have studied the experimental work on fabrication of protruded and
dimple textures on HSS tool by an ink-jet print followed by chemical etching (IPCE)
process. Moreover, performance of the textured tools has been compared with the
non-textured tool in the dry turning of Aluminum 6063 alloy.

2 Experimental Work

T-42 grade high-speed steel was selected as a tool (supplied by Rohit tools under
grade of 3X Square TB) for surface texturing and drymachining. Aluminum 6063 T6
(supplied by overseas aluminum) was selected as a workpiece material in the form of
a hollow cylindrical pipe with an outer diameter of 73 mm. Table 1a, b represents the
chemical composition of HSS cutting tool and aluminum 6063 alloy composition,
respectively.

2.1 Fabrication of HSS Tool with Textured Surfaces

The fabrication of protruded textures on the rake surface of HSS tool is represented
schematically in Fig. 1. The texturing can be done in three steps, i.e., transfer of the
shape of textures on the tool surface, masking of surface, and chemical etching. In the
first step, design of the texture is transferred on a rake surface of HSS tool by ink-jet
print method using a Ronald LEF-20 UV printer. Afterward, masking is done with
the insulation tape on the tool (expect rake surface) to avoid unwanted etching. In the
final step, the tool is immersed in a chemical etchant, which is a mixture of copper
sulfate (CuSO4), sodium chloride (NaCl), and hot water (70 °C) in the ratio of 1:1:4
(15 mg: 15 mg: 60 ml) for 30 min. After the chemical etching process, ultrasonic
cleaning process has been carried out to remove the burrs around the texture.

During the chemical etching process, the cutting edge of the tool suffers a damage
due to the chemical reactions between tool and etchant (refer Fig. 1e). Therefore,
polishing has been carried out to sharpen the cutting edge of the tool. Similar method
has been applied to produce dimple textures on the rake surface of the tool. The
developed textures on the rake surface have the following dimensions, i.e., diameter
180 µm, pitch 500 µm, and height/depth 35 µm. The characteristic features of
textures on the rake surface of the tool are represented in Fig. 2. Height/depth of the
textures was measured with the help of Quasmo 500 optical microscope by changing
the depth of the focus.
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Fig. 1 Schematic representation of ink-jet print chemical etching process. a protruded texture
design, b image of designed textures after ink-jet print method, c masking, d chemical etchant, and
e final protruded textured tool

Fig. 2 a protruded textured tool, b optical image (magnification 5X) for protruded texture design,
c characteristics for texture design (all dimensions are in mm), d optical image (magnification 5X)
for dimpled texture design, and e dimple-textured tool

2.2 Orthogonal Turning

Orthogonal dry turning experiments were carried out on a variable speed precision
lathe with non-textured and textured cutting tools. The cutting tool has the following
geometry: rake angle of 100 and the clearance angle of 150. All turning experiments
were conducted at a cutting speed of 110 m/min, feed of 0.103 mm/rev, and width
of cut of 1.5 mm. Each orthogonal turning experiment was repeated three times with
textured and non-textured tools. During the turning, cutting force (Fc) and thrust
force (F t) were measured with a three-axis Kistler dynamometer. In this test, the
cutting edge of the tool was held perpendicular to the workpiece as shown in Fig. 3.

3 Results and Discussion

Frictional force (Ff), cutting force (Fc), and thrust force (F t) during the orthogonal
turning can be expressed in the following equations [7].

Ff = Awτc (1)
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Fig. 3 Schematic diagram of experimental setup for orthogonal turning

Fc = Ff sin(β − α)

sin(β)
(2)

Ft = Ff cos(β − α)

sin(β)
(3)

where Aw is the area of tool–chip contact, τ c is the shear strength at the tool–chip
contact zone, β is the friction angle, and α is rake angle.

It can be observed from the equations (1–3) that the cutting forces (Fc and F t)
can be reduced by decreasing the chip–tool contact area (Aw). Chip–tool contact area
with textured tools can be understood by observing the morphology of the chip back
surface using scanning electron microscope (SEM). Figure 4a–c shows the SEM

Fig. 4 SEM images of the chip back surfaces when flow over. a protruded textured tool, b dimple-
textured tool, and c non-textured tool
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image of the chip back surface which flows over the protruded, dimpled and non-
textured tools. It is observed that grooves were formed when the chips flowed over
the textured tools; it led to an increase in the gap between chip and toolface, resulting
in a reduction of the chip–tool contact area (Aw). However, it can be observed that
deep grooves are observed with protruded textured tool than the dimple-textured tool
which results in higher reduction of the chip–tool contact area (Aw).

Figure 5a represents the cutting forces during the machining of Al6063 T6 alloy
with non-textured and textured tools. It can be observed that cutting force (Fc) for
the protruded textured tool has reduced by nearly 13% than the non-textured tool
and nearly 4.8% than the dimple-textured tool. Similarly, thrust force (F t) for the
protruded textured tool is reduced by almost 23 and 7.3% than the non-textured and
dimple-textured tools, respectively.

The friction coefficient (μ) during orthogonal turning is calculated by using the
mathematical expression [4].

μ = tan β = Ft + Fc tan α

Fc − Ft cosα
(4)

From Fig. 5b, it is observed that the calculated friction on protruded textured
tool has reduced by nearly 11% than the non-textured tool and nearly 2.7% than the
dimple-textured tool. The relation between shear angle (φ), friction angle (β), rake
angle (α), and chip thickness (hc) is expressed in the following equations [8].

φ + β

2
− α

2
= π

4
(5)

φ = tan−1

(
h cosα

hc − h sin α

)
(6)

where h is the uncut chip thickness.

Fig. 5 Comparison of a cutting force (Fc) and thrust forces (F t), b friction coefficient with non-
textured, dimpled, and protruded texture tools
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Fig. 6 SEM images of the chip back surfaces when flow over. a Protruded textured tool, b dimple-
textured tool, and c non-textured tool

Curl radius of chip is reduced when the chip flows over the protruded textured
tool, and also it leads to an increase in the rake angle [4]. When chip flows over the
dimple texture, chip gets sheared off and deposited inside the dimple which leads
to the formation of built-up edge (BUE) on the rake surface. As time progressed,
amount of BUE increases which leads to the formation of the bulges. The rake angle
gets increased when the chip flows over these bulges [3].

The cutting force with the textured tool has reduced by an increase in shear
angle because of the reduction in specific cutting energy [8]. Large shear angle
in the textured tool can be proved by measuring chip thickness by using a digital
micrometer. Chip sampleswere accumulated,measured at ten different locations, and
taken its average. It has been observed that chip thickness with protruded textured
tool, dimple-textured tool, and non-textured tool is 1.0188 mm, 1.048 mm, and
1.153 mm, respectively. Figure 6 shows the SEM images of the side surface of the
chip when flows over the textured and non-textured tools. It can be observed that
thinner chips have formed with textured tools.

4 Conclusion

This work proves that the IPCE method is an inexpensive, simple, and effective
method to fabricate protruded and dimple textures on the rake surface of the HSS
tool. It was also found that chip–tool contact length reduced with textured tools,
which leads to reduction in cutting forces and friction coefficient. However, protruded
texture has more effectively reduced the cutting forces by reducing the more contact
area between chip and tool and causing an increase in rake angle.

Acknowledgement Authors would like to thank Hari Radium, Hanamkonda, Telangana 506001,
to provide the UV printer to print the texture design on the rake surface of the HSS cutting tool.
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Effect of Temperature on the Tribological
Performance of MoS2–TiO2 Coating
Material

Avinash V. Borgaonkar and Ismail Syed

Abstract Recently, there is a growing interest in molybdenum disulphide (MoS2)
to use as a solid lubricant to enhance the tribological properties. In the present
work, composite MoS2/TiO2 coatings were prepared and bonded on pre-treated steel
substrate. The manganese phosphating process has been used as a pre-treatment
which helps to improve the bond strength. The coating has been bonded onto the
phosphated substrate using sodium silicate as a binder. A comparative study of these
composite coatings was done at different temperature, load and speed conditions
using pin-on-disc tribometer. The results depict that the tribological performance
such as friction coefficient and specific wear rate has been improved by coating
material as compared to uncoated material.

Keywords Molybdenum disulphide · Solid lubricant · Coating · Tribological
properties

1 Introduction

Solid lubricants have been proven to be such materials that despite of its solid
phase, they are able to provide improved tribological performance between the
rolling/sliding interfaces. The solid lubricant can be either used as coatings or as
filler element in self-lubricating composites [1]. From the past few decades, they
have been used as a lubricant between the contact surfaces subjected to rolling and
sliding movement. There are certain applications where only solid lubricants can be
used, i.e. in severe conditions and in hostile environments such as high load and high
temperature, ultra-low vacuum and cryogenic temperatures, strong radiation, dry and
clean lubrication, resistance to contamination and protection against corrosion. The
solid lubricants with their classification are as shown in Table 1 [2, 3].

From the past fewdecades,most of the researchers concentrated onMoS2 as a solid
lubricant due to its weak interatomic forces between the sulphide anions and strong
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Table 1 Classification of
solid lubricants

Classification Key examples

Lamellar solids Molybdenum disulphide

Tungsten disulphide

Hexagonal boron nitride

Graphite

Graphite fluoride

Boric acid

Monochalcogenides (GaSe,
GaS, SnSe)

Soft metals Silver

Lead

Gold

Indium

Tin

Mixed oxides CuO–Re2O7

CuO–MoO3

PbO–B2O3

CoO–MoO3

Cs2O–MoO3

NiO–MoO3

Cs2O–SiO2

Single oxides Re2O7

MoO3

TiO2

ZnO

Halides and sulphates or
alkaline earth metals

CaF2, BaF2, SrF2

CaSO4, BaSO4, SrSO4

Carbon-based solids Diamond

DLC

Glassy carbon

Hollow carbon nanotubes

Fullerenes

Carbon–carbon
and carbon-graphite-based
composites

Polymers/organic materials Zinc stearate

Waxes

Soaps

Polytetrafluoroethylene
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covalent bonds within molybdenum. Moreover, it is stable and unaffected by oxygen
and diluted acids. As like graphite, it is also having asperity healing attributes, which
helps to lower the friction values. On the other hand, it does not require any water
vapour or moisture to provide the results which makes it suitable for vacuum appli-
cations. Shankara et al. [4] investigated the tribological performance of bonded pure
MoS2 as well as composite MoS2–zirconia and MoS2–graphite coating on steel sub-
strate using sodium silicate as a binder. The test results reveal that in comparison with
pure MoS2, composite MoS2–zirconia improves the tribological performance since
zirconia is a ceramic material having high wear resistance. Beside MoS2–graphite
also helps to enhance the tribological performance since by nature graphite is a very
soft material [5]. Another study conducted by Ye et al. [6] used novolac epoxy resin
as a binder to bondMoS2 with the substrate. They observed significant improvement
in tribological behaviour at relatively higher load range, since the sand blastingwhich
has been used as a pre-treatment helps to improve the adhesion strength. Further with
this same coating and binder material, Luo et al. [7] conducted the rotational fretting
wear test. The findings were similar to the previous study. However, they observed
that the wear mechanism was the combination of delamination, abrasive wear and
tribo-oxidation. Tang et al. [8] examined the tribological performance of aramid fibre
filled polyamide six different composites with and without addition of nano-MoS2
under dry sliding contact conditions. They observed that the tribological properties
enhanced significantly due to addition of nano-MoS2. Two main wear mechanisms
such as micro-ploughing and plastic deformations were identified. The decrease in
wear rate of a coating was observed with increase of aramid fibre content.

Hamilton et al. [9] conducted number of experiments on different five thin-film
MoS2 coatings such as MoS2–Ni, MoS2–Ti, MoS2–Sb2O3, MoS2–C–Sb2O3 and
MoS2–Au–Sb2O3. In order to study the macroscopic effect of temperature on the tri-
bological properties, the temperature was varied from−80 to 180 °C. The decrease in
COF values has been observed with increase in temperature since the thermally acti-
vated coatings exhibit stable interfacing layers due to which ultra-low wear occurs,
whereas athermal behaviour leads to high rate of wear. Nowadays, the solid lubri-
cants used at high-temperature conditions since most oils, greases and few organic
polymers were oxidatively unstable for some appreciable time. Some of the materi-
als can be used as self-lubricating composites and coatings such as dichalcogenides,
graphite and graphite fluoride, polyimides, soft oxides, oxidatively stable fluorides
and hard coatings to enhance the tribological performance of the contacting surfaces
[10]. Zhang et al. [11] added Ag nano-particles to the MoS2 in order to improve
the tribological properties as well as the load bearing capacity since the addition of
Ag nano-particles enhances strength of the tribofilm. Moreover at higher tempera-
ture, the composite coating demonstrates prolonged life as compared to conventional
MoS2 coating because of the formation of silver molybdate layers. Theiler et al. [12]
examined the tribological performance of MoS2/ta–C bilayer coatings under differ-
ent environments such as vacuum and air. In order to improve the bonding, a thin
chromium interlayer has been introduced. The tribological performance of the coat-
ing found to be significantly improved in humid air environment since the coating
deposited by laser-arc has relatively high roughness which enhances the endurance
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of MoS2. Recently, Torres et al. [13] in 2018 from their extensive study summarized
that from the transitionmetal dichalcogenides groupMoS2 being a cost-effective and
the outstanding tribological performance in dry air and vacuum environment, since
it possesses the weak van der Waals adhesion forces between sulphur-like atoms,
leading to the formation of easy-to-shear lamellas. Further, Meng et al. [14] studied
the tribological performance MoS2 coating under dry sliding motion at high temper-
atures with different loads and speeds. It has been observed that MoO3 results as an
oxidation of MoS2 (i.e. when working temperature is higher than the transition tem-
perature) leads to lower the tribological performance. Renevier et al. [15] deposited
MoS2/Ti (MoST) coating on machine tools to study the tribological behaviour. The
results reveal that the tribological performance of the conventional MoS2 coating has
been significantly improved with the addition Ti since Ti possesses high resistance
to wear.

From the literature, it has been observed thatMoS2 as a single as well as in combi-
nation with other different materials has been used as coatingmaterial at ambient and
high-temperature applications. However in the previous literature, nobody addressed
the use of composite MoS2/TiO2 as a solid lubricant. Hence in this paper, the attempt
has been made to analyse the performance composite MoS2/TiO2 coating material
at ambient and high-temperature conditions.

The objective of the present work involves the evaluation of the tribological per-
formance of composite MoS2/TiO2 coating on the steel substrate at ambient and
high-temperature conditions. The study has been carried out at different tempera-
tures including room temperature (RT), 100, 200, 300 and 400 °C. At the end, the
tribological properties have been evaluated for summarizing the study.

2 Methodology

The pin samples were made of AISI 52100 steel (12mm diameter and 25mm length)
used as the substrate. The AISI 52100 steel composed of 1% C, 1.5% Cr, 0.3% Mn,
0.25% Si, 1% C, with Fe as remaining. Before the experimental test, specimens were
polishedwithSiCabrasive paper (from220 to 1000-grit), cleanedultrasonically using
acetone and then dried. In order to improve bond strength, manganese phosphating
employed as a pre-treatment for the steel substrates. The composite MoS2/TiO2

coating applied on the phosphated substrates with the brushing and cured at 150 °C
for two hours.

The friction testswere performedusing pin-on-disc tribometer (Magnum, India) in
accordance with ASTM standard G99-95 [16]. A schematic set-up of the pin-on-disc
tribometer is shown in Fig. 1.

The counter disc is made up of EN31 steel. Before performing each test, the disc
surface was cleaned using acetone and thoroughly dried. The sliding speed was kept
constant by adjusting the rotational frequency and track radius using the formula:

V = 2πr ∗ N (1)
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Fig. 1 Experimental set-up
for tribological study

where V is the sliding velocity, N is speed in rpm and r is the track radius. A data
acquisition system was coupled to the tribometer to compute and record automati-
cally, the tribological parameters between the coated specimen and the disc surface
all the time of the experiments. The wear rate can be obtained using the formula:

WR = WV/P ∗ D (2)

where WR is the specific wear rate in mm3/Nm, is the wear volume in mm3, P is the
applied load in N andD is the sliding distance in m. The wear volume was estimated
by taking the weights of the samples before and at the end of wear test. Eventually
to get the reliable data, each experiment was repeated three times.

The detailed test parameters and ranges are summarized in Table 2.

Table 2 Test parameters and
ranges

Sr. No. Parameters Operating conditions

1 Normal load 176, 442 and 707 kPa

2 Sliding speed 2, 4 and 6 m/s

3 Track radius 30 mm

4 Sliding distance 3000 m

5 Temperature RT, 100, 200, 300 and 400 °C

6 Relative humidity 70 ± 5%
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3 Results and Discussion

The pin-and-disc surfaces have been analysed before and afterwear test to understand
the tribological behaviour of the composite coating. The results show that at low load,
the mechanism of wear is abrasion, and as the load increases, the coating material
from the pin surface gets transferred to the disc surface. So with the increase in load
and speed, the mechanism of wear changes from abrasion to adhesion as depicted in
Fig. 2.

The experimental test performed at three different load and speed combinations
varying the temperature from RT to 400 °C with a step of 100 °C. The values of
coefficient of friction (COF) and specific wear rate (mm3/Nm) for different combi-
nations have been obtained from the data acquisition system and plotted as shown in
Figs. 3 and 4.

From the experimental results, it has been observed that friction coefficient (COF)
decreases with increase in the temperature and load. At high load with increase in
temperature, the coating layer worn out and transferred to the counter disc surface,
due to which the reduced values of COF have been observed. The lowest COF value
obtained is 0.065. Beside with increase in the temperature and load, the specific wear
rate increases, and in the temperature range 300–400 °C, the values of specific wear
rate found to be almost consistent. The lowest value of specific wear rate obtained
is 1.7 mm3/Nm.

Fig. 2 Disc and pin surface before test (a) and after test at constant load 176 kPa and different
sliding speed 2 m/s (b), 4 m/s (c), 6 m/s (d)
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Fig. 3 Coefficient of friction (COF). a At load 176, 442 and 707 kPa at constant low speed 2 m/s,
b at constant high speed 6 m/s

Fig. 4 Specific wear rate (mm3/Nm). a At load 176, 442 and 707 kPa at constant low speed 2 m/s,
b at constant high speed 6 m/s

4 Conclusion

Within the scope of this study, the tribological behaviour of composite ofMoS2/TiO2

coating at ambient aswell as high temperature has been investigated. The results show
that due to the synergistic effect ofMoS2 and TiO2 at high temperature and high load,
the friction coefficient was lower. However, due to the change in mechanism from
abrasion to adhesion, the coating layers transformed from substrate surface to the
counter disc surface with rise in temperature and load, which leads to increase in the
specific wear rate. At higher temperatures (i.e. 300–400 °C), the specific wear rate
found to be almost constant.
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Topology Optimization Using Strain
Energy Distribution for 2D Structures

Srinivasan Bairy, Rafaque Ahmad and Hari K. Voruganti

Abstract Optimization is carried out to achieve the best out of given resourceswhile
satisfying constraints on performance, state variables, and resources thus avoiding
the excessive use of resources and decrease the cost associated. Structural systems
need to be designed for a minimum of weight, compliance, displacement, frequency,
etc., to save cost and get optimal performance. For this, structural optimization is
carried out. Topology optimization is one type of structural optimization in which
topology of the structure is changed. Generally, topology optimization is performed
using methods like solid isotropic material with penalization (SIMP), level set-based
methods, phase field method, evolutionary structural optimization (ESO), and bidi-
rectional evolutionary structural optimization (BESO). In the present work, a modi-
fied evolutionary algorithm is proposed for structural optimizationwith consideration
to strain energy distribution. Addition of material is performed on a partially void
space instead of material removal. As the final optimum structure bears only a frac-
tion of initial structure, the method of structure growth using addition approach is
better for computational efficiency. This method initially takes a void input design
domain but to make numerical computation easy, negligible density is assumed. The
objective is to achieve critical strain energy per unit volume which is less than the
modulus of resilience according to the maximum strain energy criterion. According
to the maximum strain energy theory, a safe structure should have strain energy per
unit volume less than the modulus of resilience. Hence, the objective is to find a
structure satisfying the above criterion with minimum weight. The main focus of the
work is to find optimum topology. Effect of multiple loads, rate of material addition,
and effect of the magnitude of loads are also considered for structural optimization.
The results are close to the results reported in the literature.
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1 Introduction

The world is facing the scarcity of resources and there is a demand for only the
best products in a very high-technological competitive market. To solve this prob-
lem and hence minimize the wastage of resources, there is a need to find the best
solution among all the solutions of a design problem in such a way that that function-
ality of the design is not hampered. Structural optimization aims to utilize structural
resources most efficiently. Today, optimization of structures has become mandatory
for different applications. Structural optimization is much found in the aerospace
and automotive industries where weight minimization is the key criteria for design.
Structural optimization can be classified into size optimization, shape optimization,
and topology optimization. Size optimization is carried out to determine the optimal
size, dimensions of cross-sectional areas, thickness, moment of inertia, etc. Shape
optimization helps in identifying the optimal geometry of boundaries for the struc-
tures carrying loads. Among these three, topology optimization is the most general
and gives more design freedom to engineers by expanding the design space to look
for the optimal solution, and hence, it is most rewarding economically.

Bendsoe and Sigmund [1] mentioned that topology optimization is carried out to
get the best distribution of the material in a design domain. Topology optimization
determines the best connectivity, shape, and location of voids in a design domain.
Woon et al. [2] carried out shape optimization by moving the boundary and internal
nodes of the structure.Optimal coordinates are foundusinggenetic algorithmand also
mirroring option helps in reducing the computational time of symmetrical problem to
half. Ding [3] mentions that boundary of the physical problem can be represented by
using the nodes, piecewise polynomials, and B-spline models. Smooth boundaries
are required to avoid stress concentration and to make the manufacturing process
easy. Bendsoe [4] described topology optimization as a process of removing the
material from the places of negligible contribution to the load carrying capacity of
the structural member. It is carried for minimizing the compliance of the structure
by the method of solid isotropic material with penalization (SIMP). In topology
optimization, material density is chosen as a continuous variable varying from zero
to one within an element of finite element mesh. Optimal density is obtained through
an optimization algorithm by choosing the densities of each element as variable as
explained by Bendsoe [4, 5]. Solid isotropic material with penalization considers the
density of element as a design variable and penalizes density based on this power law
model such that less contributing elements have minimum effect on the final design,
and penalization is applied as mentioned by Duysinx and Bendsøe [6].

An evolution algorithm is proposed byXie and Steven [7] using a rejection ratio to
remove the elements of lower stress. In optimization, constraints play a greater role
in the outcome of the algorithm. Generally, in structural optimization, constraints
are the volume, weight, and also sustaining the external loads. Xie and Grant [8]
described a method for obtaining the optimal structure using an evolutionary struc-
tural optimization (ESO) method which works on the local stress of the individual
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elements. In ESO algorithm, the material is removed from very low stressed loca-
tions in every iteration using a rejection ratio. Lagaros et al. [9] presented a hybrid
method to reduce the computational cost combining genetical algorithmmethodwith
the SQP method. This hybrid method first uses the GA to get the nearest solution to
optimum solution, and then in the second half, the SQP method is used to achieve
convergence to optimal quickly. Chu et al. [10] developed an optimization algorithm
with the objective as stiffness. Lower sensitivity elements of FEA are removed using
stiffness sensitivity which is measured by the change in the strain energy.

Abolbashari and Shadi [11] examined the effect of mesh size, rejection ratio, and
type of element on the optimal shape and found that the optimum shape is depen-
dent on these parameters. Huang and Xie [12] developed a bidirectional algorithm
to increase the rate of convergence of the optimal solution. This algorithm adds
the material at critical locations and removes the material from low stressed areas.
Tanskanen [13] studied the theoretical aspects of ESO method and found that this
method is equivalent to the compliance minimization problem. Li et al. [14] worked
on a reference factor for suppressing checkerboard pattern in the optimal solution. Li
et al. [15] mentioned that Vonmises stress criteria and stiffness criteria are equivalent
in the evolutionary structural optimization problems. Kwok et al. [16] proposed a
topology optimization method based on the principal stress lines.

Genetic algorithms also have been used in structural topology optimization.
Rajeev and Krishnamoorthy [17] used the genetic algorithm to optimize truss prob-
lems. Deb and Surendra [18] also used GA for optimizing the location of nodes for a
truss member.Members having negligible area assumed to be absent in the final solu-
tions. Balamurugan et al. [19] claimed that a two-stage adaptive genetic algorithm is
converging quickly to obtain a global solution. Deepak et al. [20] studied and com-
pared different formulations for the topology optimization of compliantmechanisms.
Mutual strain energy formulation found to be better for compliant mechanisms. Jog
[21] proposed topology optimization for reducing structural vibrations. Dynamic
compliance is used to optimize the structures vibration levels. This ensures that nat-
ural frequency is away from the dynamic frequency of the structures. Nandy et al.
[22] optimized the structures for reducing the radiated noise.

Querin et al. [23] applied the bidirectional evolutionary algorithm (BESO) for a
fully stressed design using Vonmises stress criterion by removing elements where
stress is low and adding elements to void regions near high-stress locations in the
design domain. BESO is another method in evolutionary optimization techniques
which has provisions of both adding and removing material simultaneously from
design domain from less critical regions, i.e., places in design domain where sensi-
tivity number is low and add material to void regions, where material required will
be more based on high sensitivity number of void elements. The number of ele-
ments to be added and deleted is based on heuristic criteria, not on sensitivity of void
elements which causes this method to fail without producing optimal topology and
also causing numerical problems like mesh dependency problems and checkerboard.
From the literature, the points are noted. (1) Many algorithms remove the material
from the initial domain [1]. In this method, material addition method for topology
optimization is proposed. (2) In the existing algorithms, strain energy distribution
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as a criterion for structure topology design based on element addition approach is
not presented. (3) Available algorithms did not consider the effect of change in the
magnitude of loads, multiple loads on the structures. In our work, the addition of
material is adopted instead of removal. The strain energy distribution is considered
for optimization. We found the elements which are contributing more to the final
solution so that they can be strengthened by adding material. Finite element anal-
ysis (FEA) is carried out to know these high contributing elements. As the entire
process happens iterationwise, it is enough to check the given structure is safe or
not according to the failure criteria chosen. This helps to stop the algorithm at safe
design.

2 FEA Formulation

In our work, finite element analysis is used to know the critical locations in the struc-
tural component. FEA preprocessing divides the design domain into small finite ele-
ments and generates a mesh. Variation of field variables is approximated with shape
functions. Rate of change of field variables variation gives the strain at required loca-
tions on the element. FEA analysis is carried out using the four-noded quadrilateral
element. Isoparametric FEA method is used to approximate the field variables and
geometric variables on the element at any location. Field variables are interpolated
using nodal values (notation of nodal displacements at jth node are uj and vj in X-
direction and Y-direction, respectively) and shape functions (notation of ith shape
function is Ni).

In an element, geometric variables are approximated using the following relations
with four known geometric coordinates. The four shape functions for the quadratic
element are shown below:

N1 = (1− r)(1− s)

4
; N2 = (1+ r)(1− s)

4
;

N3 = (1+ r)(1+ s)

4
; N4 = (1− r)(1+ s)

4
(1)

In an element, geometric variables are approximated by using the following
relation with four known geometric coordinates.

{
x
y

}
=

4∑
i=1

Ni

{
xi
yi

}
(2)

Displacement of field variables is approximated within the element with known
displacements at the four nodes of the element.
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{
u
v

}
=

4∑
i=1

Ni

{
ui
vi

}
(3)

In FEA, the physical element in (x, y) coordinate is mapped to master element in
(r, s) coordinate. Transformation matrix J is used to map the special derivatives
available in (r, s) coordinate back into (x, y) coordinate. Strain vector ε is determined
using [ε] = [B]× [U]. [B] is the strain–displacement matrix and [U] is the displace-
ment matrix. Stiffness for an element is calculated using the following relation. The
thickness of the element is assumed as 1 unit.

[K ] =
1̈

−1

[B]T [D]B|J |drds (4)

where [D] is material constitutive matrix.

3 Proposed Method

A method is proposed with consideration to strain energy distribution. Initially, 2D
design domain is divided into a certain number of finite elements having a partially
dense material equivalent to a void space. The void space is ensured by multiplying
regular density stiffnessmatrixwith negligible density factor of 10–8 similar to SIMP
methodology. Loading and boundary conditions are selected on nodes according to
the physical problem. The field variable such as displacement and their derivatives
such as strains and stresses are obtained with finite element analysis. Then critical
elements (elements with high strain energy value) are identified among all elements
in the design domain. The critical elements are strengthened at each iteration by
adjusting the density factor to 1 for those elements. This procedure is continued until
the maximum energy in any element is just below the critical level, i.e., the structure
becomes safe so the density of all elements in optimum topology is one, and this gives
distinctly sharp boundaries of the final design. The entire algorithm is implemented
using MATLAB. The flowchart of the algorithm is shown in Fig. 1.

4 Results and Discussions

In this study, four case studies are considered. In each case study, the design domain
is divided into 5000 finite elements and then assigned a density factor of 10–8. The
properties of material considered are Young’s modulus (E)= 200 GPa and Poisson’s
ratio = 0.3. Plane stress conditions are considered. The final solution consists of
elements whose density factor is 1.
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Fig. 1 Flowchart of the proposed algorithm

4.1 Case Study 1: Effect of Dimensions of the Initial Domain
on the Final Optimized Result

Consider a simply supported beam of length 5 m and height 0.4 m with a load of
100 KN applied at the bottom of the mid-section and self-weight of the beam is not
considered as shown in Fig. 2. The FEM formulation is based on 2D plane stress
elements.

The structure is optimized using the proposed method and the final solution is
consisting of 516 elements shown in Fig. 3. In each iteration, one element is added,
and so, the total number of iterations is equal to the number of elements in the
final solution. Initially, strain energy dropped significantly with the addition of the
elements until connectivity between the load and the support is established. While
establishing connectivity, the strain energy is almost constant. Again, it dropped
while forming new connectivity. The strain energy plot with respect to the iteration
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Fig. 2 Simply supported beam with applied load

Fig. 3 Topology optimization of the simply supported beam

number is shown in Fig. 4. The percentage of final material with density factor 1 is
10.32 with respect to the initial domain.

Fig. 4 a Iterative result at 109th iteration and b result at 300th iteration
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Fig. 5 Optimized result for
different dimension (height
= 0.5 m)

The representative intermediate results at iteration number 109 and at 300 where
strain energy dropped considerably are shown in Fig. 4.

The dimensions of the beam are changed by increasing its height 0.5 m and the
corresponding result is shown in Fig. 5. The percentage of final material is 10.4 with
respect to the initial domain. This result shows that the optimal results will depend
upon the dimensions of the initial domain.

4.2 Case Study 2: Effect of the Rate of Material Addition
on the Optimization Result

In this case study, the effect of the rate of the amount of material addition on the final
solution is studied. For this case, a simply supported beam with a length of 4 m and
a height of 3 m is considered. A load of 50 KN is applied at the bottom of the middle
section as shown in Fig. 6.

Rate ofmaterial addition has effect on final topology because if material added per
iteration is more than it may cause inclusion of some elements which may be having

Fig. 6 Initial domain of
simply supported beam



Topology Optimization Using Strain Energy … 627

less strain energy in other subsequent iterations, therefore, optimal topology may not
be captured but it reduces computational time with less number of elements added
per iteration topology development is more detailed with more computational effort.
Optimal solution with the addition of 15 elements at a time is having 912 elements
(18.24% of the initial domain) in the final solution as shown in Fig. 7, whereas with
the addition of 5 elements per iteration, the solution is having 330 elements as shown
in Fig. 8. The solution resulted in the addition of a single element per iteration (66%
of the initial domain) is shown in Fig. 9. So, for more refined final topology, the low
rate of material addition is better.

This effect is also studied with another example of a cantilever beam of 1.5 m
length and 3 m height. It is loaded at the middle with 100 KN as shown in Fig. 10.
Change in rate of addition gave the same shape structure but the number of elements
in the final optimum solution is different as shown in Fig. 11. The optimal structure
for the addition of single element per iteration is having 105 elements (2.5% of the

Fig. 7 Optimized result for
material addition rate of 15

Fig. 8 Optimized result for material addition rate of 5
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Fig. 9 Optimized result for
material addition rate of 1

Fig. 10 Initial domain for a
cantilever beam

initial domain) and the optimal structure for the addition of 2 elements per iteration
is having 156 elements (3.12% of the initial domain).

4.3 Case Study 3: Effect of Magnitude of Applied Load
on the Optimized Result

Generally, if the magnitude of the load is changed, size optimization is carried out
on the optimized topology so that structure can be strengthened at critical locations.
Here, in our study, the effect of the magnitude of the load on optimized structure is
shown without considering the size optimization. For this case, a cantilever beam of
size is considered as shown in Fig. 12. The optimization process produces a solution
with few members so the optimum result is truss-like structure when the beam is
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Fig. 11 a Optimal shape for 1 element addition, b optimal shape for 2 element addition, and
c Optimum shape from literature (Xie and Steven [7])

Fig. 12 Initial domain for
cantilever beam

subjected to smaller loads since for smaller loads, few members are sufficient. The
optimized results for the cantilever beam with less load (150 KN) and a high load
(1500 KN) are shown in Fig. 13.

Effect of increasing the load on the optimum solution causes the addition of more
members in optimum topology. The percentage of material with 150 KN load is 3.8
and that with 150 KN is 7.2.
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Fig. 13 a Solution for 150 KN and b solution for 1500 KN

4.4 Case Study 4: Effect of Multiple Loads

Consider a simply supported beam of length 5 m with a load of 150 KN as shown
in Fig. 14. Two more loads of the same magnitude are added at 1.25 and 3.75 m as

Fig. 14 Simply supported
beam with a single load

Fig. 15 Simply supported
beam with multiple loads
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Fig. 16 a Simply supported beam with a single load and b simply supported beam with multiple
loads

shown in Fig. 15. The optimum solution for single and multiple loads is shown in
Fig. 16.

The multiple loads generate extra members between the point of application of
load and support to give strength to structure. The percentage of final material with
a single load is 7 and that of multiple loaded beams is 7.8.

5 Conclusion

In this paper, a modified evolutionary algorithm which is heuristic is proposed for
topology optimization with strain energy distribution as a criterion. Optimum struc-
tures obtained using this method are close to the existing optimum solutions [8].
Proposed algorithm strengthens highly strained elements through increasing their
density factor. This is a material addition process. Results depend on the chosen
failure criteria. The algorithm ensures the optimum solution to be safe as per max-
imum strain energy criteria. From the case studies, it is observed that, if loads of
a structure changes, the corresponding topology also changes. The multiple loaded
beams have more intermediate members to bear extra loads than a single load case.
The main focus of the work is to capture the topology well, and the results can be
further improved so that the structures are manufacturable using the filter techniques
[24]. The present work can be applied to other 2D structural domains and can be
extended to 3D domains.
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Kinematic Analysis for Optimum
Manipulability and Trajectory
Planning of Human Leg

Abhijeet Dhoke, V. V. M. J. Satish Chembuly and Hari K. Voruganti

Abstract Inverse kinematics and trajectory planning are important for rehabilitation
robotics and exoskeleton design. In this paper, a three-link three-dimensional kine-
matic model of a human leg is defined and its kinematic analysis is performed with
the focus of optimizing its manipulability. The biomechanics data is used to obtain
the range of motion limit and comfort zone of every joint. The forward kinematics of
the leg is used to obtain the workspace of the human leg. Using inverse kinematics,
the final joint angles for the desired three-dimensional position are obtained. The
inverse kinematics of human leg model is formulated as a constrained optimization
problem to get the optimum joint angles under different task constraints. The fifth-
degree polynomial function is used to obtain trajectory from initial to final joint
angles. Simulations have been performed on the kinematic model of a human leg for
workspace evaluation, inverse kinematic solution, and trajectory planning.

Keywords Biomechanics · Manipulability · Forward kinematics · Workspace
evaluation · Inverse kinematics · Optimization

1 Introduction

The inverse kinematics is the mapping that computes the joint angles for the desired
pose of the end effector of the model. Most of the robots and living organisms have
more degrees of freedom (DOF) than required for the tasks to be performed, which
is called redundant DOF. This redundancy improves the flexibility in maneuvering
the robots in narrow regions. Mapping of the redundant kinematic model is not
one to one, i.e., there may exist many number of solutions for a given end-effector
configuration [1] which makes the inverse kinematic problem challenging. There
are different techniques to solve inverse kinematics and they can be classified as
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algebraic, geometric, and iterative [2]. Some of the alternative methods are neural
networks [3] or genetic algorithms [1]. Aristidou et al. [4] presented a detailed review
on different approaches used in inverse kinematics.

Inverse kinematics is important in the exoskeleton design [5], animation, game
programming, robotics, rehabilitation [6], etc. Presently, the rehabilitation and
exoskeleton robotics is becoming a research hotspot and some models have been
invented as the research achievement [7]. For designing them, knowledge of the
biomechanics of human, inverse kinematics, forward kinematics, and trajectory
planning is necessary.

A real-time inverse kinematics approach for anthropomorphic limbs has proposed
byTolani et al. [8]. In this approach, they combined analytical and numericalmethods
to solve IK problems by considering position, orientation, and joint constraints as
problem specifications. Głowiński andKrzyżyński [9] proposed an inverse kinematic
algorithm for the human leg with an objective of maximizing the manipulability. The
advantage of this approach is that the objective function used in it focuses on the
comfort zone of the joints and for a living organism, it is very important criteria. This
approach is limited for two-dimensional kinematic analysis of human legmodel. The
proposed work in this paper is focused on developing a three-dimensional kinematic
model of a human leg.

In this paper, we proposed an optimization-based approach for evaluating the
inverse kinematics solution and trajectory planning for a three-link kinematic model
of the human leg in a three-dimensional workspace. In this approach, initially, the
task of evaluating workspace of the kinematic model of a human leg has been per-
formed using forward kinematics. Then inverse kinematics solution has determined
by posing it as an optimization problem by using optimization functions ofMATLAB
package. Finally, trajectory planning has performed by interpolating the joint trajec-
tories as a fifth-order polynomial equation. This work can be used for rehabilitation
and exoskeleton robot design.

1.1 Biomechanics of the Human Leg

The human structure is constituted by a skeleton and several muscles, which are
collectively called the humanmusculoskeletal system.Muscle contraction playsmain
role in producing and delivering the force/torque on the joints and between the body
segments at a biomechanical standpoint [10]. A human skeleton can be represented
as a kinematic chain model which allows the positioning of joints relative to other
joints. The joint configurations can be determined using inverse kinematics.

The human leg consists of three segments, thigh, shank, and foot. The leg can be
represented topologically using a kinematic chain structure in which links represent
leg segments. Since our leg model has more degrees of freedom than those required
to place the end effector in a specified goal, the model is kinematically redundant.
To obtain the kinematic parameters, we make the following assumptions [9]:
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Fig. 1 The average joint ROM’s and joint comfort zones [15]

• The leg base or hip joint is located at the origin and is stationary.
• Lengths of the links are calculated as a function of human height H [m], thigh-
bone lt = 0.2450H , shank ls = 0.2460H , length from ankle to metatarsal
la = 0.0577H .

• Joints are revolute and their limits are known.
• The initial joint angles are known.
• The goal coordinates are given.
• All simulations are performed for the right leg.
• The world coordinate x-axis is taken downwards.

The range of motion (ROM) of every joint is not constant for every human being;
it depends on certain factors, such as the use, body build, gender, health condition,
age, and many other factors [11]. The comfort zone (CZ) of the joint is a subset of
the corresponding joint ROM where we feel more comfortable.

In Fig. 1, technical terminologies of the human body movements are presented.
Flexion, extension, abduction, adduction, etc. are the frequent term used for body
movements. Table 1 shows the human joint mobility, range of motion, and comfort
zones of the joints; it can be observed that the range of motion of any joint is also
dependent on the configuration of other joints. Figure 2 shows the kinematic model
of the human leg in two dimensions.

2 Forward Kinematics and Workspace Evaluation

Forward kinematics (FK) helps to determine the position and orientation of the end
effector from specified values for the joint parameters. There are several methods
to solve FK problem. Here, homogeneous transformation matrices are employed
solving forward kinematics.

The workspace is the region reached by the end effector taking joints limit into
consideration. The workspace analysis plays an important role in the rehabilitation
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Table 1 The average joint ROM’s and joint comfort zones [8]

Joint mobility ROM in degree Comfort zone in degree Conditions when

Hip flex/ext 113/−45 39.5/−15.75 Knee neutral 0°

90/−30 31.5/−10.5 Knee flexes 90°

Hip abd/add 45/−40 15.75/−14 Knee 0° and hip neutral
(vertical)

53/−31 18.55/−10.8 Knee 0° and hip flexes
90° (horizontal)

Hip med/lat rotation 39/−34 13.65/−11.9 Knee 90° and hip
neutral 0°

31/−30 10.8/−10.5 Knee 90° and hip flexes
90°

Knee flexion 113 (Stand) 39.5 Hip neutral 0°

125 (Prone) 43.75

159 (Kneel) 55.65

80 (Stand) 28 Hip flexes 90°

Knee med/lat rotation 43/−35 15/−12.25 Knee neutral 0°

<43/−35 <15/−12.25 Knee flexes 90°

Ankle plan/dorsi 38/−35 19/−17.5 Knee neutral 0°

36/−33 18/−16.5 Knee flexes 90°

Foot inversion/eversion 24/−23 12/−11.5 N/A

Toe flex/ext 35/−20 17.5/−10 N/A

of human leg, to understandmaximum reachability in the workspace. The workspace
coordinates of the human leg can be obtained by using forward kinematics for all
the combinations of joint angles. For forward kinematics, we used trchain function
of robotic toolbox [12].

The pose of the end effector [13] is given by

T = Rz(q1) ∗ Ry(q2) ∗ Rx (q3) ∗ Tx (a1)

∗ Rz(q4) ∗ Ry(q5) ∗ Rx (q6) ∗ Tx (a2)

∗ Rz(q7) ∗ Ry(q8) ∗ Rx (q9) ∗ Tx (a3) (1)

where

• Rz , Ry , and Rx are rotation matrices (4 ∗ 4) about z-, y-, and x-axis, respectively.
• Tx is translation matrices (4 ∗ 4) about x-axis.
• q1, q2, q3, q4, q5, q6, q7, q8 and q9 are the quantitative values of rotation of the
joints within their range of motions.

• a1, a2 and a3 are the thigh bone, shank, and ankle length, respectively.

Figure 3a–d shows different views of right leg workspace of a 1.75 m height
person, with a joint range of motion constraints.
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Fig. 2 Kinematic model of
human leg

3 Inverse Kinematics and Optimization

The inverse kinematics (IK) problem computes the joint angles for the desired pose
of the end effector of the model. Nature has given us flexibility by providing more
degree of freedom than required for general task. The proposed legmodel is kinemat-
ically redundant; the IK problem is formulated as nonlinear constrained optimization
problem. So, we can obtain a feasible solution which satisfies our criterion to the best
extent. The criteria for optimization problems are range of motion, comfort zone,
and the distance between the goal and end the effector. Optimization techniques are
used to obtain optimal feasible solution [14]. A sequential quadratic programming
(SQP)-based fmincon is used in theMATLAB simulation for finding optimal solution.

The IK procedure begins by providing end position coordinates of the leg and
then optimization process is performed. The IK solution is a vector that consists of
joint angles for the given final position. The objective function used for optimiza-
tion should give the restriction on joint limits, which minimizes the distance from
the comfort zone of joint and the range of joint motion. The objective function is
expressed as
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Fig. 3 Workspace evaluation of kinematic model of human leg with different views. a 3D view of
workspace, bworkspace with human leg joint configurations, c XY plane view of workspace, dXZ
plane view of workspace

f (θ) =
3∑

i=1

(
θh,i − θh,i,opt

θh,i,max − θh,i,min

)2

+
3∑

i=1

(
θk,i − θk,i,opt

θk,i,max − θk,i,min

)2

+
3∑

i=1

(
θa,i − θa,i,opt

θa,i,max − θa,i,min

)2

(2)

Here,

• θh,i,opt, θk,i,opt and θa,i,opt are the comfort zone centers of hip, knee, and ankle,
respectively, which can be obtained by averaging the respective comfort zone
limit.
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• θh,i,max and θh,i,min represent the upper and lower limit of range of motion of the
respective joint.

In three dimensions, each joint has three-axis of rotation (i = 1, 2, 3)
The constraints used for the proposed optimization process is

|xg − T (1, 4)| < 0.0001

|yg − T (2, 4)| < 0.0001

|zg − T (3, 4)| < 0.0001 (3)

Here,

• xg, yg and zg represent the goal position coordinates.
• T is the transformation matrix mentioned in forward kinematics in Eq. 1.
• T (1, 4), T (2, 4) and T (3, 4) are the x, y and z position’s from the FK equation,
respectively.

The minimization of the objective function expressed in Eq. 2 provides the final
joint configuration which is close to its optimum value (i.e., the comfort zone of each
joint). The constraints shown in Eq. 3 keep the end-effector position as close to the
given goal position coordinates. Figure 4 shows the simulation result of the inverse
kinematic algorithm of human leg for an input goal position (0.2, 0.6, 0.1) m. It is
observed that the final leg position is very accurate with respect to goal position.
Figure 4 shows two different views of joint configuration for a given goal position
in the workspace.

Fig. 4 Simulation of inverse kinematic algorithm of human leg
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4 Trajectory Planning

Obtaining the joint trajectories for a human legmodel is very essential in the rehabili-
tation process. This basically helps in determining the joint angle variation in a given
time frame. For which, we have considered initial and final joint angles of human
leg. Then a joint trajectory is required to guide the end effector of the human leg from
initial to final position. To evaluate the joint trajectories, a fifth-degree polynomial
equation is chosen as interpolating function of joint variable. This polynomial equa-
tion ensures a minimum jerk trajectory. The polynomial equation can be described
as

θ(t) = s0 + s1t + s2t
2 + s3t

3 + s4t
4 + s5t

5 (4)

where s0, s1, s2, s3, s4 and s5 are the coefficients of the polynomial equation, which
are unknown variables and θ(t) is the joint angle at time t. Velocity and acceleration
equations are

θ̇ (t) = s1 + 2s2t + 3s3t
2 + 4s4t

3 + 5s5t
4 (5)

θ̈ (t) = 2s2 + 6s3t + 12s4t
2 + 20s5t

3 (6)

with boundary conditions

θ(0) = θ0 θ̇ (0) = 0 θ̈ (0) = 0

θ(tf) = θf θ̇ (tf) = 0 θ̈ (tf) = 0 (7)

For a minimum jerk condition, initial velocity, final velocity, initial acceleration,
and final acceleration all are taken zero. By considering the boundary conditions
given in Eq. 7, the equations of displacement, velocity, and acceleration have been
solved to determine the coefficients of the interpolating polynomial function. As the
coefficients are determined, the joint trajectories can be evaluated for a specific time
interval.

Figure 5a shows different joint configurations of the human leg from initial to
final position. It can be seen that the path is smooth and endpoint of leg is accurately
positioned at target location. Figure 5b shows the variation of the joint angle, angular
velocity, and acceleration with respect to time for initial joint angle 0° and final
joint angle 10°. It can be observed that in the starting, velocity is increasing and is
maximum at half of the trajectory time and then it starts decreasing. Acceleration
and velocities are in the permissible range from the biomechanical point of view.
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Fig. 5 Simulation of three-dimensional trajectory of human leg. a Joint configurations from initial
position to final position of leg, b trajectory of a joint angle (0–10°), angular velocity and angular
acceleration

5 Conclusion

In this paper, an approach for modeling and simulation of the human leg kinematics
is presented which can be used for designing rehabilitation and exoskeleton robot.
In the simulation of human leg model, the tasks of evaluating workspace, inverse
kinematics, and trajectory planning have been carried out and the simulation results
are presented.

The proposed trajectory method is based on the fifth-degree polynomial which is
minimum jerk trajectory. Results show that the trajectories obtained are smooth and
are in the permissible range of biomechanical viewpoint. All the joint configurations
obtained are very close to comfort zone of human leg, which makes the algorithm to
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be used with virtual reality for ease and visualization in the rehabilitation process.
Further improvements can be implemented by taking individual patient capabilities
into consideration. Dynamic aspects can also be added to it to improve further in
designing of rehabilitation robot.
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5. Głowiński S, Krzyżyński T, Pecolt S, Maciejewski I (2015) Kinematics and dynamics of an
exoskeleton arm. Arch Appl Mech 85:75–87. https://doi.org/10.1007/s00419-014-0900-8

6. Wang H, Deng F, Ren L, Shi X, Zhang H, Xie L (2014) Design and analysis of a multi-
joint lower limbs rehabilitation robot. In: Proceedings of the 2014 international conference on
advanced mechatronic systems, Kumamoto, pp 49–54

7. Díaz I, Gil JJ, Sánchez E (2011) Lower-limb robotic rehabilitation: literature review and
challenges. J Robot 2011:1–11

8. Tolani D, Goswami A, Badler NI (2000) Real-time inverse kinematics techniques for
anthropomorphic limbs. Graph Models 62(5):353–388
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Structural Topology Optimization:
Methods and Applications

Rafaque Ahmad and Hari K. Voruganti

Abstract This paper deals with basic concepts, methods and applications of contin-
uum structural topology optimization. The three elements that are geometric mod-
elling, analysis methods and optimization techniques which form the backbone of
topology optimization are explained. Various approaches to perform topology opti-
mization are also presented. The concepts are explained in an intuitive way such that
new researchers can learn steeply and expand their knowledge by going through vast
literature on this exciting research area.

Keywords Topology · Finite elements · Sensitivity · Filtering · Isogeometric
analysis · Level set · Phase field

1 Introduction

Optimization is the task to get the best solution out of given available resources.
Structural optimization deals with finding optimal structure with respect to weight,
stiffness, strength, frequency, etc. satisfying resource and performance constraints
such as volume, mass, deflection and stress. It is to be noted that topology optimiza-
tion differs from size and shape optimization. Size optimization treats geometrical
dimensions of structural members as design variables such as thickness and diam-
eter of a predefined geometrical shape, and in shape optimization, design variables
are the quantities which affect the shape of the structure of predefined topology, an
example can be control points of a Bezier curve. Topology optimization (TO) task
is to find the best distribution of material that is to find optimal location, shape, size
and connectivity of holes in a design domain. It is most general in the hierarchy of
structural optimization and there is no constraint on size and boundary of design
domain, which gives engineers more design freedom and search space to look for
optimal solution especially during the initial design phase.
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The paper first explains different methods of topology optimization, advantages
and drawbacks of each method and recent developments. It then describes various
applications and issues during the process of optimization. The paper tries to classify
topology optimization techniques into several classes so that the reader will have a
clear view of the path ahead. Based on the continuity of structure dealt by topology
optimization, it is classified into two types: discrete and continuous TO. In discrete
TO, the aim is to find the optimum number, positions and connectivity of structural
members. Topology optimization methods for continuous structures can be broadly
classified as:

1. Homogenization-based method.
2. Density-based methods.
3. Evolutionary methods.
4. Boundary variation methods.

The topology optimization problem can be seen as a material distribution prob-
lem where the goal is whether to put material at a point in a domain or not, i.e.
solid or to create a void such that objective function is optimized and constraints
are satisfied. The topology optimization problem lacks the existence of solution in
general [1] and therefore numerical methods face difficulties like no convergence or
high mesh dependency. To formulate a well-posed problem, i.e. a problem whose
optimum exists, ‘regularization’ is done to relax the design space. To have a well-
posed problem, homogenization method is used to properly formulate the problem
or appropriate constraints are added in the formulation of the problem.

2 Homogenization Method

This method proposed by Bendsøe and Kikuchi [2] had a huge impact on TO of
continuumstructures. The basic ideawas to relax the design space and design variable
which can be interpreted as material density ρ can take all values from 0 (void) to
1(solid). Using the homogenization technique whichmodel porousmaterial and their
macroscopic material properties from a periodic microstructure (material model)
defined onunit cell, effectivematerial properties ofmicrostructure can be determined.

Figure 1 shows a potential kind of material model named hole-in-cell. The hole-
in-cell microstructure parameters are μ1, μ2, θ , which are design variables. If μ1 =
μ2 = 0means void, ifμ1, μ2 = 1means solid and any other values ofμ1, μ2 means
composite. The volume density of microstructure is given by ρ = 1−μ1μ2. A single
set of microstructure variables can be used for each finite element or a sub-mesh may
be used for fine structures. The topology optimization problem is to determine the
combination of microstructure variables corresponding to the optimal macro-scale
distribution of properties that minimizes an objective function.

Minimization of compliance or strain energy, i.e. maximization of global stiffness
for a given volume V*, the optimization problem is written as:
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Fig. 1 Microstructure for
2D continuum topology
optimization with the
homogenization

Minimize:

Strain energy = 1

2
UT KU (1)

Constraints:

e=N∑

e=1
(1 − μ1μ2)ve ≤ V ∗

μ1 − 1 ≤ 0
−μ1 ≤ 0
μ2 − 1 ≤ 0
−μ2 ≤ 0
μ1i , μ2i , θi i = 1 to N

(2)

where U is the global displacement vector, K is the global stiffness matrix and N is
the number of finite elements.

The drawback of the homogenization method is the need for a large number
of design variables and partial relaxation of design space. However, the method
works well for compliance and eigenfrequency optimization. This method was very
successful but new methods came which require few design variables having tuning
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parameters and alternate formulations to alleviate numerical issues as explained
below.

3 Density-Based Methods

This is most widely used TO technique and perhaps most used in commercial TO
software. Finite element mesh is fixed and has one design variable per finite element.
The variable is often understood as the element material density ρ. The material
properties of each element, like Young’s modulus, are expressed as a function of den-
sity design variables with the help of interpolation functions. To produce solid/void
(1/0) design solution, intermediate densities are penalized [3]. For structural prob-
lems using solid isotropic material with penalization (SIMP) method, interpolation
function with penalization is written as

E = ρpE0 (3)

where E0 elasticity modulus of isotropic solid material and p is penalization
parameter, which is generally taken more than 3 in most applications.

3.1 Finite Element Based TO

The density-based TO methods mostly uses finite element method for analysis.
Here, the structure is discretized into finite elements and density design variables
are assigned to each element. The mathematical formulation of density-based TO
problem consists of an objective function, a set of constraints and bounds on density
variables. General formulation of linear static structural finite element analysis can
be given as:

Minimize:

F(ρ,U ) (4)

Constraints:

K (ρ)U = F(ρ)

gi (ρ,U ) ≤ 0
0 < ρmin ≤ ρ ≤ 1

(5)

where ρ is the vector of density design variables,U is the global displacement vector,
K is the global stiffness matrix, F is the force vector and gi are the constraints. Using
this formulation, many problems can be solved considering compliance, stresses,
displacement, fluid flow, nonlinear and multi-physics.
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A very important factor to perform TO is the selection of appropriate interpo-
lation function and penalization technique to relate to physical quantities of the
problem. Several interpolation functions have been proposed like SIMP [3], rational
approximation of material properties (RAMP) [4] and SINH [4] to force solution to
solid/void form. There are some numerical issues related to interpolation functions
such as checkerboarding and mesh dependency [4]. Checkerboarding is the forma-
tion of adjacent solid/void elements in the optimal design and mesh dependency is
occurrence of different topologies with different FE mesh sizes (Figs. 2 and 3).

To alleviate these issues, ‘regularization’ techniques are used such as constraint
methods and filters. Constraint methods use extra constraints that are added to the

Fig. 2 Numerical effect of checkerboarding

Fig. 3 Mesh dependency: a coarse mesh and b relatively fine mesh

Fig. 4 a Explicit versus and b implicit representation of a design domain and boundaries
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optimization problem such as the perimeter of structural boundaries [5] but its appli-
cation depends on the problem. Filtering methods are easy to implement with little
extra computational effort [6]. Projection methods and morphology filters [7] are
used to remove grey transition material between solid and void regions to define a
crisp boundary and to enforce length scale control.

FE-based TO is applied to solve problems in stress-based topology design [8],
design-dependent loads [9], support design andmulticomponent structures [10], non-
linear response [11], fluid flow [12], multifunctional materials [13], heat transfer and
thermoelastic problems [14] and aerospace design [15]. To further broaden the appli-
cation area of FE-based TO, there is a need for efficient formulation of TO problem
to model multi-physics and to take care of manufacturing limitations, feature control
and adaption to additive manufacturing.

3.2 Isogeometric Analysis-Based TO

Isogeometric analysis (IGA) which is an analysis technique to solve partial differ-
ential equations [16] has been applied instead of finite element analysis (FEA) for
structural TO. The IGA uses non-uniform rational B splines (NURBS) instead of
the polynomial basis of FEA to represent both geometry and approximation func-
tions and due to several interesting properties of NURBS basis, it seems to be ideal
analysis technique for TO.

Material density is approximated using continuous NURBS basis functions; also,
penalization technique similar to SIMP is used to prevent porous medium [17], and
in this paper, control points of the material distribution function are taken as design
variables. The results show no mesh dependency, smooth boundaries with higher-
order NURBS and less intermediate material densities for more number of control
points.

Trimmed spline surface which can represent complex topologies have been
applied in TO [18]. Trimming data from CAD systems are used for analysis and
sensitivity calculation for TO. Design variables in this approach are coordinates of
control points of spline surface and trimming curves.

TO using moving morphable components (MMCs) and IGA are proposed in
[19]. The domain is discretized using NURBS patches, and IGA was used for both
response and sensitivity analysis. MMCs are used to represent the geometries of
structural components. The central coordinates, half-length, half-width and inclined
angles of MMCs are taken as design variables. The method uses both explicitness of
MMCs, higher-order continuity and tighter link with computer-aided design (CAD).

TO using IGA also have been applied using level set method [20], phase field
method [21], multi-scale TO of lattice materials [22] and multi-resolution multi-
material TO using IGA [23].
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4 Evolutionary Methods

These methods work by gradually removing/adding a finite amount of material from
the design domain. The choice of element placement is heuristic and is not based on
gradient information. The design space is not relaxed because either there is material
or void but it very simple to use with finite element software packages and produce
very clear defined structural boundaries with no intermediate density or greyscale
material. The most well-known evolutionary method is evolutionary structural opti-
mization (ESO) [24]. In ESO, criteria value is calculated for each element called
sensitivity number and the inefficient element of low criteria value is removed. ESO-
based algorithms also suffer from numerical instabilities like checkerboarding and
mesh dependency.

A modification of ESO method is the provision of adding and removing elements
called bidirectional evolutionary algorithm (BESO) [25] so that some of potential
low criteria elements deleted from the domain can return back in future iterations and
contribute to optimum design. The sensitivity of void elements can be calculated, and
also mesh independency is achieved using nodal sensitivities by modified BESO.

Another version of BESO is to use the elements of very low density instead of
completely removing elements from the computational domain [26], and admission
criteria of elements can be calculated based on void elements and no extrapolation of
densities of elements near solid boundaries is needed. Analytical sensitivities with
respect to density are used in BESO to decide element admission or rejection.

Genetic algorithms (GA) have also been applied to for TO and its binary nature
seems good to create solid/void designs. Connectivity of domain in GA-based TO is
difficult because nature of GA is a stochastic also high computational cost associated
with GA. The advantage of GA with respect other TO algorithms is a high proba-
bility to find global optima. Genetic evolutionary structural optimization (GESO)
overcomes some challenges of GA [27].

These common and popular methods of evolutionary algorithmsmentioned above
have been applied to many fields like nonlinear problems for both material and
geometrical nonlinearities [28]. Design-dependent loadings bymodifying sensitivity
number to capture load dependency [29], multi-criteria function optimization [30],
heat transfer and thermoelasticity [31], biomedical design [32], civil engineering
structures [33], vibration and buckling problems [34] and material microstructures
optimization [35].

5 Boundary Variation Methods

Boundary variation methods are relatively new developments in TO compared to
above-mentioned methods in this article. In these methods, implicit functions repre-
sent structural boundaries instead of explicit parameterization of the design domain.
Figure 5 shows explicit parameterization of the domain� between coordinates 0 and
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Fig. 5 Level set representation of 2D topologies and their corresponding level set function

1 with boundaries explicitly defined as set {−1, 1}, whereas in Fig. 4b, boundary is
defined implicitly by the contour of a scalar function �(x). These methods produce
sharp smooth boundaries i.e. no greyscale and hence very little post-processing is
required for structural features. The two boundary variation methods are level set
and phase field methods.

5.1 Level Set Method

In level setmethod, boundaries are represented as zero level curve of a scalar function.
The level set method was first used in TO by Sethian and Weigmann [36, 37] for
linear elastic structural problems. Level set method allows movement of structural
boundaries of level set function �(x), and the formation, disappearance, merger of
void regions,which generates new topological design. Boundary shape ismodified by
controlling themotion of level set from physical problem and optimization condition.
The level set method starts with specifying structural boundary as level set implicitly
as a level surface of a 3D scalar function.

S = {x : �(x) = c} (6)

where c is arbitrary constant, and x is a point on the boundary. Structural optimization
is performed by letting level set vary with time as

S(t) = {x(t) : �(x(t), t) = c} (7)

The time derivative of the above equation and application of chain rule yields the
following the Hamilton–Jacobi equation.

∂�(x, t)

∂t
+ ∇�(x, t)

dx

dt
= 0, �(x, 0) = �0(x) (8)
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Fig. 6 a 1D and 2D domain
represented by the phase
field function

dx/dt be the movement of a point driven by the objective of optimization and it can be
expressed as position x and geometry of surface at that point. The optimum boundary
then can be found by solving the partial differential equation given above.

The level setmethod has an advantage over density-basedmethods as intermediate
densities not used; however, one drawback of current level set formations is their
dependency on the initial design, which is more severe than other methods. However,
new developments have somewhat improved this deficiency.

5.2 Phase Field Method

The phase field method for TO is based on theories to simulate phase transition
phenomenon. In this method, a phase field function � is specified over a design
domain � that is composed of two phases, A and B, which are represented by values
α and β of �. The boundary between phases is a continuously varying region of
finite thickness ξ . In phase field topology optimization [38], this region defines
the structural boundary and is modified by the dynamic evolution of phase field
function. The governing equation of phase field is solved throughout domain, and
like level set method, the boundary is not tracked during the optimization process
and reinitialization is not needed (Fig. 6).

6 Learning Resources

For new researchers, the most useful resource to learn TO is monograph by Bendsøe
and Sigmund [4]. There are several resources that are publicly available to learn
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and implement various methods of TO. For density-based methods using SIMP,
there are two MATLAB codes, a 99 line code by Sigmund [39] and a new version by
Andreassen et al. [40]. Also, there is aweb version of SIMP [41], amobile application
of SIMP for iPhone and Android [42].

For ESO/BESO manuscript by Huang and Xie [24] is a very good resource, in
this MATLAB code for BESO is publicly available. MATLAB implementation of
the discrete level set TO with implementation details can be found in [43].

7 Future Directions in TO

Future of TO seems to be exciting and several innovative application areas are still
to be explored like in biomedical engineering and healthcare applications. TO based
on stress criteria is another area where some work has been done but still, there are
several issues unresolved. Additive manufacturing aids topology optimization and
vice versa, by modelling residual stresses, constraining overhang angle and setting
minimum deposition tolerances in TO formulations. TO should give more refined
geometrical features which can be used for further shape, size design, and also,
there is a need for algorithms to consider the features like fillets, extrusions, etc. TO
methods should be robust to handle design-dependent loads; hence, new formulations
are needed. It can be concluded that TO has vast usefulness for a design problem
that can be formulated into a material distribution problem, which surely depends
on imagination and ingenuity of the designer.
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AMulti-objective Optimization Method
Based on Nelder–Mead Simplex Search
Method

Vivek Kumar Mehta and Bhaskar Dasgupta

Abstract In this paper, amethodbasedonNelder andMead’s simplex searchmethod
is developed for solving multi-objective optimization problems. Unlike other multi-
objective optimization algorithms based on classical methods, this method does not
require any a priori knowledge about the problem. Moreover, it does not need any
pre-definedweights or additional constraints as itworkswithout scalarizing themulti-
objective problem. The algorithm works with a population of points and is capable
of generating a multitude of Pareto optimal solutions. Equipped with the constraint
handling strategy adopted in this work, the method is found to be competitive with
respect to the existing algorithms.

Keywords Simplex search method · Multi-objective optimization ·
Pareto optimal solutions

1 Introduction

Nelder andMead’s simplex searchmethod [14] is awell-knowndirect search classical
algorithm for single-objective optimization. The method was introduced for solving
the usual single-objective unconstrained optimization problems. In a problem having
n design variables, it works with a simplex, which with its n + 1 vertices forms a
convex hull. Starting with an initial simplex in the design space, themethod evaluates
the objective function value at each vertex of the simplex and on the basis of these
function values determines the worst xw, second worst xs , and the best xb among
them. Next, the algorithm attempts to improve the current simplex by replacing the
worst vertexwith a potentially better point in the design space. It does so by exploring

V. K. Mehta (B)
Tezpur University, Tezpur, Assam, India
e-mail: vkmehta@tezu.ernet.in

B. Dasgupta
IIT Kanpur, Kanpur, India
e-mail: dasgupta@iitk.ac.in

© Springer Nature Singapore Pte Ltd. 2020
H. K. Voruganti et al. (eds.), Advances in Applied Mechanical Engineering,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-1201-8_72

655

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1201-8_72&domain=pdf
mailto:vkmehta@tezu.ernet.in
mailto:dasgupta@iitk.ac.in
https://doi.org/10.1007/978-981-15-1201-8_72


656 V. K. Mehta and B. Dasgupta

the region around the points (other than the worst point) with the help of a reflection
followed by a considered option of an expansion, contraction, or shrink.

In recent years, there have been attempts to exploit the potential of this algo-
rithm for multi-objective optimization problems [7, 8, 11, 12]. Using simplex search
method for local search along with the usual operations of reproduction, crossover,
and mutation involved in genetic algorithm, Koduru et al. [7] proposed a hybrid al-
gorithm, fuzzy simplex genetic algorithm (FSGA), which uses the concept of fuzzy
dominance. Martnez and Coello [11] have proposed a method for hybridizing the
NSGA-II algorithm with the simplex search method. They have also employed the
simplex search method for local exploration and found their method performing bet-
ter thanNSGA-II. However, their method can only handle bound constraints. Kuriger
and Grant [8] proposed a lexicographic Nelder–Mead-based simulation optimization
(LNM-SO) method. They have used preemptive goal programming strategy for han-
dling multiple objectives. In addition to setting the target value for each goal, the
strategy demands the decision maker to rank the goals in order of decreasing impor-
tance.

Martinez et al. [12] proposed a nonlinear simplex search-based approach for
solving unconstrained multi-objective optimization problems. They have adopted
the penalty boundary intersection (PBI) approach [20], which uses weight vectors
and a penalty value to convert the multi-objective problem to several single-objective
problems. Then, they solve each of these subproblems using simplex search method
to obtain several solutions on the Pareto front.

In this paper, a multi-objective optimization method based purely on Nelder–
Mead’s simplex search method has been developed. The suggested method works
without converting the multi-objective optimization problem into single-objective
optimization problem and, yet, is capable of generating a multitude of Pareto optimal
solutions. The proposed method uses only the basic operations of simplex search
method and is capable of handling constraints efficiently. In Sect. 2, the proposed
method has been described in detail. Section 3 describes the constraint handling
strategy used with the proposedmethod. Sections 4 and 5 present the results obtained
by the proposed method for unconstrained and constrained problems, respectively,
followed by the conclusion in Sect. 6.

2 Proposed Algorithm

Evolutionary algorithms work with a population, because of which they are capable
of generating several solutions for a multi-objective optimization problem in a single
run. Like evolutionary algorithms, the simplex search method, in a way, also works
with a population of points. One obvious question than one could ask is the following.

Could it be used to generate several solutions for a multi-objective optimization problem
and that too in a single run?
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This is precisely the question that has been addressed in this work, and the pro-
posed method is an answer to this question. Though the proposed method is based
on the simplex search method, it is different from the basic simplex method in two
significant aspects.

1. The basic simplexmethodworkswith n + 1 points and a single simplex, whereas
the proposed method works with more than n + 1 points and multiple simplices.

2. In the basic simplex method, two points in the design space are compared on the
basis of objective function values, whereas in the case of the proposed method,
two points are compared on the basis of dominance.

Moreover, in the proposed algorithm the number of vertices used to form a sim-
plex, nps, is also taken as a parameter. In the usual simplex method, the number of
vertices to form a simplex, nps, is taken as (n + 1). To explore an n-dimensional
space, it is imperative for a simplex to have (n + 1) vertices so that no region of the
domain is outside the reach of such simplices. However, working with more than
one simplex, in a multi-objective scenario, gives an opportunity to explore the effect
of changing nps on the performance of the algorithm. Since the algorithm works
with more than one simplices, a region of the domain left unexplored by one of the
simplex could be covered by others.

Algorithm As discussed earlier, for solving an n-dimensional multi-objective opti-
mization problem, the proposed algorithm which is based on simplex search method
works with more than n + 1 points and multiple simplices. Further, the number of
vertices used to form a simplex, nps, is also considered as a parameter. Hence, it
is must to decide the population size, the number of simplices, and the number of
vertices for the simplex at the beginning of the algorithm. Let the population size be
denoted as Ps , and the number of simplices is denoted as N . Now, the task in hand
is to generate the new improved solutions using this initial population of solutions.
For generating the new solutions, at each iteration, iter, usual operations of simplex
search method, i.e., reflections, contraction, and expansion, are performed for each
of the N simplices. The stopping criterion for the simplex loop is Smaxiter . New
solutions are generated till the maximum iteration, Maxiter , is reached. Below are
the steps involved in the proposed algorithm.

• Decide population size Ps , number of simplices N , number of vertices to form a
simplex nps, maximum iteration of the outer loopMaxiter , andmaximum iteration
for the simplex loop or the inner loop Smaxiter .

• Generate Ps points to form the initial population and assign front value to each
point of the population.

• Outer loop: For iter = 1 to iter = Maxiter , generate random combination of points
for N simplices.

• Inner loop: For each simplex, follow the usual procedure of basic simplex
method of reflection, expansion/contraction to generate new solutions and com-
pare different solutions on the basis of domination.
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It is interesting to note that if Smaxiter = 1, then by the endof every outer iteration, the
algorithmmust have generated and explored at most 2N additional points (generated
by reflection and expansion/contraction). It is quite possible that in one of the inner
iterations, the algorithm accepts a point from the tenth front,1 whereas in another it
rejects a point which corresponds to the fifth front. Discarding or accepting points in
every inner loop severely hampers the efficiency of the algorithm because in doing
so it is quite likely that the algorithm discards a point having a better front value.

To overcome this difficulty, an additional population of points generated by reflec-
tion and expansion/contraction is maintained at the end of every outer loop iteration.
This additional population is then combined with original Ps points. Out of these
points, Ps points are chosen from the fronts having the highest front value. In the
vocabulary of evolutionary algorithms, this can be seen as preserving elites.

While selecting Ps points from a combined population of points, a condition may
arise when to complete the set of Ps points, and the algorithm needs to choose only
a subset of points from the points available on a front. In that case, those points from
the front can be chosen, which form a better spread of that front. This can be done
by introducing another measure, crowding distance [3], that will help the algorithm
identify such points from a front.

3 Constraint Handling with Simplex Search Method

A method for handling constraints with simplex search method for single-objective
constrained optimization problems has been proposed by the authors [13]. It treats
constraint violation and objective function separately and provides appropriate mea-
sures to handle all the cases of a simplex lying in any of the three regions, namely
(i) feasible region: where all the points of the simplex are feasible, (ii) boundary
region: where some of the n + 1 points are feasible and other infeasible, and (iii)
infeasible region: where all the points of the simplex are infeasible. In case all the
points are either feasible or infeasible, the algorithm tries to minimize the objective
function value or constraint violation, respectively. If the simplex lies in the bound-
ary region, the infeasible points are assigned a consolidated function value which
is equal to the sum of objective function value of the worst feasible point and the
constraint violation of that infeasible point. In this way, the point having the largest
value of constraint violation would become the worst point among n + 1 points and
the algorithm would try to move away from that point.

The same strategy of assigning function value is used here for handling constraints
in multi-objective scenario. The function value assignment for each point of the
population Ps is as follows:

1To compare two points on the basis of dominance, a front value is assigned to each point depending
on the front on which the point lies. All the points on a particular front have the same front value
which is equal to the number of points which are dominated by that front.



A Multi-objective Optimization Method Based … 659

– For each point of the population, evaluate the constraint violations and identify
the infeasible points.

– Evaluate the objective function values at all the feasible points, identify the worst
feasible function value for all the objectives fi , i = 1, 2, . . . ,m, and store them
in a vector fw = [ f worst

1 f worst
2 . . . f worst

m ]T .
– To each of the infeasible points, assign a consolidated value

F = fw+cv[1 1 . . . 1]TRm×1 ,

where for a general multi-objective problem having inequality and equality
constraints defined as gi (x) ≤ 0 for i = 1, . . . , p, h j (x) = 0 for j = 1,
. . . , q; the constraint violation (cv2) is defined as:

cv =
p∑

j=1

max
{
0, g j (x)

} +
q∑

j=1

max {0, (|hk(x)| − δ)} + R
q∑

j=1

|hk(x)|2.

Thus, all the points of the population will be assigned function values. The point
having the highest constraint violation will be dominated by all the other points, and
the proposed algorithm would try to move away from that point.

4 Unconstrained Problems

The proposed method has been tested on several unconstrained multi-objective test
problems shown in Table 1. The results are compared with the NSS-MO [12] and
NSGA-II [3] algorithms. The comparison with NSS-MO is on the basis of perfor-
mance metrics spacing S [17] and hypervolume [22], whereas with NSGA-II, it is
based on Υ and Δ [3]. The metrics Υ and hypervolume measure the convergence of
the solution points obtained to the global Pareto front, whereas the metrics Δ and S
give a measure of the diversity of the obtained solution set.

Martinez et al. [12] have compared their algorithm NSS-MO with that of Zhang
and Li [20] for the problems LIS, FON, and DTLZ5 and concluded their algorithm
to be superior than MOEA/D. For bi-objective problems LIS and FON, Martinez
et al. have taken Ps = 100 and maximum function evaluations to be 4000 and for
three-objective problem, DTLZ5, they have taken Ps = 300 and maximum function
evaluations to be 12,000. For comparison, 30 independent runs of the proposed
algorithm have been considered, with same Ps and maximum function evaluations,
along with N = 100, nps = n + 1 and Smaxiter = 1.

Figure 1 shows the typical convergence of the population points of the proposed
algorithm for problems LIS, FON, and DTLZ5. Table 2 shows the comparison of the
results obtained from the proposed algorithmwith that of theNSS-MO (as reported in
[12]). For each problem, boldface values correspond to the algorithmwhich performs

2For discussion on R and δ in the expression, see Mehta and Dasgupta [13].
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Table 1 Unconstrained multi-objective optimization test problems

Problem n Variable
bounds

Objective function Nature of
Pareto front

SCH
Schaffer [16]

1 [−103, 103] f1(x) = x2

f2(x) = (x − 5)2
Convex
Connected

LIS
Lis and Eiben [10]

2 [−5, 10] f1(x) = 8
√
x21 + x22

f2(x) = 4
√

(x1 − 0.5)2 + (x2 − 0.5)2

Non-convex
Connected

FON
Fonseca et al. [6]

3 [-4, 4] f1(x) = 1 − exp(−3
∑3

i=1(xi − 1√
3
)2)

f2(x) = 1 − exp(−3
∑3

i=1(xi + 1√
3
)2)

Non-convex
Connected

POL
Poloni et al. [15]

2 [−π , π] f1(x) = 1 + (A1 − B1)
2 + (A2 − B2)

2

f2(x) = (x1 + 3)2 + (x2 + 1)2

A1 = 0.5 sin 1 − 2 cos 1 + sin 2 − 1.5 cos 2
A2 = 1.5 sin 1 − cos 1 + 2 sin 2 − 0.5 cos 2
B1 = 0.5 sin x1 − 2 cos x1 + sin x2 − 1.5 cos x2
B2 = 1.5 sin x1 − cos x1 + 2 sin x2 − 0.5 cos x2

Disconnected,
Non-convex

KUR
Kursawe
[9]

3 [−5, 5] f1(x) = ∑n−1
i=1 (−10 exp(−0.2

√
x2i + x2i+1))

f2(x) = ∑n
i=1, (|xi |0.8 + 5 sin x3i )

Non-convex
Disconnected

VNT
Viennet et al. [19]

2 [−3, 3] f1(x) = 0.5(x21 + x22 ) + sin(x21 + x22 )

f2(x) = (3x1−2x2+4)2

8 + (x1−x2+1)2

27 + 15
f3(x) = (x21 + x22 + 1)−1 − 1.1
exp [−(x21 + x22 )]

Non-convex
Disconnected

DTLZ5
Deb et al. [5]

12 [0, 1] f1(x) = cos (θ1) cos (θ2)(1 + g(xM ))

f2(x) = cos (θ1) sin (θ2)(1 + g(xM ))

f3(x) = sin (θ1)(1 + g(xM ))

g(xM ) = ∑
xi∈xM (xi − 0.5)2

θ1 = π
2 x1

θ2 = π
4(1+g(xM )

(1 + 2g(xMx2))
xM = [x3, x4, x5, x6, x7, x8, x9, x10, x11, x12]

Non-convex
Connected
Degenerate

better. Clearly, as the convergence of the proposed algorithm is better in two out of
three cases, whereas the spacing metric values are better for the NSS-MO algorithm
in two cases, one cannot say which algorithm performs better on these problems.
However, it is important to note that the proposed algorithm has performed similar
to the NSS-MO without using any weight vector and penalty value and without
converting the multi-objective problem to single-objective problem.

For comparison, the NSGA-II3 algorithm has been run for 250 generations (or
Maxiter) with a population size of N = 100, crossover probability 0.9, and amutation
probability of 1/n (where n is the number of design variables). The distribution
indices for mutation and crossover operators were taken as ηm = 20 and ηc = 20,
respectively. To keep the function evaluations of the proposed algorithm same as that
of NSGA-II, the runs for the proposed algorithm were taken with maximum number

3The authors gratefully acknowledge the availability of the source codes for NSGA-II algorithm
on the Web site http://www.iitk.ac.in/kangal/codes.shtml, from where these were downloaded on
September 8, 2011.

http://www.iitk.ac.in/kangal/codes.shtml
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Fig. 1 Typical results of the proposed algorithm for problems LIS, FON, and DTLZ5

Table 2 Comparison of the proposed algorithm with NSS-MO. The hypervolume calculation is
based on reference vector r = [1 1]T for LIS, r = [1.1 1.1]T for FON and r = [1.1 1.1 1.1]T for
DLTZ5

Problem NSS-MO Proposed
algorithm

NSS-MO Proposed
algorithm

Hypervolume Spacing

Mean (variance) Mean (variance) Mean (variance) Mean (variance)

LIS 0.309713
(0.007686)

0.281162
(0.000029)

0.005861
(0.000812)

0.005823
(0)

FON 0.542006
(0.001476)

0.543569
(0)

0.004454
(0.000218)

0.005823
(0.000001)

DLTZ5 0.429676
(0.000917)

0.432870
(0.000006)

0.007064
(0.001211)

0.019799
(0.000289)
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Table 3 Comparison of different algorithms of the basis of mean and variance of metrics Υ and Δ

Problem Algorithm Ῡ σΥ Δ̄ σΔ N̄ f

SCH NSGA-II 0.003173 0 0.430332 0.001196 25,000

Proposed
algorithm
(n + 1)

0.003162 0 0.393513 0.000722 25,000

FON NSGA-II 0.002589 0 0.373326 0.000566 25,000

Proposed
algorithm
(2)

0.002173 0 0.293504 0.000539 25,000

Proposed
algorithm
(n + 1)

0.002240 0 0.323102 0.000674 25,000

POL NSGA-II 0.014194 0.000001 0.415517 0.001060 25,000

Proposed
algorithm
(2)

0.015238 0.000001 0.339555 0.000244 25,000

Proposed
algorithm
(n + 1)

0.016869 0.000001 0.322245 0.000290 25,000

of function evaluations as 25,000. Ten independent runs for each of the algorithms
have been considered for those problems for which the true Pareto front is known. For
the proposed algorithm, the run was carried out with two values of nps. The average
performance of the algorithms, on the basis of Υ and Δ, is shown in Table 3. As is
evident from the values shown in the table, except the value of Ῡ for the problem
POL, all the results of the proposed algorithm are better than NSGA-II.

For the problems, KUR and VNT (for which the true Pareto front is not known),
the results are compared using set converge metrics [21] CAB and CBA, where A
corresponds to the solution set obtained by the proposed algorithm and B corresponds
to the solution set obtained by the NSGA-II algorithm.

Table 4 shows the mean and standard deviation for these metrics. As discussed
earlier, the metric CAB gives the fraction of solutions in set B, which are dominated
by solutions of set A and CBA gives the fraction of solutions in set A, which are
dominated by solutions of set B. As evident from the table, for the problem KUR,
on an average more number of solutions of set A, i.e., solutions obtained by the
proposed algorithm are dominated by the solutions of set B. Hence, the algorithm
NSGA-II performs better on the problem KUR. For the problem VNT, on an average
more number of solutions of set B, i.e., solutions obtained by the NSGA-II algorithm
are dominated by the solutions of set A. So, the proposed algorithm performs better
in case of the problem VNT.
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Table 4 Comparison of different algorithms on the basis of set converge metric

Problem Algorithm C̄AB σCAB C̄BA σCBA N̄ f

KUR A: Proposed
algorithm
(nps =
n + 1)
B: NSGA-II

0.0854 0.0251 0.4227 0.0375 25,000

A: Proposed
algorithm
(nps = 2)
B: NSGA-II

0.1177 0.0366 0.2219 0.0438 25,000

VNT A: Proposed
algorithm
(nps =
n + 1)
B: NSGA-II

0.1023 0.0303 0.0774 0.0290 25,000

A: Proposed
algorithm
(nps = 2)
B: NSGA-II

0.1132 0.0344 0.0667 0.0248 25,000

5 Constrained Problems

The proposed multi-objective optimization algorithm equipped with the constraint
handling procedure discussed in Sect. 3 is tried on some problems (Table 5) available
in the literature. These problems include two problems of mechanical component
design: two-bar truss design problem and welded-beam design problem. The results
have been compared with NSGA-II. The results of NSGA-II were obtained with 250
generations (or Maxiter), a population size of N = 100, crossover probability 0.9
and a mutation probability of 1/n (where n is the number of design variables). The
distribution indices formutation and crossover operators were taken as ηm = 100 and
ηc = 20, respectively. To keep the function evaluations of the proposed algorithm
same as that of NSGA-II, the results of the proposed algorithm have been obtained
with the maximum number of function evaluations as 25,000.

Figure 2 shows the typical convergence of the proposed algorithm on these con-
strained test problems, along with that of NSGA-II. Except the welded-beam design
problem, where both the algorithms have fallen short of locating the minimum of
objective function f1, the performance of both the algorithms is good, as all the points
of the population have converged close to the actual Pareto front and a decent spread
has been maintained by both the algorithms. To compare the average performance of
the algorithms quantitatively, ten runs of both the algorithms were taken and mean
and variance of the performance metrics Υ and Δ are shown in Table 6. As shown
in the table, except the SRN and truss design problem, the convergence metric Υ
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Table 5 Constrained multi-objective optimization test problems
Problem n Variable bounds Definition

DEB
Deb et al. [3]

2 x1 ∈ [0.1, 1.0]
x2 ∈ [0, 5]

Minimize f1(x) = x1
Minimize f2(x) = 1+x2

x1
Subject to
g1(x) = 6 − x2 − 9x1 ≤ 0
g2(x) = 1 + x2 − 9x1 ≤ 0

SRN
Chankong and Haimes [1]

2 x1 ∈ [−20, 20]
x3 ∈ [−20, 20]

Minimize f1(x) = (x1 − 2)2 + (x2 − 1)2 + 2
Minimize f2(x) = 9x1 − (x2 − 1)2

Subject to
g1(x) = x21 + x22 − 225 ≤ 0
g2(x) = x1 − 3x2 + 10 ≤ 0

TNK
Tanaka et al. [18]

2 x1 ∈ [−π, π ]
x2 ∈ [−π, π ]

Minimize f1(x) = x1
Minimize f2(x) = x2
Subject to
g1(x) = −x21 − x22 + 1 + 0.1 cos(16 arctan x

y ) ≤ 0

g2(x) = (x1 − 0.5)2 + (x2 − 0.5)2 − 0.5 ≤ 0

Welded beam
Deb and Srinivasan [4]

4 h ∈ [0.125, 5]
t ∈ [0.1, 10]
l ∈ [0.1, 10]
b ∈ [0.125, 5]

Minimize f1 = (1.10471h2l + 0.04811tb(14 + l))
Minimize f2 = (2.1952/(t3b))
Subject to
g1 = τ − 13600
g2 = σ − 30600
g3 = h − b
g4 = 6000 − Pc
where
τp = 6000/(

√
2hl)

τdp = 6000(14 + 0.5l)

√
0.25(l2+(h+t)2))

(1.414lh((l2/12)+0.25(h+t)2)

Pc = 64746.022(1 − 0.0282346t)tb3

σ = 504000/(t2b)

τ =
√

τ2p + τ2dp + lτpτdp√
0.25(l2+(h+t)2)

Two-bar
Truss design Deb
[2, pp. 450–451]

3 x1 ∈ [0, 0.01]
x2 ∈ [0, 0.01]
y ∈ [1.0, 3.0]

Minimize f1 = x1
√
16 + y2 + x2

√
1 + y2

Minimize f2=max(σAC , σBC )
Subject to
g1 =max(σAC , σBC ) ≤ 105

where

σAC = 20
√
16+y2

yx1

σAC = 80
√
1+y2

yx2

has a better value for the proposed algorithm. Also, the metric Δ, which signifies the
spread of the points of the population over the Pareto front, has better value in all the
cases.

With the above discussions, it is clear that the proposed method which is based on
a classical direct search algorithm is capable of generating a multitude of solutions
for multi-objective optimization problems. The method is capable of handling con-
straints neatly and efficiently and can solve engineering problems. Apart from the
problems discussed here, the proposed method has been tested on few other prob-
lems and the performance is found to be comparable with the existing algorithms.
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DEB SRN

maeB-dedleWKNT

Truss-Design

Fig. 2 Typical results of NSGA-II and the proposed algorithms for constrained problems

However, to exploit the true potential of the proposed algorithm and to further de-
velop the idea of using the simplex searchmethod as themulti-objective optimization
tool, detailed studies on the area are needed.

6 Conclusion

In this paper, a multi-objective optimization method based on Nelder and Mead’s
simplex search method has been developed. The method is easy to implement and
unlike NSS-MO [12], which is another multi-objective algorithm based on Nelder
andMead’s simplex search method, is capable of handling constraints. The proposed
method does not need any a priori and additional information about the problem,
and it works without converting the multi-objective optimization problem to single-
objective problem using weights or additional constraints.
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Table 6 Comparison of different algorithms of the basis of mean and variance of metrics Υ and Δ

Problem Algorithm Ῡ σΥ Δ̄ σΔ N̄ f

DEB NSGA-II 0.004666 0 0.691395 0.002342 25,000

Proposed
algorithm
(2)

0.004419 0 0.604383 0.000834 25,000

Proposed
algorithm
(n + 1)

0.005127 0 0.568830 0.000738 25,000

SRN NSGA-II 0.287146 0.000615 0.380772 0.001154 25,000

Proposed
algorithm
(2)

0.341309 0.000752 0.365620 0.000429 25,000

Proposed
algorithm
(n + 1)

0.341737 0.000501 0.376241 0.000849 25,000

TNK NSGA-II 0.005242 0 0.719209 0.000585 25,000

Proposed
algorithm
(2)

0.003374 0 0.626290 0.001373 25,000

Proposed
algorithm
(n + 1)

0.003420 0 0.630787 0.000284 25,000

Welded
beam

NSGA-II 0.049928 0.000925 0.760862 0.004857 25,000

Proposed
algorithm
(2)

0.100432 0.032677 0.730994 0.009236 25,000

Proposed
algorithm
(n + 1)

0.044968 0.000030 0.552562 0.003877 25,000

Truss
design

NSGA-II 265.8680 713.1869 0.740586 0.001752 25,000

Proposed
algorithm
(2)

273.7213 976.5151 0.640583 0.001531 25,000

Proposed
algorithm
(n + 1)

279.8505 782.431 0.624337 0.001124 25,000

It has been shown that the proposed algorithm is capable of generating multiple
solutions closer to the true Pareto front of a problem with decent spread and that
too in a single run, and its performance is comparable to well-established algorithm
NSGA-II. It has been found that several parameters influence the performance of
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the algorithm. A detailed study of these effects on the performance of the proposed
method could be taken up further for understanding and enhancing the capabilities
of the proposed method.
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Performance and Life Cycle Analysis
of Soybean Oil-Based Minimum Quantity
Lubrication in Machining of Ti6Al4V

Rukmini Srikant Revuru and Nageswara Rao Posinasetti

Abstract Titanium alloys are used in various applications due to their properties.
However, these alloys are difficult to machine. Several techniques have been pro-
posed in the literature to deal with the problem. This paper presents a study on the
performance and life cycle analysis of the dry machining, flood lubrication and mini-
mum quantity lubrication (MQL) of titanium alloy, Ti6Al4V. Machining was carried
out at different speeds 30, 55 and 80 m/min. Soybean-based fluid was used in both
flood lubrication and MQL. Cutting forces, tool wear and surface roughness were
measured in all three cases. MQL was found to have better performance with longer
tool life by almost two times, cutting forces by about 18% and surface roughness
by about 10% compared to dry machining. Flood lubrication results were interme-
diate between the two. However, flood lubrication had the highest carbon footprint
followed by dry machining and MQL.

Keywords Ti6Al4V ·Machining ·MQL · Carbon footprint

1 Introduction

Titanium alloys are popularly utilized to make parts for various applications in
aerospace, energy and medical/dental sectors due to their superior properties such
as high strength, biocompatibility and corrosion resistance compared to other met-
als or alloys [1]. Among the alloys, Ti6Al4V is most commonly used. These alloys
have high yield strength, fatigue strength, heat resistance, specific strength, corro-
sion resistance, etc. [2, 3]. Due to high strength the alloys, cutting temperatures are
usually high in their machining [4, 5]. Further, these alloys continue to have high
strength even at elevated temperatures, and hence, cutting forces do not decrease with
cutting speed. Also, as the titanium alloys have low thermal conductivity, heat due
to machining is not dissipated; it remains in the tool/chip junction causing increased
tool wear and early tool failure. Most of the heat (about 80%) is retained in the
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tool [6, 7]. This problem is more severe at high speeds. Also, great spring back is
present in the materials, resulting in chatter and poor surface finish. This is extremely
important due to the nature of the applications of the alloys. It was reported in the
literature that the preferredmachining speed for the titanium alloys is about 60m/min
with tungsten carbide/PVD-coated tools [8–10], which are usually the best tools for
machining titanium alloys [11]. In addition, titanium alloys have high reactivity with
cutting tool materials. This results in exacerbated tool wear and premature failure
of the tool [12]. Thus, the machining of titanium alloys involves several problems.
In recent years, several works are reported in the literature on the machining of
titanium alloys. Various techniques such as flood lubrication, MQL and cryogenic
cooling were tried by various researchers [13].

Dry machining results in high cutting temperatures and small tool life. Since cut-
ting temperatures greatly depend on cutting speed, the allowable range of speeds
in dry machining is usually limited. This reduces the productivity of the industry.
Hence, investigations on techniques to effectively cool and lubricate the machining
zone gained prominence. The usual technique to reduce cutting temperatures is apply-
ing the cutting fluids. Cutting fluids help in carrying away the heat and reduce the
friction in the machining zone through lubrication. The fluids are generally applied
with the nozzle in one ormore of the three directions: underneath the chip, on the rake
face of the tool or on the tool flank surface. To increase the carrying away of heat and
lubrication, cutting fluids are applied in large quantities, called flood lubrication. This
also helps to compensate the losses due to evaporation. For better convection of heat,
cutting fluids are supplied under high-pressure delivery systems in the machining of
titanium alloys. Further, high-pressure jet can help to break the chip and result in
smaller tool/chip contact length leading to reduced friction. However, due to the com-
plex nature of the ingredients, proper treatment is required by EPA before disposal.
Some researchers have suggested cryogenic cooling in the machining of titanium.
Nitrogen in its liquid form is applied in machining at −196 °C [13]. This helps in
reducing the temperatures and forms a layer at the tool/chip interface and reduces
the friction. Due to its ability to reduce the temperature by over 59%, cryogenic
cooling has become popular in the machining of titanium alloys. However, the cut-
ting forces are very high, and the quality of product is poor. Extreme cooling causes
various hardening of the workpiece and dimensional/form inaccuracies. As another
solution, vegetable oils replaced the paraffin oil in the cutting fluids. However, even
these oils require treatment and disposal. However, if used in MQL, there is no need
for disposal. MQL reduces cutting forces, temperatures and tool wear and improves
the quality of the product. Though MQL improves the machining performance, it
needs fluids of very high quality to obtain significant cooling and lubrication.

Apart from the performance aspect of the cutting fluids, the environmental impact
is important. Not many works are available in literature on the life cycle analysis. In
one interesting work [14], total carbon footprint was calculated as:

CE = CEelec + CEtool + CEcoolant + CEm + CEchip (1)
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where CEelec, CEtool, CEcoolant, CEm and CEchip are the carbon emissions due to pro-
duction of electricity necessary for machining, producing cutting tools, production
of cutting fluid, production of raw materials and chip removal. In the calculation of
CE coolant, only the carbon emissions of production and disposal are considered,
without regard to the individual ingredients of the fluid. Hence, a vegetable-based
oil or a petroleum-based oil would essentially give the same results.

In summary, though MQL is popularly used, its application in machining of tita-
nium alloys is not popular, mostly due to inadequate cooling. Hence, the application
of cutting fluids inMQL is a potential solution. Though fewworks dealingwithMQL
in titanium are found in literature, most of them deal with petroleum-based oils. Of
the few works dealing with vegetable-based fluids, LCA analysis is not done. Many
works, dealing with sustainability, consider only the reduced forces in machining
and hence reduced power consumption, due to the use of cutting fluids. However,
the energy consumption during the life cycle is often neglected. The present work
attempts to test the performance of soybean-based cutting fluids in the machining of
Ti6Al4V and studies the sustainability aspects through life cycle analysis.

2 Experimentation

In the present work, Ti6Al4V was machined on HAAS SL-20 turning center (20
HP) using TiN/TiAlN-coated carbide tools till the end of the tool life for different
cutting conditions. Cutting speeds of 30, 55 and 80 m/min, feed rate of 0.3 mm/rev
and depth of cut of 0.5 mm were selected.

Soybean-based cutting fluid was supplied at the rate of 40 mL/h using MQL sys-
tem. The nozzle is so placed that the fluid is supplied behind the chip. Dry machining
and flood cooling were also carried under the same cutting conditions for compar-
ison. In flood lubrication, cutting fluid was diluted with 95% water and supplied at
the rate of 100 L/h. In all cases, the limiting value of flank wear was taken to be
0.6 mm as per the ISO standards. Tool flank wear was measured using a toolmaker’s
microscope (Make: Mitutoyo) at different intervals of machining. Cutting forces and
surface roughness were measured using lathe tool dynamometer (Make: Kistler) and
surface roughness tester (Make: Mahr). The experimental setup is shown in Fig. 1.

3 Results and Discussions

Tool wear was significantly influenced by cutting speeds, and higher speeds resulted
in higher tool wear. However, for each speed the trends for the three lubricating
conditions were similar. Hence, tool wear data at cutting speed of 80 m/min only is
presented in this paper for brevity (Fig. 2). It may be seen that tool wear is low for
MQL compared to the other two conditions. Dry machining produces highest heat
due to the absence of any coolant/lubricant and hence has highest tool wear. Flood
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Fig. 1 Experimental setup
[14]

Fig. 2 Tool wear at 80 m/min

lubrication effectively curtails heat and reduces the chance of plastic deformation of
the tool, and however, the cutting fluidmaynot reach the actualmachining zone (tool–
chip interface, secondary shear zone) and hence may not reduce friction, especially
at high cutting speeds. In MQL, the fluid is supplied underneath the chip in this
study. When applied underneath the chip, the cutting fluid can reach the tool–chip
junction via capillarity through the micro-cracks on the surface of the chip. Usually,
lubrication is required in the secondary shear zone, where the chip is in contact with
the rake face of the tool. The lubricant forms a thin lubricating film at the tool/chip
interface and reduces the adhesion of the chipwith the tool. This results in decrease in
friction and thus toolwear. Itmay be seen that tool life (max. toolwear= 0.6mm)was
almost twice for MQL compared to dry machining and about 25% more compared
to flood lubrication. The tool wear data was used to formulate tool life equation for
TiN/TiAlN-coated tools in the machining of titanium (Eqs. 2–4).

VT 0.69 = 533 (flood lubrication) (2)

VT 0.588 = 495.26 (MQL) (3)
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VT 0.65 = 398 (Dry machining) (4)

where V = cutting speed, m/min and T = tool life, min. The cutting data for cutting
speeds of 30 and 55 m/min was used to build the model, while the values at 80 m/min
were used to test the model. The errors in prediction were found to be 9.2, 2.5 and
3.5% for dry machining, flood lubrication and MQL, respectively. The equations
are helpful in predicting tool life under different cutting speeds. This will give the
measure of tools spent and help to carry out the LCA of fluids.

Cutting forces and surface roughness were also recorded for the entire tool life.
Surface roughness and cutting forces were observed to be less with MQL than other
conditions (Figs. 3 and 4). Drymachining had the highest surface roughness followed
by flood lubrication. Due to lesser tool wear,MQL resulted in least surface roughness
about the considered conditions, about 6% less than flood lubrication and about 10%
less than dry machining at the end of tool life. Cutting forces were found to be almost
similar for different cutting speeds, despite the high tool wear at higher speeds. This
may be due to the high amount of heat that is contained in the workpiece, which
softens the workpiece, reducing the cutting forces. Since, titanium alloys have low
thermal conductivity; most of the heat is not carried away by the chip, but is retained
in the tool and workpiece. This causes the workpiece to get heated up very quickly.
However, within the different conditions of lubrication, difference can be observed.
Cutting forces are consistently low for MQL compared to dry machining and flood
lubrication. Dry machining is devoid of any lubrication and hence obviously has
higher forces. In flood lubrication, the cutting fluid helps mainly by cooling the
machining zone, and however, the fluid may not reach the tool–chip interface. In case
of MQL, the fluid reaches the secondary shear zone, thereby considerably reducing
the cutting forces. Further, the lower tool wear helps in reducing the cutting forces in

Fig. 3 Surface roughness for different lubricating conditions at 80 m/min



676 R. S. Revuru and N. R. Posinasetti

Fig. 4 Highest cutting force recorded for different lubricating conditions at 80 m/min

Table 1 Carbon footprint
calculations

Cutting speed(m/min) Carbon footprint (kg CO2)

Dry Flood MQL

30 10.267 10.256 10.230

55 10.419 10.427 10.372

80 10.559 10.644 10.546

case of MQL. It may be observed that MQL has about 18% lesser forces compared
to dry machining and about 9% compared to flood lubrication.

LCA of titanium alloy machining was carried out based on the equations given
in the literature [15]. The carbon footprint calculations are presented in Table 1. It
may be seen that in many cases, flood lubrication leaves higher carbon footprint
compared to the other two conditions. This is due to the fact that flood lubrication
results in better performance than dry machining, and the impact of the production
of the cutting fluid is high. In case of MQL, the carbon footprint is small due to the
small quantity of fluid used and longer tool life/smaller cutting forces. Further, MQL
does not need disposal, thus reducing the carbon footprint.

4 Conclusions

The following conclusions may be drawn based on the present work:

1. At the considered cutting conditions, MQL gave the best performance compared
to dry and flood lubrication. Tool life was twice for MQL compared to dry
machining and 25% more compared to flood lubrication. Similarly, MQL has
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cutting forces reduced by 18 and 9% compared to dry machining and flood
lubrication, respectively. Further, MQL resulted in improved surface roughness
by 10% and 6%, respectively.

2. Better lubrication in MQL helped to reduce cutting forces, tool wear and surface
roughness.

3. Flood lubrication was better than dry machining in terms of performance. How-
ever, LCA revealed that flood lubrication is not sustainable compared to the other
two cases.

4. MQL is found to the most sustainable under the considered conditions.
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Investigations on Corrosion Behaviour
in Micro-Milling of Biomedical Grade
Ti–6Al–7Nb Alloy

S. P. Leo Kumar and D. Avinash

Abstract Titanium (Ti)-based alloy is extensively used in biomedical field due to
its unique properties that promotes osseointegration. Present work deals with inves-
tigation on the effect of cutting conditions on corrosion resistance in micro-milling
of Ti–6Al–7Nb alloy for enhanced biocompatibility. Experiments were carried out
based on Taguchi L9 orthogonal array with selected process variables include cutting
speed (vc), feed rate (f n) and depth of cut (ap). Micro-slot of size 700μm for a length
of 10 mm was made using high-speed micromachining station under wet condition.
Potentiostat setup with three electrodes and simulated body fluid (SBF) at 37 °C
was used for corrosion resistance measurement and corresponding Icorr values were
obtained from polarisation curve. Icorr values are found to be minimum at higher
vc and lower ap conditions. Variation in process parameters influences the surface
characteristics to a greater extent, which intern alters the corrosion resisting potential
of surface. From the study, it is observed that Ti–6Al–7Nb alloy exhibits higher cor-
rosion resistance under in vitro condition for enhanced biocompatibility for medical
application.

Keywords Biocompatibility · Corrosion resistance ·Micro-milling · Ti–6Al–7Nb
alloy

1 Introduction

Titanium (Ti) is a non-cytotoxic element used for manufacturing biomedical
implants. It is alloyed with many biocompatible elements like tantalum (Ta) and nio-
bium (Nb) to reduce the Young’s modulus value [1]. Eisenbarth et al. [2] described
about the replacement of Ti–6Al–4V with Ti–6Al–7Nb, due to the toxic nature of
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vanadium (V); therefore, V is replaced with Nb. Even after replacement, metallurgi-
cal and mechanical properties of Ti–6Al–7Nb alloy are similar to Ti–6Al–4V alloy.
Al-Mobarak et al. [3] investigated corrosion performance of Ti–6Al–7Nb alloy using
Hank’s solution and compared the results with Ti–6Al–4V alloy. Investigation results
showed that Nb cations helped to increase resistance to corrosion by the formation
of TiO2 film with less number of anion vacancies. Luiz de Assis et al. [4] examined
corrosion characteristics of Ti–6Al–4V, Ti–13Nb–13Zr and Ti–6Al–7Nb alloys by
using Hank’s solution and observed that these Ti alloys had two oxide layers. A
porous oxide film formed above barrier layer enhanced the corrosion characteristics.
The porous layer of Ti–6Al–7Nb alloy increases the ability of osseointegration.

Mohan et al. [5] studied the development of TiO2 layer formation on surface
of Ti–6Al–7Nb alloy in electrolytic solution containing hydrofluoric and sulphuric
acid. Variation in porous diameter of oxide layer was observedwhen there is a change
in applied voltage. This nanostructure helps in the improvement of osteoblast cells
attachment. Kobayashi et al. [6] evaluated the existence and growth of protective
layer in Ti–6Al–7Nb alloy using anodic polarisation and immersion test. It is inferred
that there is no sign of pitting corrosion. Chrzanowski [7] presented the influence
of various surface treatment on topographical and corrosion properties on Ti alloy.
The experimental results proved that Ti–6Al–7Nb alloy possesses superior corrosion
resistance in SBF condition. Henrique Lauro et al. [8] experimentally investigated
Ti–6Al–7Nb alloy under micro-cutting conditions. The result shows that the cutting
quality can be improved by increase of vc. It was also indicated that spindle speed
increment results minimisation of heat generation on the tool. Leo Kumar et al.
[9] performed a review on tool-based micromachining process and mentioned the
importance of surface characteristics for various micro-part fabrication.

From the literature, it is observed that Ti–6Al–7Nb alloy can be used as a bioma-
terial for medical implants. The human body is a highly corrosive environment; as
a result, it is mandatory to investigate the corrosion resistance of machined implant
surface.

2 Materials and Methods

In this work, Ti–6Al–7Nb is chosen due to its biocompatible properties and their
availability. Taguchi experimental design has been incorporated, and process vari-
ables including f, vc and ap are considered for the study of corrosion resistance. The
workpiece of size 20 mm × 20 mm has been used for investigation. Micro-milling
experiments are carried out in CNC micromachining station. The machine is pre-
cision enough to produce micro-feature with positional accuracy of ±1 μm with
high spindle speed capable of running up to 60,000 rpm. Tungsten carbide tool of
size 700 μm diameter with two flute end mill cutter is used for experimentation.
Micro-milling experiments were carried out under wet condition with mist cooling
facility. Experimental setup is shown in Fig. 1.
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Tool

Work Piece 

Toggle Clamp 

Fig. 1 Micro-milling experimental setup

Corrosion test was carried out with the help of potentiostat setup. It consists of a
flat cell and three electrodes, namely working electrode (work material), reference
electrode (silver (Ag)), and counter electrode (graphite). In order to performcorrosion
study, SBF is used for in vitro study. The solution possesses pH level of 7.4 ± 0.1
with acid-base. The test was carried out for an hour at temperature of 37 ± 1.0 °C.
Fresh solution is prepared for each trial, and the potentiostat setup has been used for
measuring corrosion resistance.

3 Results and Discussion

Frompotentio-dynamic study,Nyquist plot andTafel plotwere generated fromexper-
imentation. Tafel plot is used to identify rate of pitting and corrosion susceptibility
by plotting relation between electric potential and current density. Further, cathodic
polarisation curve and anodic polarisation curve were extrapolated and their inter-
section point provides Ecorr and Icorr values. Ecorr value is open circuit potential of
metal in a liquid environment, and Icorr values influence corrosion rate. Electrochem-
ical impedance spectroscopy (EIS) or Nyquist plot is used to find electrochemical
impedance of Ti alloy. Electrochemical impedance is the response of an electrochem-
ical system to an applied potential which is complex in nature. Hence, in Nyquist
plot Z real is plotted against Z imaginary, in which impedance is measured as a function
of frequency.

From Tafel plot, Icorr and Ecorr values are obtained as shown in Table 1. These val-
ues were further investigated to study effects of vc, ap and f on corrosion behaviour.
The Tafel and Nyquist plots for machining conditions of vc = 47 m/min, f =
1.5 mm/min ap 150 μm are shown in Fig. 2a, b. The Icorr value is obtained from
the polarisation curve by cathodic branch of polarisation curves to corrosion poten-
tial were found to be 576 nA and −522 mV, respectively. The resistance offered by
material increases with respect to time and initial increment is due to the formation
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Table 1 Experimental results on corrosion resistance

Ex. No. Cutting speed
(m/min)

Feed rate
(mm/min)

Depth of cut
(μm)

Ecorr (mV) Icorr (nAm2)

1 31.4 0.5 100 −174 688

2 31.4 1 150 −290 3250

3 31.4 1.5 200 −250 2130

4 39 0.5 150 −491 711

5 39 1 200 −477 2290

6 39 1.5 100 −288 1120

7 47 0.5 200 −299 961

8 47 1 100 −318 1860

9 47 1.5 150 −522 576

Fig. 2 Tafel and Nyquist plots for cutting conditions of vc = 47 m/min, f = 1.5 mm/min ap =
150 μm. aTafel plot, b Nyquist plot
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Fig. 3 Tafel and Nyquist plots for cutting conditions of ap = 31.4 m/min, f = 1 mm/min ap =
150 μm. a Tafel plot, b Nyquist plot

of very thick oxide film on surface that leads to improvement of corrosion protection
ability. The Tafel and Nyquist plots for cutting conditions of vc = 31.4 m/min, f =
1mm/min ap = 150μm are shown in Fig. 3a, b. A sharp increase in current density at
level of potentials above 0.0 V (SCE) was identified. This suggests that oxide film is
getting replaced gradually by a less protective passive film. The resulted passive film
becomes stable approximately above 500 mV (SCE). The formation of protective
passive film is distinguished by Icorr value of 3.25 μAm2.

3.1 Influence of Cutting Parameters on Response

The interaction of f, vc and ap on corrosion resistance was investigated. From cor-
rosion study, it is observed that implants should have very less Icorr value in order
to have better corrosion resistance. It is identified that increment in vc and decrease
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Fig. 4 Effects of vc, f and ap on current density (Icorr)

in ap condition have major influence on corrosion resistance as shown in Fig. 4. It
clearly shows that ap and vc have significant effects on Icorr value. It is attributed by
improvement in surface quality creates residual compressive stress within the sub-
surface, i.e., chemical species adsorption resistance along with low roughness which
prevents initiations of surface pores and twinning which were potential in influenc-
ing corrosion. It is inferred that increase of vc reduces micro-particle deposition that
promotes better surface finish attributing to improved corrosion resistance.

4 Conclusion

In this work, an effort has been made to analyse the effect of micro-milling cutting
conditions on corrosion behaviour in Ti–6Al–7Nb alloy. Icorr and Ecorr values for the
cutting conditions were obtained from Tafel and Nyquist plots, and the following
conclusions are drawn:

• The potentio-dynamic polarisation test shows that the influence of vc and ap on
Icorr value is higher.

• Theminimumvalue of Icorr obtained is 576 nA at vc = 47m/min, f n = 1.5mm/min.
• It is observed that at higher level of vc, higher feed and lower ap condition, the
corrosion resistance of Ti–6Al–7Nb is found to be high under in vitro condition.

• Variation in process parameters influences the surface characteristics to a greater
extent, which in turn alters the corrosion resisting potential of surface.

• Ti–6Al–7Nb alloy obtained very low current density in SBF solution. This is
because of the formation of a firm passive film on the surface.
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• The EIS result proves oxide film formed on Ti–6Al–7Nb is submissive at initial
time, after which the curve indicates formation of a strong bi-layered oxide film.

From the investigation, it is inferred that themachined surface characteristics have
a great influence on the corrosion behaviour of Ti–6Al–7Nb alloy.
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Optimization of Machining Parameters
for Multi-performance Characteristics
in Milling of Composite Solid Propellants
Using RSM

Kishore Kumar Katikani, A. Venu Gopal and Venkateseara Rao Vemana

Abstract The solid rocket motors (SRMs) produced with case-bonded composite
solid propellant (CSP) grains are formulated withmetallic aluminium (Al) powder as
the fuel, ammonium perchlorate (NH4ClO4) as the oxidizer and hydroxyl-terminated
polybutadiene (HTPB) as a polymer binder. These CSPs are sensitive to fire hazard
by mechanical stimuli such as friction, heat, impact load and static charge which are
inevitably present in conventional machining operations. In order to machine this
‘hazardous to machine’ CSP material safely, using custom build cutting tool called
‘turbine cutter’ withminimum cutting power and formaximummaterial removal rate
(MRR), experimental studies are carried out. The main objective of this study is to
identify the optimum process input parameters for low cutting power (CP) and high
MRRand further to enhance the safety inmachining of ‘hazard tomachine’materials.
To achieve this objective, the effect of machining parameters on CP and MRR was
investigated. Full factorial experiments were carried out on live propellant grain
using the turbine cutter on CNC vertical turn mill (VTM). In order to investigate the
influence of process parameters in machining CSP material, two-factor interaction
(2FI) models are developed, and subsequently, ANOVA is performed to evaluate
the significant process parameters. Response surface methodology (RSM) is used
to develop the mathematical models and also for multi-response optimization, using
commercial software, Design-Expert. The optimum values of machining parameters
attained with a desirability value of 0.88 are as follows: cutting velocity (CV) is
125 rpm (196 m/min), table feed rate (TFR) is 24 deg/min (0.418 m/min), and depth
of cut is 4 mm for minimum CP and maximum MRR, and their values are 15.75 ×
10−2 kW and 1092.11 × 10−6 m3/min, respectively.
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Keywords Composite solid propellant (CSP) · Desirability function ·
Multi-response optimization · Response surface methodology (RSM)

1 Introduction

HTPB/AP/AL-based CSP material of SRM is produced by chemical casting under
vacuum condition and machining of these materials which come under 1.3 hazard
division classifications. Sutton and Biblarz [1] reported that ballistic requirement of
SRM will not meet by simple casting. It requires machining on the propellant grain
to generate the desired profile as initial ignition surface called grain configuration. In
addition to this, uneven and porous surface of propellant grain, non-uniform depo-
sition of propellant, extra propellant cast for machining allowance during casting of
SRM segments require machining as secondary operation to bring the size of grain
to exact dimensions for assembly of segments into motor as reported by Nagappa
[2] and Devenas [3].

Safemachining practices have been highly emphasized to dealwith heterogeneous
CSPmaterials, especially highly filled CSP, which pose complex technological prob-
lems due to their sensitivity to fire hazard by mechanical stimuli. The viable method
to exercise the safe machining operations on CSP grain, to control and maintain the
cutting force at a prescribed safe level, is standardizing the cutting tool geometry
as well as adjusting the machining parameters for minimum cutting energy simulta-
neously. To cater these functional and safety requirements of machining of hazard
to machine CSP material, a custom build cutter called ‘turbine cutter’ is developed
with suitable tool signature and by incorporating various safety features to mitigate
the risk of hazard.

Data on process parameters on machining of CSP material is seldom found in
the literature due to their strategic application and safety stringent and expensive
infrastructure required to generate such data. Attempts are made in the present study
to generate such valuable experimental data based on full factorial (27) experiments,
using developed turbine cutter on special-purpose CNC VTM. The main goal of this
study is to optimize the input machining parameters for desired performance char-
acteristics, i.e., low cutting power (CP) and maximummaterial removal rate (MRR).
Hence in the present study, response surface methodology (RSM) is used to develop
desirability function for multi-response optimization of machining parameters for
the two performance characteristics CP and MRR in milling of hazard to machine
CSP materials. Mathematical models also developed for each response within the
operating capacity of CNC VTM.
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2 Experimental Method and Procedure

A special-purpose CNC VTM machine which can be operated and controlled
remotely was used for experimentation whose illustration is shown in Fig. 1. Turbine
cutter is connected to vacuum line of safety equipment called chip and dust collec-
tion system (CDCS) through a hollow arbour and rotary joint as shown in Fig. 1a
for safe and instant chip disposal. Wu et al. [4] reported that the indirect measure-
ment of cutting forces through cutting power is quite reasonable, economical, and
it has an important application value with high compatibility in machining studies.
Altintas [5] predicted cutting force and tool breakage in milling from feed drive cur-
rent measurement while machining the metals. Kim et al. [6] investigated a simple
and economical method to measure the cutting force indirectly, i.e., by measuring
the power drawn by the servo motor drive of spindle in NC milling process and
claimed to be the most economical solution compared to other alternatives. In line
with the above references, for the present study cutting power is measured from the
AC drive of spindle motor of SP CNC VTM machine using power quality analyser
(PQA)—fluke makes. The schematic of general layout of experimental set-up is

(a) Cutter/arbour/CDCS setup

(b) Machine bay with control panels

Fig. 1 Schematic of machining experimental set-up for ‘hazard to machine’ materials
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shown in Fig. 1. Monitoring and control of machining were done from this remote
control room through remote operator panel as shown in Fig. 1b. CCTV cameras for
visibility and safety interlocks of the machine are also employed in the experiments.

Experiments were conducted using a specially designed turbine cutter as shown
in Fig. 2 on HTPB/AP/Al-based live CSP material of SRM. Customised conical
HSS inserts in four numbers were integrated to the turbine shaped cutter as shown in
Fig. 2. Due to explosive nature of thematerial, experiments were remotely monitored
and controlled. Safe machining parameters were investigated by monitoring cutting
temperature less than 50 °C using an infrared thermometer. The range of machining
parameters and environmental conditions at which the experiments were conducted
is summarized in Table 1.

Spindle power is measured from servo drives of the machine spindle using
advanced power analyser having real-time electrical data acquisition system. These
servo drives are located in the remote control room of the machine, isolating the
machining ambience from source of electrical energies so as to eliminate the source
of hazard. An additional machine inbuilt default display on operator panel as shown

Fig. 2 Developed turbine cutter for CSP machining

Table 1 Machining
parameters and environmental
factors

Machining parameters

Cutting speed range 117–196 m/min

Rotary table feed 0.42–0.84 m/min

Depth of cut 2–4 mm

Machining environment factors

Machine bay ambience temperature 28–32 °C

Relative humidity 75–85%

Coolant Dry machining

Vacuum at the cutting edge 240 mm Hg below atm
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Fig. 3 Measurement of cutting power using PQA

in Fig. 3 was used as redundant provision for verification of measured cutting power
values. MRR is measured from the volume of the chips collected in CDCS and CP
in kW from PQA. The scheme of taping power from the machine power drives and
measurement of CP using PQA is illustrated in Fig. 3. MRR is measured from the
quantity of chips collected in CDCS.

3 Experimental Results and Analysis

Nayak and Shetty [7] used RSM for investigation of cutting force in elastomer
machining under ambient and cryogenic conditions, and a similar approach is adopted
in this study using commercial statistical softwareDesign-Expert 7.1.0.With the lim-
ited and expensive resources, the possible approach would be to limit the number
of levels to three (the minimum to study the nonlinear effects) and conducted full
factorial experiments. However, the broad range was chosen in feed, speed range as
limited by safety aspects and capabilities of resources as shown in Table 2.
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Table 2 Experimental factors and their levels

Parameters Units Levels

1 2 3

Cutting velocity (CV) rpm (m/min) 75(117) 100(157) 125(196)

Table feed rate (TFR) deg/min (m/min) 24(0.418) 36(0.628) 48(0.378)

Depth of cut (DoC) mm 2 3 4

3.1 Experimental Results

The experiments conducted with the developed turbine cutter on live propellant and
the results are as shown in Table 3.

3.2 Analysis

3.2.1 Analysis for Cutting Power

The main effects of each parameter on CP are plotted on graphs shown in Fig. 4a–c.
These figures clearly indicate the CP decreased with the increase in CV due to chip
thinning and visco-elastic behaviour of CSP. CP increased with the increase in TFR
and DoC due to resistance to large chip cross section.

3.2.2 Analysis for MRR

The main effects of each parameter on MRR are plotted on graphs shown in Fig. 5a–
c. These figures clearly indicate the MRR increased with the increase in cutting
velocity, table feed rate, depth of cut. However, depth of cut has large influence on
MRR.

3.2.3 Analysis of Variance for Cutting Power and MRR and Its
Regression Models

Since response cannot be assigned criteria, it has a model. ANOVA statistics and
diagnostics graphs were used to check the design evaluation and to find the most
influencing process parameters on cutting power. These tools are used to make sure
the models provide a good estimate of the true response surface. From the results,
it can be concluded that CV shows the most influencing process parameters on CP
and is followed by TFR and DoC. ANOVA for MRR is shown that DoC is strongly
influencing the MRR followed by CV and TFR. To obtain applicable and practical
predictive quantitative relationships, it is necessary tomodel themachining responses
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(a) Main effects of cutting velocity
on cutting power

(b) Main effects of feed rate
on Cutting Power

(c) Main effect of Depth of Cut
on Cutting Power

Fig. 4 Measurement of process parameters on cutting power

and the process variables. Thesemodelswould be of great use during the optimization
stage of milling of CSP materials

Regression model for cutting power and MRR:

Cutting Power = 018+ (0.014× CV)− (0.0098× TFR)

− (0.0083× DoC)+ (0.0069× CV× TFR)

MRR = 0.000728− (0.00019× CV)+ (0.00001× TFR)− (0.00024× DoC)

+ (0.0000128× CV× TDR)+ (0.000062× CV× DoC)

− (0.000011× TFR× DoC)
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(a) Main effects of cutting velocity

on MRR
(b) Main effects of feed rate on MRR

(c) Main effect of Depth of Cut on MRR

Fig. 5 Measurement of process parameters on MRR

3.3 Multi-response Optimization

The experimental results were used to model the various responses using multiple
regression method and nonlinear fit among the responses and the corresponding sig-
nificant parameters. In the present work, a commercially available statistical software
Design-Expert 7.1.0 package was used for the computation of regression constants,
parameters and mathematical modelling. In the present study, full factorial design,
the most commonly used RSM design, is chosen for modelling and optimization to
achieve the maximumMRR and minimum power. In RSM, a suitable approximation
has been made to establish the relationship between the dependent and independent
variables.

3.3.1 Method Followed for Multi-response Optimization

The present approach uses desirability functions, after identification of performance
characteristics, where independent desirability function for individual response will
be made and combining themwill form a two-sided desirability function. Solution to
the two-sided desirability function will be the optimum combinations of parameters
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for multi-response optimization. The present problem in the study is solved using the
later one using Design-Expert software package, and the response yield is illustrated
as follows.

3.3.2 Selection of Optimum Levels and Its Validation

Here, numerical optimization of process parameters for milling of CSPmaterial with
turbine cutter using Design-Expert (response surface methodology) is presented.
The considered process parameters speed, feed, and depth of cut are optimized with
considerations of multiple process characteristics including minimum cutting power
and Maximum MRR. From Fig. 6, it can be concluded that for getting optimum
condition, one can perform experiments at cutting velocity at level 3, table feed rate
at level 1 and depth of cut at level 3 with desirability 0.88 from Fig. 6. Illustrated the
graphical view of each optimal solution as ramps, optimal factor settings are shown
with red points. Optimal response prediction values are displayed in blue.

3.3.3 Validation

The optimal parameter combination for achieving minimum cutting power and max
MRR is obtained using the Design-Expert software is validated with the optimum
conditions correlated with 21 run of the full factorial experiment shown in Table 3.

4 Conclusions

• Cutting power increases with the increase inDoC and TFR; this is because at larger
feeds or DoC results, larger volume of the deformed material and consequently
the resistance of the material to chip formation are greater. CP decreases with the
increase in CV; this is because as CV increases, the following chips are thinner and
shear angle increases and the increase in rake angle leads to decrease in tool-chip
contact area; visco-elasticity, dewetting and dilation of CSP materials contribute
for this result.

• MRR increases with the increase in CV, TFR and DoC; this is because at lower
speeds, due to high coefficient of friction between tool and rubbery binder of work,
material cutting forces are significantly high. In comparison with feed, the depth
of cut influences largely on MRR.

• The finest combination of machining parameters values for maximizing the mul-
tiple performance characteristics is 125 m/min, 24 deg/min and 4 mm for CV,
TFR and DoC, respectively. The result of optimum condition was correlated with
the experiment results of full factorial experiments. The experimental results con-
firm the predicted results from mathematical modelling. The adopted approach
for optimizing the cutting parameters was validated. The cutting power and MRR
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Fig. 6 Constraints for the process parameters and performance characteristics and optimum levels

are 15.75 × 10−2 kW and 1092.11 × 10−6 m3/min, respectively, at the optimum
machining parameters. The experimental results confirm the predicted results from
mathematical modelling.

• The results of ANOVA have proved that the 2FI models can complete prediction of
power and MRR with 95% confidence interval. Safe and effective cutting param-
eters for machining of CSP material using the developed cutter were established
which has great value in production.
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The Effect of ZrO2 and TiO2 Reinforcing
Agent on the Microstructure
and Mechanical Properties
of Hydroxyapatite Nanocomposites

Vemulapalli Ajay Kumar, Penmetsa Rama Murty Raju, Nallu Ramanaiah
and Siriyala Rajesh

Abstract The effect of additives like zirconia and titania on the mechanical prop-
erties of hydroxyapatite nanocomposites was investigated. Nanocomposites were
manufactured through high-energy ball milling (HEBM) at 300 rpm for 1 h was
adopted to produce the composite powders. The specimens were fabricated through
compacting at 100 bar with a stay time of 150 s and sintered at 1200 °C. X-ray
beam diffraction demonstrated that the crystallite and grain size estimate steadily
diminished with the expansion in ZrO2 and ZrO2 + TiO2 content till 20wt%, after
which there was a sudden rise in crystallite and grain sizes of both the composites. An
overwhelming ZrO2 stage was seen in the X-ray beam diffraction (XRD) and smaller
scale basic examination (Field Emission Scanning Electron Microscopy—FE-SEM)
of the sintered samples. Mechanical properties were observed to be enhanced includ-
ing 20wt% of ZrO2 and ZrO2 + TiO2 at 1200 °C. There was a drop in the mechanical
properties of HAp due to the expansion of 25 wt% of ZrO2 and ZrO2 + TiO2 com-
posites. The drop could be because of the expansion in grain size and prevailing
particles of ZrO2.

Keywords High-energy ball milling · ZrO2 · TiO2 · Grain size · Mechanical
properties

1 Introduction

Hydroxyapatite has been observed to be biocompatible and bioactive in the recent
past. Its structure or compound arrangement is observed to be like human hard tis-
sues, for example, bone and teeth [1]. HAp can give framework to the arrangement
of the new bone tissues after implantation into the human body as a counterfeit
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material [2]. Calcium and phosphorous can be free from the material surface and
absorbed by the body as new tissues. It is one of the vital viewpoints for human
well-being in the field of drug and medical procedure. Among various classes of
biomaterials, bioactive pottery, for example, HAp is appealing possibility for body’s
hard tissue substitution [3]. So as to enhance the mechanical properties of the HAp,
expansion of nanoparticles has made an incredible intrigue. Among the available
reinforcements, TiO2 and ZrO2 has been widely used for enhancing the mechanical
properties of HAp composites [4]. Titanium oxide has been broadly utilized as bio-
material because of its incredible biocompatibility and superior corrosion resistance.
Titanium oxide has been utilized to enhance the holding quality of the HAp layer
and the Ti substrate, just as the high solidness, disintegration obstruction and erosion
opposition [5]. Zirconia can be balanced out with different added substances, among
which yttria and cerium are the most valuable stabilizers. Specifically, yttria-settled
zirconia is known to be both hard and intense at room temperature [6, 7]. For better
utilization of bioimplant, Al2O3, ZrO2 and their composite ceramic have been consid-
ered as a lattice in the support stages because of their brilliant oxidation obstruction,
great biocompatibility and wear opposition [8–10]. Que et al. [11] revealed the sig-
nificant impact on the HAp structure and upgraded HAp properties on expansion of
titania to HAp. The stage changes in the composites at higher sintering temperatures
are seen because of the presentation of optional stages. Xihua et al. [12] described
the manufacturing superior exhibitions of hydroxyapatite lattice ceramic composites
with minimal effort, and alumina is presented in hydroxyapatite. Xihua et al. [13]
observed the toughening effect of alumina on themechanical properties of HAp bone
bond. Guoa et al. [14] explored first of its thought, the creation of covered and prac-
tically evaluated HAp/Y-TZP composites by methods for the spark plasma sintering
(SPS). The covered and practically evaluated HAp/Y-TZP (yttria balanced out tetrag-
onal zirconia) composites are planned as a solid Y-TZP centre bioactive HAp layer
structure, a non-symmetric Y-TZP layer to HAp later structure or a bioactive HAp
centre solid Y-TZP layer structure. Aminzare et al. [15] considered the nanocompos-
ite by high-vitality ball processing so as to acquire exceedingly thick articles with
wanted mechanical properties. The impacts of alumina and titania nanoparticles on
microstructure, stage deterioration and mechanical properties have been examined.
Ahmed et al. [16] studied the HAp/TiO2 nanocomposites fabricated through HEBM.
The impacts of titania expansion and sintering temperature and time on the shaped
stages and their effect on the compressive quality of HApwere examined. Viswanath
and Ravishankar [17] considered the interfacial responses in hydroxyapatite/alumina
nanocomposite in which alumina responded totally with hydroxyapatite. Khalil et al.
[18] contemplated HAp and HAp composites sintered at various temperatures by
HFIHS. The goal of their investigation was to blend and sinter HAp–3YSZ (yttria
balanced out zirconia) powders with high hardness, high strength, fine grain estimate
and homogeneous constituent conveyance. Oktar [19] considered the impact of sin-
tering of composite materials, made of HAp, got from cow-like bone, with 5 and 10
wt% of TiO2, on their mechanical properties. The exploratory outcomes uncovered
that the created microstructure and the stages shaped amid sintering influence the
densification and the mechanical properties of the delivered composite materials.
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Mobasherpour et al. [20] confirmed a precipitation strategy to orchestrate nanocrys-
talline HAp and researched the impacts of ZrO2–Al2O3 on the mechanical properties
of nanocrystalline HAp powder. Byong et al. [21] considered Hap-(t-ZrO2)/Al2O3-
(m-ZrO2) composite to enhance the mechanical properties utilizing the multi-pass
expulsion process. Enhanced bowing and the rigidity of HAp by utilizing La2O3,
ZrO2 and TiO2 as covers have been seen by Shin-Ike et al. [22]. Their investigation
has demonstrated that doping can expand the bowing quality of HAp.

In the present investigation, the utilization ofHEBMstrategy to deliver HAp/ZrO2

and HAp/ZrO2 + TiO2 nanocomposites and the impact of the expansion of ZrO2 and
ZrO2 + TiO2 to HAp on the miniaturized scale structure and mechanical quality of
the composites were explored. The connection between the mechanical and small
scale basic properties was methodically settled.

2 Materials and Methods

2.1 Sample Preparation

HAp and its composite powders of molecule size 20–40 nm are collected initially.
Variousweight%, i.e. 5, 10, 15, 20 and 25wt. of ZrO2 and ZrO2 +TiO2 were blended
with HAp by HEBM at 300 rpm for 1 h. The processed powder was virus compacted
at a weight of 100 bar with an abide time of 150 s. The powders were compacted to
cylindrical shape of sizes 20 mm dia and 5 mm height for hardness and compression
testing and square shape of sizes 40 × 10 × 3 mm (length × width × thickness) for
flexural strength and fracture toughness testing. To solidify the samples, sintering
was done at 1200 °C for 1 h in an electrical box furnace followed by furnace cooling.

2.2 Experimental Procedure

HAp and its composites are portrayed by X-ray beam diffractometer outfitted with
Cu-Kα radiation (λ = 1.5406 A°). It was worked in the scope of 6–90° utilizing
a stage size of 0.01°. Utilizing the deliberate width (β) of their diffraction design,
the normal crystallite measure (D) was evaluated utilizing Scherer’s recipe [16]. FE-
SEM has been utilized to explore the miniaturized scale basic data. The synthesis of
the components Ca, P, O and Zr is resolved utilizing energy dispersive analysis of
X-ray beams (EDAX) joined with FE-SEM. The densities of the given composites
were estimated utilizing Archimedes’ standard. The compression test was completed
under a semi-static stacking range, in which the underlying strain rate (ε*) is set to
0.001 s−1, i.e. the machine cross head speed (ϑ = ε*.ho) is 0.005 mm/s, where ho is
the initial height of the specimen [16]. Knoop’s hardness estimations of the cleaned
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cross-areas of the HAp composites were performed utilizing the Shimadzu HMV-
2000 miniaturized scale hardness analyser. A test heap of 4.905 N and a holding time
of 15 s are utilized in the estimations as per ASTM E384. The indenter has a width
to length proportion of 1:7.11. Its particular face plot for the long edge is 172°, and
for the short edge is 130°. The space profundity is around (1/30)th of the more drawn
out measurement.

The Knoop hardness ‘H’ is communicated utilizing (Eq. 1) [14]

H = 14229
L

d2
(1)

where ‘L’ alludes to the load (in Newton), and ‘d’ alludes to the longer diagonal of
the indentation (in mm).

The elastic modulus (E) (Eq. 2) over the reviewed composites was determined
utilizing the accompanying condition [14]:

B ′

A′ = B

A
− α

E

H
(2)

where B1/A1is the indent diagonal ratio after elastic recovery or after the indentation,
B/A is the ratio of Knoop’s indenter dimensions (=1/7.11) and ‘α’ is a constant with
a value of 0.045. The flexural strength of the nanocomposite was assessed through
three-point bending test. The sintered examples (40× 10× 3mm)were first arranged
and cleaned to evacuate surface defects and after that put on a three-point bending
testing set up. The heap (outline cross head speed of 0.05 mm/min) was connected
from the best at centre purpose of the specimen.

Through the indentation technique, the fracture toughness (Kc) (Eq. 3) was
evaluated, and the qualities were controlled by utilizing the underneath condition
[18]:

Kc = ξ ∗
[
E

H

] 2
5

∗
[

P⌈
d ∗ l0.5

⌉
]

(3)

where ‘Kc’ alludes to the fracture toughness, ‘E’ is Young’s modulus and ‘H’ is
hardness (GPa). ‘P’ alludes to the connected burden (N), ‘ξ ’ alludes to the consistent
that relies upon the geometry of the indenter (ξ = 0.0089), ‘l’ is the split length in
mm and ‘d’ is the half length of the indents.
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3 Results and Discussion

3.1 Microscopic Analysis

The morphologies of HAp and its composites are analysed by a FE-SEM. HAp is
cross-connection with one another amid the development procedure, which gives a
favourable condition to the grip and development of natural tissues. Figure 1 demon-
strates XRD of HAp and standard HAp (PdF card no 74-0566). The watched diffrac-
tion example of HAp is in great concurrence with the standard HAp design, and no
reflections from contaminations can be watched. At the point when unadulterated
HAp is squeezed and sintered at 1200 °C, just pinnacles relating to HAp are distin-
guished, as appeared in Fig. 2. ZrO2 powder is included and sintered under similar
condition; more grounded pinnacles are identified alongside zirconium and HAp.

Fig. 1 XRD pattern of HAp
sample and standard HAp

PDF-74-0566

2 ϴ (deg.)

Fig. 2 XRD patterns of
HAP/ZrO2 composites after
sintering
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Fig. 3 XRD patterns of
HAP/ZrO2 + TiO2
composites after sintering

The ZrO2 content of 5, 10, 15, 20 and 25 wt% is chosen to investigate the contribu-
tion of ZrO2 in enhancing the properties of sintered composites. After compacting
and sintering, the composition of the specimens sintered at 1200 °C is analysed by
means of their XRD patterns which are shown in Fig. 2. The X-ray diffractograms of
HAp and composites (ZrO2 + TiO2) recorded are appeared in Fig. 3. The watched
reflections were compared (HAp-set apart with ‘#’) with its composites (TiO2 (set
apart with ‘$’) + ZrO2 (set apart with ‘@’)).

The observed increase in intensities of diffraction designs with expanding ZrO2

+ TiO2 content is ascribed to ZrO2 + TiO2 structural stability. On expansion of ZrO2

+ TiO2, it is seen that ZrO2 has appeared prevailing stage over TiO2 which can be
seen from the distinguished stages in Fig. 3. The crystallite sizes of all the diffrac-
tion designs are determined by utilizing Scherer’s equation. HAp, in the majority
of its applications is generally dictated by its morphology, piece and gem mea-
sure dissemination. Consequently, to control the mechanical properties of HAp, the
impacts of combination conditions on such attributes as particles morphology and
size conveyance just as morphology are much prescribed.

To know the effect of sintering on HAp and its composites, an investigation has
been carried out by FE-SEM in Fig. 4. The analysis is performed both on sintered
HAp and on the composites with ZrO2. The composites with ZrO2 substance (various
wt%) displays a remarkable development of adjusted molecule. Particles of ZrO2

which are smaller in size are found to circulate in the framework, Fig. 4a–f. With
increment in ZrO2 content, the measure of ZrO2 particles small in size expands
which thoroughly adjusts the smaller scale auxiliary properties of the composites,
Fig. 4. The adjustments in the smaller scale basic properties additionally influenced
the mechanical properties of the composites.

In Fig. 5, HAp can be observed in the basic matrix with traces of melting. As
stated earlier, the composites with ZrO2 + TiO2 contents also (5, 10, 15, 20 and 25
wt%) exhibit a unique growth of rounded particle which is small in size and the ZrO2

+ TiO2 smaller particles are found to be distributed in the matrix, Fig. 5a–f. With
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Fig. 4 SEM images of a HAp and HAp/ZrO2 composites, b 5 wt%, c 10 wt%, d 15 wt%, e 20
wt% and f 25 wt%

Fig. 5 SEM images of a HAp and HAp/(TiO2 + ZrO2) composites, b 5 wt., c 10 wt%, d 15 wt%,
e 20 wt%, f 25 wt%
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Fig. 6 EDAX composition of a pure HAp and b HAp/20 wt% ZrO2 and c HAp/10 wt% ZrO2 +
TiO2 d HAp/15 wt% ZrO2 + TiO2

the increase in ZrO2 + TiO2 content, the amount of rounded particles smaller in size
also increasedwhich in turn altered themicro-structural properties of the composites.
Miao et al. [4] detailed the distending precious stones were recognized to be ZrTiO4

compound,whichwas affirmed by theX-ray beamandEDX investigation. Figure 6a–
b indicates EDAX investigation of HAp/ZrO2 composite. The nearness Ca, P and Zr
can be seen from the figure.

Figure 6c–d shows the EDX analysis of HAp/ZrO2 + TiO2 composite. The pro-
truding crystals reveals Zr and Ti intensities in which background grains exhibited
strong Zr intensity but weak Ti intensity, Fig. 6c–d. The XRD result shows the for-
mation of the TCP phase matched well with the FE-SEM micrographs that showed
the appearance of the protruding crystals. The above observations are in tune with
the results obtained by Miao et al. [4] Fig. 7 shows the grain size of the composites
evaluated from the ASTM line method [23]. It can be seen that there is a decline till
20 wt% past which a sudden increment has been seen with 25 wt%.
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Fig. 7 Grain size of the composites (ASTM line method) a HAp + 20wt%ZrO2, b HAp +
25 wt%ZrO2 and c HAp/10 wt% ZrO2 + TiO2, d HAp/15 wt% ZrO2 + TiO2

3.2 Mechanical Properties

Based on the structural and morphological analysis, an attempt has been made to
understand the formation mechanism of the composites ZrO2 and ZrO2 + TiO2.
The measured density of HAp/ZrO2 and HAp/ZrO2 + TiO2 composites is shown
in Fig. 8. Determined densities of HAp/ZrO2 and HAp/ZrO2 + TiO2(various wt%)
tests sintered at 1200 °C for 1 h are in close concurrence with hypothetical thickness.
This can be credited to the expansion in the smaller particles of ZrO2 stage with
increment in ZrO2 content as appeared in Fig. 4. The same pattern can be seen with

Fig. 8 Variation of density
in HAp/ZrO2 and HAp/ZrO2
+ TiO2 composites
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the HAp/ZrO2 + TiO2 nanocomposite. The thickness has appeared with straight
increment with ZrO2 just as with ZrO2 + TiO2 content till 20 wt%, after which it
demonstrated a diminishing pattern. This affirms the most extreme thickness can be
accomplished for both the composites, for example 20 wt%. This can be credited to
the foundation grains with solid Zr intensity yet dominating Ti intensity [4] of HAp
nanoorganizations, Fig. 5.

Khalil et al. [18] have mentioned comparative objective fact for HAp and HAp-20
vol.% 3YSZ composites, where sintering has been completed at various temperatures
by HFIHS. The thickness of the examples is the capacity of sintering temperature,
subsequently achieving most extreme at 1000 °C for HAp and 1100 °C for 20 vol.%
3YSZ·ZrO2 and ZrO2 + TiO2 nanoparticles impacted on the mechanical properties
of HAp. The impact of support on hardness of HAp has been concentrated as a
component of thickness and grain measure. The hardness esteems are plotted against
wt% ofHAp composites as appeared in Fig. 9. The incremental hardness from 5.56 to
7.86 GPa has been found for the HAp and ZrO2 composites. Among the composites
of HAp and ZrO2 (5, 10, 15, 20 and 25 wt%), most noteworthy hardness of 7.86 GPa
is observed for the 20 wt% ZrO2 content. It may be also seen that at 25 wt% of ZrO2

content, a sudden increment in grain size, which brought the reduction in hardness.
This is ascribed to the measure of HAp grain development that may be precluded
as the measure of ZrO2 content goes past 20 wt%. A comparable pattern has been
observed for HAp/ZrO2 + TiO2 nanocomposite, the hardness of the composites
HAp/ZrO2 + TiO2 expanded from 5.56 to 14.01 GPa, separately, with ZrO2 + TiO2

content. Among the composites, the most noteworthy hardness of 14.01 GPa was
observed for the 20 wt% composite ZrO2 + TiO2 content. Knoop hardness was
observed in great concurrence with the work directed by Guo et al. [14] and Salman
et al. [24].

Figure 10 demonstrates elastic modulus of HAp/ZrO2 and HAP/ZrO2 + TiO2

composites in sintered condition. Elastic modulus of the composites HAp and ZrO2

are observed to be in the scope of 89.09–188.14 GPa. Whereas, for HAP/ZrO2 +
TiO2 composites, elastic modulus(E) of the HAp composites was observed to be in
the range of 89.09–328.08 GPa. Values of elastic modulus of HAp composites were

Fig. 9 Variation of hardness
in HAp/ZrO2 and HAp/ZrO2
+ TiO2 composites
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Fig. 10 Variation of
Young’s modulus HAp/ZrO2
and HAp/ZrO2 + TiO2
composites
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increased with increased content of ZrO2 and ZrO2 + TiO2. For both the composites,
the elastic modulus achieves a most extreme at 20 wt%, fortification substance pur-
sued by a slight diminishing at 25wt% composite. As clarified earlier, with increment
in support content, grain measure diminishes and thickness increments thus hardness
progressed. Que et al. [25] reported that the hardness and elastic modulus of the Pure
HAp and the HAp/TiO2 (10% mol) composites as an element of the sintering tem-
perature. The most outstanding hardness and elastic modulus, which are 2.81 and
45.33 GPa separately, are obtained at the sintering temperature of 1100 °C.

Figure 11 demonstrates the relation between fracture strength of HAp/ZrO2

and HAp/ZrO2 + TiO2 composites in sintered examples. Break sturdiness of
HAp/ZrO2 composite material are observed to be in the scope of 0.742 MPa m1/2 to
2.08 MPa m1/2. Whereas for HAp/ZrO2 + TiO2 segments were observed to be in the
range 0.742–3.73 MPa m1/2, for most extreme crack strength occurs at 20 wt% of
compositematerial. These twoHAp composites subsequently achieve a greatest at 20
wt%, trailed by amarginally decline at 25wt% composite. Evidently, these outcomes
are in great concurrence with consequences of hardness, elastic modulus and fracture
durability which can be comprehended the advancement of the grainmeasure. Flexu-
ral strength information estimated utilizing three-point bend test uncovered that HAp

Fig. 11 Variation of fracture
toughness HAp/ZrO2 and
HAp/ZrO2 + TiO2
composites
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and HAp/ZrO2 composite had flexural quality scope of 50 to 126.1 MPa. Addition-
ally, flexural quality information uncovered that HAp/ZrO2 + TiO2 composites had
flexural quality scope of 50–236.8 MPa, and separately, the most extreme flexural
quality is seen at 20 wt% of composite after which it demonstrates a diminishing
pattern as appeared in Fig. 12.

Figure 13 demonstrates that compressive qualities of HAp/ZrO2 andHAp/ZrO2 +
TiO2 with different wt%. HAp due to sintering, showed the base compressive quality
of 54.72 MPa, and most extreme compressive quality of 211.4 MPa is accomplished
for 20 wt% of ZrO2. A similar pattern has been seen with the HAp/ZrO2 + TiO2

having a greatest compressive quality of 230.67 MPa was accomplished for 20 wt%,
after which it demonstrates a diminishing pattern as appeared in Fig. 13. It tends to be
ascribed to the expansion in the scattering of fortification particles in the framework
stage as seen from the small-scale basic highlights, Figs. 4 and 5. The results obtained
in the current study are in good agreement with Salman et al. [24].

Fig. 12 Variation of flexural
strength HAp/ZrO2 and
HAp/ZrO2/TiO2 composites
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Fig. 13 Variation of
compression strength
HAp/ZrO2 and
HAp/ZrO2/TiO2 composites
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4 Conclusions

The accompanying significant perceptions can be drawn from the present examina-
tion:

• Hardness estimations for HAp and ZrO2 composites are 5.56–7.86 GPa, whereas
the hardness estimations for HAp/ZrO2 + TiO2 composites are 5.56–14.01 GPa.

• The elastic modulus of the sintered HAp/ZrO2 composites is from 89.09 to 188.14
GPa, whereas for the sintered HAp/ZrO2 + TiO2 composites are from 89.09 to
328.08 GPa.

• The fracture toughness HAp and ZrO2 composites is observed to be in the range of
0.742–2.08 MPa m½, and for HAp/ZrO2 + TiO2 composites, fracture toughness
was observed to be in the range of 0.742–3.73 MPa m½.

• The flexural quality of HAp/ZrO2 composites enhanced from 50 to 126.1 MPa
while the flexural quality ofHAp/ZrO2 +TiO2 compositeswas found to increasing
from 50 to 236.8 MPa.

• The compression strength of HAp/ZrO2 composites for 20 wt% expansion is
211.4 MPa essentially higher than unadulterated HAp, while the compression
strength of the 20 wt%HAp/ZrO2 + TiO2 composites is 230.67MPawhich higher
than unadulterated HAp and HAp/ZrO2.

• Enhanced mechanical properties have been obtained with the expansion of (ZrO2

+ TiO2) to HAp composites. The acquired properties are turned out to be superior
to HAp/ZrO2 composites. The examined biocomposite materials can be utilized
for implant applications.

References

1. Pushpakanth S, Sriinivasan B, Sreehar B, Sastry TP (2008) An in situ approach to prepare
nanorods of Ttitania-Hydroxyapatite nano composite by micro wave hydrothermal technique.
Mater Chem Phys 107:492–498

2. Xihua Z, Changxia L, Musen L, Yunqiaiang B, Junlong S (2008) Ceram Int 35:1969
3. Mian X, Hu Y, Liu J, Huang X (2007) Hydroxyapatite coating on porous zirconia. Mater Sci

Eng C 27:257–261
4. Miao Xigeng, Sun Dan, Hoo PuiWoon, Liu Jiani, Chea Yanming (2004) Effect of titania

addition on Yttria-stabilised tetragonal zirconia ceramics sintered at high temperatures. Ceram
Int 30:1041–1047

5. Faratash B, Liao H, Li J, Fouda N, Hermansson L (1995) Long-termevaluation of titania-
based ceramics compared with commercially pure titanium in vivo. J Mater Sci Mater Med
6(8):451–454

6. Fu L, Khor KA, Lim JP (2002) Effects of yttria-stabilized zirconia on plasma-sprayed
hydroxyapatite/yttria-stabilized zirconia composite coatings. J Am Ceram Soc 85(4):800–806

7. Wen C, Xu W, Hu W, Hodgson P (2007) Hydroxyapatite/titania sol-gel coatings on titanium
zirconium alloy for biomedical applications. Acta Biomater 3:403–410

8. Lee BT, Sarkar SK, Gain AK, Yim SJ, Song HY (2006) Core/Shell volume effect on the micro
structure and mechanical properties of fibrous Al2O3-(m-ZrO2)/t-ZrO2 composites. Mater Sci
Eng A 432:317–323



712 V. Ajay Kumar et al.

9. Gain AK, Lee BT (2006) Micro structure control of continuously porous t-ZrO2 bodied
fabricated by multi pass extrusion process. Mater Sci Eng A 419:269–275

10. Lee BT, Jang DH, Kang IC, Lee CW (2005) Relation between micro structures and mechanical
properties of novel fibrous Al2O3-(m-ZrO2)/t-ZrO2 composites. J Am Ceram Soc 88:2874–
2878

11. Que W, Khor KA, Xu JL, Yu LG (2008) Hydroxyapatite/titaniana-nocomposites derived by
combining high-energy ball milling with spark plasma sintering processes. J Eur Ceram Soc
28:3083–3090

12. Xihua Z, Changxia L, Musen L, Yunqiang B, Junlong S (2009) Fabrication of Hydroxyap-
atite/diopside/alumina composites by hot-press sintering process. Ceram Int 35:1969–1973

13. Yu W, Wang X, Zhao J, Tang Q, Wang M, Ning X (2015) Ceram Int 41:10600
14. Guoa H, Khorb K, Boeya YC, Miaoa X (2003) Laminated and functionally graded hydroxyap-

atite/yttria stabilized tetragonal zirconia composites fabricated by spark plasma sintering, Bio
Mater 24:667–675

15. Aminzare M, Eskandari A, Baroonian MH, Berenov A, Razavi Z (2013) Hydroxyapatite
nanocomposites: synthesis, sintering and mechanical properties. Ceram Int 39:2197–2206

16. HannoraAE,Ataya S (2016) Structure and compression strength ofHydroxyapatite/titanianano
composites formed by high energy ball milling. J Alloys Compd 658:222–233

17. Viswanath B, Ravishankar N (2006) Interfacial reactions in hydroxyapatite/alumina nanocom-
posites. ScriptaMaterialia 55:863–866

18. Khalil KA, Kim SW, Kim HY (2007) Consolidation and mechanical properties of nanostruc-
tured hydroxyapatite (ZrO2 + 3 mol%Y2O3) bioceramics by high frequency induction heat
sintering. J Mater Sci Eng A 456:368–372

19. Oktar FN (2006) Hydroxyapatite–TiO2 composites. Mater Lett 60:2207–2210
20. Mobasherpour I, SolatiHashjin M, RazaviToosi SS, Darvishikamachali R (2009) Effect of

the addition ZrO2-Al2O3 on nano crystalline Hydroxyapatite bending strength and fracture
toughness. Ceram Int 25:1569–1574

21. Lee B-T, Lee C-W, Yeon M-H, Song HY (2007) Relationship between microstructure and
mechanical properties of fibrous Hap-(t-ZrO2/Al2O3-(m-ZrO2) composites. Mater Sci Eng A
458:11–16

22. Shin-Lke M, Tsutsui J, Tanaka A, Murayama S, Fujita A (1989) Attempts to improve the
strength of sintered lanthanum-containing hydroyapatites. J Osaka Odontol Soc 52:854

23. Standard Test Methods for Determining Average Grain size Designation: E 112-96 (ASTM
International)

24. Salman S, Gunduz O, Yilmaz S, Ovecoglu ML, Snyder RL, Oktar FN, Agathapoulos S (2009)
Ceram Int 35:2965

25. Wenxiuque Q, Khor KA, Xu JL, Yu LG (2008) Hydroxyapatite/titania nanocomposites derived
by combining High-energy ball milling with spark plasma sintering processes. J Eur Ceram
Soc 28:3083–3090



Optimization of Machining Parameters
for Vibration-Assisted Turning
of Ti6Al4V Alloy Using Analysis
of Variance

D. Venkata Sivareddy, P. Vamsi Krishna and A. Venu Gopal

Abstract In this study, Taguchi-based analysis of variance (ANOVA) is adopted for
optimization of lower-frequency vibration-assisted turning (LVAT) process parame-
ters such as cutting speed, frequency, amplitude, and feed rate.Machining parameters
are analyzed by evaluating maximum cutting force and tensile maximum circumfer-
ential residual stress (MCRS) in VAT of Ti6Al4V alloy. Finite element simulations
are performed in ABAQUS according to L27 orthogonal array to find the optimum
condition for maximum cutting force and MCRS (tensile). Results show that the
vibrating parameters, frequency, and amplitude are most significant for maximum
cutting force and MCRS (tensile), respectively. The optimum condition is obtained
at 30 m/min of cutting speed, 150 μm of amplitude, 600 Hz of frequency, and
0.05 mm/rev of feed rate for cutting force while the optimum condition for MCRS
(tensile) is 45 m/min of cutting speed, 50 μm of amplitude, 200 Hz of frequency,
and 0.15 mm/rev of feed rate.

Keywords Vibration-assisted turning · Ti6Al4V alloy · Finite element modeling ·
ANOVA · Optimization

1 Introduction

Ti6Al4V is the most commonly used material in aerospace, automotive and medi-
cal industry due to its inherent properties like high strength-to-weight ratio and its
corrosion resistance. Machinability of Ti6Al4V alloy in conventional turning (CT)
is poor due to its high chemical affinity with cutting tool materials and low ther-
mal conductivity which results in accumulation of heat generated during machining.
Consequently, cutting tool causes rapid tool wear which results in poor surface fin-
ish and enhanced cutting forces. Vibration-assisted turning (VAT) is a promising
machining process for high strength materials in which vibrations are superimposed
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on movement of the cutting tool [1, 2]. The fundamental feature of VAT is intermit-
tent contact between tool and the workpiece at periodic intervals. This improves tool
life and surface finish of machined component.

The stresses induced during machining remain even after the retrieval of the
cutting tool from workpiece and are termed as residual stress. The generation of
residual stress is due to thermoplastic deformation of material that occurs during
thermo-mechanical loading. Plastic deformation of workpiece and friction between
chip–tool interface acts as the main source of mechanical and thermal loads [3].
However, the stresses generated during machining can be either tensile or compres-
sive. The residual stresses developed on machined surface will extend from surface
of cut to certain depth will depend upon cutting conditions [4]. The tensile residual
stresses generated onmachined surfacewill have detrimental effect by initiating crack
propagation. Hence, the fundamental mechanism and nature of residual stresses that
develop due to VAT should be analyzed to enhance the performance. Few researchers
worked to optimize the machining parameters for generation of residual stresses. Fu
et al. [5] studied the effect of depth of cut and tool geometry on residual stresses.
They found that compressive residual stresses were developed with an increase in
nose radius and rake angle. Capello et al. [6] investigated the effect of toll geometry
and machining conditions on residual stresses in turning by developing the empirical
methodology. Naresh et al. [7] studied the effect of workpiece hardness on residual
stresses and also discussed the variation of residual stresses in machined component
from tensile to compressive with an increase in depth direction.

From the literature, it is found that there is no unique agreement between
researchers with respect to the effect of machining parameters on the generation
of residual stresses. It is also observed that very few works have been discussed
the optimization of machining parameters for minimum residual stress generation in
VAT process. In this study, a 3D FE model is developed in ABAQUS for both CT
and VAT. An attempt is made to optimize the machining and vibration parameters
for reducing maximum cutting force and tensile maximum circumferential resid-
ual stresses (MCRS). Taguchi experimental design is used to select simulations for
VAT of Ti6Al4V alloy. Results obtained from simulations are analyzed with analysis
of variance (ANOVA) to achieve the optimum machining conditions. ANOVA is
applied to know the most influencing input parameter on output responses. Finally,
confirmation tests are performed at optimum conditions.

2 FE Simulation of Ultrasonic Vibration-Assisted Turning

2.1 FE Model

A 3D FE orthogonal machining model is developed using ABAQUS. The workpiece
and cutting tool materials considered for this model are Ti6Al4V alloy and tung-
sten carbide (WC), respectively. The workpiece is considered as isotropic plastic
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Fig. 1 FE modeling of orthogonal vibration-assisted turning

material, whereas cutting tool is taken as rigid with rake angle of 10° and clearance
angle of 5°.

In FE simulation, the type of element selected is an eight-node coupled tempera-
ture–displacement trilinear brick element; C3D8RT in ABAQUS is used to facilitate
bothmechanical and thermal analysis with reduced integration and hourglass control.
The workpiece is meshed with approximately 6800 elements with element deletion.
In vibration-assisted turning, 20 kHz frequency and 15 μm amplitude are imposed
on cutting tool. Figure 1 shows the relative movement between tool and workpiece
in FE modeling of VAT process.

In this FE model, workpiece moves with cutting speed, Vc is equal to 50 m/min.
Kinematic boundary conditions are applied to bottom, left side, and right side of
workpiece, whereas the top surface is free. The kinematic condition for workpiece
at top surface is Vx = Vc and Vy = 0. The cutting tool is immovable for conven-
tional turning, whereas it vibrates harmonically in cutting velocity direction during
ultrasonic vibration-assisted turning simulation process as given by

vx = −a cosωt and

vy = 0

where angular velocity ω = 2π f.
The cutting tool vibration velocity = a ω sin ωt and a ω = 1885 > Vc

(800 mm/s).This satisfies the condition for separation of cutting tool fromworkpiece
during harmonic vibrations.

2.2 Johnson Cook Material Model

The simulated results obtained from Jonson Cook (JC) material model are in close
agreement with experimental results. This JC model considers the effect of material
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hardening at constant strain rate condition and strain rate effect due to thermal soft-
ening in an adiabatic heating condition. This JC model represented in Eq. (1) gives
relation between the equivalent stress as a function of strain hardening, strain rate,
and thermal softening [5].

σeq = [
A + B(ε)n

][
1 + C × ln

(
εo

εo0

)][
1 −

(
T − Troom

TMelt − Troom

)m]
(1)

2.3 Separation Criteria and Damage Equation

According to JC model, the chip separation and crack initiation in FE model are
based on plastic strain at element integration point is given by Eq. (2)

D =
∑ (

� ∈p

∈ f

)
(2)

where D is damage parameters;� ∈p the incremental plastic strain which is updated
at every analysis increment; ∈ f is an equivalent plastic strain in damaged element
and strain rate ∈P and temperature T as given by Eq. (3).

∈ f =
[
D1 + D2 exp

(
D3

p

q

)][
1 + D4 ln

(∈P

∈
)]

[1 + D5T∗] (3)

whereDi (i = 1, 2, 3, 4, 5) are JC material damage coefficients and its corresponding
values for Ti6Al4V alloy are given in Table 1.

Table 1 Material modeling and JC model parameters used in the simulation model

Density 4420 kg/m3

Conductivity 7.264 W/m-°C

Young’s modulus 114 GPa

Specific heat 526 kJ/kg-°C

JC-Parameters

A B C n m Melting temperature Strain rate

724.7 683.1 0.035 0.47 1 1650 °C 2000 s−1

Damage parameters

D1 D2 D3 D4 D5

−0.09 0.28 0.48 0.014 3.18
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2.4 Model Validation

A 3D FE model developed for VAT process is validated with experimental results
available in literature [7]. Variation in cutting force and cutting temperature are
observed to be 3.2% and 8.04%, respectively, in case of CT compared to experimental
results, whereas the same are found to be 7.2% for force and 3.1% for temperature,
respectively, in case of VAT. Variation in equivalent stress is observed to be 3.9% for
CT and 5.9% for VAT, which is less than 10% in all cases as shown in Table 2 and
Fig. 2.

Table 2 Comparison of results from simulation and experimentation for CT and VAT

Process Comparison Stress (MPa) Force (N) Temp (°C)

CT Literature Experiment – 153 410

Literature simulation (2D) 1340 160 420

Present simulation (3D) 1392 158 443

VAT Literature Experiment – 110 330

Literature simulation (2D) 1360 140 265

Present simulation (3D) 1279 102 340

(a)

(b)

CT

CT

VAT

VAT

Fig. 2 Comparison between CT and VAT a cutting temperature and b equivalent stress
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Table 3 Machining
parameters and their levels for
simulation with Ti6Al4V
alloy

Parameters Level 1 Level 2 Level 3

Cutting speed (A), m/min 30 45 60

Amplitude (B), μm 50 100 150

Frequency (C), Hz 200 400 600

Feed rate (D), mm/rev 0.05 0.1 0.15

2.5 Taguchi Experimental Design

Taguchi experimental design is used for optimization of machining parameters for
low-frequency vibration-assisted turning (LVAT). The levels of machining parame-
ters, such as cutting speed, frequency, amplitude, and feed rate, considered for LVAT
process are selected to cover wide range of machining conditions as given in Table 3.
The selected parameters have no interaction among them. The response parameters
considered for this work are maximum cutting force and tensile maximum circum-
ferential residual stress (MCRS-Tensile). According to Fraley et al. [8], Taguchi L27

(34) array with four control parameters with three levels is used for this study.

3 Results and Discussion

The 3D FE model is developed in ABAQUS and simulations are conducted to study
the machining parameters effect such as cutting speed, frequency, amplitude, and
feed rate on maximum cutting force and MCRS (tensile) in LVAT of Ti6Al4V alloy.
Table 4 shows the simulation results of 27 trails from L27 array.

3.1 Analysis of Process Parameters

In this technique, the output responses are transformed to average signal-to-noise
ratio, delta, rank, andoptimum level. The averageS/N is used tomeasure the deviation
of the response from the mean value. The response that is to be maximized is called
larger-the-better and response that is to be minimized is called smaller-the better.
Rank is assigned to each factor according to its delta value. SNR characteristics,
larger-the-better and smaller-the-better are calculated using Eqs. (4) and (5).

η = −10 log10

(
1

n

) n∑

i=1

1

σ 2
i

(4)

η = −10 log10

(
1

n

) n∑

i=1

σ 2
i (5)
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Table 4 Simulation results for max. cutting force and MCRS (tensile) at various machining
conditions

Trial no Speed
(m/min)

Amplitude
(μm)

Frequency
(Hz)

Feed
(mm/rev)

Max.
cutting
force (N)

MCRS
(tensile)
(MPa)

1 30 50 200 0.05 190 410

2 30 50 400 0.1 180 435

3 30 50 600 0.15 172 445

4 30 100 200 0.1 175 431

5 30 100 400 0.15 180 436

6 30 100 600 0.05 150 449

7 30 150 200 0.15 165 435

8 30 150 400 0.05 151 460

9 30 150 600 0.1 145 462

10 45 50 200 0.1 210 374

11 45 50 400 0.15 182 388

12 45 50 600 0.05 162 402

13 45 100 200 0.15 187 405

14 45 100 400 0.05 177 429

15 45 100 600 0.1 168 440

16 45 150 200 0.05 175 401

17 45 150 400 0.1 168 407

18 45 150 600 0.15 158 416

19 60 50 200 0.15 224 358

20 60 50 400 0.05 174 378

21 60 50 600 0.1 165 381

22 60 100 200 0.05 228 477

23 60 100 400 0.1 215 475

24 60 100 600 0.15 200 452

25 60 150 200 0.1 193 385

26 60 150 400 0.15 178 397

27 60 150 600 0.05 150 422

where n represents the average SNR of simulated values that indicates the simulated
value of the ith simulation and n is the total no. of simulations. In order to observe the
practical significance of machining parameters on responses, max. cutting force and
MCRS (tensile), ANOVA is performed at 95% confidence level. The larger value of
percentage contribution indicates the most significant on output parameters.
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3.1.1 Effect of Parameters on Maximum Cutting Force

The response data for SNR and ANOVA of maximum cutting force are presented in
Tables 5 and 6. From ANOVA results, it is observed that the influence of frequency
(38.12%of contribution) on cutting force ismore, whereas the influence of amplitude
(28.63%of contribution) and cutting speed (20.69%of contribution) is less on cutting
force. Figure 3 shows the variation of cutting force with cutting speed, feed rate,
amplitude, and frequency.

As the frequency increases, it causes reduction in force due to less time of contact
which allows the reduction in friction due to pulsating characteristics of VAT. Hence,
in VAT process, frequency is more influencing parameter compared to other param-
eters. As the cutting speed increases, the rate at which workpiece is interacting with
the cutting tool also increases which in turn increases the friction and so the cutting
force. Therefore, lower value of cutting speed is preferred for low cutting force.
As the amplitude value increases, the time of lapse also increases which allows the
workpiece to relieve its stresses causing less cutting force. Therefore, higher value
of amplitude is preferred. As the feed increases, the cutting force increases due to
the higher interaction time at certain positions. So, lower value of feed is preferred.

Table 5 Response table for SNR of max. cutting force

Factors

Level Cutting speed
(m/min)

Amplitude (μm) Frequency (Hz) Feed rate (mm/rev)

1 −44.45 −45.27 −45.71 −44.69

2 −44.90 −45.36 −44.99 −45.04

3 −45.58 −44.30 −44.22 −45.20

Delta 1.13 1.05 1.49 0.51

Rank 2 3 1 4

Optimum 1 3 3 1

Table 6 ANOVA table for max. cutting force using SN data

Factors DOF SSTR MSTR F-Test % Contribution (P)

Cutting speed 2 5.862 2.9310 10.25 20.69

Amplitude 2 6.128 3.0642 10.72 28.63

Frequency 2 9.950 4.9752 17.40 38.12

Feed rate 2 1.248 0.6239 2.18 4.40

Error 18 5.146 0.2859 8.16

Total 26 28.334 100.00
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Fig. 3 Variation of maximum cutting force and MCRS (tensile) with a feed rate, b cutting speed,
c amplitude, and d Frequency

3.1.2 Effect of Machining Parameters on MCRS (Tensile)

Tables 7 and 8 depict the influence of each process parameter on MCRS (tensile).
From ANOVA results, it is observed that the influence of amplitude (37.74% of
contribution) is more on MCRS (tensile) than other parameters in LVAT process.
Figure 3 shows the variation of MCRS on cutting speed, feed rate, amplitude, and
frequency. The lower values ofMCRS (tensile) are obtained at lower values of cutting
speed and amplitude.

MCRS (tensile) mostly occurs in the forward movement of cutting tool onto the
workpiece. If the amplitude is low, the speed with which it comes would be lower
and causing less impact on the workpiece thereby lowering the MCRS (tensile). For

Table 7 Response table for SNR of MCRS (tensile)

Level Factors

Cutting speed
(m/min)

Amplitude (μm) Frequency (Hz) Feed rate (mm/rev)

1 −52.87 −51.95 −52.19 −52.55

2 −52.18 −52.93 −52.50 −52.46

3 −52.29 −52.46 −52.65 −52.33

Delta 0.69 0.98 0.46 0.22

Rank 2 1 3 4

Optimum 2 1 1 3
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Table 8 ANOVA table for MCRS (tensile) using SN data

Factors DOF SSTR MSTR F-Test % Contribution (P)

Cutting speed 2 2.4657 1.2329 6.34 21.42

Amplitude 2 4.3448 2.1724 11.17 37.74

Frequency 2 0.9809 0.4904 2.52 29.52

Feed rate 2 0.2212 0.1106 0.57 1.92

Error 18 3.4996 0.1944 9.40

Total 26 11.5121 100

minimizingMCRS, lower speeds are preferred as the heat generated in the workpiece
is less which is the main source for generating tensile MCRS.

3.2 Optimum Design

The SSTR is used to quantify the variation between the treatment groups and error
sum of squares (SSE) which is calculated from Eq. (4) [8].

SSE = (y1 − 1)x21 + (y2 − 1)x22 + · · · + (yn − 1)x2n (4)

where “n” indicates each individual factor, “x2” indicates variance, and “y” indicates
number of observations in the nth factor. The optimum levels of machining param-
eters are calculated with the help of response data from S/N ratio. The predicted
output responses at optimum levels of control parameters are obtained by using the
Eq. (5).

X = X + (
Ao − X

) + (
Bo − X

) + (
Co − X

) + (
Do − X

)
(5)

MaximumCutting force Max Fc = 10
−x
20 (6)

MCRS (Tensile) σTR = 10
−X
20 (7)

3.3 Confirmatory Test

The confirmatory test is conducted throughFE simulationmodelwhich is already val-
idated through experimental values. These simulations are done at optimummachin-
ing parameters, i.e., V = 30 m/min, a = 50 μm, F = 200 Hz, and f = 0.15 mm/rev
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Table 9 Predicted and
simulated results

Predicted value Simulated
value

% error

Max cutting
force

151.2 137.2 9.1

MCRS
(Tensile)

424.1 395.3 8.7

for output responses. Then, the predicted values from Eqs. (5) and (7) are compared
with simulated values as shown in Table 9.

4 Conclusions

The influence of cutting speed, frequency, amplitude, and feed rate on maximum
cutting force and MCRS (tensile) are analyzed using Taguchi-based ANOVA and
following conclusions are drawn from this study.

• Cutting force, cutting temperature, and equivalent stress developed in VAT process
are less when compared to CT due to relaxation between tool and workpiece in
VAT.

• ANOVAat 95% confidence level gives frequency as themost significant parameter
for maximum cutting force while amplitude as most significant parameter for
MCRS (tensile).

• The optimum condition is obtained at 30 m/min of cutting speed, 150 μm of
amplitude, 600 Hz of frequency, and 0.05 mm/rev of feed rate for maximum
cutting force while the optimum condition for MCRS (tensile) is 45 m/min of
cutting speed, 50 μm of amplitude, 200 Hz of frequency, and 0.15 mm/rev of feed
rate.
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Characterisation and Performance
Measure Evaluation of Nanofluid
Blended Thin-Film Temperature Gauges

P. Jayesh , Sheikh Afridhi and Abhay Mohan

Abstract The surface temperature history and convective heating rate are the vital
design perspectives of the short duration facilities such as IC engines and gas tur-
bines. With this motivation, ‘Thin film gauges’ (TFGs) have been developed by
depositing transition metals blended with CNT nanofluid on the surface of highly
polished ceramic substrates. For a precise temperature sensor of resistance based, the
quality measures on temperature coefficient of resistance (TCR) are recommended.
An experimental investigation is performed for finding the performance measures
of the sensor. The experimental correlation of TCR is compared with the theoretical
interpretation using XRDmaterial characterisation method. An enhancement of per-
formance is identified for CNT-blended TFG, and the performances were validated
using analytical model.

Keywords Thin-film gauge · X-ray diffraction · TCR · Characterisation

1 Introduction

For applications such as shock tubes, I.C engines, gas turbines and high-speed aero-
dynamics, the heat flux and temperature measurement must have a good response
time. Themost recent advancement in the field of temperaturemeasurement has been
produced by thin-film technology. Since the 1970s, thin-film technique had been
developed on heat flux measurement and used in a variety of applications. Kinnear
and Lu [1] introduced a method for the design, construction, calibration and testing
of thin-film platinum resistance–temperature detectors. Lei et al. [2] discussed the
advancement of thin-film sensor techniques for temperature measurements, being
developed at the NASA Lewis Research Center. Similar experimental studies on
platinum (Pt) thin films and TCR measurements were conducted by Tsutsumi et al.
[3]. Rakesh and Sahoo [4] identified that a thin-film gauge can also provide transient
surface temperature measurement. The sensors were designed and fabricated by the
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platinumfilm is deposited on the insulating substrate for thin-filmheat transfer gauge.
Keblinski et al. [5] made an interesting review on the properties of nanofluids and
future challenges in the field. Xu et al. [6] proposed the combination of aluminium-
carbon nanotube composites and investigated their microstructural characteristics
and disturbances of CNTs in the Al matrix. Lacy [7] evaluated the resistivity–tem-
perature relationship for the RTDs and other conductors like platinum and nickel. A
physical model was incorporated using the microscopic parameters associated with
FCC lattice structure. Temperature coefficient of resistance symbolises the resistance
change factor per degree of temperature change. For pure metals, this coefficient is
a positive number, whereas for the elements like carbon, silicon, and germanium,
this is a negative number, and even some metal alloys, the TCR is very close to zero.
Thin-film gauges (TFGs) were the most competent dynamic temperature sensors
because of their microseconds responsive time. It is identified from the literatures
that a positive and high value of TCR is recommended as a measure of performance
of thin-film gauges. Multilayered thin-film sensor and applications for dynamic tem-
perature measurements discussed by Fen et al. [8]. Being the next-generation heat
transfer fluids, the nanofluid’s reliability to the transient metal-based TFG’s on the
performance measures is considered in this work.

2 Experimental Performance Measures Evaluation

The resistance-based transient temperature measurement gauge is designed and fab-
ricated in-house. The standard preparation procedures for fabricating the thin-film
gauges were maintained, as discussed by Kinnear and Lu [1]. To select the sub-
strate and prepare it, assumptions of one-dimensional semi-infinite concepts were
followed. Due to desirable properties like low thermal conductivity, Pyrex rods about
10mm longwith a diameter of 1.6mmwere used as substrate materials. This ensured
the validity of the semi-infinite assumptions. The silver conductive adhesive paste
was blended with multiwall carbon nanotubes (MWCNT) of 40–60 nm of diameter
and 5–15 µm length with a different composition for the gage materials. A suspen-
sion was obtained by mixing the functionalised CNTs with the silver solutions. The
preparation and functionalization of CNT procedure are followed by Dobranski et al.
[9]. A tip sonicator model VCX was used to disperse the carbon nanoparticles in the
liquid. An ultrasonic pulse of 750 W at 20 kHz was generated by the ultrasonic tip
in the nanofluid. During sonication, the container of the nanofluid was cooled with a
water jacket and the temperature of the nanofluid was maintained at less than 35 °C
for the sonication time of 60 min. Three gauges were prepared with different wt per-
centage of CNT (1wt%, 0. 5wt%, 0.25wt%) in silver solutions, and the effect of CNT
blend on the solution and their performance measures discussed in the next sections.
The final step in the gauge construction was making the electrical connections to the
metallic thin film. Aluminiumwire ensured the structural stability of the leads for the
electrical connection of the gauge. The primary excitation constant current of 10 mA
was supplied to the sensor through the voltmeter. When subjected to a change in the
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temperature field, the film acted as a thermometer and under some assumptions, it
showed the temperature changes in the form of resistance changes, as Eq. (1).

R = R0 + R0α0(T − T0) (1)

The consistency and accuracy of the fabricated sensor were identified by the
static oil bath bench calibration process, shown in Fig. 1. Due to thermal excitation,
the electrical resistance of the conductor varies in accordance with its temperature
and this forms the resistance based thin-film gauge. The effect is most commonly
exhibited as an increase in resistance when the temperature increases, i.e. a positive
temperature coefficient of resistance (TCR), α. The calibration results in Figs. 2 and
3 identify the linearity of the gauges as well as the high value of positive TCR for
the CNT-blended solution, ensuring the sensors best performance measures.

Silver chemical is mixed with CNT in three different wt% (0.25wt%, 0.5wt%,
1wt%) in scientific methods, and the TCR value is calculated for different wt% is
shown in Fig. 3. There is found to be an increment in TCR values for the corre-
sponding % wt of CNT increment. With respect to the basic TCR value of the silver
thin film, the blended combinations exhibit a performance improvement in TCR val-
ues for different wt% (0.25wt%, 0.5wt%, 1wt%) respectively as 17.15%, 20.192%,
24.14%, shown in Table 1.

Fig. 1 Schematic
representation of the
calibration
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Fig. 2 Calibration curve of silver gauge

Fig. 3 Calibration results of CNT added Ag thin film

Table 1 TCR percentage performance improvement

Material TCR [%c] Enhancement of TCR (%)

Ag + 0 wt% CNT 3.38 × 10−3 −
Ag + 0.25 wt% CNT 3.95 × 10−3 17.15

Ag + 0.5 wt% CNT 4.06 × 10−3 20.19

Ag + 1.00 wt% CNT 4.19 × 10−3 24.14
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3 Theoretical Investigations

Most of the metal-based thin film shows linearity in resistance–temperature charac-
teristics, according to Eq. (1). The relation between the resistivity and temperature
using for different gauge materials was evaluated using Lacy [7] 2D model for FCC
crystal structure.

3.1 XRD Characterisation and Analysis

ThenondestructiveXRDdiffraction technique is used tomonitor the phases, structure
lattice parameter, strain and texture present in the film. The input parameters for
the theoretical evaluations were taken from XRD characterisation studies. Lattice
parameter constant ‘a’ of the face-centred cubic system (FCC) can be calculated from
the equation standard miller indices values obtained correspondingly. The electrical
resistivity for the materials is calculated from the model according to Eq. (2).

ρ = ρ0

⎡
⎢⎣ 1

[2 δ
√

γ /kT−b]
(

τ1
τ2

−1
)

2a+b + 1

⎤
⎥⎦ (2)

The composition of the blended solution is reflected by the peak shift in XRD
Figs. 4 and 5. The difference in peak shift compared the silver solution with the CNT-
blended silver solution. The molecular structure, atomic radius and lattice parameter

Fig. 4 XRD spectrum comparison
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Fig. 5 XRD spectrum for CNT peak on Ag-CNT thin film

Table 2 Comparison of
lattice parameter values and
crystal size

Material Lattice parameter
(×10−10) [m]
(from XRD data)

Crystal size(m)

Ag + 0 wt% CNT 3.38 × 10−3 –

Ag + 0.25 wt%
CNT

3.95 × 10−3 17.15

can be evaluated from the XRD results and followed by basic miller indices equa-
tions along with Eq. (3). The lattice parameters constants and the crystal size were
evaluated for 1% wt added of CNT-blended silver solution, noted in Table 2.

B(2θ) = kλ

L cos θ
(3)

3.2 Modification of Lacy’s Resistivity–Temperature
Relationship Model

Lacy [7] developed FCC structure 2D model for temperature resistive relationship
for transition metals. The model is based on the theoretical molecular solid-state
assumptions. A comparative modified modelled equation is predetermined, shown
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in Fig. 8. For the constant lattice parameter values, γ and time constant ratios are
adjusted to produce the best-fit equation, labelled in Fig. 8. The expected linear

response is found very goodmatchwith the general linear Eq. (1). The temperature
coefficient of resistance (TCR) of sensors and their comparison was plotted in Figs. 6
and 7.

Silver TFGs and silver–CNT nanofluid TFGs were successfully developed and
calibrated in the laboratory for the use of short duration facilities. The initial resistance
of Ag–CNT thin-film gauge was found to increase with the concentration of CNTs
(Fig. 8).

The temperature coefficient of resistance of CNT-blended silver TFG over silver
TFG is increased by 17.2%, 20.2% and 24% respectively with weight percentage of
CNT in silver solutions of 0.25%, 0.5% and 1%, respectively. The linearity in perfor-
mance is identified for all the cases. The composition of nanofluid in silver solution

Fig. 6 Plot showing the TCRs of different sensors

Fig. 7 Comparison of TCRs
obtained from different
sensors
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Fig. 8 Correlation comparison

and the dispersion in base solution is identified from the XRD characterisation anal-
ysis. Theoretical investigation of resistance–temperature relationship is found to be
a very good agreement with the experiment results. The correlation comparison is
the enhancement of TCR of Ag and Ag + CNT nanofluid based thin film was found
to be 21% and 12% by experimental and theoretical investigation, respectively.

4 Conclusion

The reliability of the next-generation heat transfer fluids, i.e. effect of CNTs to
base fluid and temperature measurement performances has been investigated. The
sensitivity performance measure of thin-film gauge for transient temperature mea-
surement for short duration facility is compared experimentally and analytically. The
TCR value is found increasing with the percentage of weight added CNT in silver
solution. The blended CNT weight is restricted to maximum of 1% due to the cost
restriction and effectiveness of the sensor. However, the performance measure eval-
uation is conducted; this research paper addresses the limitations in real-time case
studies of the quality conformance of the sensor.
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Base Transesterification of Ineffectual
Soybean Oil Using Lab Scale Synthesized
CaO Catalyst

Rakesh Singh Ningthoujam, Ronaldo Singh Naorem,
Denin Singh Langpokpam, Thokchom Subhaschandra Singh
and Tikendra Nath Verma

Abstract Thepresent study involves the transesterificationof ineffectual soybeanoil
using synthesized calcinated (duck eggshell) calcium oxide (CaO) as heterogeneous
base catalyst. The catalyst was first prepared by exposing at a muffle furnace for
about 180 min 800 °C and then characterized using X-ray diffraction (XRD), Fourier
transform infrared spectrometry (FT-IR), scanning electron microscopy (SEM) and
energy-dispersive x-ray spectroscopy (EDX). There is characterization of uncooked,
ineffectual and transesterified ineffectual soybean oil using FT-IR spectrometry. The
yield was obtained to be 94.55% when transesterified at 3% (wt%) catalyst loading,
10:1 alcohol to oil ratio, a reaction temperature of 70 °C and a reaction time of 60min.
The methyl ester underwent gas chromatography–mass spectrometer (GC-MS) test
to check the contents of the yield oil. It was found that the cheap and ready to be
discarded ineffectual soybean oil can be effectively used for producing biodiesel.

Keywords Base transesterification · Soybean oil · Duck eggshells · Calcination ·
Calcium oxide

1 Introduction

With advancements in production of biofuel from various sources, such as edible,
non-edible oils, animal fats, microalgae, tire pyrolysis oil, waste plastic oil, andwaste
cooking oil [1–7], the researchers have been working round the clock in search of
optimal parameters in utilizing less resources and obtaining optimum results. This
is primarily due to ever-increasing pollution from commercial diesel engines [8].
It has been reported by many researchers that biodiesel/biofuels can provide lesser
emissions without much compromise in performance and combustion characteris-
tics. At present, there has been much literature which reports the use of various
feed materials for production of biodiesel. Although NaOH and KOH were opted
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by many for performing acid-based transesterification, it was evident from many
studies that the cost involved is very high. Hence, researchers are now opting for
organic-based catalyst for performing the transesterification process. Kamila et al.
(2017) developed a bench-scale transesterification reactor having capacity to give
output of 3L Biodiesel. To optimize the set operating parameters, viz. methanol to
oil molar ratio, catalyst concentration and reaction time, they used a full 23 factorial.
Then, the reactor is used for the transesterification process as well as the recovery
of methanol present in excess. Characterization of the product was done using gas
chromatography. To determine the ester and calcium concentrations, liquid analysis
has been used. A maximum yield of almost 100% was obtained at 3 wt% of the
catalyst; reaction time is 75 min and methanol: oil molar ratio is 6:1 [9].

Shan et al. (2018) have stated that the catalyst made from renewable resources
such as shells, ashes from plants and trees, natural sources, and large scale wastes
generated in industries are more advantageous as they do not harm the environment
and are the most cost-effective. [10]. Szulczyk et al. (2018) found that the reason
of the cost of biodiesel being higher than normal diesel was the high cost of feed
materials [11]. Samad et al. (2018) have converted 92.8%of free fatty acids (FFA) into
fatty acid methyl esters (FAME) using sulfuric acid as catalyst with 10% w/w of the
said FFA in the esterification process [12]. Mahmudul et al. (2017) have performed a
research on the negative impact that is caused by fossil fuels to the environment and
the development of renewable sources of energy. They found that biofuels are a very
good alternative to normal diesel owing to it being biodegradable and renewable as
well as having similar fuel properties [13].

Hasan et al. (2017) have mentioned that there are many advantages of using blend
mixture of biodiesel and diesel like shorter ignition delay and lesser emission of HC,
CO and PM [14]. Goli et al. (2018) produced biodiesel at which the catalyst was
derived from waste chicken eggshell. The characterization of the catalyst was done
by XRD, FT-IR, X-ray fluorescence (XRF), thermogravimetric analysis (TGA/DTA)
and SEM. They could produce 93% of biodiesel with an expectation of 92.32% at a
reaction time of 3 h, temperature of reaction 57.5 °C molar ratio of methanol to oil
10:1 and concentration of catalyst of 7 wt% [15]. Tan et al. (2015) have used ostrich
eggshells as catalyst in the production of biodiesel from waste cooking oil and found
that 12:1 methanol to oil ratio, 65 °C reaction temperature, 1.5 wt% catalysts, 2 h
reaction time with a speed of 250 rpm gave the most desired results [16]. Sirisom-
boonchai et al. (2015) have performed a research work on the transesterification
process of WCOwith methanol by utilizing calcined scallop shell (CSS). According
to their research, CSS showed higher catalytic activity as compared to commercial
CaO [17]. Farooq et al. (2015) have discussed the depleting condition of fossil fuels
and performed transesterification of used cooking oil for producing biodiesel using
waste chicken bones as a source of catalyst [18].

Yin et al. (2016) have used duck eggshell as source of catalyst which was calcined
at about 800 to 900 °C. At reaction time of 120 min, concentration of sulfuric acid as
1.5%, molar ratio 12:1 and reaction temperature of 60 °C with 10 wt% catalyst, the
yield of biodiesel was 94.6%. Reusability of the catalyst was tested, and it was found
that catalyst could be used at least five times [19]. Viriya-empikul et al. (2010) have
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used eggshell andmeretrix (L.) for biodiesel production using palmoil. They calcined
the shells at 800 °C at 2–4 h and found that all catalysts exhibit high yield activity
(90%) of fatty acid methyl ester (FAME) in reaction time of 2 h [20]. Marinkovi
et al. (2016) have reported that the CaO-based catalysts are the best for biodiesel
production [21].

Therefore, in light of the above findings of the researchers in the past, the authors
believed that one such commonly available feed material is the used/ineffectual
soybean oil. Duck eggshells were also obtained and calcined at 800 °C for 80 min.
The catalyst and feed materials were characterized using XRD, FT-IR, SEM, EDX
and GC-MS.

2 Materials and Method

2.1 Material Collection and Preparation

The materials used for feed was collected from the Canteen and Hostel Mess of
National Institute of Technology Manipur, Langol, Imphal-795001, India (24.83°N
latitude, 93.91°E longitude, 756 m elevation above sea level). Figure 1 shows the
raw materials which have been used for the present study. Another sample of unused
soybean oil is also taken for the present study to compare the characteristics between
used and unused feed materials. In the study, 5 liters of the ineffectual soybean oil
and 300 g of duck eggshells were used. The ineffectual soybean oil was preheated
to an elevated temperature of about 110–120 °C for removing any moisture from the

Fig. 1 Feed materials for the present study a ineffectual soybean oil b duck eggshells
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Fig. 2 Calcination of the duck eggshells a weighing of the samples b calcination at muffle furnace
c cooling down at oven d grinding of sample e bottling of samples

sample [1]. The duck eggshells were also pre-treated using a hot air oven (Make:
Kelsons Testing Equipment). An electric muffle furnace is used for calcinations of
the duck eggshell sample. Figure 2 shows the process of calcination of the duck
eggshells at 800 °C for 180 min.

2.2 Transesterification

Figure 3 shows the process of transesterification of the samples. The transesterifica-
tion started with filtration of the feed oil. About 100 ml of feed oil is taken for each
process and the experiment was performed for three times to ensure correctness of
the result. The alcohol to oil ratio is taken to be 10:1 and the catalyst loading rate is
3% (wt%). The beaker is kept above the hot plate magnetic stirrer at a temperature
of about 70 °C. A thermometer is dipped into the beaker to check the temperature of
the reaction. The reaction took place for about 60 min and finally kept in a separating
funnel. The transesterification reaction is shown in Eq. (1). After the glycerol is sep-
arated, the alcohol and catalyst were recovered. Then the methyl esters underwent a
washing process with warmwater by vigorous shaking the mixture. After settling the
mixture for about 3 days, themethyl esters were collected andmeasured to determine
the yield, using the Eq. (2).

Fig. 3 Transesterification process of the sample
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(1)

Yield = weight o f methyl ester produced

weight o f oil procured
× 100 (2)

Figure 3(a) shows preliminary filtration using a fine cloth [7], (b) glycerol forma-
tion during reaction (c) separation using funnel (d) washing of methyl esters and (e)
filtered, washed and dried methyl esters.

3 Results and Discussion

During the process of transesterification, it was found that the yield of the present
study was obtained to be 94.55%. The GC-MS result yield 9.6% of α-linolenic acid
(C-18:3), 51% of linolenic acid (C-18:2), 22.8% of oleic acid (C-18:1) and 16.6%
of stearic (C-18:0) and palmitic acids (C-16:0).

3.1 Characterization of Catalyst

The calcinated CaO from duck eggshells has been characterized using XRD, FT-IR,
SEM and EDX. The corresponding results are shown in Fig. 4a–d, respectively. The
diffraction peaks of 29.68°, 33.42° and 47.72° from Fig. 4a correspond to (111),
(200) and (220) of the face-centered cubic phase. From Fig. 4b, it is evident that the
displayed bands of 1411 and 875 cm−1 correspond to the asymmetric stretching of
C=O. The extra stretch at 412 cm−1 displayed the formation of CaO from the duck
eggshell samples. Figure 4c, d shows the morphology of synthesized CaO. The EDX
result shows the elemental composition of the sample, which was found to be 66.75
wt% & 42.01 atomic % (for Ca) and 22.58 wt% and 35.60 atomic % (for O). The
findings are coherent to the findings of other researchers [1, 9, 10, 15–19].
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Fig. 4 Characterization of duck eggshells CaO catalyst

3.2 Characterization of Ineffectual Soybean Oil and Methyl
Ester

The ineffectual soybean oil along with the uncooked soybean oil was also character-
ized usingFT-IR alongside the transesterified ineffectual soybean. The corresponding
graphs which have been plotted are shown in Fig. 5. The stretching of bonds for the
various types of oil is tabulated in Table 1. The present findings were in good relation
to those of the results obtained by other researchers [1, 9, 10, 16, 19, 21].

4 Conclusion

Transesterification reaction was performed using ineffectual soybean oil through the
application of duck eggshell derived CaO as heterogeneous base catalyst.

Calcination of CaO at 800 °C for 180 min, showed that the synthesized CaO had
favorable morphology and was in good relation with those of other researchers.

At 3% (wt%) catalyst loading rate, 10:1 alcohol to oil ratio, 70 °C reaction tem-
perature and 60 min reaction time, the final methyl ester yield was found to be
94.55%.
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Fig. 5 FT-IR spectroscopy of uncooked, ineffectual and transesterified soybean oil

Table 1 Stretching of bonds for various types of oil sample

Wavenumber (cm−1) Remark [1, 9, 10,
15–22]Raw soybean oil Ineffectual soybean oil Transesterified

Ineffectual soybean oil

3009.12 3009.10 3008.68 C–H stretch

2923.16 2923.16 2924.23 CH2 presence

2853.64 2853.64 2854.54 CH2 presence

1743.55 1743.52 1737.72 C=O

1464.61 1464.58 1463.97 CH2 bending
vibrations

1160.24 1160.36 1179.93 C–O ester

722.24 722.24 722.33 CH2 rocking

Hence, the authors conclude that waste and ready to be thrown soybean cooking
oil from various sources, can be effectively used for biodiesel production. Also acid-
base catalyst can be substituted by readily available and easy to produce CaO from
waste sources like duck eggshells.
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Solid Lubricant Effect
on the Microstructure and Hardness
of the Functionally Graded Cemented
Tungsten Carbide

Rityuj Singh Parihar, Srinivasu Gangi Setti and Raj Kumar Sahu

Abstract Cemented tungsten carbide (WC-Co) is preferred cutting tool material,
having tungsten carbide (WC) reinforcement embedded in cobalt (Co)matrix.Higher
hardness, fracture toughness and wear resistance are the essential characteristics for
cutting tool materials and are inherited by cemented tungsten carbide. The controlled
distribution of Co composition in the form of gradient makes functionally graded
cemented tungsten carbide (FGCC) and results in customized material properties but
the only difficulty is Co migration. Additionally, wear resistance of FGCC is further
improved by including a solid lubricant in the form of a gradient. The desired gradient
is developed by powder metallurgy route using spark plasma sintering (SPS), which
eliminates the migration of Co. The present work deals with the development of
FGCC with and without solid lubricant and comparisons of their microstructure and
hardness. The obtained results confirm the variations of microstructure and hardness
in both FGCC samples (with and without solid lubricant). The presence of solid
lubricant decreases the hardness, so FGCC without solid lubricant is having a higher
hardness.

Keywords Functionally graded cemented tungsten carbide · Spark plasma
sintering · Solid lubricant

1 Introduction

Tungsten carbide (WC) is the most suitable cutting tool material due to its high
hardness, but due to its brittle nature, it requires some binder phase. Usually, cobalt
(Co) is preferred as a binder, addition of WC in Co matrix provides toughness to the
cemented carbide [1]. In cutting tool application, the Co percentage varies from 5 to
15%. The increasing Co content improves toughness and reduces hardness. Hence,
it is very difficult to get a balance of toughness and hardness. Functionally graded

R. S. Parihar (B) · S. G. Setti · R. K. Sahu
Department of Mechanical Engineering, National Institute of Technology Raipur, Raipur,
Chhattisgarh 492010, India
e-mail: singhrityuj24@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
H. K. Voruganti et al. (eds.), Advances in Applied Mechanical Engineering,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-1201-8_80

745

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1201-8_80&domain=pdf
mailto:singhrityuj24@gmail.com
https://doi.org/10.1007/978-981-15-1201-8_80


746 R. S. Parihar et al.

material (FGM) is a new concept where composition can be varied according to
the requirement; consequently, a balance between toughness and hardness can be
achieved [2]. Hence, cemented carbide is prepared in such a manner that surface and
core of material have highWC and Co content, respectively. In this way, a promising
combination of hardness and fracture toughness can be achieved. Cemented carbide
prepared with this kind of composition gradient is known as FGCC [3]. Although this
concept of gradient is having enormous advantages, still it is a challenge to prepare
effective gradient. Most commonly adopted method for preparation of cemented
carbide is powdermetallurgy (PM) route through liquid phase sintering. The gradient
development using liquid phase sintering is difficult due to migrating nature of Co.
As the processing temperature increased, it resulted in melting of Co and followed
by migration and homogenization. This problem was effectively encountered by
spark plasma sintering (SPS) method [1]. In this method, it is possible to perform
compaction and sintering together at solid-state temperature with the high heating
rate. This solid-state sintering at short span of time suppressed Co migration and
initially deposited gradient is consolidated. FGCC is having a hard surface but its
wear resistance decreased at high temperature due to low hot hardness while high-
speed machining. This problem is encountered by proper cooling technique at the
time of machining but due to the strict environmental policies, it would be better to
adopt a dry machining process [4]. There are several methods are available for dry
machining but the new area of research is the application of solid lubricant [4]. This
solid lubricant will be included in the Co matrix as reinforcement.

The earlier studies revealed that the presence of a solid lubricant in composite
matrix makes it self-lubricating but at the same time mechanical properties degraded
[4–6]. Researchers have done extensive work to improve the mechanical properties
and found that the preparation of solid lubricant gradient is the only solution to opti-
mize the composition for performance enhancement. The solid lubricant is required
only at surface so it would be better to provide composition gradient according to the
application [1]. In addition to this, volume fraction and composition gradient can be
optimized in such a way that there is development of compressive and tensile resid-
ual stresses at the surface and core respectively due to the material processing. The
compressive residual stress will hinder the crack propagation and improve the life
and properties of developed functionally gradedmaterial [7]. Xing et al. [8] proposed
designmodel for symmetrical functionally gradient ceramic toolmaterials and devel-
opedAl2O3–TiCFGM in such away that compressive residual stresses formed on the
surface layers so that the stresses created from external loadings can be neutralized.
Zhao et al. [9] developed Al2O3–(W, Ti)C and Al2O3–TiC symmetrical functionally
graded ceramic tool materials and achieved improved thermal shock resistance by
composition variation. Xu et al. [10] designed and developed self-lubricating func-
tionally graded Al2O3–(W,Ti)C cutting tool material by incorporating solid lubricant
CaF2. Xu et al. [7, 9] showed that the wear resistance and antifriction property of
cutting tools can be improved simultaneously by gradient self-lubricating ceramic
material, with surface and middle layers having compressive and tensile stresses,
respectively. Muthuraja et al. [4] have prepared monolithic cemented carbide (WC–
Co) with solid lubricant (CaF2). The developed WC–Co–CaF2 tested for abrasive as
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well as adhesive wear resistance and found the improvement in wear resistance [5,
6]. Parihar et al. [1] have also developedWC–Co–CaF2 compositeWith Co and CaF2
gradient using spark plasma sintering process. Although the material performance
of conventional and self-lubricating cemented tungsten carbide tool has been com-
pared, still research regarding the effect of solid lubricant on the material properties
of FGCC is not yet reported.

The present work deals with the development of functionally graded cemented
tungsten carbide with and without the addition of solid lubricant. The possibility
of high heating rate in the spark plasma sintering process makes the choice for
preparation of FGCC, results in smaller grain size and suppression of Co migration.
The prepared samples are characterized by microstructure and hardness to show the
effect of solid lubricant on the FGCC.

2 Experimental Procedure

WC-Co is a basic cutting tool material, and CaF2 is adopted as a solid lubricant
because of its capability to provide lubrication at high temperature. WC–Co–CaF2
is adopted as a cutting tool material. WC is work as reinforcement in a Co binder
(for cutting tool application 5–15 wt% Co), additionally CaF2 (4–5 wt%) is also
included. These materials are mixed in a planetary ball mill at a rotational speed of
250 rev/min with the powder to ball weight ratio as 1:5 for 40 h milling time using
WC balls and vial. The ball-milled material is consolidated by SPS using graphite
die and punch. The ball-milled materials are deposited in the form of the layer inside
the die. In present development, five layers are selected due to die-size constraint.
The layer composition is decided by “Power law” and optimized in such a way that
compressive and tensile residual stresses are generated at the outer and middle layer,
respectively. Figure 1 shows the arrangement of layers composition in the designed
FGCC. The selected parameters are 1100 °C sintering temperature, 100 °C/min
heating rate, 100MPa consolidation pressure and 10 min holding time. In SPS, Joule
heating is done by simultaneous application of pulsed electric current and pressure.

Fig. 1 Composition
distribution in FGCC
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The consolidation process was monitored by the displacement of the punch while
processing. The punch also worked as an electrode for generation of pulse current
in deposited powder. This consolidation is performed by two mechanisms solid-
state sintering and liquid phase sintering. The consolidated sample had a cylindrical
shape (20 mm diameter and 5 mm thickness) and characterized for microstructure
and hardness.

3 Result and Discussion

3.1 Microstructural Characterization of Spark Plasma
Sintered Sample

The microstructural examination of consolidated samples is done with the help
of scanning electron microscope (SEM). This investigation is performed on cold-
mounted polished samples. The polishing is performed using the different grades
of paper and velvet cloth with diamond paste. These polished samples are etched
by Murakami’s reagent (K3FeCN6 + KOH + Water) to reveal the grains and grain
boundaries. The SEMmicrographswere taken at particular layers along the thickness
direction so the variation of microstructure with the composition can be observed.
Figure 2 shows the SEM micrograph of FGCC without solid lubricant, each micro-
graph presents different layers. These layers are deposited symmetrically along the
thickness, so outer layers (1 and 5) aswell as layers 2 and 4 exhibit similarmicrostruc-
ture features. The sintering is performed at 1100 °Cby solid-state sintering and results
in Co neck formation between WC particles followed by Co melting, which leads to
densification. The outer layers (1 and 5) are having more porosity than the middle

Fig. 2 Micrograph of FGCC without Solid lubricant (CaF2)
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Fig. 3 Micrograph of FGCC with Solid lubricant (CaF2)

layer. Two kinds of phases are visible in the micrograph, dark and light grey phases
(light grey phase represent WC and light grey phase Co). In the middle layer, the
amount of dark grey phase is comparatively high.

FGCC with solid lubricant is also prepared at 1100 °C sintering temperature.
Figure 3 shows SEM micrograph FGCC with solid lubricant. It is also having sim-
ilar features as in Fig. 2, the light grey phase represents WC and dark grey phase
Co. Layers 1, 5 and layers 2, 4 are similar to each other due to the same composi-
tion. The outer layers are having higher porosity than the middle layer. The outer
layer is having less Co content as compared to middle and having less porosity due
to more densification. The current microstructure observations are in line with the
available literature [1, 11, 12].

3.2 Hardness of Spark Plasma Sintered Samples

The change in Co volume fraction is responsible for the microstructure variations.
Similarly, this Co percentage causes variation in the hardness along its thickness
direction. Higher Co percentage results in lower hardness and vice versa. The hard-
ness measurement is performed using Vickers hardness tester along the thickness
direction of the polished samples. The indenter is a diamond shape, dwell time is
10 s and load is 9.8 N. The hardness of FGCC without solid lubricant varied from
1341 to 1741 HV at 9.8 N load. The hardness value of FGCC with solid lubricant
is varied from 1171–1357 HV. Higher hardness is obtained at the outer layer and
lowest at the middle in both samples due to Co composition gradient. The obtained
hardness values are in accordance with the available literature [1, 11]. The variation
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Fig. 4 a Variation of Cobalt percentage along the thickness at different layers b Variation of
hardness along the thickness at different layers

in Co volume fraction in the prepared samples is confirmed by the EDS analysis and
the variation is given in Fig. 4a.

4 Conclusions

The FGCCwith andwithout solid lubricant is successfully developed by the SPS pro-
cess. The variation in SEM micrograph, hardness value, and EDS mapping confirm
the presence of a gradient. The FGCC with solid lubricant is posses more porosity
and less hard than another sample due to the presence of CaF2 phase. The presence
of CaF2 phase is responsible for the reduction in hardness of FGCC. The Co vol-
ume fraction gradient is also responsible for hardness variation; at outer layer higher
hardness is observed as compared to the middle layer due to less Co volume fraction.
Additionally, the outer layer exhibits higher porosity than the middle layer due to
less Co volume fraction.
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Experimental and Microstructural
Analysis of TIG and MIG Welding
on Dissimilar Steels

A. Aravind Reddy and Abu Sufyan Malik

Abstract Mild steel and stainless steels are the two utmost steels used in the auto-
motive industries as well as in various constructional and industrial applications.
Welding of these steels with lesser defects and higher strengths is the most important
need of the current industries. In this paper, TIG and MIG welding is preformed
between two dissimilar steels. Transitional changes happen frequently in physical
and microstructural properties; therefore, this study carries out an experimental and
microstructural analysis to determine the properties like hardness, impact strength,
tensile strength and microstructure of the weld zone.

Keywords Steels · Welding · Microstructure

1 Introduction

In the modern era, most of the industries have a high demand of lightweight, high-
strength structures with desired product properties which depend on the joining of
dissimilar materials for manufacturing. According to Md. Gaffar et.al in their paper
published in International Journal of Current Engineering and Technology, they have
found that TIG and MIG welding have high hardness and brittleness using filler
rod ER304L and ER70S6 [1].

In TIG welding, tungsten electrode is placed centrally in the torch. During the
inert gas supplied through the annular space between torch and electrode, the filler
material is supplied using a separate rod and shielding undertaken by covering the
weld zone with a blanket of gases (argon, helium) which prevent the exposure of
weld metal to oxygen and hydrogen of the air.
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In MIG welding, the arc is struck between the workpiece and the wire, which
act as electrode and filler material; the arc and weld pool were shielded by inert
gas. Depending upon the work material, the shielding gas may be argon, helium
and carbon dioxide. In this case, the bare metal electrode (consumable electrode) in
the form of continuous wire is fed through welding torch with the help of electrical
motor and feed rolls [2].

1.1 Steels

Mild steels are the carbon steelswhichgenerally contain less than about 0.60–1.4wt%
of carbon. The alloy of mild steel with chromium, magnesium, vanadium, tungsten
and molybdenum is used as knives, razors, cutting tool, dies, hacksaw blades and
crankshaft.

The stainless steels are highly resistant to corrosion in a variety of environments,
especially ambient atmosphere. Their predominant alloying element is chromium;
a concentration of at least 11 wt% Cr is required. Equipments employed for these
steels include gas turbines, high-temperature steam boilers, heat-treating furnaces,
aircraft, missiles and nuclear power-generating units.

2 Experimental Process

2.1 Material and Filler Rod Selection

Mild Steel (MS1040) and Stainless Steel (304L)
AISI 1040 carbon steel has high carbon content and canbehardenedbyheat treatment
followed by quenching and tempering to achieve 150–250 ksi tensile strength.

The chemical composition of MS1040 plate is: iron (Fe): 98.6–99%;manganese
(Mn): 0.6–0.90%; carbon(C): 0.370–0.440%; sulphur(S): ≤0.050%; phosphorus
(P): ≤0.040%.

The mechanical properties of MS1040 plate are: tensile strength: 620 MPA;
yield strength: 415 MPa; elastic modulus: 190–210 GPa; elongation at break:
25%; hardness (Brinell): 93; impact: 45 J.

304L stainless steel is a sought-after material for use in severely corrosive con-
ditions. This steel grade is found in a variety of commercial sectors, particularly in
the chemical industry.

The chemical composition of SS304L plate is: iron (Fe): 60–65%; chromium
(Cr): 18–20%; nickel (Ni): 8–12%; manganese(Mn): ≤2%; aluminium(Al):
0.100%; silicon (Si): 0.750%;phosphorus(P): 0.045%; carbon (C): 0.03%; sulphur
(S): 0.03%.
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The mechanical properties of SS304L plate are: tensile strength: 564MPa; yield
strength: 210 MPa; elastic modulus: 193–200 GPa; elongation at break: 58%;
hardness (Brinell): 82; impact: 78 J [3].

Filler Rod for TIG Welding (SS304L) and MIG Welding (ER70S-6)
This SS304L welding electrode is a heat-resistant, titanium-stabilized, austenitic
alloy that is commonly used for service in the 1000–1600 °F temperature range. It
is the grade of choice for applications combining high strength, resistance to scaling
and phase stability with resistance to subsequent aqueous corrosion.

The chemical composition of filler rod for TIG welding SS304L is: iron (Fe):
60–65%; chromium (Cr): 18–20%; nickel (Ni): 8–12%; manganese (Mn): ≤2%;
silicon (Si): 0.750; phosphorus (P): 0.045%; carbon(C): 0.03%; sulphur(S):
0.03%.

Type ER70S-6 is a copper-coatedMS electrode with higher levels of deoxidizers;
thiswire is suitable forwelding of steelswithmoderate amounts of scale or rustwhich
is used for MIG welding.

The chemical composition of filler rod used in MIG welding ER70S-6 is: iron
(Fe): 95%; manganese (Mn): 1.4–1.85%; silicon (Si): 0.80–1.15%; copper (Cu):
0.50%; molybdenum (Mo): 0.15%; nickel (Ni): 0.15%; chromium (Cr): 0.15%;
carbon (C): 0.06–0.15%; sulphur (S): 0.035%; vanadium (V): 0.03%; phosphorus
(P): 0.025%.

2.2 Welding Procedure

Metal Cutting
The specimen is built up as per the dimension provided in Table 1 by the grinder
cutting machine.

Edge Preparation
Edge preparation demands for a workpiece which has more than 5 mm thickness.
The plates we used for welding are of 10 mm thick. So edge preparation is done.
Bench grinding machine is used for edge preparation of a “V Groove” at an angle
of 60° which means each workpiece possesses 30° angle.

Table 1 Specimen
dimensions

Material Length (mm) Width (mm) Thickness
(mm)

Mild steel
(MS1040)

150 100 10

Stainless steel
(304L)

150 100 10
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Fig. 1 TIG-welded plates

Fig. 2 MIG-welded plates

Parameter Considered for TIG and MIGWelding
TIG welding can be done with either AC or DC current; here, TIG welding is done
by DC current, the selected range of DC current and voltage to perform welding
require 160 A and 24 V with the negative polarity of electrode. The shielding gas
used is argon. The non-consumable electrode exhausted is made of 98% tungsten
and 2% thoriated. The diameter of non-consumable electrode is 3 mm. The flow rate
of shielding gas is 10 L/min.

MIG welding is carried out by employing of DC current of 150 A and 20 V along
with the positive polarity of electrode. The shielding gas used is CO2. Electrode is
made of copper-coated MS wire which has a diameter of 1.2 mm, and the flow rate
for gas is 10 L/min (Figs. 1 and 2).

3 Visual Inspection of Welded Joint

External features of a welded joint can be inspected through visual inspection like
weld bead profile which indicates weld width, bead angle and external defects. The
weld bead parameters are measured on profilometer (Table 2).
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Table 2 TIG and MIG visual inspection

Filler used SS304L (TIG) Filler used MSER70S6 (MIG)

Weld bead width 8 mm Weld bead width 9.5 mm

Weld bead height 6.2 mm Weld bead height 6.2 mm

Penetration 4 mm Penetration 11 mm

Reinforcement 2 mm Reinforcement 3 mm

Weld quality High Weld quality High

Surface defects Moderate Surface defects Moderate

4 Destructive Test Results and Analysis

The welding procedure, specification and assessing the suitability of a welded joint
are usually performed by destructive testing such as tensile test, impact test and
Rockwell hardness test.

4.1 Tensile Test

A tensile test measures the response of a material to the stress by applying a pulling
force. The specimen is prepared geometrically according to ASME SEC-IX: 2015
standard. The universal testing machine of model TUE-C-600 is undertaken to con-
duct this test. Themethod carried out in this experiment entitled asASTMA370-2015
(Fig. 3; Table 3).

The above details indicate that a satisfactory weld joint performed on welding
mild steel with stainless steel can be achieved with both TIG and MIG welding
process. The overall tensile test results unfold that the best tensile strength can be
acquired with TIG welding process using ER304L filler when we compare it with
MIG welding.

Load at yield and the yield stress describes the plastic nature of a material. In
TIG welding, the load at yield is 28.8 kN and the yield stress is 230.61 N/mm2, so
the plasticity starts in TIG welding on 28.8 kN or 230.61 N/mm2, whereas in MIG
welding it starts at 21.57 kN or 173.183 N/mm2, and the plasticity starts at lower

Fig. 3 Tensile test specimen (ASME SEC-IX: 2015)
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Table 3 Tensile test results

Input data Output data

Properties MIG Welding TIG Welding

Specimen shape Flat Load at yield 21.57 kN 28.8 kN

Material type Steel Yield stress 173.183 N/mm2 230.631 N/mm2

Specimen
description

MIG Welding
(MS + SS)

Load at peak 21.720 N/mm2 32.250 N/mm2

Specimen width 12.48 mm Tensile strength 174.387 N/mm2 258.258 N/mm2

Specimen
thickness

9.98 mm % Elongation 9 8

Initial gauge
length

50 mm

Pre load value 0 kN

Max. load 600 kN

0

20
KN N/mm240

Load at
Yield

Load at
Peak

TIG
Welding

MIG
Welding

0
100
200
300

Yield
Stress

Tensile
Strength

TIG
Welding

MIG
Welding

Fig. 4 Tensile test results

values in MIG welding which shows MIG welding has high plastic nature than TIG
welding.

% Elongation describes the ductility of a material, so the % elongation of TIG
welding is 8, whereas in MIGwelding, it is 9 which indicates that the joint with MIG
welding will have higher ductility than TIG welding (Fig. 4).

4.2 Impact Test

The research paper undertakes the impact test method for evaluating the toughness
and sensitivity of a material. The specimen was made as per ASTM A 370-2015
as shown in Fig. 5. The notch created has depth of 2 mm, and test is conducted on
machine model FIT 300(EN) (Table 4).

The above data indicates that MIG-welded joint can bear high toughness, while
TIG-welded joint has lesser impact toughness compared to MIG welding. If any
sudden load will be applied on the welding part, the TIG welding joint will tend to
failure before MIG welding.
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Fig. 5 Specimen for impact test

Table 4 Impact test result Type of welding and filler rod Impact strength (Joules)

TIG welding (SS 304 L filler rod) 22

MIG welding (ER70S6 filler wire) 26

4.3 Hardness Test

In this experiment, the Rockwell hardness test using C scale was carried out at
the weld zone of mild steel and stainless steel. The specimen for the hardness was
prepared according to standards. A diamond indenter was used for the test, and the
test was deployed with minor load 10 kg and major 140 kg load.

The below results indicate that the hardness of TIG weld bead is harder than
MIG; hence, TIG welding can be preferred if hardness is a criterion. Due to unequal
heating and cooling of base metals, different hardnesses are found at different parts
(Table 5).

5 Microstructural Analysis

The microstructural analysis is carried out by optical microscope (MET SCOPE-1)
and themethodASTME407-07 andASTME3-11. Themicrostructure is undertaken
on magnification of 200×. The etching agent used is aqua regia and nital.

Table 5 Hardness test result Type of welding and filler rod Hardness on weld bead

TIG welding (SS 304 L filler rod) 80

MIG welding (ER70S6 filler wire) 62
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Fig. 6 Microstructure of TIG welding

5.1 TIG Welding Microstructure

Microstructure includes grain structure of austenite, pearlite and ferrite matrix.
Microstructures comprise with fine austenite, pearlite and ferrites grains are uni-
formly distributed on weld zone to base material. No cracks observed at HAZ. As
themicrostructure indicates distribution of phases like fine austenite and pearlite with
uniform distribution of ferrite grains, it implies that the weld bead has both strength
and ductility. Hence, optimummechanical properties are obtained and can be further
improved by heat treatment. It can be observed that the distribution of pearlite in
welding zone is more; it indicates that it has maximum ductility and tensile strength
but has low toughness (Fig. 6).

5.2 MIG Welding Microstructure

Microstructure consists of fine grain structure of austenite, pearlite and ferritematrix.
Microstructures consist of fine austenite and pearlite ferrites grains are uniformly
distributed on weld zone to base material. No cracks observed at HAZs.

The microstructure indicates distribution of phases like fine austenite and pearlite
with uniform distribution of ferrite grains. It implies that the weld bead has both
strength and ductility. Hence, optimum mechanical properties are obtained and can
be further improved by heat treatment (Fig. 7).

Fig. 7 Microstructure of MIG welding
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6 Conclusion

This paper elaborates about the effects of TIG and MIG welding between two
dissimilar steels and results in these following points.

(1) TIG welding with filler rod SS304L has more tensile strength and yield stress
as compared to MIG welding with filler rod ER70S6.

(2) MIG welding has higher percentage of elongation as compared to TIG welding.
(3) MIG welding has higher toughness.
(4) The hardness of TIG welding at weld bead is higher as compared to MIG

welding, so TIG welding can be employed when strength is the criterion for
manufacturing.

(5) By visual inspection, we found that TIG welding has superior quality than MIG
welding.

(6) The microstructure of both TIG welding and MIG welding indicates that they
have uniform strength and ductility.
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Thermal Management of Avionic
Packages Using Micro-blower

K. Velmurugan, V. P. Chandramohan, S. Karunanidhi
and D. Sai Phaneendra

Abstract Thermalmanagement of avionic packagesmostly involves bringing down
conduction and radiation resistance between the components and the sink. Fans
and blowers are not recommended because of the acoustic noise generated and the
EMI/EMC disturbance created by them. In this paper, an attempt has been made
to find the utility of micro-blower for local cooling of high-power components.
The micro-blower is operated by piezoelectric vibrators whose frequency is beyond
20 kHz. These blowers are compact and draw very less power. Moreover, no acoustic
noise and EMI/EMC disturbances are encountered. Experimental study has been
carried out to find the velocity of air flow with respect to distance from the exit for
different input power. To assess the cooling effect of micro-blower on components,
components are simulated with patch heater and the case temperature is found for
packages with and without blowers, respectively. To find the effect of orientation
of components in an electronic package (generally not known), measurements have
been carried out for different component orientation. Based on the experiment, the
maximum temperature drop and minimum temperature drop were found to be 10 °C
and 8.6 °C, respectively. This work facilitates the use of micro-blower for the local
cooling of electronic components for avionic applications.
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1 Introduction

The working principle of the micro-blower can be explained in four simple steps:
(a) no-load state, (b) suction (piezo bending down), (c) discharge (piezo return to
normal state) and (d) discharge (piezo bending up) as shown in Fig. 1 [2–4].

The micro-blower consists of a piezoelectric element, diaphragm, separator and
nozzle. The nozzle dimension is 1.6 mm, and it is circular in cross section [2]. The
diaphragm is bonded to a piezoelectric element. Indirect piezoelectric effect causes
the piezoelectric element to vibrate when subjected to an AC voltage. The diaphragm
is bonded to piezoelectric element as shown in Fig. 2, which causes it to vibrate with
AC input signal. During the process, the diaphragm is bent down creating partial
vacuum inside the blower which forces air from outside to enter into the blower
(phase 2). When the piezoelectric element bends up, air inside the blower is pushed
through the nozzle provided on the top (phase 4).

To derive the optimal operating frequency of piezoelectric blower for use in drug
delivery, Qifeng et al. [1] conducted numerical simulation and concluded that first
natural frequency generates higher flow rate compared to others and that silicon offers
a lower natural frequency compared to SiO2 and steel. Hitara et al. [2] invented a
device related to piezoelectric micro-blower which is suitable for compressive fluid
such as air. Application of voltage to the piezoelectric element causes the diaphragm

Fig. 1 Stages in working of piezoelectric micro-blower

Fig. 2 Cross-sectional view
of micro-blower
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to vibrate so that gas can be drawn from inlet and discharged through the nozzle.
Fukue et al. [3] obtained the cooling performance of heat sink of a novel miniature
piezoelectric micro-blower using numerical simulation. Different patterns of heat
sink (plate with fins) were modelled and analysed using FlowTherm-10.1 simulation
software, and inline finned heat sink was found to be the most preferable. Fukue
et al. [4] conducted an experiment using micro-blower manufactured by MORATA
to know the effect of obstruction on P–Q curves at inlet and outlet. The micro-blower
achieved a high cooling performance regardless of packing density without causing
any significant changes in both the cases.

Settling time (ts) is the parameter used to define whether the amplitude of actuator
becomes steady or not. Covet et al. [5] did experimental research and numerical study
on control of flow separation and concluded that in the span of reaching the settling
time, the membrane deflects more and the deflection reduces once the membrane
becomes steady. It was observed that with increase in the value of actuation fre-
quency, the settling time also increases and that with increase in frequency, settling
time, duty cycle and voltage, the velocity of the air increases. Phase-locked particle
image velocimetry (PIV) measurements were done to detect the velocity behaviour,
i.e., the penetration length. It was observed that the reattachment point came down
and the separation of flow reduced to some extent by the use of micro-blowers. The
parameter named forcing frequency (st) is defined as the value at which maximum
velocity is obtained. Fan et al. [6] have done numerical study on piezoelectric, valve-
less, micro-pump and have observed the changes in membrane deflection shape at
various frequencies. For frequencies less than 7.5 kHz, both pumping rate and mem-
brane deflection amplitude increase with the increase in actuation frequency, and for
frequencies greater than 7.5 kHz, pumping rate decreases and the membrane deflects
in undesirable way with increase in actuating frequency. Similarly for frequencies
greater than 50 kHz, both pumping rate andmembrane deflection amplitude decrease
with increase in actuating frequencies. Gaffari et al. [7] conducted an experimental
investigation using particle image velocimetry (PIV) method to observe the flow and
to know the optimal jet-to-surface spacing ratio. Based on the Nusselt number, it
was concluded that H/D ratio of 10–15 is preferable and that the preferred operating
frequency of the piezoelectric actuator is 25 kHz which falls in the ultrasonic region
meaning that the device can function with low noise. Gopinadh et al. [8] performed
numerical analysis using the fluid–structure interaction interface of COMSOL Mul-
tiphysics software to analyse jet formation of piezoelectric actuated micro-blower
and found that there is no change in the volume flow rate and jet formation for the
micro-blower.

2 Experimental Set-up

In the present study, experimental investigation is carried out to find the variation of
velocitywith distance along the directionofflow, the variationof velocitywith change
in input voltage and the thermal performance of micro-blower. A commercially
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Fig. 3 Micro-blower
(muRata, 20 × 20 ×
1.85 mm)

available productmuRataMZB1001E00 (20mm×20mm×1.85mm)micro-blower
was used for study and is shown in Fig. 3.

Thermal performance test was carried out for different configurations of micro-
blower. All the experiments were performed at RCI (Research Centre Imarat),
DRDO, Hyderabad, India.

i. Velocity Measurement test:

Velocity is one of the key parameters as it decides the amount of heat that can be
removed by forced convection from the heat-generating components of the avion-
ics package. The experimental test set-up consists of a PC with software (Accu-
Trac™), DC power supply (TDK-Lambda,36-6/U, U.S.A), hot-wire anemometer
(DegeeControls-UAS1500, U.S.A,±0.025 m/sec) and micro-blower with driver cir-
cuit (muRata-MZB1001E00, Japan). The measurements were carried out in longi-
tudinal direction for different operating input voltages and for different distances
between an aluminium plate and the micro-blower. The experimental set-up for
velocity measurement is shown in Fig. 4. DC power source is used to send controlled
DC voltage (0–36 V) to the driver circuit of micro-blower. Soldering of positive and
negative wires to micro-blower and driver circuit was carried out using lead-free
solder maintained at 350 °C with a contact time of 3 s.

Square input signal was given to micro-blower and operated at 25 kHz frequency
[5]. The driver circuit takes DC voltage as input and supplies AC voltage at 25 kHz
to micro-blower. The velocity readings from anemometer were saved data with the
help of logging PC and AccuTrac™ software. The experiment was carried out to
know longitudinal variation of velocities (along the flow) from the blower exit for
three different operating voltages (10 VP-P, 15 VP-P and 20 VP-P).

ii. Thermal Performance of Micro-blower:

The present workmainly concentrates on the heat removal from heat sourcewhich
is generated by the electronic components of avionic packages. Experiments were
carried out to know the heat reduction capacity of the blower. In avionic applica-
tions, the space and orientation of the components are decided by many factors. The
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Hotwire Anemometer Micro-Blower

DC power source

Fig. 4 Experimental test set-up for velocity measurement test

performance of the blower may not be same in all directions. To know the effect
of orientation on the performance of micro-blower, the measurements were carried
out for two types of alignment, viz. heater facing up blower facing down (vertical
alignment) and heater and blower side by side (horizontal alignment) as shown in
Fig. 5.

As per existing literature, “Every 10 °C Increase in Component Tempera-
ture Reduces Component Life by Half”. The distance between blower and heat-
generating component was maintained at 5 mm due to high velocity. Thermal per-
formance test set-up consists of nichrome test heater of square domain (OmegaLux-
SRMU100202P0, 120 V, 0.34 A, 50.8 mm× 50.8 mm), aluminium plate (60 mm×
60 mm× 2 mm), data acquisition system (Hoiki-8421-51, Japan), DC power supply
(TDK-Lambda, 36-6/U, U.S.A), K-type thermocouples (OMEGA-M0503, U.S.A)
and micro-blower (muRata-MZB1001E00, Japan).

The nichrome heater was attached to aluminium plate and thermal paste was
added in between heater and plate to reduce contact thermal resistance. Nichrome
heater generates heat by taking 120 V, 0.34 A current as input and transfers heat to
aluminium plate attached to the heater. The aluminium plate was used as a constant
heat source to measure the temperature variations.
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(a) Vertical alignment (b) Horizontal alignment

Fig. 5 Different alignments of the heat source and micro-blower

To provide 120 V constant AC voltage to the nichrome heater, a step-down trans-
former was used. The output voltage of step-down transformer and DC power supply
were continuously monitored using a multi-meter. K-type thermocouple was used to
measure the temperature on plate. Sensor end of the thermocouple was attached to
surface of aluminium plate, and the other end was connected through a data acquisi-
tion system to the PC. DC power supply was used to power the driver circuit of the
micro-blower.

The experimental set-up for thermal performance test is shown in Fig. 6. Entire
test was conducted at an ambient temperature of 32 °C. The heat source was placed
near the exit of the micro-blower. The air coming from the blower exit with specific
flow rate and velocity impinges on to the heat source.

The experiment was carried out with the aluminium plate heated to 100 °C. It was
ensured that the temperature of the aluminium plate reached the steady state before
switching on the micro-blower to ensure exact measurement of the temperature drop.

3 Results

The results of velocity measurement experiment and thermal performance test are
discussed below.

i. Velocity Measurement:

Variation of velocity with distance along the direction of flow (longitudinal) for
different input voltages was observed and plotted in Fig. 7.
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Power source 
for Heater

Micro-Blower 

Data Logger

Fig. 6 Experimental test set-up for thermal performance test
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Fig. 7 Variation of velocity with longitudinal distance from micro-blower

Figure 7 shows the plot between longitudinal distance and velocity. From results,
it can be observed from the plot that magnitude of velocity reduces as the longitudi-
nal distance between the blower exit and heat source increases. Also magnitude of
velocity increases as the input voltage to blower increases. Speed of blower output
air reduces due to entertainment of resistance offered by still ambient air which also
reduces the heat transfer coefficient.With increase in impinging distance, the amount
and strength of recirculation also decrease.
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Blower ON

Fig. 8 Temperature drop of heated plate for vertical alignment of blower

ii. Thermal performance:

The micro-blower was operated with 25 kHz frequency at 20 V input power, and
the temperature drop of aluminium heater plate was observed for different orienta-
tions of the micro-blower. K-type thermocouples were placed at fixed position for
all the cases.

Figure 8 shows temperature versus time plot for vertical alignment of the blower
after it is switched ON. From the result of vertical alignment of the blower, when the
heater is facing up and blower facing down, there is a maximum of 10 °C variation
in temperature which was observed.

Figure 9 shows temperature versus time plot for horizontal alignment of the blower
after it is switched on. For horizontal alignment of the blower, a maximum of 8.6 °C
variation in temperature was observed.

From thermal performance test results, it was observed that there is no consider-
able variation between horizontal alignment and vertical alignment. It is due to the
fact that there is no variation in the resistance offered to flow with change in align-
ment. The reduction in heat-carrying capacity in case of horizontal arrangement is
due to flow coming from aluminium surface which is hot when compared to imping-
ing air. The air is sucked again by blower as the hot air flows upward due to density
difference.

The workplace was kept clean as micro-blower affected by dirty environment, and
it was ensured that constant velocity and temperature are maintained and no external
parameter influences the test results.
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Blower ON 

Fig. 9 Temperature drop of heated plate for horizontal alignment of blower

iii. IR images of Thermal Performance Test:

IR images are also called as thermal images and are captured using IR camera
(thermal camera). All objects in nature emit infrared energy (heat) as a function of
temperature. Hotter the body, higher will be radiation that it emits.

A thermal camera is a kind of heat sensor that can detect tiny differences in
temperature by collecting the infrared radiation from the objects and creates an
electronic image based on the information available about temperature differences.

Thermal imaging is a method of differentiating the objects with distinct colour
codes (thermal contours according to temperature emitted by them). In the present
study, thermal images were captured by using IR camera during thermal perfor-
mance test. Images captured before and after the test are shown in Figs. 10 and
11, respectively. During the experiment, it was observed that the temperature of the
micro-blower remained at 32 °C even though the temperature of the aluminium plate
reached 100 °C.

4 Conclusion

Velocity response and thermal performance of the micro-blower were investigated
at different operating conditions.

Thedistance betweenheat-generating component andmicro-blower should be less
than 5 mm for optimal velocity along longitudinal direction of flow at all operating
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Fig. 10 IR image of the heat source with the blower switched off

Fig. 11 IR image of the heat source with blower switched on

input voltages of micro-blower. Beyond 5 mm, there is a significant drop in velocity
was perceived which effects the heat-removing capacity of the blower.

Thermal performance test shows that there is a remarkable heat reduction and a
temperature drop of about 10 °C with the use of micro-blower which can double the
life of electronic component. For an optimal distance of 5 mm between aluminium
plate and micro-blower, it is observed that there is a 10 °C of temperature reduction
(as shown in Fig. 8) for vertical alignment. There is no significant difference in
temperature which was noted with difference in alignment. Higher the temperature
difference between heat-generating component and ambient air, higher the heat-
removing capacity of micro-blower. Also, it is noticed that at higher voltages, the
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blower can reduce more amount of heat as the velocity is increasing with respect to
input voltage for the blower. From the results, it can be concluded that the micro-
blower is effective in cooling of electronic components in avionic packages and will
help in increasing their reliability, performance and life span.

5 Scope for Future Work

• Further study by performing the thermal performance test at high altitude.
• Improve heat removal using heat sink with fins and rough surface.
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Evaluation of Mechanical Properties
of Banana and S-glass Fiber-Reinforced
Hybrid Nanosilica Composite

P. Srinivas Manikanta, M. Somaiah Chowdary
and M. S. R. Niranjan Kumar

Abstract The aim of the present work is to evaluate the mechanical properties of
banana and S-glass fiber-reinforced hybrid nanosilica composite. The glass and other
synthetic fiber-reinforced polyester composites give high strength when compared
with the natural fiber-reinforced composite, but their applications are limited because
of the high cost of fabrication. So to overcome the cost of fabrication and to meet the
high strength as of synthetic composite, a newhybrid composite is fabricated by using
50% of natural fiber and 50% of synthetic fiber. The new composite is fabricated by
reinforcing the stacking layers of woven banana and s-glass fibers with the polyester
resin as a matrix and nanosilica as filler material. Different samples were prepared
by changing the stacking sequence of fiber placed in the composite and weight
percentage of nanosilica powder that is mixed into the resin. The fabrication is done
by the hand layup method. The mechanical properties like tensile strength, flexural
strength, tensile modulus, and flexural modulus were studied. The morphological
study is done through a scanning electron microscope to observe the fibers pullout,
stacking of fibers, and the behavior of matrix in the hybrid composite. The change of
weight percentage of nanosilica and the stacking sequence of fibers in the composite
show the improvement in mechanical properties.
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P. Srinivas Manikanta
Department of Mechanical Engineering, Prasad V Potluri Siddhartha Institute of Technology,
Vijayawada 520007, Andhra Pradesh, India
e-mail: srinu4633@gmail.com

M. Somaiah Chowdary (B) · M. S. R. Niranjan Kumar
Department of Mechanical Engineering, Prasad V Potluri Siddhartha Institute of Technology,
Vijayawada 520007, Andhra Pradesh, India
e-mail: somaiahchowdary@pvpsiddhartha.ac.in

M. S. R. Niranjan Kumar
e-mail: coe@pvpsiddhartha.ac.in

© Springer Nature Singapore Pte Ltd. 2020
H. K. Voruganti et al. (eds.), Advances in Applied Mechanical Engineering,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-1201-8_83

775

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1201-8_83&domain=pdf
mailto:srinu4633@gmail.com
mailto:somaiahchowdary@pvpsiddhartha.ac.in
mailto:coe@pvpsiddhartha.ac.in
https://doi.org/10.1007/978-981-15-1201-8_83


776 P. Srinivas Manikanta et al.

1 Introduction

A composite material generally consists of two are more macro constituents with
different chemical composition and having a distinct interface which separates each
other. The constituents are also insoluble in each other. The constituent which is
harder and stronger than the other constituent is called as a reinforcement which
is a discontinuous phase, and the other constituent is called as a matrix which is a
continuous phase. The discontinuous phasemay consist of one ormore phases. Nano-
or micropowders can be taken as filler material in the matrix. There are three types
of matrix materials; they are metal matrix, ceramic matrix, and polymer matrix out
of which polymer matrix has wide applications. The reinforcement may be fibrous
or non-fibrous. The fibers which are extracted from plants and other living species
are called natural fibers, and man-made fibers are called as synthetic fiber. The fiber
mainly acts as the load-carrying members in the composite.

By the combination of two or more different types of fibers as reinforcement in
a matrix, we obtain a hybrid composite material. The hybridization of natural fiber
and synthetic fibers shows a significant strength value and low cost of fabrication.
Natural fiber shows moderate mechanical properties, but they available abundantly
and at very low cost, whereas synthetic fiber possesses high mechanical properties,
but they are high in cost. The fabrication of new hybrid composite of high strength
and low cost of fabrication is made by combining both synthetic and natural fibers
as reinforcement in this composite. With this, we can reduce 50% cost of production
and we can obtain a significant strength value.

Banana fiber is the waste product of banana cultivation, which is extracted from
the stems of banana trees. So, it is abundantly available at low cost. Banana shows
an energy saving replacement of synthetic fibers. It is a natural bast fiber which has
a wide range of applications and it can be developed into mats, ropes, and twines,
but it uses only 10% of its pseudostem.

Anumber of extremelyfinefibers of glasswill constitute a glass fiber. It is available
at moderate cost when compared to other synthetic fibers. They are significantly less
brittle, very strong, and relatively lightweight when used in the composite. They are
mainly used in building thermal insulation.

Silicon dioxide nanoparticles are also known as silica nanoparticles or nanosilica.
They have a great deal of research due to their stability, and they have a very low level
of toxicity. Nanosilica powder appears to be in the form of white powder. Nanosilica
is a good additive to the plastics and rubbers. It is also used as strengthening filler
for composites concrete and other construction composites.

Polymer matrix are two types; they are thermosets and thermoplastics. Polyester
resin is a thermosetting polymer. It is adequately resistant to water, a variety of
chemicals, temperature, and aging. It has good wetting properties of glass fibers, and
they are mainly used in sheet molding compounds and bulk molding compounds. It
is very popular for its simple fabrication methods and low cost.

From the references, [1] has studied the mechanical properties and tribological
behavior of nanofiller reinforced polymer nanocomposites with a different stacking
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sequence of the fiber. The mechanical properties increase as a weight percentage of
nanopowder increases up to three weight percent of nanopowder. The study says that
the stacking sequence and weight percentage of nanofiller are important factors for
tensile and flexural strengths. Many studies show that hybrid composite mainly con-
tains either natural fiber or synthetic fibers as a reinforcement which gives moderate
mechanical properties [2–18]. A less number of studies have been carried on both
natural and synthetic fiber-reinforced hybrid composites with the nanofiller material.
Therefore, the aim of the present study is to fabricate a new type of composite with
woven banana and s-glass reinforced hybrid polyester composite with nanosilica as
filler material.

2 Methodology

2.1 Material

To fabricate the laminated hybrid composite used in this study uses the following
material and the composites with stacking sequence and percentage of mass are
represented in Table 2 . The physical properties of banana and s-glass fiber are
shown in Table 1.

• Polyester resin: The general polyester resin is used and is mixed with a catalyst
(MEKP) and hardener (cobalt) for curing.

• Banana fiber: The banana fiber is used in the woven mat form.
• S-glass fiber: The S-fiber is used in the woven mat form.

Table 1 Physical properties of banana and S-glass fiber

Physical properties Banana fiber S-glass fiber

Density (g/cm3) 1.3 2.4

Tensile strength (MPa) 54 4700–4800

Flexural modulus (GPa) 2–5 4.5–4.9

Young’s modulus (GPa) 3.48 86–93

Table 2 Stacking sequence and weight fractions (%) of fiber and resin in the composite

Stacking sequence wt% of fibers Fiber weight fraction
(%) in composite

Polyester resin weight
fraction (%) in
composite

Banana S-glass

BGGB 50 50 26 74

GBBG 50 50 26 74

GBGB 50 50 26 74

G =Woven S-glass fiber and B =Woven Banana fiber
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2.2 Fabrication

Firstly, the surface of the mold is cleaned with a thinner solution and was allowed to
dry for 10 min. Now applying the grease as releasing agent to all sides of the mold
and the base plate and few minutes. A few minutes is given to mold to get it set
for mold layup. The polyester resin, catalyst, and hardener are mixed in 100:1.5:1.5
proportion, and nanosilica is used as filler material; the curing time of the resin is
observed carefully from the chart of the laboratory that is usually notified. The care
must take so that the resin does not cure in the curing vessel itself. A constant watch-
over is maintained while mixing of resin, hardener, catalyst, and nanosilica using a
stopwatch. The woven banana fiber mat is cleaned gently and is kept in the sunlight
for 1–2 h. The size of the laminate which is to be fabricated is restricted to 200 mm×
170 mm × 3 mm. Every laminate consists of four layers of fibers out of which two
layers are woven banana fiber and two layers are s-glass fiber. The laminate is pre-
pared by placing the fiber mats one over the other in the polyester resin which is
mixed up with nanosilica. The fabrication is done by the hand layup method. Simi-
larly, different laminates were prepared by changing the stacking sequence of fibers
and the weight percentage of nanosilica. Now, all the hybrid composite laminates
were cured under the general loading conditions for 12 h. The woven banana fiber
and s-glass fiber used in the fabrication are shown in Figs. 1 and 2.

Fig. 1 Woven banana fiber

Fig. 2 Woven S-glass fiber
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3 Mechanical Properties of Hybrid Composite

3.1 Tensile Test

The flat tension test specimens were prepared according to the ASTM D638M-89,
and the length of the specimen is 160 mm. The test is carried out on the tensometer,
by means of applying load with a crosshead speed of 10 mm/min on the specimen
until the results are observed before the specimen gets a failure. Five samples of each
laminate were tested to get the mean values. The same method is followed for all the
tensile test specimens of different compositions to get the mean tensile strength and
tensile modulus values from the mean load and elongation values. The tensile test
specimens before and after the tests are shown in Figs. 3 and 4.

Fig. 3 Tensile test
specimens before fracture

Fig. 4 Tensile test
specimens after fracture
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3.2 Flexural Test

The flat flexural test specimens were prepared according to the ASTM D638M-89,
and the length of the specimen is 100mm. The test is carried out on the tensometer, by
means of 3-point flexural loadingmethod. The load is applied with a crosshead speed
of 10 mm/min on the specimen until the results are observed before the specimen
gets a failure. Five samples of each laminate were tested to get the mean loading
and slope of bending curve values. The same method is repeated for all the nine
laminates, and the results are compared. The flexural test specimens before and after
the tests are shown in Figs. 5 and 6.

4 Results and Discussions

In the above methodology total, 9 laminates were prepared by changing the stacking
sequence of fibers and the weight percentage of nanosilica. Five samples for tensile

Fig. 5 Impact test
specimens before fracture

Fig. 6 Impact test
specimens after fracture
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Table 3 Mechanical properties of the hybrid composite with the addition of nanosilica

Composite
sample

Tensile strength
(MPa)

Flexural
strength (MPa)

Tensile modulus
(GPa)

Flexural
modulus (GPa)

Polyester 19.76 35.5 0.23 0.88

BGGB + 1wt%
nanosilica

91.2 281.33 4.43 5.14

BGGB + 2wt%
nanosilica

101.44 345.34 4.16 4.74

BGGB + 3wt%
nanosilica

112.64 176 3.36 4.5

GBBG + 1wt%
nanosilica

93.97 238.67 3.31 3.01

GBBG + 2wt%
nanosilica

96.64 268 3.5 4.15

GBBG + 3wt%
nanosilica

100.1 321.33 4.6 3.5

GBGB + 1wt%
nanosilica

98.93 304 3.21 3.14

GBGB + 2wt%
nanosilica

102.99 380 3.31 5.3

GBGB + 3wt%
nanosilica

101.49 302.67 4.8 3.03

G =Woven S-glass fiber and B =Woven Banana fiber

test and 5 samples for the flexural test from each laminate are tested as per standard
ASTM methods. The results are observed, and strength and modulus values are
calculated. The values are given in Table 3.

4.1 Tensile Strength and Tensile Modulus

The tensile strength and tensile modulus values are observed, and the corresponding
graphs are plotted. The graph for tensile strength and tensile modulus of BGGB
hybrid composite laminate is shown in Figs. 7 and 8, respectively. From the graph, it
is observed that the tensile strength is maximum at 3wt% nanosilica and is minimum
at 1wt% nanosilica. The tensile modulus value is maximum at 1wt% nanosilica and
minimum at 3wt% nanosilica. As the percentage of nanosilica increases, the bonding
of resin with the fiber increases, but the further increase may increase the viscosity
of the resin which leads to lower adhesion process. The presence of both glass layers
at the center also causes the increased strength.

Now, the graph for tensile strength and tensile modulus of GBBG hybrid compos-
ite laminate is shown in Figs. 9 and 10, respectively. From the graph, it is observed
that the tensile strength is maximum at 3wt% nanosilica and is minimum at 1wt%
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Fig. 7 Tensile strength
variation for different wt% of
nanosilica
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Fig. 8 Tensile modulus
variation for different wt% of
nanosilica
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Fig. 9 Tensile strength
variation for different wt% of
nanosilica
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nanosilica. The tensile modulus value is maximum at 3wt% nanosilica andminimum
at 1wt% nanosilica. As the percentage of nanosilica increases, the bonding of resin
with the fiber increases, but the further increase may increase the viscosity of the
resin which leads to lower adhesion process.
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Fig. 10 Tensile modulus
variation for different wt% of
nanosilica
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Now, the graph for tensile strength and tensile modulus of GBGB hybrid compos-
ite laminate is shown in Figs. 11 and 12, respectively. From the graph, it is observed
that the tensile strength is maximum at 2wt% nanosilica and is minimum at 3wt%

Fig. 11 Tensile strength
variation for different wt% of
nanosilica
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Fig. 12 Tensile modulus
variation for different wt% of
nanosilica
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nanosilica. The tensile modulus value is maximum at 3wt% nanosilica and mini-
mum at 1wt% nanosilica. Here, the stacking sequence shows the influence on tensile
strength over the polyester resin and nanosilica. The presence of banana layer in
between the two glass layers decreases the strength of the composite.

4.2 Flexural Strength and Flexural Modulus

Theflexural strength andflexuralmodulus values are observed, and the corresponding
graphs are plotted. The graph for flexural strength and a flexural modulus of BGGB
hybrid composite laminate is shown inFigs. 13 and14, respectively. From thegraph, it
is observed that the flexural strength ismaximum at 2wt% nanosilica and isminimum
at 3wt% nanosilica. The flexural modulus value is maximum at 1wt% nanosilica and
minimum at 3wt% nanosilica. Here, the stacking sequence shows the influence on
tensile strength over the polyester resin and nanosilica. Since the presence of banana
layers on the outer surfaces of the composite, the fiber gets fractured before the
strongest glass fiber gets fractured.

Fig. 13 Flexural strength
variation for different wt% of
nanosilica
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Fig. 14 Flexural modulus
variation for different wt% of
nanosilica
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Fig. 15 Flexural strength
variation for different wt% of
nanosilica
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Fig. 16 Flexural modulus
variation for different wt% of
nanosilica
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Now, the graph for flexural strength and a flexural modulus of GBBG hybrid
composite laminate is shown in Figs. 15 and 16, respectively. From the graph, it is
observed that the flexural strength is maximum at 3wt% nanosilica and is minimum
at 1wt% nanosilica. The flexural modulus value is maximum at 2wt% nanosilica and
minimum at 1wt% nanosilica. Here the presence of glass layers on the outer surfaces
of the composite, the composite withstand up to 3wt% nanosilica.

Now, the graph for flexural strength and a flexural modulus of GBGB hybrid
composite laminate is shown in Figs. 17 and 18, respectively. From the graph, it is
observed that the flexural strength is maximum at 2wt% nanosilica and is minimum
at 3wt% nanosilica. The flexural modulus value is maximum at 2wt% nanosilica and
minimum at 3wt% nanosilica. Here, the presence of banana layer in between the two
glass layers decreases the strength of the composite 3wt% nanosilica.
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Fig. 17 Flexural strength
variation for different wt% of
nanosilica
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Fig. 18 Flexural modulus
variation for different wt% of
nanosilica
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4.3 Scanning Electron Microscope

The followingfigures show themorphological studyof the hybrid composites through
a scanning electron microscope. The fiber pullout from the matrix, fractured fibers,
cracking of resin, internal structure, and voids are observed through the images of
the scanning electron microscope. Figure 19 shows the woven banana fiber pullout
from the resin under loading. Figure 20 shows the cracking of the matrix besides
fiber under loading conditions. Figure 21 shows the arrangement of glass fiber in the
matrix. Figure 22 shows the glass fiber pullout from the matrix under loading. With
this morphological study, we observe the behavior of the banana fiber, glass fiber,
and matrix in the hybrid composite.
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Fig. 19 Fiber pullout under
loading

Banana Fiber pull 
out from matrix

Fig. 20 Cracking of the
matrix under loading Cracking of matrix

Fig. 21 Stacking of glass
layers in the matrix stacking of glass fibers
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Fig. 22 Glass fiber pullout
under loading Glass fiber pull out from matrix

5 Conclusions

In the present study, the hybrid composite laminates were fabricated with low cost
having an overall lightweight. The tensile and flexural properties of hybrid composite
laminates were evaluated, and the following observations were made from this study.

• The tensile strength comparisons of different hybrid composite laminates reveal
the stacking sequence of BGGB hybrid composite laminate with 3wt% of nano
silica has 112.64 MPa exhibits higher tensile strength than other hybrid composite
laminates. This is because two layers of S-Glass is placed in between the two
layers of banana fiber forms a stronger layer in that laminate. This also shows that
as the percentage of nanopowder increases, the tensile strength is also increased,
but the further increase may cause failure because of its brittle nature.

• Similarly, the comparison of flexural strength reveals that the stacking sequence
of GBGB hybrid composite laminates with 2wt% of nanosilica as filler material
exhibits higher flexural strength as 380 MPa. In the stacking sequence GBGB,
more load is taken by the lower glass fiber and next to banana fiber, and so on.
Since the glass fiber can withstand the more load so, the high strength is obtained
in this laminate.

• The morphological study is done through a scanning electron microscope. The
fibers pullout from the composite, stacking of fibers, and the behavior of matrix
in the hybrid composite are observed.

• This paper shows that the stacking sequence or placing of fiber in the composite
plays an important role in obtaining good mechanical properties. Thus, it can
be concluded that replacing 50% of synthetic fiber with natural fiber gives high
mechanical strength as that of complete synthetic fiber-reinforced composites. It
also shows that the fabrication of composite is of low cost and applications also
increase, when compared to synthetic fiber. These results gave good opportunities
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to fabricate a new type of composite with low cost of fabrication and a wide range
of application.
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Tribological Behaviour of Carbon Fibre
Polymer Composites Reinforced
with Nano-fillers

Shylesh K. Siddalingappa, Bhaskar Pal, M. R. Haseebuddin
and K. Gopalakrishna

Abstract Nano-fillers reinforced with polymer-based composites have found to
enhance the tribological properties in polymer composites. Alumina (Al2O3) and
molybdenum-di-sulphide (MoS2)were selected as nano-fillers in the present research
work. Al2O3 and MoS2 fillers were mixed with the epoxy resin in the concentration
of 0.1, 0.2, 0.4 and 0.7% by volume of the epoxy resin. The reinforced epoxy resin
was used as a matrix material along with the aircraft grade carbon fabric as the pri-
mary reinforcement. Test panels were fabricated using vacuum-assisted resin transfer
moulding technique (VARTM), and samples were extracted using water jet cut as
per the dimensions given in the ASTM standards of three-body wear (ASTM G-65)
and two-body wear (ASTM G-99). Scanning electron microscopic (SEM) studies
revealed the even distribution of the MoS2 when disbursed with ultrasonicator than
by manual mixing. The three-body and two-body wear tests were carried out at
a load of 24 and 48 N. The composite reinforced with 0.4% of MoS2 particulate
has shown the decrease in wear rate by 20.45% as compared to that of the Al2O3

particulate-based composites in three-bodywear test when the applied loadwas 48N,
whereas in two-body wear test, the composite reinforced with 0.4% of MoS2 par-
ticulate has shown the decrease in wear rate by 16.13% as compared to that of the
Al2O3 particulate-based composites. SEM studies of worn-out surfaces revealed that
the mode of failure in worn-out samples was due to delaminate at the fibre matrix
interface. SEM images also revealed that better bonding between fibre and matrix
can bewell achieved for the 0.4% concentration of nano-reinforcements as compared
to that of the composites with 0.2% concentration of nano-reinforcements.
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1 Introduction

Carbon fibre-reinforced polymer composites command the major share in the struc-
tural polymer composite industry. It is widely used for various applications such
as aerospace, aeronautical, automobile, locomotive, and recreational applications.
Amongst the various advantages, the polymer composites offer one noticeable advan-
tage which is its flexibility in allowing the user to tailor the properties as per the end
application needs. The few amongst them are higher strength-to-weight ratio, higher
stiffness and higher fatigue resistance. Profound tests were carried out to determine
the array of properties related to structural as well as tribological properties of the
carbon fibre-reinforced polymer composites [1]. However, the research work to eval-
uate the significance of nano-sized reinforcements on the tribological properties of
the carbon fibre-reinforced polymer composites has not been dealt in an intense man-
ner [2]. Hence, this research work aimed at studying the significance of reinforcing
the carbon fibre-reinforced composites with alumina (Al2O3) and molybdenum-di-
sulphide (MoS2) separately and compared their effect on the tribological properties
based on test results that obtained by three-body wear tests and two-body wear tests.

2 Literature Review

GuangShi et al. had assessed the impact of nano-sized alumina fillers on the slid-
ing wear behaviour on the epoxy-based polymer composites. The researchers were
successful in reducing the specific wear rate by 97% when the volume of the nano-
alumina used was 0.24 vol.% than compared to the bare epoxy resin [3]. B Sure-
sha et al. evaluated the tribological properties of carbon–epoxy and glass–epoxy-
reinforced polymer composites using pin-on-disc apparatus. It was found that car-
bon–epoxy samples showed lower friction and lower slide wear loss [3, 4]. A Shafiei-
Zarghani et al. had developed the Al2O3 nano-composite surface layer on an Al alloy
using friction stir welding (FSP). FSP made significant enhancement in the mean
microhardness of the nano-composite layered composite by three times as compared
to the bare aluminium substrate [5].

V.P. Gordienko et al. studied the significance of adding additives less than one
micrometer (<1 µm) with polyolefin such as polyethylene and polypropylene by
hot pressing under a pressure of 35 MPa for 20 min by adding inorganic additive
molybdenum-di-sulphide in the range of 0.1 to 10% by volume. It was found that
there was increase in the hardness due to the addition of molybdenum in a tracer
quantity of 0.3 to 0.5% which enhanced the wear resistance of the composite by
8 to 10% [6]. Zhu Peng et al. conducted the study of the tribology performance
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of molybdenum-di-sulphide reinforced thermoplastic polyamide under dry and wet
lubrication conditions. It was found that mechanical performances were superior the
thermoplastic filled with molybdenum-di-sulphide [7]. P. H. Sivaraman et al. studied
the influence of molybdenum-di-sulphide composition on the wear characteristics
of the composites fabricated. SEM images were used to study the worn surfaces. It
was found that the there was a significant improvement in the composite properties
which were doped with molybdenum-di-sulphide than compared with that of the
bare composite [8].

From the above discussion, it was concluded that there is enough documented
research work carried out in fabrication polymer-based nano-composites using nano-
sized alumina and nano-sized molybdenum-di-sulphide. Most of the work involved
fabricating the samples from hand layup and compression moulding. But no evident
was found about fabrication of composite usingVARTMmethod and testing the com-
positeswith three-/two-body abrasivewear test and traditional pin-on-disc apparatus.
Hence, the present research work concentrated on developing the VARTM fabri-
cated nano-composites reinforced with nano-sized filler in different proportions and
conducting three-body abrasive wear and two-body abrasive wear for performance
study.

3 Materials and Method of Fabrication

Structural grade carbon fabric used as a primary fibre and epoxy resin HTR 212 were
mixed with hardener HTR-386-99 for preparing the composites. These materials
were procured from Aircraft Spruce, USA. It is noted from the supplier that the size
of alumina (Al2O3) particles is about 18 nm and the size molybdenum-di-sulphide
(MoS2) particle is in range of 80 nm–100 nmwith 99.9% purity. These particles were
used as nano-fillers in the volume of 0.1, 0.2, 0.4 and 0.7% to develop nano-filler-
reinforced polymer composites. Vacuum-assisted resin transfer moulding (VARTM)
method was used for fabricating the composite panels. The ultrasound powered
ultrasonicator is used for uniform distribution of the nano-fillers in the pure epoxy
resin. The whole set-up is shown in Fig. 1. Panels were fabricated resembling the
size of the VARTMmould, and samples were extracted by water jet cutting as per the

Fig. 1 Vacuum-assisted resin transfer moulding



794 S. K. Siddalingappa et al.

Fig. 2 Composite panels
extracted from water jet
cutting

ASTM standards. The photographs of the extracted samples are as shown in Fig. 2.
The scanning electron microscope (SEM) studies were conducted to understand
the significance of using the ultrasonicator to mix the nano-reinforcements into the
epoxy resin as compared to that of the manual mixing. The SEMmicrographs reveal
that MoS2 nano-filler in the epoxy resin is evenly distributed when it is mixed with
ultrasonicator. The SEM micrographs also disclose that the porosity level is almost
nil due to ultrasonication.

4 Experimental Testing

4.1 Three-Body Abrasive Wear Test

Three-body abrasive wear tests were conducted in accordance with ASTM G-65.
The equipment used for conducting the three-body wear test is shown in Fig. 3. The
initial weight of the specimen was recorded. The velocity and test time were set.
Abrasive particles from the hopper were introduced between the test specimen and
rotating cholorobutyl rubber tyre abrasive wheel (hardness; Durometer-A 58-62). At
the end of the set duration, specimen was removed and cleaned thoroughly. The final
weight of the tested specimen was recorded for measuring the wear loss. The above
procedure was repeated for varying abrading radius for different concentrations of
the nano-fillers. These experiments were carried out at two different loads, i.e., 24 N
and 48 N [8].
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Fig. 3 Three-body abrasive
wear test set-up

4.2 Two-Body Wear Test

Two-body abrasive wear tests were conducted in accordance with ASTM G-99. The
rotating disc of the apparatus was cleaned using the acetone to remove any dirt,
grease or any material debris attached from the previous test. Initial weight of the
sample was measured and recorded, and the specimen was fixed to the sleeve based
upon the preselected abrading radius. The specimen was loaded by the predefined
magnitude of weight and brought in contact with the rotating disc. As the machine
was switched on, the specimen in contact with the rotating disc abraded gradually.
The test was performed for a fixed duration of time as per standard, and finally, the
weight of the specimen measured after the test was conducted, thus measuring the
wear loss. The above procedurewas repeated for varying abrading radius for different
concentrations of the nano-fillers used at two different weights of 24 N and 48 N [9]
(Fig. 4).

Fig. 4 Two-body abrasive
wear test set-up: 1. Pin
holder with screw, 2.
specimen with holder, and 3.
rotating disc
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Fig. 5 Scanning electron microscope images showing the distribution of the reinforcement in the
composite structure when the reinforcements were mixed manually (a) and by ultrasonicator (b)

5 Results and Discussions

5.1 Scanning Electron Microscope (SEM) Studies

Figure 5 shows the SEM images of MoS2 dispersement into the epoxy resin matrix
done manually as well as by using the ultrasonicator. The figure reveals composites
developed by the dispersing the reinforcements bymanually mixing (Fig. 5a) is more
porous that the dispersement done using the ultrasonicator (Fig. 5b).

5.2 Three-Body Wear Test

The plots shown in Figs. 6 and 7 show the variation of wear rate against the abrading
distance for the various reinforcements (Al2O3 and MoS2) used at an operating load
of 24 N and 48 N, respectively. The three-body wear test was conducted at above-
mentioned loads at various (0.0, 0.1, 0.2, 0.4 and 0.7%) concentrations of Al2O3 and
MoS2. In the plots shown in Figs. 6 and 7, it can be observed that the wear rate was

Fig. 6 Three-body abrasive wear test results showing the variation of wear rate against the abrading
distance for different concentrations of Al2O3 and MoS2 at 24 N
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Fig. 7 Three-body abrasive wear test results showing the variation of wear rate against the abrading
distance for different concentrations of Al2O3 and MoS2 at 48 N

directly proportional to the abrading distance; hence, the gradual increase in the wear
rate can be observed for all the concentrations of reinforcement studied irrespective
of whether it was Al2O3 reinforced composites or MoS2 reinforced composite. But
however the detailed observation of the plots demonstrated that thewear rate inMoS2
reinforced composites is substantially lower as compared to that with composited
reinforced with Al2O3. For instance, at 0.4% concentration Al2O3 sample wear rate
was 0.135 units whereas that of theMoS2 was 0.1 units; i.e., thewear resistance of the
MoS2 was approximately 25% more than that of the Al2O3 reinforced composites.
This behaviour of the material could be attributed for the fact that Al2O3 being a
hard reinforcement gets wore out and material gets removed from the specimens in
the form of flakes; hence, the volume of material removed is higher, whereas in the
case of MoS2, the very nature of the MoS2 is to act as a lubricating agent which in
turn reduces the friction during the abrasion and also MoS2 is a soft reinforcement;
hence, the material gets removed in the form of small powders, thereby reducing the
rate of the material removal and hence the lesser wear rate. The behaviour of the
samples tested at a load of 48 N has shown the similar trend.

5.3 Two-Body Wear Test

With reference to the above discussion in Sect. 5.2, the results obtained in the two-
body wear test are shown in the plots given in Figs. 8 and 9. The results showed

Fig. 8 Two-body abrasive wear test results showing the variation of wear rate against the sliding
distance for different concentrations of Al2O3 and MoS2 at 24 N
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Fig. 9 Two-body abrasive wear test results showing the variation of wear rate against the sliding
distance for different concentrations of Al2O3 and MoS2 at 48 N

the similar trends as that in case of three-body wear test. However, the wear rate
obtained was far more less as compared to that of the three-body wear results. The
abnormalities in the last plot shown in Figs. 8 and 9 can be attributed for the reason
of loose gripping of sample in the pin-on-disc machine.

5.4 Surface Morphology

Figures 10 and 11 show the SEM images of the worn-out surfaces of the composites
with Al2O3 and MoS2 as nano-reinforcements with 0.2% and 0.4% of the concen-
trations. The severity of the wear in composites with 0.2% alumina is more than
compared to that of composites reinforced with 0.2% MoS2. In the SEM micro-
graphs shown in Fig. 10a, b it is evident that the failure is due to delamination at the
fibrematrix interface. However, in the composites reinforcedwith 0.4% ofAl2O3 and

Fig. 10 Scanning electron microscope images showing the abraded surfaces of composites rein-
forcedwith 0.2%Al2O3 concentration (a) and composites reinforcedwith 0.2%MoS2 concentration
(b) during three-body wear test with an applied load of 48 N
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Fig. 11 Scanning electron microscope images showing the abraded surfaces of composites rein-
forcedwith 0.4%Al2O3 concentration (a) and composites reinforcedwith 0.4%MoS2 concentration
during three-body wear test with an applied load of 48 N

MoS2 as nano-reinforcements, the bonding is better as compared to the composites
with 0.2% of the nano-reinforcements of Al2O3 and MoS2 as shown in Fig. 11a, b.

6 Conclusions

i. Composite panels with Al2O3 and MoS2 nano-fillers were fabricated using
vacuum-assisted resin transfer moulding (VARTM) in the varying concentra-
tions discussed above, and performance study has been carried out in three-body
and two-body abrasive wear test.

ii. The nano-reinforcement of MoS2 was well distributed by the use of ultrasoni-
cator as shown in the figure.

iii. The results obtained clearly depicted that composites reinforced with MoS2
showed better wear resistance at all the concentrations studied as compared to
that of the composites reinforced with Al2O3 nano-filler.

iv. The Al2O3 being a hard reinforcement gets wore out in the form of flakes;
hence, the wear rate is more as compared to MoS2, which by very nature acts
as a lubricating agent which in turn reduces the friction during the abrasion as
shown in Figs. 6.4 and 6.5.

v. MoS2 is a soft reinforcement; hence, the material gets removed in the form of
small powders, thereby reducing the rate of the material removal and hence the
lesser wear rate.

vi. The SEM images shown in Fig. 6.4 depict the severity of the worn-out surfaces
of the composites 0.2% of nano-reinforcement of Al2O3 and MoS2 signifies
that the mode of failure is due to fibre and matrix debonding.
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vii. The SEM micrographs shown in Fig. 6.5 reveal that the composites fabricated
with 0.4% of nano-reinforcement of Al2O3 and MoS2 showed better bonding
than that of the composites with 0.2% of nano-reinforcements.

References

1. Mallick PK (2007) Fiber reinforced polymer composites, materials, manufacturing and design.
CRC Press, New York

2. Gopala Krishnaa K, Divakar C, Venkatesha K, Mohana CB, Mahesh Lohith KS (2010) Bulk
temperature estimation during wear of a polymer composite pin. Wear 268:346–351

3. Soutis C (2005) Fiber reinforced composites in aircraft construction. Program Aero Sci
41(2):143–151

4. Shi G, Zhang MQ, Rong MZ, Wetzel B, Friedrich K (2004) Sliding wear behavior of epoxy
containing nano-Al2O3 particles with different pretreatments. Wear 256:1072–1081

5. Suresha B, Chandramohan G, Samapthkumaran P, Seetharamu S, Vynatheya S (2006) Friction
and wear characteristics of carbon-epoxy and glass-epoxy woven roving fiber composites. J
Reinf Plast Compos 25(7):771–782

6. Gordienko VP, Sal’nikov VG, Podlesnyi RV, Kasperskii AV (2009) Hardness and wear resis-
tance of certain polyolefins with additions of molybdenum-di-sulphide. Plasticheskie Massy
(Plastic Weight) 10:13–15

7. Peng Z, Xiao W, Xiao-dong W, Pei H, Jun S (2013) Tribology performances of molybdenum
disulfide reinforced thermoplastic polyimide under dry and water lubrication conditions. Ind
Lubr Tribol 58(4):195–201

8. Sivaraman PH, Vimal R, Badrinarayanan S, Vignesh Kumar R (2017) Study of wear properties
of jute/banana fibers reinforced molybdenum-di-sulphide modified epoxy composites. Mater
Today Proc, Part A 4(2):2910–2919

9. ASTM G65-04 (2004) Standard test method for measuring abrasion using the dry sand/rubber
wheel apparatus, Annual Book of ASTM Standards, vol 03.02

10. ASTM G99-17 (2017) Standard test method for wear testing with a pin-on-disk apparatus,
ASTM International, West Conshohocken, PA



Environment Effect on Impact Strength
of Pistachio Shell Filler-Based Epoxy
Composites

Sandeep Gairola, Somit Gairola and Hitesh Sharma

Abstract This paper studies the effect of pistachio shell microfillers on the impact
strength of epoxy composites. In the present research endeavor, the potential of
pistachio shell as natural filler is examined with the epoxy matrix. Pistachio shell
filler-based composites were developed by varying the content of fillers 0, 5, 10,
and 15% (by weight). Charpy impact test and moisture absorption test were per-
formed on developed composite specimen. An increase in moisture absorption was
observed with the incorporation of filler. The effect of different environmental con-
ditions, i.e. water, petrol, and kerosene, on impact strength was also studied, and test
results of specimen were compared with the neat epoxy composite. With incorpo-
ration of 10% filler, an increase of 36.56% in impact strength was observed under
ambient conditions. Further decrease in impact strength was observed for sample
subjected to different environmental conditions. Morphological study of all devel-
oped specimen was also done which revealed the brittle nature of fractured surface.
The study revealed that the pistachio shell filler has got potential to be successful
filler in developing epoxy composites.

Keywords Composite · Pistachio shell · Impact strength

1 Introduction

Over the last two decades, natural fibers/fillers are being extensively used in polymer-
based composites as a reinforcement. This natural reinforcement has various envi-
ronmental and economic benefits [1]. In addition of this, natural fibers/fillers as
reinforcement in composites are environment-friendly, renewable, cost-effective,
and abundant in nature. Due to these advantages, natural fillers became a poten-
tial reinforcement in polymer matrix composite. Incorporation of these fillers results
in lower processing cost and increases the physical and mechanical properties of
polymer matrix composite. Pistachio shell, ground nut shell, rice husk, peanut shell,
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cashew nut shell, and wall nut shell have been extensively used as a potential filler.
It has been reported that incorporation of these natural filler in polymer matrix com-
posite gives a remarkable change in the mechanical and physical properties of the
composites [2–9].

Pistachio shell is generally a biowaste which is not used extensively as a natu-
ral filler with the epoxy-based composite; also its chemical constituents (cellulose,
lignin, hemi cellulose, etc.) can be comparable with the other natural filler, i.e.,
ground nut shell, cashew shell, wood flour, etc. Chemical configuration of ligno-
cellulose pistachio shell fillers consists of three main components: cellulose (42%)
hemicellulose (3.11%), and lignin (13.5%), which are known to present very com-
plex structure. The cellulose content of pistachio shell filler is much more than that
of, coconut coir, and bamboo, hemp, kenaf and sisal fibers which is responsible for
its greater hydrophilic nature [10]. The study of environment effect on properties of
composite also plays an important role in order to elaborate the complete behavior
of composite material under different circumstances. It has been reported that under
different exposure of environment i.e. humid, aqueous solution, petrol, vegetable
oil significantly affect the mechanical properties of natural reinforcement polymer
composites [11–13]. Various studies have been reported using pistachio shell filler
and polyester as a matrix, but with epoxy as a matrix the potential is still unknown.
In this study, pistachio shell filler is used as reinforcement with the epoxy matrix and
their impact behavior and moisture absorption are studied.

2 Experimental Details

2.1 Material and Methods

Epoxy LY 556 which is a bisphenol A was used as resin along with hardener HY
951 in 10:1 ratio. Pistachio shell fillers were obtained by grinding the pistachio
shells in a kitchen grinder (Make: Maharaja White line 500 W). Before grinding,
the pistachio shell fillers were kept in a hot air oven (Make: Apollo Lab India) for
24 h at 80 °C. After grinding, the fillers in particle form were sieved through a 500
micron sieve in order to get uniform size filler material. Pistachio shell filler-based
epoxy composites were fabricated using casting method. Pistachio filler is mixed
with the epoxy with 5, 10, and 15 wt%. The mixture is stirred for 20 min in order to
get a homogeneous mixture. This mixture was then poured into a glass mold of size
200 × 200 × 5 mm3. The mixture was left to cure for 24 h at room temp of about
23 ± 2 °C (Figure 1 and Table 1).

Optical micrograph was taken from a camera of resolution 4× to show the dis-
persion of filler in the epoxy matrix composites. It is evident from Fig. 2 that there
is uniform dispersion of fillers in epoxy matrix. However, there is slight difference
in color of the developed micrograph which can be attributed to increment filler
percentage.
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Fig. 1 Mixing and pouring of mixture

Table 1 Samples with
different specification

Sample No. Specification Designation

1. Neat epoxy S1

2. Epoxy + 5% filler S2

3. Epoxy + 10% filler S3

4. Epoxy + 15% filler S4

Fig. 2 Optical micrograph of samples

3 Testing and Analysis

3.1 Moisture Absorption Test

Moisture absorption test was performed according to ASTM D 570-98 standard for
moisture absorption of plastics. The samples were immersed into plain water for
different time periods 24, 48, and 72 h. The samples were taken out after every two
hours and wiped with clean cotton cloth every time the weight was measured. The
amount of water uptake by each sample was calculated by weighing initial (W i)
and final weight (W f) immediately, using a precise balance machine. The change in
weight percentage is measured by the given equation (Table 2).

W% = (Wf −Wi)Wf (1)
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Table 2 Moisture absorbed by the samples

Sample Weight(gm)

0 24 (hrs) % change 48 (hrs) % change 72 (hrs) % change

S1 8.72 8.725 0.057 8.728 0.092 8.729 0.10

S2 9.73 9.736 0.06 9.741 0.13 9.743 0.30

S3 7.24 7.36 1.657 7.42 2.486 7.46 3.038

S4 9.141 9.143 0.0218 9.146 0.0546 9.146 0.0546

Table 3 Impact strength of samples

Specimen Average Impact Strength(kJ/m2)

Ambient Water Petrol Kerosene

S1 16.60 16.62 16.61 16.60

S2 19.21 20.28 16.70 18.84

S3 22.67 16.62 22.72 22.64

S4 20.17 19.90 17.77 20.12

3.2 Impact Test

The samples were cut as per ASTM-D256 and were subjected to Charpy impact
test. The test is performed on 3 samples using a digital pendulum impact tester.
Three un-notched sample of dimension 55 × 10 × 5 mm3 was taken from each
specification. The samples are also subjected to different environmental conditions
(i.e., plain water, kerosene, petrol) for 10 days. For each observation, experiment
was triplicated and the average values are given in Table 3.

3.3 SEM Analysis

In order to understand the morphology of pistachio shell filler-based epoxy compos-
ites, the developed samples were subjected to SEM analysis using scanning electron
microscope(Make: LEO England). The samples were cut to 10 mm × 10 mm and
given a gold coating to enhance the conductivity.

4 Results and Discussion

From moisture absorption test as shown in Fig. 3, it is revealed that rate of water
absorption solely depends on the filler content. As the filler content increases, mois-
ture absorption increases and further decreases after 10% filler. The reason of this
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Fig. 3 Moisture absorption with varying filler content

may be due to the fact that as content of natural filler increases, the number of freeOH
groups present in cellulose also increases in the composite. These free OH groups
result in weight gain in the composites due to come in contact with moisture and
form hydrogen bond [13]. In spite of this, the moisture absorption also depends upon
the voids present in the material. It is observed that maximum moisture is absorbed
by sample of 10 wt% filler. This is caused due to the presence of large amount of
filler and void present in it which absorbed more water. In the case of S4 sample, the
filler content increases but with this void present in the sample gets reduced that’s
why showing reduction in moisture absorption in spite of high filler content [12].

As shown in Fig. 4, the impact strength in ambient condition firstly increases
about 15.72% in 5% pistachio shell filler content, going maximum for optimum
filler content of 10 wt% and then starts decreasing at higher content. The highest
impact strength of 22.67 kJ/m2 was observed for 10% wt., while that of unfilled

Fig. 4 Impact strength with varying filler content



806 S. Gairola et al.

epoxy was 16.6 kJ/m2 corresponding to an increment of 36.56%. This may be due
to the better compatibility of the pistachio filler with the epoxy. As filler content
increases, the load carrying proportion between the filler and matrix gets changed.
For optimum filler content, it gives the maximum strength. As filler content increases
from 10 to 15 wt%, the compatibility between filler and epoxy gets decreased due
to excess amount of filler, and also it could be due to the decrease in stress transfer
efficiency [16].

When samples were subjected to different environmental conditions, a decrease
in impact strength was observed. It was found that sample immersed in water shows a
decrease in strength due to the fact that as sample absorbs themoisture, the interfacial
bonding gets weaken in nature and leads to decrease in strength. The S3 sample
absorbs more moisture and hence shows the maximum decrement in strength. A
similar type of results was observed by Prakash et al. [13] and Raghavendra et al.
[14] in the arhar and jute fiber epoxy composites, respectively.

Sample subjected to the petrol environment shows the small decrement in impact
strength as petrol moisture intake is less and presence of hydrocarbon in petrol may
reduce the interfacial bonding strength. Similar observation is observed in sample
subjected to kerosene environment. Hence, in sample S3 water absorption affects the
impact strength more as compared to other environment; the reason may be due to
hydroxyl group present in water and hydrophilic nature of filler, which is not present
in other environments, and therefore, the compatibility between filler and matrix gets
reduced [16, 17]. This indicates that pistachio shell filler potentially can improve the
impact strength significantly.

Themorphological study revealed the void content in developed epoxy composites
which keeps on increasing with increase in filler content. Figure 5 shows the filler
pullout and the voids which can be the reason for decreased strength as mentioned
in Sect. 4 which can be the reason for low absorption of moisture.

Fig. 5 SEM images of the developed sample S4 depicting voids and filler pullout
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5 Conclusion

The following conclusions can be drawn from the above study:

(1) Water absorption study showed that water absorption solely depends upon the
filler content and voids present in the developed composite.

(2) The addition of pistachio shell filler significantly affects the impact strength of
developed sample. The energy absorbed by samples reached a maximum value
with 10% of pistachio shell filler and then decreased with increasing content.

(3) The samples subjected to different environments when tested for impact
strength, S3 subjected to water environment lost more strength in comparison
with other environments.

(4) Sample subjected to water environment validates the effect with other
researchers also, and rest of samples show inconsistent behavior, but it can
be concluded that use of pistachio shell as a filler results in improved impact
properties as compared to neat epoxy.

(5) As waste filler pistachio shell can be utilized for developing bio-friendly
composites, reducing the percentage of epoxy will result in reducing plastic
consumption which will lead toward green manufacturing.

References

1. Silva RV, Spinelli D, Bose Filho WW, Neto SC, Chierice GO, Tarpani JR (2006) Frac-
ture toughness of natural fibers/castor oil polyurethane composites. Compos Sci Technol
66(10):1328–1335
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Performance Improvement of Nanofluid
Minimum Quantity Lubrication
(Nanofluid MQL) Technique in Surface
Grinding by Optimization Using Jaya
Algorithm

Sharad Chaudhari, Rahul Chakule and Poonam Talmale

Abstract The recent industries are more concise about clean, green, and sustainable
machining process for better quality and productivity. The conventional cutting fluid
is gradually replaced by nanofluid due to heat transfer and the lubricating properties
of nanoparticles. The effect of material hardness on grinding performance in terms of
surface roughness is determined under different cooling environments such as con-
ventional flooded, MQL, and NanofluidMQL. The result shows that surface finish of
hard material is obtained better at 0.30 vol.% concentration of nanofluid compared
to conventional flooded, MQL and 0.15 vol.% concentrations of Nanofluid MQL
process. In present work, the modeling and optimization of process parameters for
EN 31 soft material are carried out using Jaya algorithm to improve the process per-
formance. The process parameters such as table speed, depth of cut, dressing depth,
coolant flow rate, and nanofluid concentration are considered the input parameters
and surface roughness as the response parameter formodel development. The optimal
values obtained by Jaya algorithm for soft steel material in Nanofluid MQL process
are table speed (7000 mm/min), depth of cut (20 µm), dressing depth (10 µm),
coolant flow rate (750 ml/hr), and nanofluid concentration (0.22 vol.%). The result
shows that Nanofluid MQL process significantly reduced the surface roughness by
14%over the conventional technique. The confirmation experiments are conducted to
validate the regression model by comparing the experimental results with predicted
values obtained from Jaya algorithm at optimal setting.

Keywords Cooling environments · Jaya algorithm ·Modeling · Surface roughness
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1 Introduction

The large amount of heat generates at contact zone due to complex material removal
mechanism of grinding process and abrasive workpiece contact for microseconds.
The large heat affects on workpiece quality, tool life, specific grinding energy, and
finally on machine efficiency. The more amount of coolant is used to improve the
process performance. It helps to dissipate the heat generated during machining, but
the process is not economical and eco-friendly. The problem associated with the
conventional grinding process of excess coolant usage is discussed [1]. In minimum
quantity lubrication (MQL), the small amount of cutting fluid (ml/hr) is used in mist
form by compressed air and then penetrates effectively at contact interface. The result
of MQL grinding is better compared to conventional flooded, but lubricating effects
are poor as cutting fluid is soluble oil. Recently, theNanofluidMQL technique ismore
cost-effective, eco-friendly and human-friendly [2–4]. The features of nanoparticles
are better thermal conductivity, large relative surface area, high mobility, and better
suspension stability [5, 6]. The application of nanofluid usingMQL(NanofluidMQL)
can reduce the friction, cutting forces, and temperature in cutting region due to better
heat transfer, tribological characteristics of nanoparticles, and better penetration of
nanofluid [7–10]. The hardness effect of workpiece on MQL process performance is
studied in paper [11].

From the literature study, it is observed that the traditional method of optimization
can use to find the optimal values of process parameters but the accurate guess of
the initial solution is not possible and may trap into local optima. The problem is
more critical for Nanofluid MQL grinding, where more parameters are involved. To
overcome the limitations of traditional methods, Jaya algorithm is used to optimize
the process parameters. It has only one phase and does not require any algorithm-
specific parameter for optimization. The execution of Jaya algorithm is easy and
simple [12].

In the present study, the performance of EN31hard and soft steelmaterials in terms
of surface roughness is analyzed experimentally using response surfacemethodology
(RSM). The main purpose of this work is to study the Nanofluid MQL process for
hard and soft EN31 steels and further to improve the performance of soft steel
using optimized values obtained from Jaya algorithm. The mathematical model is
developed using RSM based on significant parameters. The mathematical model is
treated as the fitness function for evaluation in Jaya algorithm.

2 Experimental Procedure

Experiments are conducted on EN31 rectangular plate of hard and soft types hav-
ing size 100 * 50 * 25 mm using hydraulic surface grinding machine. The grinding
wheel size of 350 * 50 * 75.2 mm and type AA46-54-K5-V8 is used for exper-
imentation. The soluble oil ratio of 1:20 is used for conventional/wet and MQL



Performance Improvement of Nanofluid Minimum Quantity … 811

experiments. The water-based Al2O3 nanofluid of 0.15 and 0.30 vol.% concentra-
tions is used for experimentation of Nanofluid MQL process. The average particle
size of Al2O3 is 30–50 nm and is used for experimentation. The concentration (0)
indicates that the experiments are conducted using MQL technique. The average
value of response is considered for analysis. The EN31 steel is extensively used to
manufacture the drawing dies and molds in various forming operations. The good
tolerance and better surface finish in dies and molds is the basic requirement that
depends on material selection and process performance. The levels of parameters
shown in Table 1 are determined considering the industry practices, literature sur-
vey, and conducting the pilot experiments. The experiments are conducted as per
design matrix obtained by response surface methodology (RSM) using Minitab 17
software. The minimum experimental runs are determined using statistical technique
called design of experiments [13]. The experimental setup of NanoMQL process is
shown in Fig. 1.

The surface finish which determines the performance and service life of machine
components is measured in terms of Ra value at three points along the grinding
direction. The SRT-6200-type surface roughness tester is used to measure surface
roughness. The speed and sampling length of 0.5 mm/s and 2 mm are used. The
cutting forces are recorded using strain gauge dynamometer positioned properly
under the workpiece clamping device. The normal (Fn) and tangential (Ft) cutting
forces are measured at three locations on workpiece after 14, 32, and 46 passes
of grinding wheel on workpiece surface. The resultant average of cutting force is

Table 1 Levels of process parameters

Level Table speed
(mm/min)

Depth of cut
(µm)

Dressing
depth (µm)

Coolant flow
rate (ml/hr)

Nanofluid
concentration
(vol.%)

Low 7000 20 10 250 0

Medium 10,000 30 20 500 0.15

High 13,000 40 30 750 0.30

Fig. 1 Experimental setup
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considered for result analysis. The coefficient of friction (µ) is determined using the
ratio tangential force and normal force value (Ft/Fn).

3 Results and Discussion

The tangential force increases with friction that is generated along with the recip-
rocating movement of worktable. The other cutting force component called normal
force obtained is mostly affected by workpiece hardness. The coefficient of friction
obtained is lowest for harden material in Nanofluid MQL technique. The reason of
better results may be due to efficient lubrication and cooling effects of nanofluid
at contact zone compared to wet and MQL techniques. The lubricating properties
of nanofluid and effective penetration using compressed air at contact zone help to
form tribofilm of nanofluid on ground surface andwheel abrasive. The slurry effect of
lubrication helps to restore the sharpness of grits better than soluble cutting fluid. The
material removal is more shearing in hard material, whereas due to ductility nature,
the material removal is shearing and plastic deformation of soft steel. Thus, the bet-
ter surface finish is obtained by reducing the surface roughness value in hard steel
using Nanofluid MQL. For better improvement of results in soft steel, it is important
to optimize the machine process parameters. Figures 2 and 3 show the tribological
characteristics such as tangential force, coefficient of friction and response value,
namely surface roughness of hard and soft EN31 steels under different grinding
environments.

Fig. 2 Grinding parameters under different cutting environments (hard steel): a Tangential force,
b coefficient of friction, c surface roughness
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Fig. 3 Grinding parameters under different cutting environments (soft steel): a Tangential force,
b coefficient of friction, c surface roughness

3.1 Development of Mathematical Model

The quadratic model of surface roughness is developed using RSM. The equation of
surface roughness (Ra) in coded form is given in Eq. (1). The input factors are coded
as table speed (x1), depth of cut (x2), dressing depth (x3), coolant flow rate (x4), and
nanofluid concentration (x5).

Surface roughness (Ra) = 0.13301 + 0.000009x1 + 0.000628x2
− 0.000424x3 − 0.000049x4
− 0.2187 x5 + 0.5461 x∗

5 x5 − 0.000011 x∗
1 x5

+ 0.000001 x33 x4 + 0.000078 x∗
4 x5 (1)

The analysis of variance (ANOVA) of the response surface quadratic model of
surface roughness shows the multiple regression coefficients (R2) value of 0.9797.
The predicted R-squared value 0.9605 is also in reasonable agreement with adjusted
R2 value 0.9715. The value indicates that the model well fitted the data. The P-value
of model in ANOVA is less than 0.05, indicates the model terms are significant.
The lack of fit is not significant. This indicates that the model is adequate to study
the relationship between response parameter in concerned with machining process
parameters. The papers [14–18] are reviewed on modeling and optimization to find
optimal machining process parameters.
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3.2 Optimization Using Jaya Algorithm

The literature studies on optimization stated that evolutionary algorithms are proba-
bilistic. They require common controlling parameters like population size and num-
ber of iterations and algorithm-specific control parameters besides the common con-
trolling parameters. The improper tuning of algorithm-specific parameters and com-
mon controlling parameters increases the computational effort or obtained the local
optimal solution. To overcome these limitations, recently developed Jaya algorithm
is used in this case study. The special features of Jaya algorithm are simplicity and
do not have any algorithm-specific parameters. In addition to this, it gives optimal
solutions in less number of function evaluations. The different papers [19–22] are
reviewed to understand the Jaya algorithm and its execution. The optimized values
of process parameters are determined using Jaya algorithm for soft steel material.

X ′
m,n,i = Xm,n,i + r1,m,i

(
Xm,best,i − ∣∣Xm,n,i

∣∣)−r2,m,i
(
Xm,worst,i − ∣∣Xm,n,i

∣∣) (2)

where r1,m,i and r2,m,i are the two random numbers for “m” variable during
ith iteration in the range of [0, 1]. The term “r1,m,i

(
Xm,best,i − ∣∣Xm,n,i

∣∣)” indi-
cates the tendency of solution to move closer to the best solution, and the term
“r2,m,i

(
Xm,worst,i − ∣∣Xm,n,i

∣∣)” shows the ability of solution to avoid the worst solu-
tion. X ′

m,n,i solution is accepted if it gives a superior function value. All the accepted
function values at the end of iteration are considered as input to the next iteration.
The algorithm tries to get the best optimal solution and rejects the worst solution.
The absolute value of Xm,n,i is considered in Eq. (2). The objective function is sub-
jected to significant parameter and range constraints such as 7000 ≤ x1 ≤ 13,000;
20 ≤ x2 ≤ 40, 10 ≤ x3 ≤ 30, 250 ≤ x4 ≤ 750, and 0 ≤ x5 ≤ 0.30. The convergence
curve for optimizing surface roughness value is shown in Fig. 4. The confirmation
experiments are conducted at feasible optimized values obtained from Jaya algorithm
such as table speed (7000 mm/min), depth of cut (20 µm), dressing depth (10 µm),
coolant flow rate (750 ml/hr), and nanofluid concentration (0.22 vol.%). It is also
observed that the percentage error of surface roughness is 5.49% at optimized values.
The good agreement of surface roughness result is obtained as predicted values from
Jaya algorithm and experimental values are closer.

Fig. 4 Convergence curve
of surface roughness
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4 Conclusions

The presentwork analyzed themodeling and optimization ofNanofluidMQLprocess
for soft EN31 steel to improve the process performance in terms of surface rough-
ness. The surface roughness value is determined at optimized parameters obtained
from Jaya algorithm. Based on current investigations, the following findings are
summarized as follows:

(1) The significant reduction of surface roughness in hardened steel is observed by
14% using Nanofluid MQL grinding at 0.30 vol.% concentrations over conven-
tional flooded technique. The stable nanofluid and better cooling-lubrication
effect at contact interface may be the reason to obtain better surface quality. In
soft steel, the surface roughness value found poor compared to hard steel in all
cutting environments. The more material deformation due to the ductility nature
of material may be the reason for poor surface finish in soft steel.

(2) The second-order quadratic model of surface roughness is developed for signif-
icant parameters, and its adequacy is checked by analysis of variance to predict
the response at 95% confidence interval. The optimal values obtained for soft
EN31 steel using Jaya algorithm in Nanofluid MQL process are table speed
(7000 mm/min), depth of cut (20 µm), dressing depth (10 µm), coolant flow
rate (750 ml/hr), and nanofluid concentration (0.22 vol.%). The convergence
speed of Jaya algorithm found very high, and optimum response is obtained in
less function evaluations.

(3) The confirmation experiments are conducted at optimized feasible values of
parameters obtained from Jaya algorithm to validate the results. The predicted
value of surface roughness obtained from Jaya algorithm is 0.14933 µm and
experimental value of 0.158µm.Thus, the percentage error of 5.49% is observed
for surface roughness.
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Wear Resistance of Structural Steels
Having Ultra-Low Carbon to High
Carbon Concentration

Soumya Sourav Sarangi, Lavakumar Avala and D. Narsimhachary

Abstract The tribological behavior of the different structural steels with carbon
concentration ranging from 0.002 to 0.7% was evaluated through ball on disk wear
testing method. Testing was carried out at three different loads, i.e., 30, 40, and
50 N to understand the wear behavior at different loading conditions. The wear
resistance of the spheroidized high carbon steel (0.7%) is found to be lesser than
that of steels containing pearlite in their microstructures, i.e., low carbon (0.19%)
steel and medium carbon (0.32%) steel. Enhanced strain hardening of the pearlite
structure was held responsible for the increased wear resistance. As expected if steel
showed least wear resistance due to its softer ferrite content. The SEM images of the
worn structures are correlated with the macroscopic wear resistance data.

Keywords Wear testing · If steel · SEM micrographs ·Worn structures

1 Introduction

Wear occurs when two surfaces come in contact with each other. Generally, wear
process involves the relative movements of the surfaces. Wear is basically a sur-
face phenomenon, where the surface of the material gets removed continuously due
to delamination of the surface layer because of various processes undergoing at
the subsurface level [1]. The environmental condition along with the crack gener-
ation at the subsurface level has an important role to play during wear property
evaluation [2]. Wear resistance of steels or any metals is correlated with various
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factors like microstructure, mechanical work history, and composition. Extensive
studies have been carried out to understand the generalized mechanism of wear
occurring under various conditions. Mang et al. have attempted to describe wear
behavior of metals through predictive mathematical equations [3]. But the aim of
predicting wear with respect to few specific properties has been largely unsuccess-
ful. This is concluded by Hurricks et al. that only the knowledge of composition and
bulk mechanical properties of materials is not sufficient to understand wear behavior.
Rather, the knowledge of microstructure and the influence of microstructure over the
wear properties carry equal importance [1]. While a steel surface undergoes wear,
various complex mechanisms like crack or void formation, pulling off colonies of
pearlite, dissolution of carbides etc. come into play [4, 5]. These properties affect
the wear behavior of steels to a vast extent.

Therefore, steels with varying microstructures are selected for this study, so that
an understanding can be built on the effect of microstructure on wear properties.

2 Experimental Procedure

Five different steels with varying carbon concentration were selected for the present
study. The samples selected are spheroidized high carbon steel (0.7% C), medium
carbon steel (0.32% C), low carbon steel (0.19% C), microalloyed steel (0.07% C),
and if steel (0.002%C). The wear testing for the samples was carried out in DUCOM
ball on disk wear testing machine in dry condition to study the wear behavior at
different loading conditions; wear test was carried out at three normal loads, i.e., at
30 N, 40 N, and 50 N load, respectively. Three samples with dimensions 1 cm ×
1 cm × 1 cm were cut and metallographically prepared for the wear testing. For the
testing, a diamond indenter was held against the specimen surface with a wear track
diameter of 4 mm. The samples were rotated at a speed of 25 rpm for a time period
of 15 min. Finally, HITACHI SU3500 Scanning Electron Microscope (SEM) was
used to observe the worn-out surface of the steels.

3 Results and Discussion

The plots showing the wear rate in microns as a function of sliding distance for the
steels selected in the study are given in Fig. 1 (Fig. 1a–e). For all the specimens,
the amount of wear increases with wear load. It can be observed from Fig. 1a–e
that initially, the wear rate is quite high which gets stabilized after a certain sliding
distance. This is seen in all the specimens. Another conclusion that can directly be
followed from Fig. 1 is that the increase in wear rate with load for the specimens can
not be said to be directly related to the carbon concentration. Formediumcarbon steel,
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Fig. 1 Wear rate versus sliding distance for a spheroidized high carbon steel, b medium carbon
steel, c low carbon steel, d microalloyed steel and e if steel variation of coefficient of friction value
with sliding distance for f spheroidized high carbon steel, g medium carbon steel, h low carbon
steel, i microalloyed steel, and j if steel

the wear rate observed for 30 and 40 N loads is quite similar, whereas a considerable
amount of increase in wear rate can be detected at 50 N load.

The amount of wear in the specimens is a strong function of the constituent phases
inside the material. For if steel and microalloyed steel, the wear rate shows a little
difference at 30 and 40 N loads. But at 50 N if steels, wear rate is considerably higher
than that of microalloyed steel due to softer ferritic matrix in the former. Similar is
the case with low carbon and medium carbon steels, where the wear amount and
wear rate in medium carbon steel are lower than that of low carbon steel due to the
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presence of a higher fraction of pearlite in its microstructure. The wear rate versus
distance plot in low carbon steel at 40 N load (Fig. 1c) seems to be distorted. This
might be the result of uneven sample surface encountered during testing.

In spite of having the highest surface hardness, spheroidized high carbon steel
shows lower resistance to wear deformation than that of low carbon and medium
carbon steels. This can be observed from the comparison of variation of wear rate
with sliding distance for all samples given in Fig. 1. The presence of softer ferritic
matrix in spheroidized high carbon steel explains the poor wear resistance of the
above-mentioned steel. This result agrees with previous studies carried out by Y.
Wang et al., where steels having pearlite in their microstructure showed higher wear
resistance than that of the steel with spheroidized microstructure [6].

The influence of surface hardness over the wear properties of the steels during
sliding conditions is quite complex and it is difficult to relate the surface hardness
of the materials directly with their wear properties [7]. Instead, the thermal stability
of the phases in the microstructure of the steels plays an important role in this
phenomenon. With ongoing sliding contact wear process the temperature of the test
piece increase, their surface hardness decrease. This might explain the observation
of higher wear rate in steels with a higher surface hardness [6].

The high wear resistance of the medium carbon steel and low carbon steel is
attributed to the presence of lamellar pearlite in their microstructure. With suc-
cessive wear of the surface, the surface layers work hardens appreciably. As it is
known that pearlite has excellent work hardening capability due to the orientation
of carbides in lamellar form, the wear in pearlite becomes considerably smaller than
structures with similar hardness or in some cases than structures with higher surface
hardness [8]. The phase fraction of pearlite in the considered medium carbon steel
is nearly 50%. This explains the highest wear resistance observed in the medium
carbon steel.

The similar concept of work hardening can be employed to explain the wear
behavior observed in if steel andmicroalloyed steel.Both the if steel andmicroalloyed
steel contain ferrite phase in their microstructures due to very less carbon content.
The grain size in the case of microalloyed steel is quite smaller than that of the if
steel, which imparts greater strain hardening capability to the microalloyed steel. It
can be observed the wear resistance at smaller loads (30 and 40 N) in both the steels
is similar, i.e., the degree of work hardening in both the steels is similar at lower
loading conditions. But at 50 N load, fine grain microstructure of microalloyed steel
work hardens more and shows higher resistance to wear deformation.

Figure 1f–j shows the variation of coefficient of friction with sliding distance
for each steel at different loads. A sharp decrease in the value of coefficient of
friction with little initial fluctuation is the common feature in all the steels. The rapid
decrease in the value of coefficient of friction implies the very fast increase in the
wear resistance of steels by virtue of their own deformation, i.e., work hardening.

The coefficient of friction value at lower loads of low carbon steel shows a lot of
fluctuationwhichmaybe the effect of carrying out testswith an uneven specimen.The
transition in coefficient of friction values with progressing wear test indicates toward
the change of wear mechanism with time. It can be observed that the coefficient of



Wear Resistance of Structural Steels Having Ultra-Low … 821

Fig. 2 SEM images of worn surface of a if steel at 50 N load, b microalloyed steel at 30 N load,
c microalloyed steel at 50 N load, and d low carbon steel at 50 N load. SEM images of worn-out
surface of e medium carbon steel at 50 N, f spheroidized high carbon steel at 30 N, g spheroidized
high carbon steel at 40 N, and h spheroidized high carbon steel at 50 N

friction values for all specimens increases slightly with increase in load from 30 to
40 N, whereas an appreciable inflation in coefficient of friction values is seen when
transition of load occurred from 40 to 50 N.

The wear resistance of the above steels can directly be related to the appearance
and features on the worn-out surfaces. Figure 2 (Fig. 2a–h) shows selective SEM
images of the wear track at different loads for the samples. Figure 2a shows the
wear track of if steel sample at a load of 50 N. The evidence of microcutting of
the steel specimen can be found from this picture, which indicates abrasive wear
has taken place in if steel [9]. When a metal surface work hardens with time, then
cracks form in the subsurface region. These cracks join together and eventually
sheets of metal are separated from the surface exposed to wear. This is known as
delamination [10].Delamination and subsurface cracking canbe observed inmicroal-
loyed and low carbon steels (Fig. 2c, d). This indicates considerable strain hardening
occurring during wear of these steels, which in turn enhances their wear resistance.

Spheroidized high carbon steel, in spite of its highest surface hardness, shows
inferior wear resistance than that of the plane carbon steels having lesser carbon
concentration. This is evident from Fig. 2 (Fig. 2f–h). Spheroidized high carbon
steel specimen even at lower load, i.e., at 30 N load shows the removal of patches of
metal from localized sites (Fig. 2f). In spheroidized high carbon steel, hard cementite
particles are uniformly distributed in the softer ferritic matrix. During sliding wear,
the huge plastic deformation can cause the nucleation of cracks at the hard cementite
particles [11, 12]. This is responsible for more material loss from the spheroidized
structure and hence more wear rate. The removal of the material from surface of
spheroidized high carbon steel seems more prominent at the higher load (50 N) as
can be seen in Fig. 2h.
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4 Conclusions

1. The wear of the steel samples with sliding distance was measured. At 50 N load,
medium carbon steel showed highest wear resistance, whereas if steel showed
the least.

2. The carbon concentration cannot directly be related to the wear resistance of the
steels. The importance of microstructure of the surface exposed to wear is more
toward determining the wear resistance than the composition.

3. The coefficient of friction values showed a rapid increase in value followed by a
relatively stable regime. This indicates a change in wear mechanism or changes
in surface condition of the steels while testing.

4. The features observed in the SEMmicrograph of the worn surface of the samples
at particular loads are related to the wear rate shown by the specimen at those
particular loads.
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Experimental Investigation on Laser
BeamWelded Joints of Dissimilar Metals
and Optimization of Process Parameters
Using Firefly Algorithm

B. Narayana Reddy, P. Hema, Y. Prasanth Reddy and G. Padmanabhan

Abstract Laser beam welding (LBW) is extensively being used in modern industry
for joining of metals and alloys due to its advantages of controlled heating, narrow
weld bead, low heat-affected zone (HAZ). Further, its ability is to weld a wide range
of metals and dissimilar metals. With a new generation of high power lasers, LBW
makes the process possible for welding of dissimilar metals used in shipbuilding,
offshore structures, pipelines, power plants and other industries. In addition, LBW is
suitable for joining at high process speed, low heat input to achieve high productivity,
leading to reduced process costs. Therefore, an attempt is made in the present paper
with an objective to investigate themechanical properties of dissimilarmetal joints of
AISI 4130 and AISI 316 steels. Experiments are conducted with LBW considering
2-mm-thick dissimilar metals by varying laser beam power, welding speed, beam
incident angle, focal point position and focal length. The experimental output results
of ultimate tensile strength and impact strength are measured. ANOVA is carried out
to obtain the influence of process parameters and validation of results by statistical
analysis. Firefly optimization algorithm is used to determine the best combination
of the process parameters of LBW.

Keywords Laser beam welding (LBW) ·Mechanical properties · Analysis of
variance · Firefly algorithm

1 Introduction

AISI 316 stainless steel (SS) is the second most commonly used metal after 304
austenitic stainless steel. The marine grade SS 316L usually contains Cr, Ni and Mo.
AISI 316 SS is used in various industries such as oil, gas, petrochemical, pharmaceu-
tical, food industries, for manufacturing of pipes and sheets, but it is more costlier in
comparison with 304 SS. AISI 4130 steel is a medium carbon steel consisting of Cr,
Mo and Mn. It is used in oil industry and power plants, due to its very good strength

B. Narayana Reddy · P. Hema (B) · Y. Prasanth Reddy · G. Padmanabhan
Department of Mechanical Engineering, Sri Venkateswara University, Tirupati 517502, India
e-mail: hemasvumech@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
H. K. Voruganti et al. (eds.), Advances in Applied Mechanical Engineering,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-1201-8_88

823

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1201-8_88&domain=pdf
mailto:hemasvumech@gmail.com
https://doi.org/10.1007/978-981-15-1201-8_88


824 B. Narayana Reddy et al.

at high temperatures developed in heat exchangers and generators. It is also used in
normalized, quenched and tempered states.

Welded joints of dissimilar SS and low alloy steels with high strength have plenty
of applications in a variety of industries, oil, gas, petrochemical, thermal power plants
and food industry. In many of the above-said industries, the fluid transfer tube lines
and nozzles are made of SS, whereas the tanks made of low alloy steels subjected
to pressure parts of the systems are welded by the conventional welding methods.
In view of the extensive applications of dissimilar steel metal joints, optimizing
the process parameters of such joints has always been the critical case. In past,
some research has been published concerning with the joints conventional processes
of 4130 and 316 steel plates, but with some drawbacks. To overcome such of the
drawbacks, LBW offers significant advantages due to its ability to weld complex
geometries with close tolerances, high strength and narrow HAZ, with high-quality
joining [1, 2].

2 Literature Review

In any welding process of dissimilar metals, it is important to use optimal process
parameters. Optimal parameters can be obtained by scientific optimization tech-
niques. In the present work, Taguchi-based orthogonal array is chosen to conduct
experiments. Published literature shows the usability of optimization techniques for
both non-fusion and fusion welding including LBW of different materials. A brief
literature is presented in the following:

Mechanical behaviour joints of AISI 4130 steel obtained by TIG and LBW are
studied by comparing with each other process. It is shown that the LBW is more
suitable for mechanical characterization, Souza Netoa et al. [3]. GTAW method is
used for investigating the properties of dissimilar joints of AISI 4130 and AISI
316 steels by Mostaan et al. [4] and analysed the interface structure by SEM and
EDS. Experimental study on the hardness and corrosion resistance of joining similar
metals (304) and dissimilar metals (304/A36) has shown that the welding speed
and corrosion resistance influence the quality of the welding, Mahmoud et al. [5].
The dissimilar metals (304/4130) joints obtained by EBW are found to be having
better tensile strength over the joints obtained byGTAWand FSW,Arivazhagan et al.
[6]. The recent publication on evolutionary algorithm firefly algorithm (FA) based on
nature is found to be a good optimization tool leading tomulti-objective optimization
problem, Yang [7]. Further, it is also shown that the FA can perform better than PS
optimization algorithmparticularly in the case noisy nonlinear optimization problems
at higher level of noises, Pal et al. [8]. Later on, the recent advantages and applications
of FA are shown inYang et al. [9]. Though the literature shows that the joint properties
of the LBW of dissimilar steel joints are affected by power (W), speed (m/min) beam
angle, focal point position (mm) and focal length (mm), but they are limited to one
or two input parameters. Therefore, experiments are carried out with various levels
of process parameters in the present work.
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2.1 An Objective of Research Paper

The objective of the present research paper is to investigate themechanical properties
of dissimilar metals joints of AISI 4130 and 316 steels by LBW. Experimental results
are analysed using ANOVA followed by the application of FA for optimization of
process parameters.

3 Experimental Procedure

To achieve the objective, experiments are conducted after the preparation of samples
by joining of two plates of dissimilar metals. Samples of two plates of base metals
(AISI 4130 and AISI 316) with dimensions of 2 × 80 × 280 mm are cut to size
and used for welding. Figure 1a shows the arrangements of sample pieces as per
AWS standards. The pieces are cleaned with acetone to prevent the formation of any
defects.

3.1 Welding Process

Experiments are conducted with a CO2 LBW system of 4 kW (Trump Model), by
keeping the average power of the CO2 LBW constant at 4 KW. However, the pulse
repetition (frequency) and focal length of 16 mm are used. Welding parameters
consist of power-A (1400, 1600, 1800, 2000, 2200 W), welding speed-B (1.2, 1.4,
1.6, 1.8, 2.0 m/min), beam angle-C (88°, 89°, 90°, 91°, 92°), focal point position-
D (−0.2, −0.1, 0.0, 0.1, 0.2 mm), and focal length-E (16, 17, 18, 19, 20 mm).
Taguchi approach consisting of L25 (25) orthogonal array for five levels of these
parameters is selected for experimentation. Different combinations of parameters to
weld specimens for the five levels and five factors are shown in Table 1. Experiments
are conducted to obtain 25 joints, but the results of 5 sample joints are shown in
Fig. 1b.

Fig. 1 LBW workpieces: a position of workpieces and b welded joints
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Table 1 LBW process parameters combination and mechanical properties of joints

S. no. Input process parameters UTS (MPa) IS (J)

A B C D E

1 1400 1.2 88 −0.2 16 513.85 26

2 1400 1.4 89 −0.1 17 519.23 22

3 1400 1.6 90 0.0 18 177.69 4

4 1400 1.8 91 0.1 19 341.54 25

5 1400 2.0 92 0.2 20 610.00 24

6 1600 1.2 89 0.0 19 664.61 23

7 1600 1.4 90 0.1 20 684.61 12

8 1600 1.6 91 0.2 16 681.54 18

9 1600 1.8 92 −0.2 17 593.85 27

10 1600 2.0 88 −0.1 18 569.23 26

11 1800 1.2 90 0.2 17 585.38 28

12 1800 1.4 91 −0.2 18 688.46 21

13 1800 1.6 92 −0.1 19 616.15 24

14 1800 1.8 88 0.0 20 730.77 26

15 1800 2 89 0.1 16 685.00 28

16 2000 1.2 91 −0.1 20 167.69 26

17 2000 1.4 92 0.0 16 688.46 27

18 2000 1.6 88 0.1 17 731.54 28

19 2000 1.8 89 0.2 18 246.15 15

20 2000 2.0 90 −0.2 19 603.07 26

21 2200 1.2 92 0.1 18 533.07 28

22 2200 1.4 88 0.2 19 572.31 26

23 2200 1.6 89 −0.2 20 510.00 28

24 2200 1.8 90 −0.1 16 369.23 26

25 2200 2.0 91 0.0 17 513.84 24

3.2 Mechanical Properties Measurements

Test specimens are prepared by using CNC wire cut EDM machine as per standards
of ASTM E 8M-01 for UTS and ASTM E23 for IS. The tested specimens for tensile
test (FIE UTM) are shown in Fig. 2a, followed by the specimens for Charpy impact
in Fig. 2b. The test results of each joint sample are presented in Table 1 (Columns
UTS and IS).
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Fig. 2 Tested specimens as per ASTM: a tensile test and b impact test

4 Analysis of Variance

Statistical analysis is conducted on the experimental results by ANOVA for UTS
and is shown in Table 2 and IS results in Table 3. The tables show the degrees of
freedom, SS2, adj SS, adj MS, F-value, P-value and percentage of contribution each
parameters (%C). Similarly, the columns in Table 3 show the results ANOVA for IS
with the same parameters and symbols.

Table 2 ANOVA for means of UTS

S DF SS2 Adj SS Adj MS F-value P-value % C

A 4 201,576 201,576 50,394 1.88 0.277 31.33

B 4 102,646 102,646 25,661 0.96 0.516 15.96

C 4 93,493 93,493 23,373 0.87 0.550 14.53

D 4 66,765 66,765 16,691 0.67 0.645 10.38

E 4 71,882 71,882 17,971 0.62 0.670 11.17

F 4 106,980 106,980 26,745 16.63

T 24 643,343 – – 100.0

S = 163.5 R2 = 83.4%

Table 3 ANOVA for means of IS

S DF SS2 Adj SS Adj MS F-value P-value %C

A 4 145.04 145.04 36.26 1.18 0.437 18.22

B 4 125.04 125.04 31.26 1.02 0.493 15.70

C 4 168.64 168.64 42.16 1.38 0.383 21.18

D 4 77.84 77.84 19.46 1.28 0.408 9.78

E 4 157.04 157.04 39.26 0.63 0.665 19.72

E 4 122.64 122.64 30.66 15.40

T 24 796.24 – – 100.0

S = 5.537 R2 = 84.6%
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F-Test for laser power - null hypotheses (Ho): No significant difference between
the experimental and theoretical values F calculated = 1.88, F (0.05, 4, 4) table
value = 6.39. Since the calculated value is less than the table value, null hypothesis
is accepted at 5% of risk or at 95% of confidence level. There is no significant
difference between the experimental and theoretical results; hence, the experiments
conducted are correct. Similarly, the F-test is conducted for other results and all
the results found to be within the acceptance of 95% confidence levels. Hence, the
experiments conducted are correct and proved by statistical validation.

Percentage of the contribution of each parameter for UTS is shown in Table 2.
It is clear from the experimental, that the percentage of contribution by laser power
is 31.33%, welding speed is 15.96%, beam angle 14.53%, focal length 11.17% and
focal point position 10.38%, respectively. It can be seen that the laser power has
greater influence on UTS. R2 = 83.4% confirms the reliability of model, since the
ANOVA is a way to find out the parametric influence of experimental results; thus
from the results, it is clear that the laser power is the major factor with 31.33%, which
is to be selected to obtain betterUTS. Similarly, the percentage of contribution of each
parameter for IS is shown in Table 3. It is clear from the results, that the percentage
of contribution by beam angle is 21.18%, focal length 19.72%, laser power 18.22%,
welding speed 15.70% and focal point position 9.78%, respectively. It is observed
that the beam angle has the major influence on UTS. R2 = 84.6% confirms the
reliability of model. It is also clear from the results that the beam angle is the major
influencing factor (21.18%), which is to be selected to obtain better IS.

5 Optimization Using Firefly Algorithm (FA)

FA is a nature-inspired metaheuristic algorithm introduced in 2008 by Yang to solve
optimization problems. The algorithm is based on the social flashing behaviour of
fireflies in nature. Fireflies or lightning bugs belong to a family of insects that are
capable to produce natural light to attract a mate or prey, whereas firefly algorithm
regression analysis is being used to generate equations of UTS and IS which are
shown in Eqs. (1) and (2). The flowchart of FA is shown in Fig. 3. The objective
functions are converted into multi-objective function by weighted sum approaches.
Such approach helps to solve multi-objective optimization by assigning a weightage
Wj to each objective function. The single objective problem with a scalar objective
function is shown in Eq. (3). The weightage is considered for wj = 0.5. The multi-
objective function is shown in Eq. (4), which converts the minimization function to
maximization by using Eq. (5).

z1 = 1447− 0.008A + 16B − 7.7C + 61D − 12.3E (1)

Z2 = 27.8+ 0.0078A + 0.5B − 0.12C − 7.4D − 0.46E (2)
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Fig. 3 Flowchart of firefly
algorithm Start

Initialization of Firefly

Objective function evaluation

Ranking of Firefly

Rank the results

Moment of all Firefly to their better solution

Is iteration = max
Generation?

Print the Result

Stop

Check for the best result 

Yes 

No

Yes 

NO 

Z = w1z1 + w2z2 (3)

Min Z = 737.4− 0.0001A + 8.25B − 3.91C + 26.8D − 6.38E (4)

Zmax = −Z min (5)

Max Z = 737.4− 0.0001+ 8.25B − 3.91C + 26.8D + 6.38E) (6)

The maximization of multi-objective regression Eq. (6) is used and then for opti-
mization by the application of FA. The optimal combination of process parameter
are A 1568.1W, B 1.9 m/min,C 88.6°, D 0.1 mm, E 16.3 mm and the optimal values
are UTS = 588.2452 Mpa, IS = 22.1112 J.
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6 Conclusions

Conclusions based on the experimental results are shown in the following:

• Sound welds are obtained on joining of dissimilar AISI 316 and AISI 4130 steels
by LBW.

• LBW is suitable for welding AISI 4130 with AISI 316 steels for industrial appli-
cations owing to high welding speed and highest UTS 731.54 MPa and IS 28 J
as obtained for the experimental joints. The specific applications are milk carry-
ing tanks, turbines, polyester manufacturing pipelines, body structures of ships,
airplanes, rockets, underground water pipelines, boilers shells in thermal power
plants.

• ANOVA results show that the power 31.33% is the major influencing process
parameter on UTS, whereas beam angle 21.18% on IS.
The multi-optimal combination of processes parameters obtained by the applica-
tion of FA are: power 1568.1W, speed 1.9 m/min, angle 88.6°, focal point position
0.1mm, focal length 16.3mmfor theUTS588.24MPa and impact strength 22.11 J.
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Parametric Optimization of Electrical
Discharge Grinding on Ti–6Al–4V Alloy
Using Response Surface Methodology

Murahari Kolli and Adepu Kumar

Abstract In this paper, an experimental study of electrical -discharge grinding
(EDG) process of Ti–6Al–4V alloy on material removal rate (MRR) and surface
roughness (SR) through response surface methodology (RSM). Wheel speed (WS),
discharge current (Ip), pulse on time (T on), and pulse off time (T off) are considered
the important parameter. RSM-central composite design (CCD) of four parameters
with three levels has been employed. ANOVA results were performed to identify the
significant parameters and the establishment of the mathematical model of MRR and
SR. Furthermore, mathematical models and experimental values were correlated; the
results were verified and found to be within the range of 7.57% and 4.68% of MRR
and SR, respectively.

Keywords Electrical discharge grinding · Ti–6Al–4V alloy · Response surface
methodology · Analysis of variance

1 Introduction

EDM is thermo-electric machining processes in which the electrode and workpiece
do not come into direct contact and eliminate the mechanical stress, chatter, and
vibration problems during machining [1]. Nowadays, EDM process is used in var-
ious advanced materials such as composites, ceramics, HSTR steels, nickel, and
titanium. Selection of control factors plays a significant role in EDM, which effects
the performance characteristics resulting in lower MRR and high rate of tool wear
rate (TWR) and surface and subsurface damage creation of thin and brittle heat-
affected zone(HAZ). In order to overcome these EDM limitations, a hybrid EDM
process is used. One of the unconventional hybrid techniques is electrical discharge
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grinding (EDG). EDG was developed by replacing the stationary electrode used in
EDM with rotating electrode. In EDG process, an electrically conductive disk shape
is used as a tool electrode at horizontal axis instead of stationary tool electrode. The
rotation of disk wheel, the flushing efficiency, enhanced between discharge gaps.
Due to the dielectric, flushing affects result enrichment in MRR, lower the surface
finish and HAZ [2, 3].

Many attempts have been made by different researchers regarding applications of
EDG for different workpiece materials and performance in terms of MRR, SR, and
TWR. Chandrasekhar et al. fabricated a self-made an experimental setup of EDG in
face grinding type. The process parameters such as Ip, T on, T off, and wheel rotations
per minute (RPM) were selected on the performance characteristics MRR and SR
with machining of high carbon steel (HCS) and high-speed steel (HSS) workpieces
[4]. The result is observed thatMRR enhances with enhance inWS for both HCS and
HSS. The MRR is high while machining the HCS workpiece compared to the HSS
workpiece for the same parameter settings. Yadav et al. conducted experiments on
self-developed electrical discharge diamond cut-off grinding (EDDCG) of Ti–Al–
Mo–V alloy. They found that the MRR increases with an increase in wheel RPM, Ip,
and T on [5]. Modi et al. examined the experimental study on Ti–6Al–4V alloy with
in-house developed powder-mixed electrical discharge diamond surface grinding
(PMEDDSG). It concluded that better surface finished and higher MRR obtained
at PMEDDSG [6]. Shih et al. investigated the EDG using a rotary disk to mimic
the machining process of a surface grinder with horizontal spindles of cold-worked
tool steel AISI D2. The results concluded that lower EWR and higher MRR were
obtained at rotary disk electrode when positive polarity was selected [7].

Singh et al. optimized the EDM parameters to improve the surface finish of tita-
nium alloy adopted the Taguchi’s technique. T on, T off, and Ip were as process param-
eters, copper tools used as an electrode material. It concluded that Ip and T on have
a significant effect on SR [8]. Shu et al. investigated the performance characteristics
of EDG on metal matrix composites (MMCs) electrode (Cu/SiCp). It was concluded
that MRR enhanced three to seven times compared to the without attachment of
EDM. Electrode rotating speed, SiCp particles size, and Ip were significant parame-
ters of MRR [9]. Mohan et al. studied the EDM process parameters of Al–SiCMMC
with rotary tube electrode. The factors were polarity, Ip, electrode material, pulse
duration, and rotation of electrode on performance characteristics like MRR, TWR,
and SR. The increase in the electrode speed resulted in positive effect with MRR,
TWR, SR than the stationary electrode material [10].

The literature survey reveals that most of the researchers have concentrated on
EDM process with conventional dielectric fluids; it is observed that a scarce amount
of research focuses on EDG with parameters optimization of Ti–6Al–4V alloy with
RSM approach. WS, Ip, T on, and T off are the EDG variable factors. So, the main
objective of the present work is to maximize the MRR and minimize the SR using
the EDG factors adopted the design of experiments (DoE). The experiments were
planned and conducted by using RSM-CCD approach. ANOVA analysis was con-
ducted to finalize the significant parameters, interaction and to develop empirical
relation.
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2 Experimental Setup

The EDG attachment has been used on EDM Formatics 50 Machine (Make: India).
The EDG setup has been placed on the ram of the EDM machine. The experimental
setup is shown in Fig. 1. The EDG setup consists of electrically conductive rotating
non-abrasive grindingwheel (brass), motor, shaft, belt, pulley, and bearing. The brass
with dimensions of 100 mm diameter and 10 mm thickness is used as the grinding
wheel. The fabricated attachment has been replaced by the original tool holder of
die-sinking EDM. The EDG assembly is partially dipped in a dielectric within the
dielectric tank [2].

The WS, Ip, T on, and T off are the process parameters of the EDG process. The
variable factors and their ranges are observed in Table 1. Ti–6Al–4V alloy is selected
as a workpiece material for the experimentation. Ti–6Al–4V alloy of dimensions 100
× 50× 5mm is taken. Drinking water was used as a dielectric fluid. The experiments
were conducted for a fixed time period, i.e., 15 min. To calculate the MRR, weight
differences are measured by electronic digital weighing machine (Make: citizen,
India) having least count 0.0001 g. Machining time was measured by the EDM
machine time counter. Surface finish was measured by using handy surf (Make:
Zeiss, India).

Fig. 1 Grinding wheel setup
attached the EDM machine

Table 1 Process parameters factor and their levels

Process parameters Units Level 1 Level 2 Level 3

−1 0 1

Wheel speed (rpm) WS: (A) 400 550 700

Current (A) Ip: (B) 10 15 20

Pulse on time(µs) Ton: (C) 25 45 65

Pulse off time (µs) Toff: (D) 24 36 48
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3 Design of Experiments

Response surfacemethodology (RSM) is a statistical technique for representing opti-
mum variable factors and developing response performancemeasures, i.e., MRR and
SR. In this paper, RSM-central composite design (CCD) was used. Due to its flexi-
bility, ability to run sequentially and efficiency, CCD approach is the most popular
among the different categories of RSM design in providing the overall experimental
error in a minimum number of experimental runs. In CCD technique, for the con-
struction of a second-order polynomial model as given in Eq. (1), each factor is varied
at three levels (+, 0, −). The specific advantage of this technique was not necessary
to run experiments all combinations of factors when the number of factors four. The
factors part of the design can be executed using a fraction of the total number of
variable combinations. The possible design options can be either regular fractional
factorials or minimum run experimental resolution.

Z = b0 +
n∑

n=1

(biYi ) +
n∑

i=1

(biiY
2
i ) +

n−1∑

i=1

n∑

j=1

(bi jYiY j ) (1)

where b0 is constant, bbii bi j are linear coefficient, quadratic, and interaction coeffi-
cients. The RSM models were developed for the sustainable measures of optimum
response values using design expert® 11.0 statistical software. The aim is to identify
the best response values and these are influenced by variable dependent factors from
the DoE. The considered factors are WS, Ip, T on, and T off. It has a smooth function
that enhances the best performance characteristics of a particular study due it elimi-
nates the unwanted parameters/factors. To reduce the effect of noise and they allow
for the use of derivative-based algorithms. And also gives us maximum yield and
minimum cost, the following output factors which are modeled by using polynomial
second-order equation.

4 Results and Discussion

Experiments are planned and conducted according to RSM-CCD layout. The exper-
imental layout and their result for MRR and SR are observed in Table 2. The results
were analyzed using design of expert® 11.0 statistical software.

4.1 ANOVA and Mathematical Model for MRR (mm3/min)

The ANOVA analysis for the MRR shows that there are many insignificant terms in
the model. Therefore, model reduction using the backward elimination process has
been performed to improve the model. To adjust the fitted quadratic model while
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Table 2 Experimental plan and their results values

Std. ord Run ord WS: (A) IP: (B) Ton: (C) Toff: (D) MRR
(mm3/min)

SR (µm)

1 5 400 10 25 24 4.7911 5.70

2 16 700 10 25 24 6.1670 5.40

3 25 400 20 25 24 10.0312 6.20

4 21 700 20 25 24 13.7162 6.00

5 30 400 10 65 24 10.3703 7.56

6 11 700 10 65 24 15.0429 6.10

7 9 400 20 65 24 32.2573 7.95

8 2 700 20 65 24 40.7720 6.80

9 3 400 10 25 48 6.7923 5.75

10 10 700 10 25 48 7.3725 5.10

11 17 400 20 25 48 9.4131 6.30

12 6 700 20 25 48 13.1624 5.80

13 1 400 10 65 48 11.6365 8.00

14 12 700 10 65 48 16.0687 7.00

15 29 400 20 65 48 32.7146 8.30

16 23 700 20 65 48 39.3417 7.20

17 20 400 15 45 36 14.1923 7.10

18 15 700 15 45 36 19.5938 6.20

19 24 550 10 45 36 6.8660 7.60

20 13 550 20 45 36 19.5175 8.40

21 28 550 15 25 36 8.9880 6.30

22 19 550 15 65 36 22.7389 7.70

23 27 550 15 45 24 14.2646 5.90

24 7 550 15 45 48 14.4175 6.35

25 14 550 15 45 36 14.3194 6.90

26 26 550 15 45 36 14.1125 6.90

27 18 550 15 45 36 14.8088 7.05

28 22 550 15 45 36 14.6985 7.10

29 8 550 15 45 36 14.8915 7.10

30 4 550 15 45 36 14.6914 7.00

maintaining the model hierarchy, it eliminates the negligible terms. The model F-
value of 551.75 with its Prob > value less than 0.0001 indicates that the model is
significant for MRR.

The values of prob > F less than 0.05 indicate the significant of the model terms.
Valueswhich are greater than 0.1000 indicate that themodel terms are not significant.
In this MRRmodel, WS, Ip, T on, WS * Ip, WS * T on, Ip * T on, Ip * T off, andWS2, I2p,
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Table 3 Model summary statistics for the MRR

Source Std.
Dev.

R-Squ Adjusted
R-Squ

Predicted
R-Squ

Press Recommended

Linear 3.9514 0.8408 0.8153 0.7222 681.1041

2FI 1.6397 0.9791 0.9682 0.9384 150.8365

Quadratic 0.5628 0.9980 0.9962 0.9911 21.79117 Suggested

Cubic 0.3555 0.9996 0.9985 0.9586 101.3182 Aliased

and T 2
on, are significant model terms. It indicates that the most significant parameters

for MRR are WS, Ip, T on, and WS * T on.
The lack of fit F-values of 4.6281 implies the model to fit with the experimental

data. When it approaches to unity, the response model fits better to the experimental
(actual) data and shows less variation between the predicted and actual values. The
values of R2 and R2 (pred.) for MRR models are 0.9980 and 0.9962, respectively
(Table 4). According to the results of model summary statistics for the MRR was
indicated in Table 3. FromTable 4 shows the ANOVA results forMRR suggested that
significant model and important parameters on the EDG process. Response surface
plots on the MRR were observed in Fig. 2.

Regression equation for MRR: In terms of actual factors, second-order regres-
sion equation for the performance characteristic of MRR in terms of input process
parameters can be expressed by the following equation.

MRR = +32.35407 − 0.12748 ∗ WS + 0.73158 ∗ Ip − 0.74433 ∗ Ton + 0.27612 ∗ Toff

+ 9.59485E − 004 ∗ WS ∗ Ip + 3.09484E − 004 ∗ WS ∗ Ton − 9.93132E 005 ∗ WS ∗ Toff

+ 0.044229 ∗ Ip ∗ Ton − 7.96310E − 003 ∗ Ip ∗ Toff − 1.86766E − 004 ∗ Ton ∗ Toff

+ 1.06543E − 004 ∗ WS ∧ 2 − 0.052164 ∗ Ip ∧ 2

+ 3.41898E − 003 ∗ Ton ∧ 2 − 1.07507E − 003 ∗ Toff ∧ 2

4.2 ANOVA and Mathematical Model for the SR (µs)

The ANOVA analysis for the SR shows that there are many insignificant terms
in the model. The backward elimination process is used for improving the model
into significant. The model F-value of 86.74 with its Prob > value less than 0.0001
indicates that the model is significant for SR. The values of prob > F less than 0.0500
indicate the significance of themodel terms. The valueswhich are greater than 0.1000
indicate that the model terms are not significant. In this SR model, WS, Ip, T on, T off,
WS * Ip, WS * T on, WS * T off, Ip * T on, Ip * T off, T on * T off and WS2, I2p, T

2
on, and

T 2
off are significant model terms. The model indicated that the most significant terms

for SR are WS, Ip, T on, T off, WS * T on, T on * T off and WS2, I2pand T 2
off. The lack

of fit F-value of 2.65 implies the model to fit with the experimental data. When it
approaches to unity, the response model fits better to the experimental (actual) data



Parametric Optimization of Electrical Discharge Grinding … 837

Table 4 ANOVA results for the MRR

Source Sum of SS DoF Mean SS F-value P-value Pro >
F

Recommended

Model 2447.271 14 174.8051 551.7537 1.02E-17 Significant

A-WS 84.67147 1 84.6715 267.2566 5.73E-11

B-I 879.4751 1 879.4751 2775.9700 1.93E-18

C-Ton 1096.842 1 1096.8420 3462.0650 3.71E-19

D-Toff 0.683701 1 0.6837 2.1580 0.162485

AB 8.285503 1 8.2855 26.1523 0.000127

AC 13.79235 1 13.7924 43.5340 8.47E-06

AD 0.511304 1 0.5113 1.61388 0.2233

BC 312.9925 1 312.9925 987.9280 4.18E-15

BD 3.652475 1 3.6525 11.5286 0.003995

CD 0.032147 1 0.0321 0.1014 0.754468

Aˆ2 14.88915 1 14.8892 46.9960 5.46E-06

Bˆ2 4.406365 1 4.4064 13.9082 0.002014

Cˆ2 4.845785 1 4.8458 15.2952 0.00139

Dˆ2 0.062094 1 0.0621 0.1959 0.664292

Residual 4.752257 15 0.3168

Lack of fit 4.290228 10 0.4290 4.6428 0.052004 Not significant

Pure error 0.462029 5 0.0924

Cor total 2452.023 29

Fig. 2 Response surface plots show the two variable on MRR (WS: Ip, WS: Ton and WS: Toff)

and shows less variation between the predicted and actual values. The values of R2

and R2 (pred) for SR models are 0.9878 and 0.9764, respectively. Similar to MRR,
ANOVA result was performed for SR. Model summary and important parameters
on their suggested values were observed in Tables 5 and 6, respectively. Response
interaction plots show the two input parameters on the SR observed in Fig. 3.
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Table 5 ANOVA results for the SR

Source Sum of SS DoF Mean SS F-value P-value Pro > F Recommended

Model 21.4447 14 1.5318 86.7392 9.53E-12 Significant

A-WS 2.9282 1 2.9282 165.8148 1.64E-09

B-I 1.2482 1 1.2482 70.6817 4.65E-07

C-Ton 10.9824 1 10.9824 621.9001 1.26E-13

D-Toff 0.2544 1 0.2544 14.4071 0.001759

AB 0.0132 1 0.0132 0.7489 0.400457

AC 0.5852 1 0.5852 33.1395 3.79E-05

AD 0.0012 1 0.0012 0.0694 0.795843

BC 0.0361 1 0.0361 2.0442 1.73E-01

BD 0.0121 1 0.0121 0.6852 0.420782

CD 0.3721 1 0.3721 21.0709 0.000354

Aˆ2 0.4169 1 0.4169 23.6084 2.08E-04

Bˆ2 2.3327 1 2.3327 132.0926 7.78E-09

Cˆ2 0.0068 1 0.0068 0.3837 0.54492

Dˆ2 2.3439 1 2.3439 132.7284 7.53E-09

Residual 0.2649 15 0.0177

Lack of fit 0.2228 10 0.0223 2.6472 0.147081 Not significant

Pure error 0.0421 5 0.0084

Cor total 21.7096 29

Table 6 Model summary statistics for the SR

Source Std.
Dev.

R-Squ Adjusted
R-Squ

Predicted
R-Squ

Press Recommended

Linear 0.5018 0.7099 0.6635 0.6059 8.5555

2FI 0.5269 0.7569 0.6290 0.5144 10.5414

Quadratic 0.1328 0.9877 0.9764 0.9263 1.5987 Suggested

Cubic 0.0939 0.9971 0.9882 0.8112 4.0972 Aliased

Fig. 3 Response surface plots show the two variables on SR (WS: Ip, WS: Ton and WS: Toff)
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4.3 Validation Model

Once the optimal levels of the machining parameters were identified, the final step
was to predict and verify the improvement of performance characteristic using opti-
mal levels of the input parameters. The estimated RSM layout using levels of the
machining parameters can be calculated as,

η̂ = ηm +
o∑

i=1

(η̂i − ηm) (2)

where ηm is the total mean value, η̂i is the mean value at the optimal level, and
o is the number of main design parameters that affect the quality characteristic.
Based on Eq. (2), the estimated RSM values optimal input parameters were obtained.
Table 7 shows results of validation condition using optimal experimental conditions.
It clearly shows that the optimum performance characteristic in the EDG process is
significantly improved than the above results obtained.

5 Conclusion

The present work has successfully established the development of EDG attachment
and studied the effect of input parameter on response characteristic. A model was
prepared by RSM. The conclusions drawn from the present work are as follows:

• HigherMRRwas found at Ip,T on, andWSare atmaximumof their level.MRRwas
observed through ANOVA results; T on and Ip are the most influential parameters
than the reaming parameters.

• Lower SRwas found atminimum levels of Ip,WS, andT off. SRwas found from the
ANOVA results; T on is the most dominated parameter among the four parameters.

• The fit summary recommended that the quadratic models are statistically signifi-
cant for analysis of MRR and SR.

• The empirical equations for theMRR and SRwere formed through the RSM-CCD
approach and then found the error between experimental and predicted values are
lied within 7.57% and 4.68%, respectively.
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Mathematical Modeling of Material
Removal Rate Using Buckingham Pi
Theorem in Electrical Discharge
Machining of Hastelloy C276

P. Ravindranatha Reddy, G. Jayachandra Reddy and G. Prasanthi

Abstract In today’s world, to meet the requirements of the extreme applications,
the need for precisely manufactured components becomes necessary. The new mate-
rials developed for the extreme applications are difficult to machine by conventional
machining processes due to their high hardness. Most of the materials irrespective
of their hardness can be easily machined by EDM. In this present work, a predic-
tion model for MRR in machining of Hastelloy C276 on EDM using Buckingham
Pi theorem is developed to study the influence of process parameters. Further, the
linear programming using MS-solver was applied to perform the optimization and
the sensitivity analysis for the model developed. The theoretical and experimental
results are compared and found that the predicted model results are satisfactory.

Keywords EDM · Hastelloy C276 · Buckingham Pi theorem · MS-solver

1 Introduction

In an electrical discharge machining (EDM), a material removal takes place by the
action of series of electrical sparks repeated between the electrodes with the intro-
duced gap of 5–100μm(depends on electrical parameters) in themediumof dielectric
fluid [1]. EDM has become extensively used since its inception in the mid-1940s for
producing the components such as molds/dies, aircraft engine parts, medical instru-
ments, etc. The more precise and accurate components involving complex shapes
and sizes can be obtained by this process [2].
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A nickel alloyHastelloy C276 having about 57% of nickel is widely used in chem-
ical industries, nuclear plants, aerospace industries, petrochemical units as it exhibits
high strength and corrosion resistance even at very high temperatures. Because of dis-
tinctive characteristics such as low thermal diffusivity, affinity to reactwith toolmate-
rial and work hardening makes it difficult to machine [3]. Hence, a non-traditional
method EDM is most advantageous to use for machining of these materials. The
most common influencing parameters on performance in EDM are peak current (I),
T on, and T off. Ghewade [4] reported the influencing machining parameters on output
responses of material removal rate, electrode wear rate, half taper angle, and radial
overcut in machining of Inconel 718. Aliakbari [5] evaluated the effect of rotary tool
in EDM on surface finish. An integrated approach of Taguchi method and artificial
intelligence was applied to optimize response process parameter design and proved
the improvement in setting the optimal parameters set [6].

A semi-empirical model is introduced based on the concept of DA between the
parameters of process and performance measures [7]. Mangesh [8] has been suc-
cessfully utilized Buckingham Pi theorem approach in deriving the mathematical
expression for the material removal rate and power consumption in turning of fer-
rous materials. The tool wear in boring operation can be easily predicted by having
the equation and that will be derived conveniently by the DA concept [9]. In machin-
ing of metal matrix composites, a semi-empirical model for material removal rate has
been developed by employing dimensional analysis byBains et al. [10]. Ravindranath
et al. [11] developed a model for MRR and Ra employing dimensional analysis and
considering thermo-mechanical properties. Kishan et al. [12] established a mathe-
matical model for predicting MRR on EDM and also determined the contribution of
each factor on MRR. A simulation model of MRR using a composite tool has been
developed and tested for its adequacy [13].

Few researchers focused on developingmathematicalmodels considering thermo-
mechanical properties ofworkpiece forMRR inEDM. In the currentwork, an attempt
is made to establish the relation between process parameters, thermo-mechanical
properties, and performance measures using Buckingham Pi theorem. The linear
programming using MS-solver was used to perform optimization and sensitivity
analysis for the developed model. The selected machining variables are peak current,
pulse-on time, pulse-off time, density, electrical resistivity, thermal conductivity, and
specific heat after conducting several experiments.

1.1 Electrode Materials and Experimental Conditions

A nickel alloy of 57% nickel, Hastelloy C276, and tool electrode of pure copper are
selected for this work. The properties of Hastelloy C276 superalloy [14] are given
in Table 1.

Figure 1 shows the machining setup of EDM process and the specifications of
EDM machine used for experimentation are as follows.
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Table 1 Properties of
Hastelloy C276 superalloy

Melting range (°C) 1325–1370

Density (g/cm3) 8.89

Modulus of elasticity (GPa) 205

Specific heat (J/kg °K) 427

Electrical resistivity (μ�-m) 1.3

Thermal conductivity (W/m °K) 10.2

Fig. 1 Photographs of EDM machine and machining process

Make: Sparkonix
Model: SZNC 50 A
Work tank size (in mm): 900 × 550 × 375
X, Y, Z movement: 350 mm, 250 mm, 250 mm
Maximum electrode weight: 50 kg
Maximum workpiece weight: 500 kg
Maximum workpiece height: 325 mm
Filtration: 10microns
Dielectric tank: 240 lts

The experimental conditions in detail are given in Table 2 and process parameters
and their levels are given in Table 3, which are taken within the permissible range
for better performance [15].

1.2 Experimental Design

Using Taguchi technique [7], L9 orthogonal array is selected and performed nine
experiments randomly. At each set of process parameters, the experiments were
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Table 2 Experimental
conditions in EDM

Workpiece 20 mm × 20 mm × 10 mm plate

Electrode Copper tool (diameter = 10 mm)

Dielectric Commercial EDM oil (grade 30)

Dielectric flushing Side flushing with pressure

Polarity Positive (workpiece ‘+ve’ and tool ‘−ve’)

Work time 20 min

Gap voltage 30 V (constant)

Table 3 Process parameters and their levels

Process parameter Symbol Selected levels

1 2 3

Peak current (A) A 12 15 18

Pulse-on time (μs) B 5 20 50

Pulse-off time (μs) C 20 50 100

repeated three times to avoid an experimental error. The average value of MRR for
three trials is calculated for the final analysis. The MRR (m3/s) is calculated using
formula,

MRR = (m1 − m2)/ρ · T (1)

where

m1 = Initial mass of the workpiece in kg
m2 = Final mass of the workpiece in kg
ρ = density of the workpiece in kg/m3

T = machining time in seconds

2 Dimensional Analysis

The following are the two methods for dimensional analysis:

(a) Buckingham Pi theorem (b) Rayleigh’s method

Buckingham Pi theorem:
In this work, Buckingham Pi theorem is used for dimensional analysis to elicit the
functional relationship between the process parameters and MRR in exponential
form. The independent variables and their dimensional formulae used for predicting
the response MRR are shown in Table 4.
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Table 4 Process parameters
of EDM and their
dimensional formulae

Process parameters Units Dimensional formula

Current (I) A A (or) I

Pulse-on Time (Ton) μS T

Pulse-off Time (Toff) μS T

Density (ρ) kg/m3 ML−3

Electrical resistivity (R) μ�-m ML3T−3I−2

Thermal conductivity (k) W/m °K MLT−3θ−1

Specific heat (Cv) J/kg °K L2T−2θ−1

Metal removal rate
(MRR)

m3/S L3T−1

SR (Ra) μm L

Number of pi terms = Number of variables − Number of primary dimensions
I, T on, k, ρ, Cv are the selected repeating variables.
Calculation of pi terms:

π1 = IA1TB1
on ρC1kD1CE1

v (MRR)
[
M0L0T 0 I 0θ0

] = [I ]A1[T ]B1[ML−3
]C1[

MLT−3θ−1
]D1[

L2T−2θ−1
]E1[

L3T−1
]

π2 = I A2T B2
on ρC2kD2 pE2(R)

[
M0L0T 0 I 0θ0

] = [I ]A2[T ]B2[ML−3
]C2[

MLT−3θ−1
]D2[

L2T−2θ−1
]E2[

ML3T−3T−2
]

π3 = IA3TB3
on ρC3kD3 pE3(Toff)[

M0L0T 0T 0θ0
] = [I ]A3[T ]B3[ML−3

]C3[
MLT−3θ−1

]D3[
L2T−2θ−1

]E3[T ]

On equating the powers of the fundamentals units in the above sets on both sides,
the following equations are obtained.

π1 = I 0T−0.5
on ρ1.5k−1.5C1.5

v (MRR) (2)

π2 = I 2T 0
onρ

2k−3C3
v(R) (3)

π3 = I 0T−1
on ρ0k0C0

v (Toff) (4)

π1 = f (π2, π3)

Assuming exponential form as a probable exact mathematical form,

π1 = M(π2)
a(π3)

b

[
(MRR)ρ1.5C1.5

v

T 0.5
on k1.5

]
= M

(
I 2ρ2C3

v R

k3

)a(
Toff
Ton

)b

Taking logarithm on both sides
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log

[
(MRR)ρ1.5Cv1.5

T 0.5
on k1.5

]
= logM + a log

(
I 2ρ2C3

v R

k3

)
+ b log

(
Toff
Ton

)
(5)

Let, Z = log
[
(MRR)ρ1.5C1.5

v
T 0.5
on k1.5

]
Y = log

(
Toff
Ton

)
X = log

(
I 2ρ2R
T 3
on p

−3

)
c = logM

Then Eq. (5) is written as,

Z = aX + bY + c (6)

The above equation is a regression equation. The equation consists of three
unknowns and it requires minimum of three experimental data to determine the
unknown quantities. To accomplish all the experimental data in the determination of
unknown parameter values, it has been applied least square method.

Writing normal equations

ΣZ = aΣX + bΣZ + Nc (7)

ΣX Z = aΣX2 + bΣXY + cΣX (8)

ΣY Z = aΣXY + bΣY 2 + cΣY (9)

On solving normal Eqs. (7), (8), and (9), the constants are as follows:
a = −0.0773713, b = 0.3033778, c = 1.548602, M = 35.36731
Finally, the mathematical equation for MRR is written as

MRR = 35.36731

(
I 2ρ2C3

v R

k3

)−0.0773713(
Toff
Ton

)0.3033778( T 0.5
on k1.5

ρ1.5C1.5
v

)
(10)

3 Results and Discussion

3.1 Model Formulation

The mathematical model for material removal rate is shown below:

MRR = 35.36731

(
I 2ρ2C3

v R

k3

)−0.0773713(
Toff
Ton

)0.3033778( T 0.5
on k1.5

ρ1.5C1.5
v

)

In order to validate it, the average error is calculated as in Table 5:

Error (%) =
∣
∣∣∣
Experimental results − Predicted value

Experimental results

∣
∣∣∣ × 100 (11)
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Table 5 Observed and predicted values of MRR

Exp. No. Peak
current I
(A)

Pulse-on
time Ton
(μS)

Pulse-off
time Toff
(μS)

MRR
(Experimental)
(mm3/min)

MRR
(Predicted)
(mm3/min)

1 12 5 20 12.2100 6.364

2 12 20 50 9.3474 11.348

3 12 50 100 12.2886 16.307

4 15 5 50 8.5428 8.118

5 15 20 100 9.6174 13.156

6 15 50 20 8.0028 9.668

7 18 5 100 8.6892 9.739

8 18 20 20 8.5092 7.849

9 18 50 50 16.452 12.411

Mean MRR: 10.407 10.551

%error: 1.38

The average prediction error based on a model is 1.38%. It is obvious that the
predicted values and experimental results are approaching very near to each other.
Therefore, the model is well fitted between machining parameters and response.

3.2 Model Optimization

To achieve the maximum output, it is required to find an optimum set of input
variables. As the model has nonlinear form, it is to be converting into a linear form
for simple analysis. This has been done as follows:

Taking logarithm to Eq. (10), we get

log(MRR) = log(35.36731) − 0.0773713 log

(
I 2ρ2C3

vR

k3

)

+0.3033778 log

(
Toff
Ton

)
+ log

(
T 0.5
on k1.5

ρ1.5C1.5
v

)

Z = 1.548602 − 0.0773713 logπ4 + 0.3033778 logπ5 + logπ6

Z = 1.548602 − 0.0773713X1 + 0.3033778X2 + X3 (12)

where Z = log(MRR), X1 = log π4, X2 = log π5, X3 = log π6

The objective function is written as
Max Z = 1.548602 − 0.0773713X1 + 0.3033778X2 + X3

Subject to the following constraints
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Table 6 Optimized values of
response variables

Log values of π terms Antilog values of π terms

Z −9.2624 5.465 × 10−10m3/s (or)
32.79 mm3/min

X1 9.03559 1.0854 × 109

X2 1.30103 20

X3 −10.5066 3.11458 × 10−11

1 × X1 + 0 × X2 + 0 × X3 ≤ 9.38777 (12)

1 × X1 + 0 × X2 + 0 × X3 ≥ 9.03559 (13)

0 × X1 + 1 × X2 + 0 × X3 ≤ 1.30103 (14)

0 × X1 + 1 × X2 + 0 × X3 ≥ −0.39794 (15)

0 × X1 + 0 × X2 + 1 × X3 ≤ −10.50661 (16)

0 × X1 + 0 × X2 + 1 × X3 ≥ −11.00661 (17)

MS-solver is used to solve the above-formulated problem and X1, X2, X3 values
are listed in Table 6. The optimum value of MRR is 32.79 mm3/min.

3.3 Sensitivity Analysis

Further, sensitivity analysis has been done to know the influence of various indepen-
dent π terms. The change in dependent π term on introducing ±10% change in the
independent π terms is evaluated (one at a time). This is called sensitivity. These
results are listed in Table 7.

4 Conclusion

Dimensional analysis modeling has been found to be the easiest technique to per-
form the analysis of MRR with respect to various independent parameters includ-
ing thermo-mechanical properties of workpiece. A designer can subsequently select
the best combination of design variables with the mathematical model obtained for
achieving optimumMRR. This will eventually reduce the machining time. The error
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Table 7 Sensitivity analysis
of MRR

π4 π5 π6 MRR (mm3/min)

1.0854 × 109 2 3.11452 × 10−11 16.30704

1.19394 × 109 2 3.11452 × 10−11 16.18722

0.97686 × 109 2 3.11452 × 10−11 16.44051

Change (%) 1.55

1.0854 × 109 2.2 3.11452 × 10−11 16.78543

1.0854 × 109 1.8 3.11452 × 10−11 15.79403

Change (%) 6.08

1.0854 × 109 2 3.425972 ×
10−11

17.93773

1.0854 × 109 2 2.491616 ×
10−11

13.04562

Change (%) 30

calculated is 1.38%onlywhichmeans themodel is very closely approached the exper-
imental results. Hence, the dimensional analysis (DA) technique can be employed
to obtain a mathematical model for performance measures involving many process
parameters in electrical discharge machining process.
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Effect of Exfoliated Vermiculite
as Thickening and Foaming Agent
on the Physical Properties of
Aluminium Foam

V. V. K. Lakshmi, V. Arun Vikram, K. V. Subbaiah, K. Suresh
and B. Surendra Babu

Abstract In this paper, exfoliated vermiculite (EV), a siliceous non-metallic particle
is used as both thickening and foaming agent to fabricate low-density metal foam via
the oxidation reduction method. Aluminium Alloy 5083 is used as base metal. EV
particles 0.1 mm size that were dehydrated by preheating were added as thickening
agents and EV particles 1mm size containing 5%moisture are used as foaming agent
to produce bubbles. The density of the foam produced is reduced by about 50%when
compared to pure Al5083. Themacrostructure reveals that 1.5%EV particle addition
resulted in uniform foam. Average pore size varied from 0.1 to 2 mm with varying
EV %. With an increase in amount of thickening agent percentage, the pore size
decreased, but when the thickening agent increased beyond 1.5%, the pores size
increased. The density of foam increased with increase in percentage of thickening
agent. From the compressive stress–strain curves, at strain rate of 1 mm/min, the
plateau stress increased with the density. The energy absorption for the foam is
found to be 4 MJ/m3 for 1.5% EV particles. The energy absorption efficiency is
65%.

Keywords Metal foam · Composite · Vermiculite · Aluminium

1 Introduction

Aluminium closed-cell foams due to lightweight find applications in automobile,
shipping, aviation, packaging and military equipment where load bearing and heat
insulation are of prime concern. Metal foams possess low strength-to-weight ratio
stiffness, low densities and good impact energy absorption in comparison to solid
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metals. By proper engineering of size, shape of the pores desired mechanical proper-
ties can be achieved [1, 2]. Closed-cell metal foams are formed by gas foaming tech-
niques, whereas open-cell foams are formed by infiltration technique. The methods
generally adopted for fabrication of metal foams are powder metallurgy technique,
stir cast method and infiltration technique. It is important to maintain the viscosity
of the melt molten metal to prevent escaping of the gas bubbles. Therefore, thick-
ening agents like calcium, copper, silicon carbide siliceous materials like perlite,
etc. which increase viscosity are added to melt as gas formed cannot escape from
thick for aluminium and its alloys [3, 4]. Siliceous materials obtained from miner
processing such as wollastonite and barite are also used as thickening agents [5]. The
gas bubble formation in the melt is done by adding foaming agents such as hydrides,
polymeric agents, carbonates, sulphates or organic compounds as they release gases
at the temperature by either vaporization or decomposition. The commonly used
foaming agents are TiH2, CaH2 and CaCO3 [6–10]. The mechanical properties of
foam metals greatly depend on the uniformity of the pores, pore size which in turn
depend on foaming agent size, quantity, time of exposure, temperature of the melt
[11–13]. SiC effect as thickening agent on porosity and density of foams was studied
and reported the foam density 0.4–0.86 g/cm3. Addition of 5% by weight of CaCO3

in melt is reported as best % addition at 1400 rpm speed which gives optimum
cell wall thickens and porosity [14]. Silicon carbide (SiCp) as foaming agent and
AA2014 base metal composite foam was fabricated [15, 16]. Till date, to the best of
knowledge of the author(s), exfoliated vermiculite (EV) is not used as a thickening or
foaming agent. And in addition, literature reports only one kind of material usage as
either thickening agent or foaming agent. Hence, this work shows a novelty of usage
of EV as both thickening and foaming agents simultaneously with base material as
aluminium alloy (Al-5083). The magnesium in Al-5083 readily reacts with steam
and aids in the bubble formation for foaming. Water carrying agent, vermiculite is
used as foaming agent and foaming was done via the oxidation reduction method.
The exfoliated vermiculite EV, particles have layered like structure and belongs to
mica group. Vermiculite belongs to silicate group ofminerals with oxides of alumina,
magnesium and silicon. It costs less, light in weight, offers better resistance to fire at
elevated temperatures, non-toxic and has wide applications in packaging, insulation
application [17]. EV also acts as a mild lubricant due to plate like structure.

2 Materials and Methods

Exfoliated vermiculite which has accordion like structure with an average size of
0.1–1 mm and density: 0.36 g/cc is considered for the study. The composition by
weight of EV particles is Sio2: 40.52%, Al2O3: 16.74%, Fe2O3: 4.32%, TiO2: 0.63%,
Cao: 0.47%, MgO: 3.68%, Loss 11.05% and moisture: 7.89%. EV particles used
for foaming are approximately an average size 0.1 mm and contain moisture. The
composition by weight of the base material Al-5083 is 0.4% Si, 4% Mg, 0.4% Fe,
0.15% Ti, 0.4% Mn, Cu 0.1% and remainder Al. Al5083 alloy having density of
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2.66 g/cc has good cast ability and high reactivity of magnesium content which
readily reacts with oxygen to form bubbles [18, 19] and apart from it, presence of
Mg improves the wet ability.

Stir casting technique is used for fabrication of foam formation. The Al5083 is
melted above solidus temperature to 680 °C where liquid and solid phases coexist.
Dehydrated EV particles with 0.1 mm are added with weight% of 1.5% as thickening
agent to the Al5083melt. The slurry which is in plastic range is made to have uniform
dispersion of the particles by means of stirring at speed of 1200 rpm for 2 min. Later,
the temperature is raised to 1000 °C above liquidus phase and EV particles of average
size 1 mm with weight% of 0.5, 1.0, 1.5 and 2% containing moisture are added and
stirred at 1200 rpm to aid steam generation and bubble formation. Themixture is held
at the temperature for one minute in the graphite mould of the furnace for movement
of bubbles. Then, the mixture with mould is immersed in water and cooled. Thus, the
obtained mixture is cut into piece for testing and analysis like thermalgravimetric
analysis, microstructures, density, volume fraction, viscosity and bubble velocity
evaluation of metal foams and quasi-static compression tests.

3 Results and Discussion

3.1 Thermogravimetric Analysis

The thermalgravimetric analysis (TGA) of EV of average size 1–2 mm is shown in
Fig. 1. TGA plot shows the loss weight of particles with increase in temperature from
50 to 300 °C and also found around 10%mass loss during heating from 0 to 1000 °C.
Initial mass loss occurred at 50 °C due to hydration of water molecules present on
the surface, while mass loss of 2.5% observed between 50 and 300 °Cwhich is due to
hydration of free molecules hydroxyl molecules present in the inter lamella spaces.
Loss of mass between 300 and 800 °C is due to loss of water molecules and chemical
reactions between cations [20].

3.2 Microstructure

The microstructure structure of EV particles consists of pores in between the plate
like lamellar structures as shown inFig. 2. The claymineral has silica tetrahedral layer
represented by (Si2O5)2. The energy-dispersive X-ray spectrometer (EDS) provides
a semi-quantitative analysis of minerals present in the vermiculite particles.

EVparticleswith 0.5%as thickener exhibited a large pore size due to less viscosity.
The bubbles rose rapidly, collapsed and formed irregular distribution of voids, while
with 1.5% weight of EV particles showed average pore size of 0.5 mm uniformly
distributed.
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Fig. 1 a TGA of vermiculite
particles. b TGA of
vermiculite particles

Fig. 2 SEM of EV particles

The SEM shown in Fig. 3 shows a larger amount of oxygen (steam) at interface
of EV particle and metal, which is due to addition of moisture containing EV par-
ticles. The alloy contains 4% magnesium which readily reacts with steam at high
temperatures and so it reacts with the steam to form MgO, thereby releasing H2 gas.
The release of H2 is oxidation–reduction process which forms bubbles. These oxides
and films formed damp the surface waves in liquid metal preventing the rapture of
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Fig. 3 SEM showing oxides

the film [1, 2]. The foam is stabilized due to melt viscosity maintained by addition
of thickener. The liquid layer is thick for 1.5% EV addition, and hence, particles are
drawn towards the oxide film and also the oxide layer restrains the EV particles to
progress further down.

Density, volume fraction, viscosity and bubble velocity evaluation of metal
foams. The density of the foamwasmeasured based on weight and volume of pieces.
Density of the EV flakes is 0.64–1.12 g/cc. The density and porosity variation with
respect to EV% are shown in Fig. 4a, b. The average porosity ranges from 60 to
80% [21]. The pore size is mainly dependent on the bubble formation and moving
velocity in melt. The bubble velocity can be determined by the Stokes equation (i.e.
Eq. 1) for gas–liquid two-phase flow [11]. Assume pore size equal to the bubble size
of the formed gas.

V = 1/18gd2
(
ρ1 − ρg

)
1/μ (1)

where ‘g’—acceleration due to gravity, ‘d’—diameter of pore, ‘ρ1’—density of Al,
ρ2—density of gas and ‘μ’—dynamic viscosity of melt.
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Fig. 4 a Density versus % EV. b Porosity versus % EV
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Greater the pore (bubble) size, greater the velocity with which it rises in the melt.
The literature mentions 1.5% EV particles rather than 0.5% exhibit less velocities
with all bubble diameters [11]. Hence, in this paper, EV particles with 1.5% and
velocities of bubble as 0.393 m/s for of �1.5 mm and 0.043 m/s for � 0.5 mm
bubble size are considered. It is evident from Fig. 4a, b that as the density increased,
the porosity decreased which happened due to increase in thickening agent.

Quasi-StaticCompression tests.The compressionproperties of the foamare evalu-
ated experimentally at low strain rate using a uniaxial computer-controlled INSTRON
testing machine. The test samples for compression test are as per ASTM E9 specifi-
cations with dimensions of 30 mm * 20 mm * 20 mm. The crosshead speed is taken
as 0.01 mm/s and the quasi-static compressive stress test specimens before and after
failure of the foam at rate of 1 mm/min are shown in Fig. 5. The quasi-static com-
pressive stress test results of foam are graphed and presented in Fig. 6. It is observed
that as density increases, the compressive stress increased.

Plateau stress is a prime parameter that influences the cushion effect and is
observed in the range of 5–40% of the strain. An earlier drop in stress for sam-
ple 1.5% EV particles can be attributed to two causes. It can be either due to strain
hardening or collapse of pores. If the drop is due to first cause, then the stress curve
should exhibit a steady rise due to dislocations. But in the graph, the stress is almost
constant after the initial drop, and hence, the drop is due to early collapse of few
pores [13]. The plateau stress increased with density. As the EV particles increases
from 0.5 to 2%, the compressive yield strength increased. For metal foams with sig-
nificant plateau region, the area under the plateau portion of graph gives the energy
absorption capability of the foam [12, 16].

The foam energy absorbing capacity is 1.3–12 MJ/m3 and is shown in Fig. 7.
As the %EV particles increased, the viscosity of melt increased which prevented the

Fig. 5 Quasi-static compressive test (INSTRON) a Before load. b After failure
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Fig. 6 Compressive stress
versus strain

Fig. 7 Energy absorbed by
foam versus EV %
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foaming process and the bubblemovement into themelt. Addition of 0.5% thickening
agent could not increase the melt viscosity substantially, and hence, the pores moved
rapidly and pore coalesced to form an elliptical large pores there by reducing the cell
wall thickness.

4 Conclusions

In this research, exfoliated vermiculite is successfully used as foaming and thickening
agent to fabricate foam via oxidation–reduction technique.

• EV particles with 1.5% are suggested as superior foam properties such as pore
size, and shape uniformity was observed. 0.5% EV particle as thickeners resulted
a very low density 0.58 mm/cc and 70% porous foam. But the pore size was 2 mm
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and energy absorbing capacity was low. Hence, 1.5% EV particle addition resulted
in good foam properties.

• It is observed that in the process, the time of holding the mixture in the furnace
post addition of foaming agent if too long the bubbles settle and if less the pores
are not dispersed uniformly.

• It is observed that the addition of EV particles as thickening agents, the pore size
increased from 0.01 to 2 mm.

• The constant stress region from strain 5–30% is observed in all samples except
the sample with 2% EV particle foam with density of 1.2 g/cc and porosity 50%
which behaved like a metal rather than foam.
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Multi-response Optimization of Process
Parameters in Turn-Milling
Processes—An Experimental Approach

K. Arun Vikram, C. Ratnam, V. V. K. Lakshmi and R. D. V. Prasad

Abstract The present study focuses on multi-response optimality of machining
parameter using grey relational analysis combined with principal component anal-
ysis coupled with Taguchi SN ratios. The responses like roughness and hardness of
the machined surface are considered for study while machining in tangential and
orthogonal turn-milling processes. Subsequently, study of individual optimality and
empirical regression modelling of machining parameters like end mill cutter (tool)
speed, rate of feed and depth of cut on responses are also carried on. A-axis CNCVer-
ticalMilling centre is considered for the process of single cut plain turning operations
using high-speed steel end mill cutters. Brass rods material is taken as work mate-
rial under dry condition. Experimentation results show that tangential turn-milling
is more efficient than orthogonal turn-milling in generating the responses for same
machining parameter combinations.
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1 Introduction

Turn-mill machining is based on the concept of actively driven rotary toolmechanism
with rotating workpiece. The rotary tool and workpiece are rotated with an external
agency. It has wider advantages over conventional lathe and milling mechanisms
in generating desired objectives. Turn-milling processes emerged from the foreseen
advantages of James Napier in 1868 but kinematics between rotary tool and rotation
of workpiece is complex and so the work is suppressed and came into light after
the work of M. C. Shaw and his co-workers in 1950s [1]. Turn-milling processes
are one such technologies which can bridge the gap of high quality, high quantity,
less cutting forces and temperatures when compared to ordinary turning and milling
processes due to relativity between rotational tool and workpiece [2, 3].

The microscopic level interaction between the rotary tool with multiple edges and
rotary workpiece in turn-milling processes describes the burnishing activity between
them,which results in surface hardness variations. Researchers reported that burnish-
ing processes generate improved finish and hardness of machined surfaces, dimen-
sional and tensile strength consistency, etc. by introducing residual compressive stress
in the workpiece [4]. In turn-milling processes, the tool gives pressure contact on the
workpiece surface due to depth of cut, while advancement of the rotary tool generates
crest and trough irregularities, which are filled and pressed by the preceding tooth of
the rotary tool. Hence, the endmill cutter acts as a burnishing tool making burnishing
process on the workpiece surface and thereby varies hardness over the surface. In
orthogonal turn-milling process, the edge tips of the end mill cutter behave like a ball
burnishing tool make cold flow of work material from the peaks of the roughness
of machined surface to valleys of the workpiece. The cold working on the surface
of the workpiece increases the surface finish and surface hardness, whereas in case
of process of tangential turn-mill, the sides/helix of the cutter act like a burnishing
roller tool to increase surface finish and surface hardness.

In this work, process variables with four levels each are considered for optimal
studyongenerating the responses like roughness ofmachined surface (Ra) and surface
hardness (H) in turn-milling processes. The Taguchi design of experiments (TDOE)
based on Taguchi philosophy which has wide publicity for efficiently optimizing
the experiments in manufacturing process has been adopted and L16 combination
of experimental runs-based orthogonal arrays are derived for experimentation. The
signal-to-noise (SN ratio) ratios of the responses are considered for study of optimal-
ity. Optimization is verymuch essential in every sector like layout design, health care,
logistics, scheduling, manufacturing, etc. due to competitive increase in demand of
products and services. The optimization techniques are developed based on mining
of the data [5, 6]. In case of manufacturing process/product optimization, Taguchi’s
philosophy stands as the starting point; however, this philosophy is being worldwide
criticized due to its inability to solve multi-response optimization problems [7]. To
overcome this draw back of Taguchi philosphy, application of grey relational analysis
(GRA), utility theory, TOPSIS, fuzzy inference system, principal component anal-
ysis (PCA), entropy method, etc. are individually integrated with Taguchi method
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by converting multiple responses into an equivalent single response function, which
can finally be optimized by the Taguchi method. However, these approaches rely on
some assumptions. Hence, in this paper, multi-response optimization technique, like
GRA developed by Deng [8] and PCA developed by Hoteling [9, 10], is adopted.

To the best of knowledge of the author, experimentations on roughness of
machined surface are investigated in process of turn-mill. But none of the research
focused on multi-response optimization of roughness (Ra) and hardness of surface
(H) of the workpiece material using GRA–PCA and findings related to them. In
addition, relative comparisons between the two types of process of turn-milling like
tangential and orthogonal are also not attempted so far. Hence, this paper focuses
on considerations of the above said based on Taguchi fractional factorial study in
turn-milling processes.

2 Experimental Design and Conditions

This paper focus on plain turning with operation in processes of turn-milling (i.e.
tangential and orthogonal) carried on CNC Vertical Milling centre (VMC-1050)
using A-axis with high-speed steel (HSS) end mill cutters under dry condition. The
machining parameters like cutter speed (r/min), rate of feed (mm/min) and depth of
cut (mm)with 20 r/minworkpiece constant rotation based onTaguchi (L16) fractional
factorial study in turn-mill processes are taken for study on roughness of machined
surface and hardness of surfaces of machined materials. SN ratio is useful in finding
the optimal parametric setting values that directly influence the response and are
mentioned in Eqs. 1–2 [11, 12].

(SN)Lower-is-better = −10 log

(
1

n

n∑
i=1

y2i

)
(1)

(SN)Higher-is-better = −10 log

(
1

n

n∑
i=1

1

y2i

)
(2)

where ‘n’—number of observations and ‘yi’—observation values.
Leaded brass (IS:319-2007-Grade:1-Half Hard) having wide range of customer

and industrial applications [12] is taken for lathe plain turning study as workpiece
material in processes of turn-mill. Commercially available long parallel shank HSS
end mill cutters of 10 mm diameter with 30° helix with standards of BS: 122 (part-
1)-1953 are used. The rotation of workpiece do not influence the cutter speed but
only relates to the axial movement of the cutter, and hence, workpiece with 20 r/min
constant rotation is adopted,while the variables and their levels are shown inTable 1a.
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The determined SN ratios of the responses are used for determining the individual
optimality andmulti-response optimality.UsingEqs. 3–4 [13] are used for calculating
individual optimum response values.

ηopt = ηavg +
n∑

i=1

(
ηideal − ηavg

)
(3)

Responseoptimum =
√
10±(ηopt/10) (4)

where ‘n’ number of observations, ‘ηopt’ SN ratio optimum value, ‘ηavg’ average SN
ratio value and ‘ηideal’ ideal level of SN ratio of each parameter.

2.1 Experimental Procedure

Work material rods of diameter 40 mm and length 225 mm are taken and are divided
into parts of 5 (i.e. 4 × 40 mm + 65 mm extra length so that tool holder does not
hit the chuck of VMC). Average roughness (‘Ra’) and hardness (‘H’) of surface
are measured on the three diametrical points as the responses. Surface roughness
tester (Surface Test SJ-301) is used to measure ‘Ra’ and for hardness measurement,
universal hardness testing machine is used as per ASTM E92. A new HSS cutter is
used for each new speed. Cutter speed (r/min), rate of feed (mm/min) and depth of cut
(mm) in conjunction with 20 r/min of workpiece constant rotational speed are taken
along with TDOE, as shown in Table 1a, b. The SN ratio for Ra to be minimum,
so lower-the-better formula used; while for “H” SN ratio to be maximum and so
higher-the-better formula used. The SN ratio values are shown in Table 1b.

3 Analysis of Individual Optimality and Regression
Modelling

Based on Eqs. 1–2, the SN ratios are computed for Ra and H, considering lower-
is-better for roughness of machined surface and higher-is-better for hardness and
are tabulated as shown in Table 1b. The average ideal SN ratio of cutter speed, rate
of feed and depth of cut are taken from the determined SN ratios for calculating
individual optimal value of responses using Eqs. 3 and 4.

Calculation of optimal roughness of machined surface for S4-F1-C1 in tangen-
tial turn-milling:
Based on the response table over SN ratios as given in Table 1b, the ideal SN ratio
of cutter speed, rate of feed and depth of cut are 4.58, 5.6 and 1.03, respectively, so
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ηopt = {0.52 + [(4.58 − 0.52) + (5.6 − 0.52) + (1.0 − 0.52)]

= 10.19&(Ra)opt = √(
10±1.019) = 0.31µm.

3.1 Discussions on Individual Optimality

The individual optimal levels of cutting parameters depends on individual ideal mean
effect of SN ratios and are found as S4-F1-C1 and S4-F1-C4 for tangential and
orthogonal turn-mill processes for generating Ra and evaluated as 0.31 µm and
2.1 µm, respectively. Similarly, the optimal levels of cutting parameters are found
as S4-F2-C4 and S4-F2-C4 in process of tangential and orthogonal turn-mill while
generating H and evaluated as 177.01 HV and 162.18 HV respectively.

3.2 Regression Modelling

Empirical regression models are mostly used in exercise of predicting the behaviour
of parameters of machining. They aid the selection of working parameters as per
required response. Empirical regression models with second-order linear equations
are developed for predicting and analysing ‘Ra’ and ‘H’. The regression models
revealed a significance of confidence level more than 95%, shown in Table 2a. The
regression analysis based on statistical analysis using analysis of variance (ANOVA)
is carried to indicate the significance of process parameters on the models. The
regression models indicates all the parameters are significant excluding depth of cut
to be less significant in generating Ra in both the processes, while all parameters
are significant in generating H with less significance of rate of feed and shown in
Table 2b–c.

4 Multi-response Optimization

The methodology of hybridizing grey relational analysis (GRA) with principal com-
ponent analysis (PCA) for finding the optimal combination of experiment for the
correlated response for multi-objective optimization [10] is shown in Fig. 1. The
multi-response optimal values determined using GRA–PCA coupled with Taguchi
gives S4-F1-C4 combination for Ra of 0.34–1.89 µm, while H of 177.3 HV and
163.0 HV in turn-mill process of tangential and orthogonal, respectively.

Sample calculations of algorithmof roughness ofmachined surface in tangential
turn-milling:
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Table 2 a Regression models generated in both turn-mill processes. b Regression response
analysis in tangential turn-milling. c Regression response analysis in orthogonal turn-milling

(a)

Process Second-order linear empirical regression model R2 (%)

For roughness of machined surface

Tangential 1.75 – 8 × 10−5SS + 0.031F + 0.335C − 19 × 10−8S2 + 0.01F2 +
0.17C2

98

Orthogonal −5.5 + 95 × 10−4S + 0.33F − 1.29C − 229 × 10−8S2 + 0.0073F2

+ 0.39C2
96

For surface hardness

Tangential −117 + 0.16S + 1.6F + 21.6C − 233 × 10−7S2 − 0.14F2 − 4.6C2 96

Orthogonal 93.9 − 0.0023S + 1.89F + 56.56C − 2.6 × 10−6S2 − 0.166F2 −
12.8C2

97

(b)

Source Df SS MS F P F-critical Significance

For roughness of machined surface

Regression 3 15.9 5.3 1387 0.00 2.81 High significant (HS)

S 1 4.8 4.8 1270 0.00 4.06 HS

F 1 9.9 9.9 2598 0.00 4.06 HS

C 1 1.1 1.1 294 0.00 4.06 Significant (S)

For surface hardness

Regression 3 4575 1525 382 0.00 2.81 HS

S 1 3591 3591 900 0.00 4.06 HS

F 1 52.4 52.4 13 0.00 4.06 S

C 1 931 931 233 0.00 4.06 HS

(c)

Source Df SS MS F P F-critical Significance

For roughness of machined surface

Regression 3 104 34.7 430 0.00 2.81 HS

S 1 38.3 38 475 0.00 4.06 HS

F 1 63.4 63.4 785 0.00 4.06 HS

C 1 2.4 2.4 30 0.00 4.06 S

For surface hardness

Regression 3 6783 2261 686 0.00 2.81 HS

S 1 555 555 168 0.00 4.06 HS

F 1 37 37 11.3 0.00 4.06 S

C 1 6191 9191 1880 0.00 4.06 HS
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Fig. 1 Procedural methodology of GRA–PCA

For normalization, higher-is-better (HB):

x∗
i ( j) = [xi ( j) − min(xi ( j))]

max(xi ( j)) − min(xi ( j))
→ x∗

i ( j) = 2.16 − (−7.23)

9.37 − (−7.23)
= 0.5657

For deviation sequence, �oi(k) = ‖Xo(k) − X i(k)‖ → �01(1) =
‖0.5657 − 1.000‖ = 0.4343

Grey relational coefficient γi = �min + ζ�max
�oi(k) + ζ�max

= 0.0 + 0.5 ∗ 1.0

0.4343 + 0.5 ∗ 1.0
= 0.5351

Generate a characteristic equation with help of covariance and correlation matrix
which is of quadratic polynomial, as shown: λ2−2λ+0.51= 0. It gives two eigenval-
ues (eigenvectors) as shown {0.3 (−1.0; 1.0) and 1.7 (1.0; 1.0)}. The proportions,
cumulative and principal component contribution are given in Table 3.

So, grey relational grade and ranks is evaluated as Yi (k) = ∑n
j=1 x

∗
i ( j)βk j and

giving the L13 experiment as optimal in both the turn-mill processes.

Table 3 Contribution for principal components in tangential turn-mill process

Ra H Quality
characteristic

First principal
component (PC1)

Contribution of
PC1 (weights)

Eigen values 1.74 0.25 Tangential turn-milling

Proportion 0.87 0.12 Ra 0.707 0.50

Cumulative 0.87 1.00 H 0.707 0.50
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5 Results and Discussions

Results between first two machining factors that are predominant on the responses
interprets that Ra to be increasing with the rate of feed but is decreasing with cut-
ter speed, whereas H to be increasing with the depth of cut and cutter speed, in
both the processes of turn-milling. The results of optimal design reveal that the pro-
posed approach of combining GRA and PCA can acquire cutting parameters optimal
combination effectively and can be an improving tool of cutting performance of turn-
milling processes. From ANOVA, it is clear that the cutter speed is highly effective
in generating the combined and individual responses in process of tangential. Sim-
ilarly, in process of orthogonal, depth of cut is undoubtedly effective in generation
of individual and combined responses but rate of feed is less effective.

The depth of cut seems to be increasing the surface hardness, due to the fact that
the cutter acts as a burnishing tool pressing towards theworkpiece surface throughout
the machining, which increases surface finish and thereby inducing surface hardness
in both the turn-mill processes. While increase in rate reduces the duration of filling
the roughness valleys over the surface by the cutter which is acting as a burnishing
tool, thereby at high feeds, the roughness of surface increased.

6 Conclusions

The investigation of this study is on individual and multi-response optimal process
parameters on ‘Ra’ and ‘H’ in processes of turn-milling.

• The improved surface finish increases surface hardness in both the processes of
turn-mill. But the process of tangential turn-mill when compared with process of
orthogonal turn-mill, the process of tangential turn-mill looks to generate better
surface finish and surface hardness. More research is required for predicting the
stresses, micro-structural changes and surface integrity generation in the surface
layers, which are responsible for development of cracks, corrosion and cavitations.

• Individual optimization of a single response depends on its own ideal mean effect
of SN ratios of the parameters, but if we require optimizing multi-responses, then
combined effect of all the responses with highest SN ratio can be treated as optimal
combination. In this context, one has to choose multi-response optimization, if he
has a weightage or priority of responses to be generated and on the other hand for
single optimization, weightage can be given 100%.
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On the Role of Amylum Additive-Based
Cutting Fluids
in Machining—An Experimental
Investigation

R. Padmini, P. Vamsi Krishna and P. Jeevan Kumar

Abstract Thiswork dealswith the application of amylumadditive-based cutting flu-
ids while turning AISI 304 steel using carbide inserts. Amylum additive is dispersed
in vegetable oil at varying percentages. Absorbance of the additive in pure bio-oil is
examined using spectrophotometer, and thermal conductivity of these formulations
is also obtained. Machining performance is assessed by comparing dry, synthetic
cutting fluid, and pure oil for fixed cutting conditions. After basic machining, per-
centage of amylum additive is changed, and machining is done to examine the best
concentration (0.3–0.9%) of additive in pure oil throughminimal quantity lubrication
technique. Machining performance is obtained by measuring cutting tool tempera-
tures, surface roughness, and tool flank wear. It is inferred that, when compared to
dry machining, synthetic fluid, and pure oil-assisted machining, amylum-assisted
cutting fluids have resulted in improved machining performance owing to the reduc-
tion in cutting temperatures and better lubricity. Hence, it can be comprehended that
amylum additive has the potential to be used as an additive in biodegradable oils in
view of eco-friendly and user compatible machining operations.
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1 Introduction

Synthetic cutting fluids applied during machining lead to various technical and envi-
ronmental issues. It was observed that wide use of synthetic cutting fluids leads to
derma-related problems to machinists [1, 2]. They hinder the ecological balance,
being toxic and non-biodegradable [3, 4]. High amounts of cutting fluids in million
metric tons are utilized by manufacturing industries [5]. Researchers experimented
with solid lubricant-assisted machining and pinpointed the friction reducing ability
of MoS2. They noted that this behavior is affirmative for machining, and it is due
to the physical and chemical properties of MoS2 surface layers [6]. Suresh and Rao
[7] worked with solid lubricants like graphite and molybdenum disulfide (MoS2).
They inferred that milling using MoS2 minimized friction, main cutting force, and
specific energy required by 28%. It was inferred through experimentation that appli-
cation of solid lubricants in hard turning operation was beneficial compared to dry
machining [8]. Moving ahead to vegetable oil-based cutting fluids, Susan [9] worked
with the lubricative nature of biodegradable fluids and found that they can be used
in machining due to film formation capacity of these fluids on the job. Enhancement
in tool life and minimization of cutting tool wear and forces by using vegetable oils
were reported [10]. Machining results were found to be encouraging as reported
by other researchers by applying different vegetable oils like canola and castor oils
[11, 12]. Nanofluids as additives comprise good thermal and physical properties due
to higher surface area to volume ratio. Investigators developed various relations to
find the thermal properties of nanofluids [13, 14]. It was noted that due to enhance-
ment in thermal properties, nanofluids can reduce the cutting temperatures during
machining operations [15, 16]. Next to mention, MQL involves very low quantity
of cutting fluid (10 ml/min). Shen [17] estimated the effect of Al2O3, nanodiamond,
and zinc oxide (nano) in grinding operation through MQL and found affirmative
results. Researchers observed an enhancement in surface integrity of workpiece dur-
ing turningwith high cutting tool pressure by implementingMQL [18]. Abiodun [19]
conducted experiments to examine the performance of amylum starch dispersed cut-
ting fluids in turning and found improvement inmachining performance. Floodmode
of supply was implemented in this work. Research works on the applicability of nat-
ural additives like amylum or maize starch to biodegradable oils throughMQLmode
have not been explored, and the present work attempts to address this aspect.

2 Materials and Methods

Themethodology implemented to examine the impact of additive-based cutting fluids
is discussed in the following sections.
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2.1 Formulation of Additive-Based Cutting Fluids

The cutting fluids are formulated through ultra-sonication process using a bath-type
sonicator. Pre-weighed quantity of amylum is dispersed in coconut oil (CCO) and
sonicated thoroughly for a period of 60 min for thorough mixing of additive in base
oil. These fluids are prepared at different weight percentages varying in the range
from 0.3 to 0.9% of amylum (Amy) additive.

2.2 Absorbance and Thermal Conductivity

Before being applied as cutting fluids, it is important to understand the level of
dispersion of additive in the base fluid. Spectral analysis is one method to assess the
absorbance of formulated cutting fluids. Absorbance is analyzed by using a UV–
Visible spectrometer. The cutting fluids being applied at the machining zone must
possess good thermal properties. Thermal conductivity is an important property of
cutting fluids due to which heat generated during machining is dissipated.

2.3 Machining

After evaluation of thermal conductivity of the formulated cutting fluids, experiments
are conducted to assess the influence of these fluids while turning AISI 304 grade
steel at fixed machining conditions (speed: 60 m/min, feed: 0.17 mm/rev, depth
of cut: 0.5 mm), using coated carbide insert. Cutting temperatures are measured
online using k-type shielded/embedded thermocouple. Tool flank wear is obtained
by using opticalmicroscope. Surf test SJ-301 equipments are used tomeasure surface
roughness. All the experiments and tests are conducted thrice, and average values
are taken to obtain precise results.

3 Results and Discussion

Thiswork aims at investigating the role of additive-based biodegradable cutting fluids
in machining using amylum as additive 0.3, 0.6, and 0.9%. Absorbance and thermal
conductivity are tested to check the viability of these cutting fluids to be applied
in machining. Machining performance is assessed by measuring cutting tempera-
tures, tool wear, and surface roughness at constant cutting conditions. In this section,
graphical results are presented, and comparative analysis is done and discussed.
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Fig. 1 Absorbance of additive at varying percentages in base fluid (CCO)

3.1 Absorbance

Extent of dispersion of additive particles in coconut oil is presented in Fig. 1. It is
observed that absorbance has significantly increased from 0.3% AMY in CCO to
0.6% AMY in CCO approximately by 12%. The increase in absorbance at 0.9%
AMY from 0.6% is very less that is 2%. This can be attributed to the agglomeration
of additive in base fluid as percentage additive is increased. Hence, increase in %
additive does not proportionally increase the absorbance.

3.2 Thermal Conductivity

Results of thermal conductivity of additive-based cutting fluids are shown in Table 1.
With increase in % additive thermal conductivity is also found to increase. Thus, this
aspect makes the cutting fluid formulated from amylum additive in coconut oil to be
viable in machining applications. Increase in thermal conductivity makes the cutting
fluid reduce the cutting temperatures.

Table 1 Thermal conductivity (kW/m K) of additive-based cutting fluids

Base fluid Percentage of amylum additive

CCO 0 0.3 0.6 0.9

0.1815 0.1826 0.1830 0.1848
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Fig. 2 Variation in cutting temperature with machining time under various lubricant environments

3.3 Cutting Temperatures

Variation of cutting temperatures with machining time is reflected in Fig. 2. It is
noticed that cutting temperatures increase with an increase in machining time. Max-
imum temperatures are recorded during dry machining. Cutting temperatures are
found to be minimum by applying CCO + 0.6% Amy compared to CCO + 0.3%
Amy and pure CCO. Increase in% of amylum additive does not show a proportionate
reduction in cutting temperatures. This is due to the extent of absorbance of additive
in base fluid, though there is increase in thermal conductivity with enhancement in %
additive. Due to agglomeration, at higher percentages of additive in CCO ability to
reduce friction at the contact surfaces and thereby cutting temperatures reduction is
affected. It can be inferred that inclusion of additive in base fluid has reduced the tem-
peratures to an extent of 28% and 19% when compared to dry and pure oil-assisted
machining, respectively.

3.4 Surface Roughness

It is noticed that amylumadditive-based cuttingfluids have reduced surface roughness
of workpiece. The results are presented in Fig. 3. It is seen that under dry machining
environment, maximum the workpiece is subjected to maximum surface roughness;
while at 0.6% Amy in CCO, it is found to be less compared to other lubricant
environments. Reduction in surface roughness can be attributed to the combined
effects of reduction in cutting temperatures and tool wear as well. Film formation
ability of the additive-based cuttingfluids leads to reduction in surface roughness. The
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Fig. 3 Variation in surface
roughness—Ra under various
lubricant environments

extent of reduction in surface roughness by using 0.3% Amy in CCO is observed to
be 37 and 12%when compared to dry and pure oil-assisted machining environments.

3.5 Tool Wear

Results of tool wear obtained under different lubricant environments are presented in
Fig. 4. It is evident that for all the conditions tool wear has increased with machining
time. Under dry cutting condition, tool wear is maximum, under pure oil-assisted

Fig. 4 Variation in tool wear with machining time
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machining (CCO), tool wear is found to be less compared to dry machining, and by
applying CCO + 0.6%Amy tool wear is found to be least. This is due to reduced
cutting temperatures and ability of the additive to forma thinfilmof lubricant between
the surfaces in contact. Percentage reduction in toolwear is 29 and13% in comparison
with dry and CCO-assisted machining.

4 Conclusions

• Experimental investigations to examine the performance of amylum or maize
starch-based additive in coconut oil are carried out.Absorbance is found to increase
with increase in percentage of additive in base fluid up to 0.3% and not beyond.
Thermal conductivity increased with increase in% additive. Consistent increase in
the basic properties with varying amount of additive does not mean that the same
behavior should be exhibited by additive-based cutting fluids during machining.

• It is observed that 0.6%Amy inCCO resulted in reduced cutting temperatures, tool
wear, and surface roughness. Extent of reduction inmachiningperformance param-
eters is approximately 31 and 12% compared to drymachining while workingwith
CCO + 0.6% Amy.

• Hence, the application of natural additives like amylum to vegetable oils is
an amicable alternative to explore eco-friendly and sustainable alternatives to
conventional cutting fluids.
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Tensile Property of Ultra-High Molecular
Weight Polyethylene Fibre and Its
Composite Laminate

Arun Kumar Singh, Dharmendra Kumar Shukla and N. Eswara Prasad

Abstract The present paper reports the uniaxial tensile property of fibre and lam-
inated composite of Dyneema® HB80 prepreg under quasi-static conditions. A
detailed experimental work on tensile testing of fibre/filament and its laminated
composite has been presented. It has also been discussed about the easy slipping out
problem of Dyneema® grade test specimen during experimental work. The tensile
strength of the filament of Dyneema® HB80 has been evaluated and found to be
2.96 GPa with an average elongation of 4.15%, closely agreed with the test data of
manufacturer, although tensile strength of laminated composite has been found quite
low as compared to fibre tensile strength. The effect of curing temperature on the ten-
sile strength has also been studied and found higher strength for the laminate cured
at a comparatively lower temperature. The SEM analysis of the fractured samples
showed weak macro fibrils resulted in higher degree of damage to the fibre laminate,
and hence, lower tensile strength.

Keywords Dyneema®HB80 · Composite material · Filament

1 Introduction

Ultra-high molecular weight polyethylene (UHMWPE) is a crystalline polymer
with a wide range of structural applications from aerospace to defence industry.
The UHMWPE-based composites exhibit excellent mechanical properties, ade-
quate elongation and fatigue response, apart from high rigidity, high strength and
good energy absorption capabilities [1–3]. Due to these attractive properties, the
UHMWPE material finds application in many important protective gears devel-
opment such as bulletproof armour, ballistic helmets and bulletproof vest [4, 5].
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The UHMWPE fibres have been commercialized in the late 1970s by the Dutch
chemical company, DSM under trade name Dyneema® having chemical formula –
[CH2–CH2]n. Nowadays, there are many grade of Dyneema®fabrics/prepregs avail-
able in the market under the trade name of Dyneema®HB80, Dyneema®HB50,
Dyneema®HB210, Dyneema®HB212, etc., for the moulding of hard ballistic armour
panel.

Many investigationswere carried out earlier onUHMWPEmaterial. These investi-
gationswere oriented towards impact response, quasi-static response, creep response,
etc., of UHMWPE fibres [6, 7]. Peijs et al. [8] extended these studies to UHMWPE
fibre-reinforced laminate and reported mechanical properties of the laminate with
the aim of its potential uses in high-end structural applications. An initial numerical
study on the ballistic performance of UHMWPE fibre laminate has been reported by
Grujicic et al. [9]. The properties of a fibre used in fibrous composite have their own
bearing on the overall properties of composites. It has been observed that none of
the literatures available in the public domain are describing overall tensile properties
UHMWPE-based Dyneema®fibre and its laminate.

Under the present study, comprehensive experimental work has been carried out
to evaluate tensile properties of Dyneema®HB80 grade fibre and its laminated com-
posite under quasi-static loading condition. The findings of the experimental work
and post experiment analysis using scanning electron microscopy (SEM) and optical
microscope have been reported in this paper with an emphasis on failure behaviour
of fibre and its laminate.

2 Experimental Details

In this section, the description of material system and experimental details for tensile
testing of fibre and its composite has been discussed.

2.1 Material and Its Processing Descriptions

The manufacturer of UHMWPE Dyneema® produces fibre that consists of smaller
units, which are called filaments as shown in Fig. 1a. In a sheet/prepreg, the fibres
are equally distributed and flattened in unidirectional layers as shown in Fig. 1b. The
fibres cannot be visually distinguishable, and only the filaments can be seen. The
layers are rotated by 90° with respect to the adjacent layers; each sheet is a non-
woven cross ply. The Dyneema® filament/fibre is bonded together by small amount
of polyurethane rubber (PUR) matrix material.

Dyneema® composites are fabricated by pressing number of Dyneema® prepregs
sheets together at elevated temperature and on application of adequate level of pres-
sure using a suitable capacity hot press. Applied pressure and heat during the mould-
ing process depend on the thermal and rheological properties of the resin. Therefore,
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Fig. 1 Dyneema®HB80 a filament, b prepreg

Fig. 2 DSC curve of
polyurethane rubber (PUR)
resin
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differential scanning calorimetry (DSC) has been chosen as an experimental tool for
analysis of resin used in Dyneema®HB80 prepreg before fabrication of composite.
The progress of the curing reaction and its softening behaviour has been investigated
by Q200 differential calorimeter (TA Instrument). A sample of 5 mg. of PUR resin
has been put into calorimeter and heated at constant rate of 10 K/min from ambient to
200 °C. The graph of DSC as shown in Fig. 2 indicates that the melting temperature
of PUR resin is around ~150 °C with 194.2 J/g associated enthalpy. It indicates also
that the extent of crystallinity is quite high in PUR resin.

2.2 Experimental Work

One of the most important tests that provides basis for all the mechanical prop-
erties is the uniaxial, quasi-static tensile test. This experimental investigation of
Dyneema® HB80 fibre/filament and laminated composite allows the determination
of ultimate tensile strength (UTS), Young’s modulus and elongation. Additionally,
tensile toughness too can be determined.
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Fig. 3 Test specimen and
dimensional details of
specimen

In this work, the single fibre/filament testing of Dyneema®HB80 has been carried
out using the Favimat instrument (Textechno, Germany). The Favimat measures the
fineness of fibres utilizing the vibroscopic technique. Fibre strength and elongation
have been measured at constant loading rate of extension of the measuring head,
gauge length 20 mm and a constant head speed of 2 mm/min using samples of
20 filaments of Dyneema®HB80. The breaking force and elongation as well as the
tenacity to elongation have also been measured for a fibre as per ASTM C1557. The
load cell used for the tensile testing was 1200 cN, and a pretension of 0.5 cN/tex was
applied to the fibre.

Similarly, the tensile testing ofDyneema®composite has been carried out by com-
puterized universal testing machine (Model Instran 5967) of 3 kN load cell capacity.
The geometry of the test specimens of Dyneema®HB80 composite employed for
testing is shown in Fig. 3 [10]. Special tabs with riveted arrangement in the test
specimens have been applied to have adequate and proper gripping.

3 Results and Discussion

3.1 Fibre Testing

Figure 4 shows the load elongation plot of the 20 numbers of test samples tested
at similar conditions. Microscopic examination of post test specimens using a Zeiss
optical microscope at a magnification of 20× has been shown in Fig. 5. The figure
shows that there are multiple and gradual breakages of the fibre during the tensile
test corresponding to different displacement values. From the test result, the tensile
strength of the fibre/filament has been found2.96GPa at 4.15%maximumelongation.

Based on manufacturer test values, Dyneema® fibre should fail at approximately
3.3–3.9 GPa at an elongation of 3–4% [11]. The experimental result has been found
close to the manufacturer datasheet. Since the filaments were gripped directly to the
gripper of the machine, the difference of the failure strength may be due to small
slippage of the test samples. Another possibility of difference in failure strength of
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Fig. 4 Load elongation curves of filament

Fig. 5 Microscopic
examination of the tested
specimen

Rupture and fiber failure

experimental result and manufacture test value may be due to the use of fibre of
different spool. The closeness of experimental results with Dyneema® datasheet also
gives greater confidence of the application of the direct gripping method for the
testing of Dyneema® fibres.

3.2 Composite Testing

Tensile testing of Dyneema®HB80 composite has been carried out for 15 sets of
specimen processed at different pressure, curing temperature and curing time as
shown in Tables 1 and 2 and shows an average value of ultimate tensile strength
(UTS) of each set of experiment comprising of testing of 03 numbers of specimens.
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Table 1 Range of various
process variables

S. No. Process parameters Range

1. Pressure (P) (MPa) 9.8–17.65

2. Temperature (T ) (°C) 125–135

3. Time (t) (min) 10–20

Table 2 Variables and experimental results

Test set no. Level of process variables UTS (MPa)

P(MPa) T (oC) T (min)

1 9.80 125 15 67.07

2 17.65 125 15 65.67

3 9.80 135 15 65.68

4 17.65 135 15 59.49

5 9.80 130 10 60.95

6 17.65 130 10 60.24

7 9.80 130 20 59.61

8 17.65 130 20 54.80

9. 13.73 125 10 60.67

10 13.73 135 10 40.74

11 13.73 125 20 53.12

12 13.73 135 20 65.72

13 13.73 130 15 49.42

14 13.73 130 15 49.31

15 13.73 130 15 49.52

The experimental results show that when the applied pressure is 9.8 MPa, curing
temperature 125 °C and curing time is 15min, themaximum ultimate tensile strength
was achieved (Test set no. 1). In the case of Test set no. 10, where, the applied
pressure, curing temperature and curing time were 13.73 MPa, 135 °C and 10 min,
respectively, the minimum ultimate tensile strength has been achieved. From the
above results, it is clear that the temperature effect is more significant than the
pressure. The fibre softening and matrix/resin melting behaviour has been observed
at higher temperature beyond a critical value. Therefore, comparatively poor ultimate
tensile strength has been found in the test specimens cured at temperature 135 °C.

Scanning electron microscopy (SEM) of tensile fractured surface is carried out to
study the nature of fractured surface morphology and associated failure mechanism.
Figures 6 and 7 show SEM morphologies of the tested specimens corresponding to
the lowest (see Test set no. 10, Table 2) and highest (see Test set no. 1, Table 2) UTS.
These results can be explained in terms of the extent of delamination of filament and
the fibres. In order to achieve higher UTS of such composite laminate, the selection of
processing temperature is very critical. It has beenobserved that even if the processing
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Fig. 6 Morphology of the
tensile fractured sample of
Test set no. 10

Fig. 7 Morphology of the
tensile fractured sample of
Test set no. 1

pressure is kept minimum, curing temperature should be sufficient enough to melt
the resin between inter layers of specimen. It has been observed that strong micro
fibril in the SEM image of test specimens is processed at suitable temperature range.

The failure of the fibre always occurs at the macro fibril scale via internal friction
within the amorphous regions due to chain slippage, leading to a highly localized
adiabatic heating and softening, followed by localized failure of the material. Thus,
the morphology of the tensile test of the Test set no. 1 also supports the claim of
higher strength as compared to the tensile strength of the Test set no. 10 where
comparatively weak macro fibrils can be seen (see Fig. 7).
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4 Conclusions

This research work concludes the following:

• The ultimate tensile strength of filament of Dyneema®HB80fibre (2.90 GPa) has
been found comparatively very high (>40 times) as compared to the composite
laminates (40–70 MPa).

• The ultimate tensile strength of Dyneema®HB80 composite has been seen to be
dependent on the applied pressure and curing temperature.

• The microstructure analysis of composite reveals that if the applied pressure and
curing temperature are maintained for an appropriate time, the voids between two
filaments are vanished, and the ultimate tensile stress is further increased.
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Experimental and Numerical Modeling
of ECMM on Al 7075 T6 Alloy

K. Samson Praveen Kumar and G. Jaya Chandra Reddy

Abstract Electrochemical micromachining (ECMM) is a nontraditional machining
technique in the area of mechanical engineering. It is more essential to meet the
increasing demand of the industries from aero to medical. ECMM is the promising
technique, since it has been growing popularity in various areas of applications. In
the present study, the optimal combination and influence of process parameters on
ECMMwhile machining Al 7075 T6 alloy are presented using Taguchi analysis and
ANOVA. A bare electrode (cathode) has been used for this purpose. Later on, using
an optimum combination of process parameters, the hole is drilled with insulated
electrode. The ECMM process model has been developed and simulated with a bare
tool and insulated tool using COMSOL Multiphysics V5.3a software. The effect
of tip reaction on anode profile and stray current machined zone is identified with
the electric field, temperature field, and fluid field. The results are validated with
experimental results. The simulated predicted model is in close conformity with an
experimental model.

Keywords Electrochemical micromachining (ECMM) · Stray current machining ·
Multiphysics · Modeling and simulation

1 Introduction

In the current development, the demand for microproducts has been rapidly increas-
ing in the field of automotive, bio-medical, aerospace, etc. [1]. The materials which
are difficult-to-machine like superalloys have considerably increased because of their
improved properties [2].Whilemachining suchmaterials using conventionalmachin-
ing process, a lot of issues like heat-affected zone, tool wear, etc. are being occurred
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[3]. To overcome this issue, various methods have been developed [4]. ECMM is a
nonconventional machining technique emerging to be assuringmethod because of its
additional advantages [5]. The use of different tapered tooltips for machining micro-
holes and the effect of the spherical tip of a tool [6–8]. The researcher approaches
multiphysics model for prediction of process performance characteristics [9, 10]. In
the past simulations, the side-insulated layers are simplified to one-dimensional elec-
trically insulated limit [11, 12]. On the other hand, the researcher focused only on the
bare tool, electrical field and shows the importance of insulated layers, ensuing in a
clear inconsistency among simulation and experiment. For this reason, multiphysics
analysis is necessary for ECMM process to precisely know the cause of the tool on
the machining accuracy. The electric field supply in the inter-electrode gap (IEG)
using bare tool and insulated tool is shown in Fig. 1a, b.

The present investigation focuses on the optimum combination and influence
of the process parameters (voltage, electrolyte concentration, and frequency) on
dimensional overcut with the bare tool using ECMM process. Then the influence of
the insulated tool on diametrical overcut with the optimum process parameters has
been determined. After that, a multiphysicsmodel for ECMMprocess was developed
to find the parametric and structural effects on the electrical field distribution, fluid,
and temperature fields. Finally, validate the obtained results from simulations with
the experimental results.

Fig. 1 The schematic of the ECMM process. aUsing bare tool with flat cathode tip. b Using
side-insulated tool with flat cathode tip. c Schematically illustration of the coupling correlation
multiphysical fields. d Geometry model. e The schematic of the electrolytic cell used in ECMM
process. f The developed geometry model
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2 Experimental Procedure

The process parameters used for machining are voltage, electrolyte concentration,
and frequency which are considered as variables. The other parameters like current
0.8 A, feed rate 28.2 µm/s, and duty cycle 60% are considered as constants. The
tool diameter as 300 µm, electrolyte as NaNO3, and tool material as copper have
been used to conduct the experiments. The corresponding values and levels of pro-
cess parameters are chosen based on the past literature and preliminary experiments
conducted are (6, 8, 10) V, (25, 30, 35) g/l, and (40, 50, 60) Hz, respectively. The
experimental work was designed based on L27 orthogonal array method to perform
microholes on Al 7075 T6 of thickness 0.3 mm and size 20 mm × 20 mm using
ECMM process. The output of dimensional overcut has to be calculated for each
trail. In this study, the target is to have lower overcut. To achieve this, optimiza-
tion technique has to perform with the help of Taguchi analysis and ANOVA. Then
with the optimum combination of process parameters, machining has been done
with an insulated tool where the insulating material is PVC. After completion of the
experiments, the microhole entrance was examined with SEM.

3 Numeric Model

A two-dimensional model was developed with the same machining conditions of
experiments and simulated using COMSOL Multiphysics. The ECMM model has
several physical domains like electrical field, deformed geometry interface, fluid
field, and temperature field has been set up to analyze the interactions between the
tool and workpiece. The modeled multiphysical field coupling correlation is shown
in Fig. 1c. The coupled model of the above fields can be interfaced with the physical
fields in ECMM with the following assumptions. The ECMM process is assumed
to be ideal, i.e., the changes in composition of the electrolyte are negligible, the
reaction products of heat, bubbles, and ions are neglected, the model is isothermal,
the thermal conductivity of an electrolyte is assumed to be constant, and the fluid
properties of the electrolyte are considered constant. In the electrolyte, the variations
of composition are negligible as the electrode initiation over potential is negligibly
small.

3.1 Geometry Model

The two-dimensional geometrymodel contains four domains namely cathode, anode,
electrolyte, and insulation. The IEG initially maintained as 40 microns and the elec-
trolyte flows from inlet right to outlet left. The geometry model was developed for
ECMM process according to the experimentation as shown in Fig. 1d.
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3.2 Physics

Material Dissolution. The material dissolution was carried out together with the
interface of electric current and deformed geometry models. The domain of the elec-
trolyte was assigned to water and defined with an electric conductivity of 0.165 S/m
according to the performed experimental investigations. The boundary conditions
of the mode electric current according to Fig. 1d are listed in Table 1. The ECMM
follows Faraday’s law as functional principle for anodic dissolution of material due
to electric potential Q. The material removed in volume V is calculated as.

V = η × M

ρ.z.F
× Q (1)

where η is the current efficiency, M is the molar mass, F the Faraday constant, z
the electrochemical valence of the material, and ρ the density. The material removal
velocity �vn in normal direction depends on the current density �jn in a normal direction.

�vn = η(J ) × M

ρ.zA.F
× �jn η(J ) =

{
1 forJ > Jmin
0 forJ ≤ Jmin

(2)

The current density Jmin was taken as 10 A/cm2 according to past literature. Other
parameters require calculating erosion according to Eq. (2) are current efficiency as
100%, molar mass as190894.3856 g/mol, valency as 3, mass density as 2.81 g/cm3,
and Faraday’s constant as 9.65 × 104 C/mol.

Deformed Geometry. The deformed geometry interface can be used to study
how physics changes in case the geometry shrinks by the removal of material. The
interface requires a domain selection and has to select the geometry shape order as

Table 1 Boundary conditions of multiphysics model

Boundary settings of the electric model

Boundary condition Electric potential Electrical insulation Ground

Boundary No. 5 1, 2, 3, 4, 6, 7, 8, 9 10

Setting U0 = 6 V n . j = 0 U0 = 0

Boundary settings for fluid model

Boundary condition Inlet Outlet No-slip wall

Boundary No. 9 1 2, 3, 4, 5, 6, 7, 8, 10

Setting u = −uin n P = 1 atm u = 0

Boundary settings for heat transfer model Temperature reference

Boundary condition Heat flux Thermal insulation

Boundary No. 5 1, 2, 8 3, 4, 6, 7, 9, 10

Setting −n . q = dzq0 (q =
−dz k∇T )

−n . q = 0 T = T0
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1 and mesh smoothing type as Laplace. The free displacement has to be activated
where Lagrange–Eulerian (ALE) method shape function uses same order for mesh
position in domains.

Non-isothermal Electrolyte Flow. The non-isothermal laminar flow interface is
used to simulate the couple between fluid flow and heat transfer and it combines the
laminar flow and heat transfer in fluids.

LaminarFlow.The laminar flow interface has been solvedwith the incompressible
laminar Navier–Stoke equation where the flowing velocity u can be expressed.

ρ∇(u) = 0 ρ
∂u

∂t
+ ρ(u∇)u = ∇[−Pl + μ

(∇u + (∇u)T
)] + F (3)

where ρ is electrolyte density, p is the fluid pressure, and μ is the dynamic viscosity.
The boundary conditions of the laminar flow according to Fig. 1d are listed in Table 1.
The normal in-flow velocity is taken as 0.1 m/s, density of the electrolyte is taken as
1908 kg/m3, pressure as 1 atm and dynamic viscosity is taken as 00.00125 pa s.

Heat Transfer in Fluids. When the current is passed through two electrodes,
resisting heating is generated known as Joul’s heating which increases temperature
in the electrolyte and thus increases the conductivity of the electrolyte. The boundary
conditions for heat transfer in fluids model according to Fig. 1d are listed in Table 1.
The boundary 5 is defined as heat flux and is approximately taken 106 w/m2.

Here, for the simulation of heat transfer in fluids, the results of laminar flow were
used coupled with primary current model. The heat transfer in fluids model uses the
following Eq. (4)

ρCp

(
∂T

∂t
+ u∇T

)
= ∇(k∇T ) + Q (4)

where Cp is the specific heat at constant pressure and is taken as 1655 J/(kg-K), u is
velocity of the electrolyte 0.1 m/s, T is the temperature 273.15 K, and Q is the heat
source which comes from electric current.

Mesh. An unstructured mesh has been used to the geometry. To attain this mesh,
user-defined mesh has been chosen and in the settings, minimum and maximum
element sizes are 50 µm and 500 µm, respectively. Then a free triangular mesh was
chosen in that for size1, the minimum and maximum element sizes are 1 µm and
50 µm has been assigned to boundary 5 and for size 2, the minimum and maximum
element sizes are 1 µm and 50 µm has been assigned boundary 10.
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4 Results and Discussion

4.1 Experimental Results

The experimental results are analyzed through Taguchi analysis and ANOVA using
statistical software, MINITAB 18 are listed in Tables 2 and 3. From Table 2, the
factor voltage has the desired level is 1, because of the overcut value is minimum.
Similarly, the desired levels for the electrolyte and frequency are 2 and 1, respectively.
Therefore, the optimal process parameters are voltage as 6 V, the electrolyte as 30 g/l,
and frequency as 40 Hz.

The parameters which significantly influence the output characteristics are with
p-value ≤ 0.05 under 95% confidence levels. It is clear from Table 3 that the voltage
is the most influencing factor and the electrolyte is also a significantly influenced
factor.

The effect of various process parameters during machining is shown in Fig. 2a
that the overcut increases with the increase of voltage. The ions increase in the
electrochemical cell which increases the material removal and also increases the
current flow through IEG. For the higher values of current, there will be the more
current density which leads to higher removal of material at the edges of a hole
as a result of higher overcut. Therefore, lower values of voltage are preferable for
minimum overcut. The influence of the electrolyte concentration on overcut is when
concentration increases, overcut reduces at moderate values and increases further
at higher values because of the increase of ions association in the machining zone.
A higher ion concentration improves the current density in the IEG resulting in
increasing to overcut. Thus, the moderate value of the electrolyte concentration is

Table 2 Mean effective
response (smaller the better)

Level Voltage (V) Electrolyte (g/l) Frequency (Hz)

1 69.11 91.67 101.78

2 95.78 86.78 113.22

3 172.11 158.56 122.00

Delta 103.00 71.78 20.22

Rank 1 2 3

Table 3 Analysis of variance results

Source DF Adj SS Adj MS F-value P-value % of contribution

Voltage (V) 2 4.0570 2.0285 10.48 0.001 67.79

Electrolyte (g/l) 2 1.7149 0.8574 4.43 0.026 28.65

Frequency (Hz) 2 0.2129 0.1065 0.55 0.585 3.56

Error 20 3.8699 0.1935

Total 26 9.8547
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Fig. 2 a Effect of various process parameters, b current density and the electrolyte potential
distribution of the bare tool, and c insulated tool

preferable. The influence of frequency is not much higher when compared to voltage
and the electrolyte concentration. Here, as the frequency increases, overcut also
increases.

4.2 Simulation Results

Material Dissolution. The simulation results for material dissolution of the bare
tool and insulated tool for current density distribution and the electrolyte potential
distribution are shown in Fig. 2b, c. Obviously, it is clear that the insulated tip is
helpful to restrict the effect of stray current in the IEG. The arrows in Fig. 2b bare
tool and Fig. 2c insulated tool show the moment of ions which clearly indicating
that the ions are moving more in the case of bare tool simulation than insulated tool
simulation. The insulated layer confined the current attack on more localized area,
which conforms the reducing of stray corrosion and overcut in ECMM process.

The effect of the bare tool and insulated tool on anode profile and current density
distribution was investigated here, as shown in Fig. 3a, b. The light gray shaded
rectangle shows position of the tool. Figure 3a shows that when bare tool is chosen,
the distribution of current density is evidently dispersed an extensive range of the
nearby surface go through stray current of the machined region. The removal of
material from this region is known as stray current attacking [13], which generally
caused bell-mouth profile [14]. On the other hand, Fig. 3b shows, when insulated tool
is used, the current density distribution focuses on the machined zone. The current
spreading from the cathode can be limited by the insulated layer and restricted to a
lesser region.

Non-Isothermal Laminar Flow. The non-isothermal laminar flow simulation
starts with independent simulation of the laminar fluid flow. The outcome of this
simulation depends on the flow field characterization through velocity field. Figure 3
shows the electrolyte velocity magnitude (c) with bare tool and (d) with insulated
tool. It is clear from Fig. 3c that the velocity is more in the machined zone because
of the formation of bell-mouth and in the case of an insulated tool, the velocity is
comparatively less. The velocity profile has an influence on temperature distribution,
where the temperature occurs because of Joul’s heating, conduction, and convection.
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Fig. 3 Current density distribution and anode profile of, a bare tool, b insulated tool, velocity
magnitude, c with bare tool, and d with insulated tool

The temperature distribution simulation of the electrolyte follows the velocity profile
computation. Comparing Fig. 4a, b with c, d, it can be observed that the distribution
of temperature with bare tooltip is extremely asymmetric.

With insulated tooltip, the distribution of temperature turns out to be more sym-
metric because of the insulated layer restricting effect on the electrolyte convection.
Comparing Fig. 4a, b, it can be observed that with the increasing of time in bare

Fig. 4 Temperature distribution of bare tool, a at time = 0.1 s, b at time = 1 s and insulated tool,
c at time = 0.1 s, d at time = 1 s, SEM images of the machined hole with, e bare tool, f insulated
hole
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tooltip, the distribution of temperature becomes more symmetric. The temperature
increases to some extent and presents even trends only in the case of insulated tooltip.
Therefore, to obtain high machining accuracy, a stable environment temperature is
predicated.

5 Experimental Verification

The experiments for both the bare tool and insulated tool of the optimum combina-
tion process parameters were conducted for compression. The simulation results are
qualitatively compared with experimental results. The surface quality and entrance
shape are used to estimate the machine accuracy. Figure 4e, f shows the SEM images
of the machined holes at entrance. The Fig. 4e which is machined with the bare tool
clearly shows evidence of a stray current attack region, entrance shape is fairly asym-
metric and has bell-mouth shape. Insulated tool machined hole is shown in Fig. 4f
which is clearly evident for no stray current attack. The experimental results thus
well agree with the simulation results of a more intense current density distribution
and better non-isothermal fluid flow using insulated tip tool.

6 Conclusion

In this paper, an experimental investigation has been carried out to know optimal
combination levels of process parameters using Taguchi analysis method and also to
find the influence of process parameters using ANNOVA method during machining
microhole on Al 7075 T6 alloy on diametrical overcut using ECMM process. It has
been made an attempt to model and simulate the ECMM process for an optimum
combination of process parameters with the bare tool and insulated the tool using
COMSOL Multiphysics V5.3a software. Based on the experimental and simulated
results and analysis, the following conclusions can be made.

1. The optimal combination levels of process parameters were voltage of 6 V, the
electrolyte concentration of 30 g/l, and frequency of 40 Hz.

2. From ANNOVA analysis, the most significant process parameter that influences
lower OC is voltage and the electrolyte is also considerably influenced factor.

3. The multiphysics simulation results very closely agree with the experimental
results. Therefore, it can be selected as substitute for the costly trial and error
method.

4. The simulated and experimental results propose the use of the insulated tool
which is able to produce the high-quality hole without any stray current attacking
zone, good from minimum overcut, and accuracy.
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FEM Modeling of Coated Tools to Study
the Influence of Coating Thickness

M. Khirod Kumar, Manne Hareesh, P. Vamsi Krishna
and S. Sambhu Prasad

Abstract The aim of this paper is to study the performance of coated tools in
machining with multilayer coatings. The coatings are made usually by using PVD or
CVD techniques, and the coatingmaterial should be in such away that it shouldmake
a very strong bond with the base material. In this paper, FEM model is developed
by considering workpiece as AISI 1045 and tool as three-layered (TiC/Al2O3/TiN)
coated tungsten carbide. Deform 2D software is used to simulate the model. Initially,
themodel is simulated at a different feed rate to observe the temperature distributions,
and then, outcomes are compared with the experimental values to validate the model.
After ensuring the accuracy of the developed model, the performance of tungsten
carbide coated tool is studied by using this model. The influence of coating thickness
is observed at the same machining conditions. Cutting forces, cutting temperature
and effective strains are measured for all the combination of coatings selected in this
study.

Keywords Coated tools ·Multilayer coating · FEM analysis

1 Introduction

In conventional machining processes, getting good dimensional accuracies and sur-
face finish is difficult. Available alternatives to get the quality of the product in the
machining technologies are cutting fluids, nanofluids, minimum quantity lubrication
(MQL), solid lubricates, coating technologies, etc. Coating technology has become
more significant inmachining technologies, andmost of the coated tools are produced
by Chemical Vapor Deposition (CVD) or Physical Vapor Deposition (PVD).
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The primary coating was a layer of TiC of 10–12 µm of thickness produced by
CVD; during the deposition, some part of carbon was taken from the hard substrate
thereby having imbalance of carbon at the interface coating and substrate, and it
causes brittle nature and leads to the chipping of cutting edge; next development
was TiN which prevents decarburizing of hard metal surface, but the coating is
in gold color, and it does not adhere much well to hard substrate; TiN is a good
diffusion barrier than TiC, but TiC has good abrasion resistance. And to get the
thermal insulation, ceramic coatings came into the picture which includes Al2O3,
Cr2O3, etc.

Bhatt et al. [1] observed that the three-layered (TiCN/Al2O3/TiN) CVD coating
shows the maximum wear resistance at high speeds and low feeds. Jindal et al. [2]
investigated performance of TiN, TiCN and TiAlN PVD coatings at high and low-
speed machining Grzesik [3]. It was observed that the difference in the measured
values of the interface temperatures when comparing single and three-layered coat-
ings reached 290 °C. Grzesik et al. [4] observed that in three-layered coated tools, the
maximum differences of chip-tool interface temperature were about 10%. PalDey
and Deevi [5] studied that hard coatings can enhance the performance of cutting
tools in high-speed machining. Loladze [6] and Nouari and Molinari [7] were the
first to transfer the described methodology to three-dimensional tool wear analysis
simulating the tool wear for the machining of AISI 1045 with uncoated WC tools.
Binder et al. [8] reported tool wear simulation by using the Usui model for coated
(TiAlN) and uncoated tools.

In the present work, the model is simulated by using Deform 2D by considering
workpiece as AISI 1045 and tool as three-layered (TiC/Al2O3/TiN) coated (WC)
tungsten carbide. Initially, the model is simulated at a different feed rate to observe
the temperature distributions and then comparingwith the literature for the validation
of the model. Once the validation is done, by changing the coating thickness, few
combinations are made, and the model is simulated at all the combination by keeping
all input parameters constant. From each combination, cutting forces in both the
directions, cutting temperature and effective strains are measured, and among all the
combination, one is selected such that all the output parameters are optimized.

2 Modeling and Simulation

In this work, themodel is simulated by turning of AISI 1045 steel using three-layered
CVD coated (TiC/Al2O3/TiN) WC tool. DEFORM 2D is used for FEA. DEFORM
2D working is based on an implicit Lagrangian method. At the starting stage of
simulation, the process parameters for workpiece and tool insert must be defined.
During simulation, an initial temperature of 20 °C, shear friction factor of 0.5, heat
transfer coefficient of 45 N/s/mm/°C and no coolant are used. The thickness of the
coating layers has been defined as 6 µm for TiC, 3 µm for Al2O3 and 1 µm for TiN,
and a three-layered CVD coated (TiC, Al2O3 and TiN) and tungsten carbide tool are
used. In the simulation, the workpiece and tool insert are assumed as plastic and rigid
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Fig. 1 Coated tool with
mesh before the simulation

Fig. 2 Workpiece with mesh
generation before the
simulation

material. The total length for workpiece has been taken as 3 mm, and length of cut
has been taken as 2 mm.

The physical andmechanical properties of AISI 1045 steel are density 7800 kg/m3

modulus of elasticity 205 GPa, specific heat capacity[c] 420 J/kg °C, thermal con-
ductivity[k] 38 W/m/K, melting. Figures 1, 2 and 3 show mesh generation of the
tool, workpiece and positioning before simulation starts.

2.1 Material Modeling

Johnson–Cook model is suitable for modeling material because high strain, strain
rate, strain hardening and nonlinear material properties are involved in the turning
process. The material model is given in Eq. (1)
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Fig. 3 Positioning of the
workpiece and tool before
the simulation

σ = (
A + Bεn

)(
1+ C ln

(
ε̇

ε̇0

))[
1−

(
T − Tr
Tm − Tr

)m]
(1)

The first is the elastic–plastic term, and it represents strain hardening. The second
one is the viscosity term, and it shows that flow stress of material increases when
the material is exposed to high strain rates. The last one is temperature softening
term. A, B, C, n and m are material constants that are found by material tests. T is
instantaneous temperature,T r is room temperature, andTm is themelting temperature
of a givenmaterial. Johnson–Cookmaterialmodel assumes that flow stress is affected
by strain, strain rate and temperature independently. The model constants for tool
and workpiece are shown in Tables 1, 2 and 3.

Table 1 Johnson–Cook model constants for AISI 1045 [8]

A (MPA) B (MPA) C (−) n (−) m (−) Tm (K) Strain rate (S−1)

546 487 0.25 0.027 0.631 1733 0.631

Table 2 Johnson–Cook model constants for WC coated tool

A (MPA) B (MPA) C (−) n (−) m (−) Tm (K) Strain rate

1200 1100 0.35 0.475 1 2800 1

Table 3 Cutting conditions
and tool geometry used in the
simulation

Tool rake angle (°) 5

Tool clearance angle (°) −5

Cutting edge radius (µm) 0.33

Length of cut (mm) 2

Cutting speed (m/min) 103.2
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2.2 MultiLayer Coatings

The single-layer coating is useful for many engineering applications, although there
is some situation where single-layer coating does not give optimum results which
lead to the development of multilayer coatings.

2.3 Results and Discussions

In this, the workpiece AISI1045 steel and three-layered WC coated tool have been
selected to perform the simulation. The aim is to evaluate the influence of various
output parameters, i.e., cutting forces in X- and Y-directions, effective strain and
temperature by varying coating thicknesses (TiC/Al2O3/TiN).

2.4 Effects of Coatings

The main aim of the coatings is to provide high hardness, resistance to wear and
chemical stability. Besides, coatings are helpful to increase the tool life by 2–3 times
by decreasing the wear rate in high-speed machining of steel and cast. Tool life is
increased in a large amount by coating with one layer of TiN produced by CVD
process because a single layer of TiN acts as a diffusion barrier TiC provides good
surface roughness and reduction of built up edge (BUE) when compared with the
uncoated ones. The inert nature of Al2O3 and TiC will reduce the cratering and has
high resistance to abrasion and hence low flank wear. Al2O3 also acts as a thermal
barrier because of very low thermal conductivity.

2.5 Validation of the Model

The model is simulated by considering different feed rates at constant cutting speed
(220 m/min) and depth of cut (1 mm). The multilayered (TiC/Al2O3/TiN) coated
tool has coated thicknesses of 5 µm each. The interface temperature is observed at
all feed rates and compared with the experimental values [3] shown in Table 4. The
values which are observed to be compared by the experimental values and error are
tabulated.

Figure 4 shows that the temperature obtained from the simulation is compared
with experimental values for the validation. As the feed rate increases, temperature
increases.
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Table 4 Comparison between simulation and experimental values (cutting speed = 220 m/min,
depth of cut = 1 mm)

S. No. Feed rates (mm/rev) Temperature
observed in
simulation (°C)

Temperature in
literature (°C)

Error (%) (°C)

1 0.05 551 560 1.6

2 0.1 602 630 4

3 0.15 625 640 2.38

4 0.2 639 670 4.68

5 0.25 731 720 1.25

Fig. 4 Temperature at different feed rates

2.6 Study on Multilayer Coatings Performance
in Orthogonal Cutting

The model is simulated by considering process parameters, i.e., cutting speed of
103.2 m/min, depth of cut of 0.3 mm and feed rate is 0.16 mm/rev by varying coating
layer thicknesses of TiC, Al2O3 and TiN. Here, present work is focused to find the
best combination of thicknesses of coatedmaterials where the output parameters, i.e.,
cutting force, temperature, effective strains are observed. All the input parameters
and the combination of coating layer thicknesses are shown in Table 5.
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Table 5 Combination of layer thicknesses used in the simulation (v = 103m/min, f = 0.12mm/rev
and depth of cut = 0.3 mm)

S.No. TiC (µm) Al2O3 (µm) TiN (µm)

1 6 3 1

2 5 3 1

3 7 3 1

4 6 4 1

5 6 2 1

6 6 3 2

7 6 3 3

2.7 Cutting Force

Figure 5 shows a variation of cutting forces in both direction X and Y when the
coating thicknesses of TiC is 6 µm, Al2O3 is 3 µm, and TiN is 1 µm at constant
cutting conditions. The average cutting forces at the tool-chip interaction in X- and
Y-directions from the simulation are observed to be 642 and 222 N.

Cutting forces always reduce by using coatings on the cutting tool when compared
with the uncoated cutting tool. For TiC, as the coating thickness varies from 5 to
7 µm, the forces in x and y-direction changed as shown in Fig. 6, as the coating
thickness varies cutting force increased from 618 to 642 N and then again increased
to 649 N, consequently the force in y the direction force is constant at thicknesses
5 and 6 µm and then increased to 224 N, it is observed that the force in Y-direction
did not affect much because the main cutting action is carried out in the X-direction.
As the thickness of coating increases, the sharpness of cutting edge gets reduced, so
it requires more force to cut the material.

For Al2O3, as the coating thickness varies from 2 to 4 µm, the forces in x- and
y-direction changed as shown in the figure below, as the coating thickness varies,
cutting force increased from 612 to 630 N and again increased from 630 to 641 N,

Fig. 5 a, b Cutting forces in X- and Y-directions at TiC = 6 µm, Al2O3 = 3 µm and TiN = 1 µm
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Fig. 6 a, b Cutting forces in X- and Y-directions when TiC varied from 5 to 7 µm

consequently the force in y the direction force is increased from219 to 222N and then
decreased to 222–213 N. Al2O3 does not have much effect on cutting forces when
many alternating layers of two materials are deposited can lead to improvement
in performance over a mixed coating even if two materials do not have specific
functional requirements in the intended application (Fig. 7).

As TiN provides low friction, the values of cutting forces reduce if TiN coating
is used. For TiN, as the coating thickness varies from 1 to 3 µm, the forces in x-
and y-direction changed as shown in Fig. 8, as the coating thickness varies, cutting
force increased from 618 to 630 N and then again increased from 603 to 643 N,
consequently the force in y the direction force increased from 222 to 223 N and then
reduced from 223 to 220 N.

Fig. 7 a, b Cutting forces in X- and Y-directions when Al2O3 varied from 2 to 4 µm



FEM Modeling of Coated Tools to Study the Influence of Coating … 907

Fig. 8 a, b Cutting forces in X- and Y-direction when TiN varied from 1 to 3 µm

2.8 Cutting Temperature

The model is simulated at constant cutting conditions; the temperature is observed
at the tool-chip interface is around 641 °C.

In Fig. 9, as the coating thickness varied from 5 to 6 µm, cutting temperature
reduced from 648 to 641 °C, and then, if thickness varied from 6 to 7 µm, then the
temperature reduced from 641 to 640 °C. Because of being inert nature of TiC, as
the coating thickness increases, temperature reduces gradually.

Figure 10 indicates the variation of temperature when the thickness of Al2O3

varies from 2 to 4 µm, and as the coating thickness varied from 2 to 4 µm, cutting
temperature reduced from642 to 641 °Cand then again decreased from641 to 635 °C.
As the thickness of Al2O3 increases, temperature reduces because Al2O3 has low k
value, and it does not allow heat produced in machining through it. Figure 11 shows
that as the coating thickness varied from 1 to 3 µm, cutting temperature reduced

Fig. 9 Variation of
temperature when the
thickness of TiC varied from
5 to 7 µm
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Fig. 10 Variation of
temperature when the
thickness of Al2O3 varied
from 2 to 4 µm

Fig. 11 Variation of
temperature when the
thickness of TiN varied from
1 to 3 µm

from 641 to 640 °C and then again reduced 640–639 °C, and as coating thickness of
TiN increases, temperature reduced.

3 Effective Strain

Figure 12 shows effective strain when coated layer thicknesses of Ti C is 6 µm,
Al2O3 is 3 µm, and TiN is 1 µm. Model is simulated at constant condition; effective
strain is observed to be 2.73

Figure 13 indicates the variation of effective strain when the thickness of Al2O3

varies from 1 to 3, and as the coating thickness varied from 1 to 2 µm, then the
effective strain is decreased from3.05 to 2.74 and the constant from2 to 3µm.Cutting
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Fig. 12 Variation of
effective strain when the
thickness of TiC changes
from 5 to 7 µm

Fig. 13 Variation of
effective strain when the
thickness of Al2O3 changes
from 2 to 4 µm

temperature is related to the effective strain. As the plastic deformation increases,
temperature increases which in turn leads to the increase in effective strain. Figure 14
indicates the variation of effective strain when the thickness of TiN varies from 1

Fig. 14 Variation of
effective strain when the
thickness of TiN changes
from 1 to 3 µm
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Table 6 Results for all the combinations of coating thicknesses

S.No TiC (µm) Al2O3
(µm)

TiN (µm) Fx (N) Fy (N) Temp (°C) Effective
strain

1 6 3 1 642 222 641 2.78

2 5 3 1 618 222 648 2.79

3 7 3 1 649 224 640 2.73

4 6 4 1 641 213 635 2.73

5 6 2 1 612 219 642 3.05

6 6 3 2 630 223 640 2.77

7 6 3 3 643 220 639 2.74

to 3, and as the coating thickness varied from 1 to 3 µm, then the effective strain is
increased from 2.74 to 2.7.

Table 6 shows the results for all the combination of coating thicknesses. After
ensuring the accuracy of the developed model, the performance of tungsten carbide
coated tool is studied by using this model. The influence of coating thickness is
observed at the same machining conditions. Cutting forces, cutting temperature and
effective strains are measured for all the combination of coatings selected in this
study. Based on the results, it observed that forces are optimized when TiC= 6 µm,
Al2O3 = 2 µm and TiN = 1 µm. Favorable results for temperature and effective
strain are at TiC = 6 µm, Al2O3 = 4 µm and TiN = 1 µm.

4 Conclusion

The aim of the present work is to find the best combination of thicknesses of coated
materials where the output parameters like cutting force, temperature and effective
strains are observed. After ensuring the accuracy of the developed model, the perfor-
mance of tungsten carbide coated tool is studied by using this model. The influence
of coating thickness is observed at the same machining conditions. Cutting forces,
cutting temperature and effective strains are measured for all the combination of
coatings selected in this study. Based on the results, it observed that cutting forces
are optimized when TiC= 6 µm, Al2O3 = 2 µm and TiN= 1 µm. Favorable results
for temperature and effective strain are at TiC = 6 µm, Al2O3 = 4 µm and TiN =
1 µm
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Effect of Graphene Nanofluid
on Machining Inconel 718

Siva Bevara, M. Amrita, Sanjay Kumar and B. Kamesh

Abstract Cutting fluids have superior convective and conductive heat transfer coef-
ficient, good lubrication and better chip removal rate from the cutting zone. But
when applied in large quantities, as flood machining, its treatment, and disposal
increase the economic burden on industries. Application of just sufficient quantity
of cutting fluid exactly at the cutting zone as MinimumQuantity Lubrication (MQL)
is found to be an alternative approach to flood machining. But it requires the use
of cutting fluids with enhanced properties. Researchers suggested that nanofluid is
the latest concept to achieve high performance of cooling and lubrication effect in
machining. This project mainly focuses on performance evaluation of Minimum
Quantity Lubrication (MQL) application of graphene nano cutting fluid while turn-
ing Inconel 718 alloy at constant cutting conditions. Different weight proportions
(0.1wt%, 0.3wt%, 0.5wt%) of graphene are mixed with soluble oil using TX 100 as a
surfactant. Machining performance is evaluated by measuring cutting forces, cutting
temperature, surface roughness and tool wear. Performance is compared with dry
machining and MQL application of cutting fluid without graphene.

Keywords Minimum quantity lubrication · Tool wear · Graphene · Inconel 718

1 Introduction

Nickel-based superalloys (Inconel 718) are widely used in the aerospace industry
due to its unique properties like oxidation resistance, corrosion resistance and ability
to retain mechanical strength even at very high temperatures. But their lower ther-
mal conductivity, work hardenability, hardness, and affinity for tool material, causes
the cutting tools to wear very rapidly. Cutting fluid is widely used for cooling and
lubrication, disposal of chip, improvement of machining accuracy and surface finish
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and extension of tool life. But their treatment and disposal are of economic con-
cern to industries. Also, cutting fluids impose serious respiratory-related problems
in employees. In order to have a sustainable environment, application of cutting fluid
as Minimum quantity lubrication is an alternative approach, where a small amount
of cutting fluid is sprayed to the tooltip with compressed air. Many researchers
worked on machining of Inconel 718 using different conditions: Dry machining,
flood machining, MQL application, cryogenic machining, use of coated and self-
lubricating tools. Kaynak [1] performed machining on Inconel 718 workpiece using
dry, MQL, and cryogenic cooling conditions. Cutting forces, flank, notch and crater
wear, temperatures, surface roughness, and chip morphology were studied. MQL
application showed least cutting forces at low speed while cryogenic machining at
high speeds. Numbers of nozzles were found to be significant in cryogenic machin-
ing. Paturi et al. [2] studied the effect of solid lubricant assisted minimum quantity
lubrication (MQL) turning on finish quality of a machined surface. Tungsten Disul-
fide (WS2) solid lubricant powder was dispersed (0.5% wt.) in emulsifier oil-based
cutting fluid. Compared to the MQL machining, WS2 solid lubricant assisted MQL
machining gave a good improvement on finish quality of work material by 35%.
Shokrani et al. [3] investigated the performance of cryogenic cooling, Minimum
Quantity Lubricant (MQL)machining, and CryoMQL, to improvemachinability and
surface integrity of difficult to machine materials. Rapeseed oil was used at 60 ml/h.
Cryogenic cooling resulted in increased hardness of material and hence rapid tool
wear while CryoMQL doubled tool life by reducing tool wear and improved sur-
face roughness by 18%. Sidik et al. [4] reviewed applications of nanofluids in MQL
machining. Several aspects like preparation methods of nanofluids and enhancement
in their thermal conductivity were discussed. Application of Al2O3, CNT, MoS2 and
diamond nanoparticles in MQL machining was discussed in detail and they were
found to reduce the coefficient of friction and wear effect. The stability and cost of
productionwere identified as challenges in the application of nanofluid tomachining.
Najiha et al. [5] used water-based TiO2 nanofluids in MQL machining (milling) on
aluminum alloy, AA6061-T6 at three different speeds: 5200, 5400 and 5600 rpm.
0.65ml/min and 1.0ml/min are used as flow rates forMQLmachining. TiO2 nanopar-
ticles were used in 0.5, 2.5 and 4.5%. Lesser adhesion and edge integrity were found
to take place at higher MQL flow rate. 2.5% was found to be the best with respect to
tool damage. Behera et al. [6] prepared nanofluids bymixing different concentrations
of alumina (Al2O3) and colloidal solution of silver (Ag) nanoparticles with water.
Performed MQL machining and dry machining on the nickel-based alloy. Cutting
forces, tool wear, chip thickness, surface tension and contact angle were measured.
Al2O3 nanofluid at 125 ml/h showed least cutting force due to the formation of tri-
bofilm which reduced the sliding friction. Chip thickness, coefficient of friction is
found to be less in MQL machining. Revuru et al. [7] presented a detailed review on
different lubricating conditions such as dry machining, cryogenic machining, flood
machining andMQLmachining with nanofluids in machining titanium alloys. MQL
was found to perform better than dry and flood machining, as it has the capability
to enter the tool-chip interface via capillary action providing lubrication. Cryogenic
cooling could provide lesser tool wear, forces, and better finish initially but extreme
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cooling led to the increased hardness of machined surface leading to further increase
in cutting forces and surface roughness.

Graphenehas high thermal conductivity, lubricatingproperty, high specific surface
area and reduced particle clogging [8] compared to other nanoparticles. Ahammed
et al. [9] reported higher enhancement in thermal conductivity with small concen-
tration of graphene compared to metal oxides (Fe3O4, Al2O3, TiO2, MgO) taken in
relatively higher concentrations in water. In the present work, graphene-based cut-
ting fluids of different concentrations are applied as MQL in machining Inconel 718
and their performance is compared with dry machining and MQL application of the
conventional cutting fluid.

2 Experimentation

Graphene-based nanofluids are prepared in different concentrations: 0.1wt%, 0.3wt%
and 0.5wt% by dispersing graphene in conventional soluble oil (1:20). Graphene of
grade ‘C’ with an average diameter of 2 microns, thickness 6–8 nm and surface area
500 m2/g procured from XG Sciences, USA is used. A Surfactant used is Triton X
100 in the same concentration as graphene to maintain stable dispersion. Graphene
along with Triton X100 is first added to water and ultra-sonicated for an hour to
get stable dispersion. Concentrated cutting oil is added to it in ratio 1:20 to form
graphene dispersed cutting fluid. Cutting experiments are conducted using CDL6236
lathe machine with coated carbide tool CNMG120408MS KC5010 on Inconel 718
rod of 150 mm length and 30 mm diameter at constant cutting conditions: cutting
velocity 74 m/min, depth of cut 0.5 mm and feed of 0.14 mm/rev. Machining is
performed at differentmachining conditions such as drymachining,MQLmachining
using soluble oil without graphene (0wt%), MQL machining using 0.1wt%, 0.3wt%
and 0.5wt% graphene dispersed cutting fluid. Cutting forces are measured by using
Kistler dynamometer, cutting temperatures are measured by using Infra-Red (IR)
thermometer Extech42570 and IR Camera Optris PI160. Tool wear is measured by
using Metzer Toolmaker’s Microscope with image acquisition. Surface roughness is
measured by using Surftest 301 J. The emissivity value of Inconel 718 is taken as
0.33. An experimental setup is shown in Fig. 1.

3 Results and Discussion

3.1 Cutting Forces

Meanvalues of the feed force (Fy), radial force (Fx) and tangential force (Fz) obtained
from Kistler dynamometer are presented in Fig. 2 and are used for further analysis.
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Fig. 1 Experimental setup

Fig. 2 Variation in radial
force (Fx), feed force (Fy)
and tangential cutting force
(Fz)
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Resultant forces and frictional forces in machining are calculated and are presented
in Fig. 3.

Among all the components of forces, the feed force is found to be minimum.
MQL machining showed less force when compared to dry machining. Almost all
components of forces are found to decrease with an increase in the concentration of
graphene. Resultant and frictional forces are also found to decrease with increase in
the concentration of graphene. Cutting fluid with 0.5wt% showed the least cutting
forces. The protective layer formed using suspended graphene helped in reducing

Fig. 3 Variation of resultant
force and frictional force
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the cutting forces. Due to an increase in the volume of graphene in nano cutting fluid
of 0.5wt% graphene nanofluid, the lubrication property became more, which led the
cutting forces to decrease.

3.2 Cutting Temperature

Figure 4 shows the variation ofmaximumand average cutting temperaturesmeasured
using both IR Thermometer and IR Camera. Variation in temperature was found in
range 10°–50° with both devices. As IR Camera could measure temperature over
an area, compared to IR thermometer which measures at a single point, IR camera
showed higher temperatures.

Figure 5 shows the variation of maximum as well as average cutting temperature
measured using IR Camera for all cases. Dry machining showed maximum tempera-
ture. MQL machining could reduce the temperature by providing cooling. The tem-
perature was found to further decrease with the addition of graphene in cutting fluid.
There may be enhanced thermal conductivity of the cutting fluid due to the addition
of graphene. 0.5wt% graphene showed slightly higher average cutting temperature
and maximum temperature than 0.3wt%. This may be due to an increase in viscosity
of cutting fluid with increase in concentration of graphene as well as surfactant or
there may be negative effect of more surfactant on thermal conductivity.

Fig. 4 Variation in
temperature for different
machining operations

Fig. 5 Variation in cutting
temperature for different
cases
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Fig. 6 Variation in surface
roughness
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3.3 Surface Roughness

Variation in all the measured values of surface roughness (Ra, Rq, Rz) for all machin-
ing operations is shown in Fig. 6. Surface roughness values are less forMQLmachin-
ing process when compared with dry machining. Among the different weight pro-
portions of graphene nanofluids, 0.5wt% gave less surface roughness values. An
increase in volume of graphene in nanofluid may have enhanced the lubrication
property resulting in smooth machined surface.

3.4 Tool Wear

One of the most important parameters which have direct effect on the final quality
of the product is tool wear. The performance of the tool and tool life is influenced by
tool wear. Variation in the tool flank wear is shown in Fig. 7. Tool wear was found

(a) Dry
(821µm)

(b) 0wt%
(473.68µm)

(c) 0.1wt%
(355.30µm)

(d) 0.3wt%
(150.09µm)

(e) 0.5wt%
(189.49µm)

Fig. 7 Variation of tool wear
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to be maximum for dry machining, i.e. 821 µm. MQL machining led to reduction
in tool wear. Addition of 0.1wt% and 0.3wt% graphene insoluble oil led to a further
reduction in tool wear. Addition of graphene and increase in its concentration may
have increased the lubricating properties and thermal conductivity leading to reduced
tool wear. Tool wear was found to increase with 0.5wt% compared to 0.3wt%. This is
in line with the results obtained from cutting temperature. There may be reduction in
the thermal properties or increase in viscosity of 0.5wt% compared to 0.3wt%which
might have led to increase in tool wear. Increase in viscosity may have increased the
size of MQL droplets preventing them to enter the cutting zone effectively.

4 Conclusions

1. The cutting forces decreasedwhen the concentration of graphene increased.MQL
machiningwith 0.5wt%of graphene showed least forcewith 74% reductionwhen
compared to dry machining.

2. Cutting fluid with 0.5wt% showed slightly higher average cutting temperature
and higher maximum temperature compared to 0.3wt%.

3. 0.5wt% graphene nanofluid gave least surface roughness.
4. Tool wear was found to be minimum with 0.3wt% graphene nanofluid.
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Mechanical Properties of AA 7075-Nano
ZrO2 Reinforced Matrix Composites

B. Prasanna Nagasai, S. Srikanth and J. A. Ranga Babu

Abstract Zircon reinforced composites are referred as a unique composite that
exhibits relatively improved mechanical properties like high tensile strength and
micro hardness compared to pure AA 7075 base metal. The present work aims to
investigate that influence of reinforcement of ZrO2 nanoparticles are mechanical
properties of AA 7075 alloy and composites prepared through stir casting method.
Samples are fabricated through varying the weight percentage of ZrO2 2 and 4
wt%. Mechanical properties of AA 7075 and composites were observed in par-
ticulars of density, porosity, micro hardness, XRD of ZrO2 and tensile properties.
Increased reinforcement contents enhance 15.92% of micro hardness, and 28.46%
of tensile strength was noticed. However, the increase of particle concentration of
reinforcement leads to diminishing of the percentage elongation.

Keywords AA 7075 · Nano ZrO2 · Stir casting ·Mechanical characterization

1 Introduction

Compositematerials are themost promisingmaterial in exhibiting enhancedmechan-
ical and technological properties compared to conventional materials for many real-
time engineering applications. AMMCs have been subject of passion for scientists
as they overcome the drawbacks of ferrous materials. MMCs join the metallic prop-
erties of base materials with ceramic properties of reinforcements and lead to rise
tensile and compressive strengths and higher operating temperature capabilities. Zir-
conia is strong, adaptable and extensile material, it is highly resistant to corrosion
and heat, chemical composition of zirconia is near of titanium, lighter than steel, and
hardness is equal to copper. Ceramic-based metal matrix nano (1–100 nm) zirconia
composites were suitable for automobile and aerospace applications, and it shows
the good strength and hardness, developing the strength of casting, structure with
useful weight savings due to their size [1]. Rao et al. [2] observed that the wear and
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tensile properties are improved with increasing wt% of TiC particles to AA 7075.
Baradeswaran et al. [3] reported that at 5 wt% of graphite and 2–8 wt% of Al2O3 to
AA 7075 decreasing the frictional coefficient.

Dipin Krishna et al. [4] noticed that the density, hardness, tensile strength, corro-
sion resistance increased with addition ZrO2 into the Al-7050 and impact strength is
initially increased than decreased at 10 wt% ZrO2.

Balaji Krishna et al. [5] reported that the addition of 2 wt% of fly ash and 3–
7 wt% graphite to AA 7075 increasing the tensile strength compared to zirconia
and graphite composites. Zirconia and graphite composites increased density and
hardness compared to fly ash and graphite composites.

Pandiyarajan et al. [6] observed that the mechanical properties of 2–6 wt% of
ZrO2 and graphite reinforced Al-6061 composites. Tensile properties and hardness
were directly proportional to wt% of ZrO2 in Al-6061.

2 Materials and Methodology

2.1 Materials

AA 7075 is the base metal, in which Zinc major alloying element, which exhibits
good casting properties and reasonable strength. It is strong, with excellent fatigue
strength and medium machinability, weldability and has low resistance to corrosion
compared to other alloys. Tables 1 and 2 show chemical constituents of AA 7075
and ZrO2.

ZrO2 particles of 20 nm size are used as reinforced at 2 and 4% weight and it is
shown in Fig. 1b. It is observed as monoclinic and cubic structure.

Table 1 Chemical constituents of AA 7075

Cr Ti Mn Si Fe Cu Mg Zinc Al

0.18 0.2 0.3 0.4 0.45 1.2 2.3 5.8 Bal.

Table 2 Chemical constituents of ZrO2

ZrO2 Fe2O3 TiO2 SiO2 Others

99.6 0.001 0.008 0.10 0.38
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Fig. 1 a Al-7075 round bar pieces. b ZrO2 in powder form. c Magnesium turnings

Fig. 2 a Electric furnace for casting. b Stir casting. c Pouring molten metal into mould. d Casted
fingers

2.2 Experimental Procedure

The synthesis of the AA 7075 and composite was prepared through stir casting. By
using an electric furnace, AA 7075 was taken into a graphite crucible and melted. At
the temperature of 800 °C, a vortex was build using mechanical stirrer. To improve
wettability, magnesium turnings as shown in Fig. 1c were added to the alloy. While
stirring in progress, the preheated ZrO2 particulates were introduced into the molten
metal. Molten metal was stirred at 800 rpm for 4 min under inert gas environment to
ensure uniform distribution of particulate in base metal and then poured into metallic
die (Fig. 2).

3 Results

3.1 XRD Analysis

The XRD pattern of ZrO2 nanoparticles is shown in Fig. 3. All the diffraction peaks
are indexed to the monoclinic zirconia. However, the characteristics reflections for
cubic phases are located, and hence the diffraction pattern of ZrO2 could be attributed
to the monoclinic and cubic phases [7, 8]. The peaks indicated with “diamond”
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Fig. 3 XRD pattern of ZrO2
nanoparticles

symbol for monoclinic ZrO2 (m-ZrO2) with while the “dot” symbol for cubic ZrO2

(c-ZrO2). The average grain size was measured by using Debye Scherer’s formula
and was calculated as 21.01 nm.

3.2 Density

The AA 7075 and composite densities are determined by using Archimedean’s
principle. By using the rule of mixture, the theoretical values of densities are
determined.

ρMMC = (m)/((m−m1) × ρH2O (1)

The density of composite can be estimated from the Eq. 2.

ρcomposite = Vrρr + (1− Vr)ρm (2)

The porosity of the composites was determined from the following equation.

Porosity(%) = (1− (experimental density/theoretical density)) × 100 (3)

Michael et al. [9] reported that the increase in reinforcement leads to the decreasing
of density and fracture toughness. Antony Vasantha Kumar and Selwin Rajadurai
[10] studied that the increasing in titanium dioxide leads to the increase of density.
Ravi Kumar et al. [11] reported that the increase in ZrO2 and CSA composites at
the beginning decreased and then raised. It was observed that the addition of ZrO2

into the AA 7075 positively increased the density and porosity as shown in Fig. 4.
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Fig. 4 Density variation of composite

This is due to the fact that the high density of ZrO2 5.68 g/cc. Praveen Kumer et al.
[12] reported that the maximum porosity 2.52% is observed at 6% bamboo leaf ash.
In AMMCs, from various researchers it was obtained that the maximum allowable
porosity level is 4%. In the present study, the maximum acquired porosity 3.76% at
4% ZrO2, which is lower than the admissible porosity percentage.

3.3 Micro Hardness

Hardness is the resistance of amaterial to plastic deformation, usually through inden-
tation. Vickers micro hardness number (VHN) was estimated for the polished speci-
mens of AA 7075 and its composites using Vickers micro hardness tester. Figure 5a
shows the form of indentation. In this work we measured three average readings for

Fig. 5 a Micrograph report the form of indentation. b Graph of ZrO2 composition versus Vickers
hardness number
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each sample at various points to prevent the possible effects of particle discrimina-
tion, the VHN is increased for composites reinforced with ZrO2 compared to base
metal. The enhancement in the hardness may be developed to the existence of fixed
and hard zirconium in ZrO2.

The grain size of the reinforcement is also one of the senses for the development
of hardness. Related conclusions were observed by [1, 2] authors. A comparison
is also made between with and without heat-treated specimens. Hardness increased
from 89 to 111 and 119 VHN for AA 7075, 2 wt% and 4 wt% of ZrO2 for without
heat-treated specimens and 113 for AA 7075 alloy to 126 and 131 VHN for 2 wt%
and 4 wt% of ZrO2 with heat-treated specimens as shown in Fig. 5b. It is noticed
that 15.92% hardness is increased for with heat-treated specimens.

3.4 Tensile Strength

Universal testingmachine (UTM) (Model: 9036TD) is used for tensile testing at room
temperature. The specimens of the test were machined as per ASTM E8 standards
and values are used to determine the tensile properties in particulars of elongation.
ASTME8 standard tensile specimens with dimensions are given in Fig. 6 and tensile
specimens after testing are given in Fig. 7.

Figure 8a is evident for the enhanced tensile and yield strength with increased
ZrO2 in wt%. Tensile strength of AA 7075 is 130Mpa and it increases to a highest of

Fig. 6 As per ASTM E8 Tensile specimen

Fig. 7 Tested tensile specimen
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Fig. 8 a Tensile properties with reinforcement content. b Elongation (%) versus wt% ZrO2

167Mpa for 4wt% reinforced composite. Composites also recorded an enhanced ten-
sile strength of 28.46%, for 4% wt. ZrO2 reinforced composites compared with AA
7075 alloy. Ravi kumar et al. [11] studied that the addition of ZrO2 particles increases
with tensile strength. Madhusudhan et al. [1] observed the increased reinforcement
in weight percentage increases with the tensile strength. Increasing the weight per-
centage of ZrO2 in base metal leads to progressive decreasing of the elongation of
MMC’s.

Figure 8b shows the experimental elongation of ZrO2 reinforced AA 7075 alloy.
3.07% is elongation of specimen AA 7075 this expense is reduced to 2.07% for
specimen AA7075 4 wt% reinforcement. The load bearing capacity and delays crack
ignition are enhanced by clean interfaces of composites.

4 Conclusion

AA7075 and nano-ZrO2 composites were well prepared through stir castingmethod.
Stir casted composites have shown increase in density by 3.9%. At 2 and 4 wt%,
ZrO2 composite shows the greater results of micro hardness and tensile strength
compared to AA 7075 alloy. Composites also recorded an enhanced tensile strength
of 28.46%, hardness of 15.92%, for 4 wt% ZrO2 reinforced composites and due to
size of Zirconium oxide in aluminium matrix its usage as reinforcement is highly
appraisable. Yield strength is increased and percentage of elongation is decreased
at 4 wt% ZrO2 compared to pure AA 7075 alloy. Crack initiation might have taken
place because of the presence of ZrO2 phase in the developed composites.
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Experimental Investigation on Friction
Stir Welding of HDPE Reinforced
with SiC and Al and Taguchi-Based
Optimization

S. Ramesh Babu, S. R. K. Hudgikar and Y. Poornachandra Sekhar

Abstract Lightweight thermoplastics are the most prominent concerns of manu-
facturers due to their high performance characteristics in the current trend. Weld
strength and weld quality are the performance measures of the thermoplastic mate-
rials, and determining the optimum weld parameters is the major research problem.
This paper presents the optimization of weld parameters required for friction stir
welding (FSW) of silicon carbide and aluminum reinforced in high-density polyethy-
lene.The improvedmechanical properties of these composites are the resultant effects
of the optimum process parameters like welding speed, rotational speed, tilt angle,
and percentage of reinforcement; hence it is very essential to determine them and to
study their influence on compositesweld joint. The experimental analysiswas carried
out for three levels in each and different combinations of weld parameters in order to
measure the tensile strength and hardness. The optimum set of nine experiments was
designed based on L9 Taguchi’s design. The elicited test results convey that rotation
speed of the tool is the most influential weld parameter for tensile strength and weld
speed is the most responsible for hardness response of FSW butt joint. Maximum
weld strength is 74.66% of the base material and hardness of 41.90 BHN at the weld
portion is obtained. The analysis reveals that the added silicon carbide and aluminum
particles enhance the ductility and brittle characteristics to base HDPE sheet causing
improved weld strength and in turn ensures the weld quality.

Keywords Friction stir welding · High-density polyethylene sheet · Taguchi ·
Weld strength ·Weld quality
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1 Introduction

Polymer matrix composite (PMC) widens its potential to become part in various
industries such as aerospace and automotive due to its low-cost and high thermo-
mechanical characteristics as well as high strength to weight ratio [1]. These com-
posites generally need joining process for the larger and complex parts such as walls
of cold storage plants, shipbuilding industry, and submersions [2, 3]. Welding is the
most significant method to join the similar or dissimilar parts without losing the
characteristics of the parent material. Friction stir welding (FSW) is a solid-state
welding method invented in 1991 (British TWI), which consists of a cylindrical
shoulder and a pin on its crest serves the purpose of heat development and then join-
ing is performed with the pressure exerted by the shoulder [4–6]. In contrast with
the traditional welding methods, FSW can effectively overcome some drawbacks
like porosity formation, gas cavities, and inclusions, etc. which are observed in the
normal welding process.

Friction stir welding-based investigations have been initiated on aluminum alloys
[7–11], and later on magnesium alloys [12–14], but in recent years, plastic materi-
als like low-density polyethylene (LDPE) and high-density polyethylene (HDPE),
polypropylene (PP), nylon, polycarbonate, and acrylonitrile butadiene styrene (ABS)
have been studied in the process of joining [1–4, 15–20]. Hence from the various
investigations, it is evidenced that friction stir welding can be used for welding of
unfilled thermoplastic and can study significant effects weld parameters on the per-
formance of the welded joint. Yousefpour et al. [21] indicate that friction stir welding
is the suitable method for welding thermoplastic composites.

Bilici et al. [20] used polypropylene (PP) sheet to study its bond strength and iden-
tified the dwell time as the most dominant weld parameter than tool rotation speed
and plunge depth. Kiss et al. [22] investigation on polypropylene reveals that the tool
geometry has a stronger effect compared to rotational and linear speeds. Payeganeh
et al. [23] showed that the pin geometry has significant effect on mechanical proper-
ties of polypropylene composite welds such as weld surface appearance and tensile
strength. Dashatan et al. [24] study on polymethyl methacrylate and acrylonitrile
butadiene styrene (ABS) sheets of friction stir spot welding (FSSW) shows that the
most effective parameter was found to be tool plunge rate on the weld strength.

The hardness of welded polymers in the FSW reduces due to the partially com-
pleted orientation of its molecular chains, which is the resultant effect by the stirring,
fusion, and rapid cooling in very less span. Raza et al. [25] attempted to improve
the hardness of HDPE by the graphite, silica, SiC, and alumina reinforcements and
observed that the hardness of alumina and SiC-reinforced weld joints improved due
to ductile behavior of composites. Emamian et al. [26] stated that square pin pro-
file threaded cylindrical and conical pin profile joints will produce the sound joints.
Hence in this study, the effect of conical pinwith threaded profile has been considered
for the significant improvement of stirring process.

The literature reveals that there are few publications related to friction stir weld-
ing applications of high-density polyethylene (HDPE) especially with nonferrous
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and ceramic composites. Hence, this study attempts to investigate the effect of weld
parameters on mechanical properties of friction stir welded HDPE sheets. The key
objectives are set to be: (1) To examine the weld joint characteristics by the rein-
forcement of SiC and Al nanoparticles in HDPE weld joint. (2) To identify best
combination of composites on HDPE at the weld portion. (3) To determine the opti-
mum set of welding parameters to improve the weld strength and hardness of the
weld joint.

2 Materials and Methods

In this work, the commercial HDPE sheets of 6mm thick arewelded to form butt joint
by using friction stir welding process, and the schematic diagram of FSW process
is shown in Fig. 1. The physical properties of selected HDPE sheets are given in
Table 1.

For the effective stirring of composites, a conical profile FSW tool is employed
for the investigation which has been machined from H13 tool steel having a shoulder
diameter of 22 mm, pin diameter 3–6 mm and pin length 4.5 mm as shown in Fig. 2
with its cross-sectional view aside.

The HDPE sheets were butt welded using HMT FN2 vertical milling machine
maintaining zero gap as shown in Fig. 3. Different combinations of Al and SiC
particles are reinforced in-between the joining line (grooved portion) and pin face at

Fig. 1 Typical Butt-joint
welding procedure by a
rotating shoulder [27]

Table 1 Physical properties of HDPE

Molecular
weight (g)

Density
(g/cc)

Young’s
modulus
(N/mm2)

Melting
temperature
(°C)

Thermal
conductivity
(W/m K)

Softening
temperature
(°C)

Ultimate
tensile
strength
(MPa)

Brinell
hardness
(BHN)

28.0 0.930–0.965 1035 135 0.40–0.47 112–130 26–33 17.46
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Fig. 2 Conical pin tool along with its cross-sectional view

Fig. 3 Experimental setup

the weld joint. The tool was traversed along that line of joining so as to reinforce the
Al and SiC particles into HDPE sheets.
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Table 2 Levels in weld parameters

Weld parameters Units Range Level 1 Level 2 Level 3

Rotational speed Rpm 560–900 900 710 560

Welding speed mm/min 16–30 30 20 16

Tool tilt angle degrees 1°–3° 1° 2° 3°

Composition % 50–100 HDPE (Al) HDPE (Al + SiC) HDPE (SiC)

3 Experimental Work

3.1 Input Parameters

The key input variables of the experimental procedure consist of three levels taken
randomly within the permissible range, identified to be suitable for effective perfor-
mance [26]. The each selected welding parameters such as tool rotational speed (N),
welding speed (S), tool tilt angle (TA), and percentage of composition are shown in
Table 2.

3.2 Taguchi’s Design of Experiments

Taguchi L9 orthogonal array is selected to perform optimum set of experiments based
on the process parameters [3, 15]. Design of the experimental sets according to L9
orthogonal array for the four welding input process parameters is shown in Table 3.

The term ‘S—signal’ represents the desired output mean value and the term
‘N—noise’ represents the undesirable value of it, the S/N ratio (ï) can be calcu-
lated as product of −10 and natural log of mean square deviation (MSD). For butt

Table 3 Design of experiments using Taguchi L9 orthogonal array

S. No. Rotational speed
(rpm)

Weld speed
(mm/min)

Tilt angle (°) Compositions (%)

1 900 30 1 HDPE (AL)

2 900 20 2 HDPE (AL + SiC)

3 900 16 3 HDPE (SiC)

4 710 30 2 HDPE (SiC)

5 710 20 3 HDPE (AL)

6 710 16 1 HDPE (AL + SiC)

7 560 30 3 HDPE (AL + SiC)

8 560 20 1 HDPE (SiC)

9 560 16 2 HDPE (AL)
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Table 4 Tensile test results and S/N ratio values

Exp. No. Rotational
speed (rpm)

Weld speed
(mm/min)

Tilt angle (°) Compositions
(%)

Ultimate
tensile
strength
(MPa)

1 900 30 1 HDPE (AL) 24.464

2 900 20 2 HDPE (AL +
SiC)

17.732

3 900 16 3 HDPE (SiC) 18.829

4 710 30 2 HDPE (SiC) 17.490

5 710 20 3 HDPE (AL) 18.003

6 710 16 1 HDPE (AL +
SiC)

18.829

7 560 30 3 HDPE (AL +
SiC)

11.985

8 560 20 1 HDPE (SiC) 15.512

9 560 16 2 HDPE (AL) 4.789

joint, both tensile strength and hardness are suitable to provide the larger-the-better
characteristic [28]. MSD for larger-the-better optimal characteristic is expressed as:

MSD = 1

n

n∑

i=1

1

T 2
i

(1)

where, n is the number of tests and Ti is the value of tensile or hardness test. The S/N
ratios of experimental results for the weld strength and hardness are represented in
Tables 4 and 6.

4 Results and Discussion

4.1 Tensile Test

Figure 4 shows the sample weld specimen prepared for tensile test. The test results
for finding the tensile strength are shown in the Table 4, and it can be observed
that a maximum tensile strength of 24.464 MPa was obtained at rotational speed
900 rpm, traverse speed 30 mm/min, tilt angle 10 and HDPE (with Al). The observed
ultimate strength weld sample exhibits about 74.67% of strength of base material.
Similar observation was made by Sayeedi and Givi on welded polyethylene sheet
and obtained joint 75% of base material [17]. Bagheri et al. [19] observed 88% joint
efficiency on welding of ABS sheet using a hot shoe.
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Fig. 4 a Sample specimen prepared for tensile test and b dimensional view [15]

4.2 Effect of Weld Parameters on Tensile Strength

The main effects plots along with contour plots are shown in Fig. 5 considering the
influences of weld parameters on weld strength of the joint. The results in Table
5 shows that the highest ranked tool rotational speed as the most effecting weld
parameter on weld strength and tilt angle as next important parameter. As the heat
generation is majorly governed by the rotational speed, raise in the rotational speed
from 560 to 900 rpm causes to generate more heat for deformation of the thermo-
plastic and to mix properly with Al and SiC particles and also increases the rates of
material softening and liquidity, which will ensure the high weld strength at the joint
portion. On the other hand at low tool rotational speed, the amount of weld strength
is less due to low melting and deformation of thermoplastic.

Fig. 5 Mean S/N ratio and contour plots for tensile strength

Table 5 S/N response table for weld strength

S. No. Weld parameter Mean S/N ratio

Level-1 Level-2 Level-3 Max.–min. Rank

1 Rotational speed 19.66 25.15 26.08 6.42 1

2 Weld speed 21.53 24.63 24.73 3.20 3

3 Tilt angle 25.69 21.15 24.06 4.55 2

4 Compositions 22.16 24.01 24.72 2.56 4
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Table 6 Hardness test results and S/N ratio values

Exp. No Rotational
speed (rpm)

Weld speed
(mm/min)

Tilt angle (°) Compositions
(%)

Hardness
(BHN)

1 900 30 1 HDPE (AL) 30.56

2 900 20 2 HDPE (AL +
SiC)

30.56

3 900 16 3 HDPE (SiC) 30.56

4 710 30 2 HDPE (SiC) 41.90

5 710 20 3 HDPE (AL) 30.56

6 710 16 1 HDPE (AL +
SiC)

35.63

7 560 30 3 HDPE (AL +
SiC)

41.90

8 560 20 1 HDPE (SiC) 35.63

9 560 16 2 HDPE (AL) 30.56

4.3 Brinell Hardness Test (BHN)

Hardness test is conducted along the joint portion with 60 kg f applied load, 2.5 mm
diameter of indenter and the results are presented in the Table 6. It was observed
that the maximum hardness of 41.90 BHN obtained at 710 rpm rotational speed,
30 mm/min weld speed, 20 tilt angle, and HDPE (with SiC), which is more than that
of the un-welded base material (17.46 BHN).

4.4 Effect of Parameters on Hardness

Table 7 shows the response S/N ratios and the main effects as well as contour plots
are shown in Fig. 6. From these it was observed that the weld speed is themajor factor
responsible for hardness of the weld joint. The maximum hardness of 41.90 BHN
observed at weld speed 30mm/min, rotational speed 710 rpm and tilt angle 20 for SiC
+HDPE composite. The hardness across the SiC-reinforcedweld joints is increasing

Table 7 S/N response table for hardness

S. No. Weld parameter Mean S/N ratio

Level-1 Level-2 Level-3 Max.–min. Rank

1 Rotational speed 31.06 31.06 29.07 1.36 2.5

2 Weld speed 30.15 30.15 31.53 1.38 1

3 Tilt angle 30.59 30.62 30.62 0.02 4

4 Compositions 29.70 31.06 31.06 1.36 2.5
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Fig. 6 Mean S/N ratio and contour plots for hardness

with the increase inweld speed,while thatAl composite remains constant atminimum
value for the variations of weld parameters. This observation is in accordance with
reduction in ductile nature depicted by the SiC+HDPE weld joint and the moderate
ductile behavior exhibit by the Al + HDPE weld joint.

5 Conclusions

Study the effects of SiC and Al particles reinforcement on HDPE in addition with
other weld parameters over the weld strength, and hardness of weld joints was the
objective of this work in the friction stir welding process. From the experimental
analysis, the following conclusions are drawn:

• The rotational speed and weld speed are the main influencing factors on weld
strength and hardness, respectively; it means the weld quality is proportional to
the speeds of the FSW tool at weld zone.

• The optimum weld parameters for retaining 74.66% base material weld strength
are 900 rpm rotational speed, 30 mm/min traverse (weld) speed, 1° tilt angle and
HDPE combined with Al particles. The maximum hardness of 41.90 BHN at
welded portion, obtained at 710 rpm, 30 mm/min, 20 and HDPE combined with
SiC parameters set.

• It is observed that the weld quality of joint is also dependent of reinforced particles
of SiC and Al. The effect of improved tensile strength is in accordance of better Al
particle entrapment in base HDPE sheets during stirring process causes ductility,
whereas hardness is due to the SiC particles enhancing the contrast nature to base
materials.
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Design and Simulation of Porous
Ti–6Al–4V Alloy Structures for Additive
Manufacturing of Bioimplants

A. Rudra Kumar, S. Rambabu and K. Sri Harsha

Abstract This paper presents the efforts made in the design and finite element sim-
ulation of porous Ti–6Al–4V alloy structures to determine the elastic modulus of
porous parts produced with the additive manufacturing technology for biomedical
applications. The major problem concerning with the typically used metallic bioim-
plants is the mismatch of elastic modulus between the implant and the human bone,
which resulted in the degradation of surrounding bone structure and disassociation
of the implant. The present work is focused on designing the porous Ti–6Al–4V
alloy structures and also on studying the influence of porosity on the elastic modulus
of implants made of Ti–6Al–4V alloy material. The three-dimensional strut-based
cellular structure is employed to build the porous structures ranging from 10 to 50%
porosity volume. This work established the appropriate porosity tominimize themis-
match of elastic modulus between the implant and the bone by adding the porosity
to the implant structure. It is found that the Ti–6Al–4V structure with the porosity
of 40 vol.% possesses the elastic modulus about 74 GPa. These results demonstrate
the proof of tailoring the elastic modulus of bioimplants.

Keywords Additive manufacturing · Elastic modulus · Porosity · Ti–6Al–4V alloy

1 Introduction

Additivemanufacturing (AM) is a process that produces the parts by adding themate-
rial together, typically layer-by-layer method, based on the three-dimensional (3D)
computer-aided design (CAD) data. The AM technology allows complex designs
and also impacts on the manufacturing procedures in various fields including auto-
mobile, aerospace and biomedical engineering. Due to the improvement in additive
manufacturing technology and the availability of various materials, the AM tech-
nology is used to produce orthopaedic implant structures and scaffolds. In general,

A. Rudra Kumar · S. Rambabu (B) · K. Sri Harsha
Department of Mechanical Engineering, Vignan’s Institute of Information Technology,
Visakhapatnam, Andhra Pradesh 500049, India
e-mail: ramu.sarimalla@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
H. K. Voruganti et al. (eds.), Advances in Applied Mechanical Engineering,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-1201-8_100

941

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1201-8_100&domain=pdf
mailto:ramu.sarimalla@gmail.com
https://doi.org/10.1007/978-981-15-1201-8_100


942 A. Rudra Kumar et al.

the implants are used as structural reinforcements inside the human body for load-
bearing applications. The temporary implants include screws and plates, whereas the
permanent implants include hip and knee joints and require more toughness, suffi-
cient strength and resistance towear between the joints. The variousAM technologies
are available for metals including selective laser melting, direct metal laser sintering
and electron beam melting, which are capable of manufacturing functional metallic
parts for orthopaedic applications in a single step. However, the major issue with
bio-metallic implants is the mismatch of modulus between the bone and the implant
which results in disassociation of the implant [1]. Moreover, the bone formation and
in-growth are less for the dense implant. These problems can be minimized by using
the porous implant structures. This paper presents the proof of tailoring the elastic
modulus of Ti–6Al–4V material.

Additive manufacturing technology has the potential to build the intricate geome-
tries, functionally graded materials, porous lattice structures, conformal cooling
channels, based on the requirement of structures used in the aerospace, automo-
tive, tooling, medical applications, etc. A lattice structure is a periodic arrangement
of unit cells with two- or three-dimensional structures and is linked to cellular solids.
The structures of cellular solids can be categorized into two types such as stochastic
and non-stochastic structures based on the spatial arrangement of their unit cells [2,
3]. The materials having stochastic structures are characterized by a random distri-
bution of their unit cells, whereas the materials with non-stochastic structures are
characterized by an ordered distribution of their unit cells. Figure 1 presents the broad
classification of cellular solid structures. Figure 2a–f presents the cellular structures
of open-cell foam, closed-cell foam, 2D honeycomb structure, 3D strut-based cellu-
lar structure, 3D triply periodic minimal surface (TPMS)-based gyroid and diamond
cellular structure. The lattice structures possess superior properties, which result
in promising solution for various applications such as lightweight structures, heat
exchangers, energy absorbers, acoustic insulators to reduce the noise and vibrations

Fig. 1 Classification of cellular solid structures
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Fig. 2 a Stochastic open-cell foam, b stochastic closed-cell foam, c 2D honeycomb structure, d 3D
strut-based cellular structure, e 3D triply periodic minimal surface (TPMS)-based gyroid cellular
structure and f 3D TPMS-based diamond cellular structure

and orthopaedic implants. Due to the unique capabilities of additive manufacturing
technology, it makes possible to manufacture the parts with desired porosity. This
work covers the design and FEA simulation of porous structures to predict the elastic
modulus of implant structures produced by additive manufacturing technologies.

2 Methodology

2.1 Design of Porous Ti–6Al–4V Alloy Structures

The important factor for the structural design of various porous structures is the
relationship between the porosity volume and the elastic modulus. The simple cube
is developed with different porosities ranging from 10 to 50% using square holes.
Figure 3a–c presents the porous cube structures with 10% porosity, 30% porosity
and 50% porosity. The FEA simulation was carried out by applying the boundary
conditions as shown in Fig. 4a.

The finite element analysis using commercial software ANSYS was performed to
estimate the elasticmodulus of porous structures using vonMises stress and the strain.
The key steps involved in design and simulation for predicting the elastic modulus
of porous structures are presented in Fig. 4b. The elastic modulus was estimated by
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Fig. 3 Design of simple cube structures with a 10% porosity, b 30% porosity and c 50% porosity

Fig. 4 a Porous cube structure with boundary conditions and b sequence of steps in design and
FEA simulation for estimating the elastic modulus of porous structures

using the relationship between the von Mises stress and the strain obtained from the
FEA simulation. The influence of strut size, number of pores and pore size on the
elastic modulus of porous structures was studied.

3 Results and Discussion

The simple cube structures with porosities ranging from 10% to 50% were designed
using the 3D CADmodel. From the FEA simulation, it was found that the vonMises
stress decreased with increasing the porosity volume up to 40%, and beyond that,
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Fig. 5 FEA contour plots for stress distribution in porous structures with a 10% porosity, b 30%
porosity and c 50% porosity

the stress was increased. The FEA contour plots for stress distribution in porous
structures are presented in Fig. 5a–c.

The effect of porosity volume on the elasticmoduluswas presented in Fig. 6. From
the results presented in Fig. 6, it is clear that the elastic modulus of Ti–6Al–4V alloy
without porosity possesses 110 GPa and gradually decreased from 90 to 74 GPa
while increasing the porosity volume from 10% to 40%, respectively. However, the
elastic modulus of porous structure increased from 74 to 83 GPa with increasing
the porosity from 40 to 50%. This can be attributed to the densification phenomena
of the porous structure, and it behaves like a solid structure due to increasing the
self-contacting surfaces [4]. Also, it is found that the strut size influenced the elastic
modulus than the pore size and number of pores [5].

Fig. 6 Effect of porosity on
elastic modulus
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4 Conclusions

This work demonstrates the proof of tailoring the elastic modulus of the porous
Ti–6Al–4V alloy structures. From the results, it is found that the Ti–6Al–4V alloy
structure with the porosity of 40 vol.% possesses the elastic modulus about 74 GPa.
From the results, it is clear that the elastic modulus of the bioimplants can be tai-
lored by developing the implant structures with the designed porosity using addi-
tive manufacturing technology. Future work includes the experimental validation of
elastic modulus of the porous Ti–6Al–4V alloy structures developed using additive
manufacturing technology with the present results.
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Effect of Tool Geometry and Heat
Treatment on Friction Stir Processing
of AA6061

Karan Chauhan, M. V. N. V. Satyanarayana and Adepu Kumar

Abstract In this study, AA6061 plates of 6 mm thickness were subjected to friction
stir processing with 50% pin overlapping to produce bulk area fine grain structure
using three different tool geometries. Post-processing heat treatment was carried for
all samples to investigate the effect of different tool geometries on microstructure
and micro-hardness of AA6061. 3D optical microscope and Vickers micro-hardness
tester were employed to examine the microstructure and micro-hardness, and results
have been reported. From an analysis, it was observed that post-processing heat
treatment improved the properties and among three different tool geometries, the
samples processed with the hexagonal pin profile yield the best results.

Keywords Friction stir processing · Fine-grained structure · AA6061

1 Introduction

Huang et al. addressed new developments in the processing of fine-grained (FG)
structured materials. FG structured materials possess a wide range of properties such
as super-plasticity, high toughness, high strength, etc. [1]. Awide variety of processes
are available for producing fine-grained structured materials such as equal channel
angular processing (ECAP) [2], high-pressure torsion (HPT) [3], accumulative roll
bonding (ARB) [4] and friction stir processing (FSP) [5, 6]. Grain refinement occurs
in the above processes due to recovery and recrystallization. But in the first three
processes, bulk area FG cannot be produced and in addition to that, they induce large
strains and require large temperatures. To avoid these difficulties, FSP was studied
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and the results were very good compared to other processes. FSP is derived from
friction stir welding (FSW) [6] but instead of joining the materials, it focuses on
the enhancement of properties of the desired material. This process is widely used
when enhancement of properties is required without other disadvantages and so FSP
is an effective method for producing fine grain structure [7, 8]. AA6061 alloy is
extensively used in the aircraft industry for wing tension members, shear webs and
ribs. It requires FG structure for improving mechanical properties and formability.

Kwon et al. [9] produced UFG of AA 1050 alloy with the variation of process
parameters and found that temperature is an important parameter and less heat input
is required to obtain UFG. Su et al. [7] produced bulk UFG with overlapping passes,
concluded that fine grains were obtained with rapid cooling and found low dislo-
cations in the bottom region. Liu et al. [10] fabricated UFG of 6061 Al alloys with
different rotation rates and by employing water cooling to reduce the grain size. Xue
et al. [11] used pure Cu with five passes of FSP and obtained bulk area UFG structure
by varying process parameters and cooling medium. Gandra et al. [12] studied the
effect of overlapping direction in multi-pass FSP and concluded that surface char-
acteristics are improved as a result of material flow which is asymmetric in nature,
uniform layer thickness is formed in the processed layer when overlapping is on
advancing side and hardness is more or less same in processed layer. Johannes and
Mishra [13] created a staggered pass sample of aluminium 7075 from one to four
passes and concluded that four-pass material is superplastic and single-pass mate-
rial contains more elongation. Ramesh et al. [14] used rolled aluminium 5086 with
twelve passes and two methods of intermittent multi-pass FSP (IMP) and continu-
ous multi-pass FSP (CMP) were used and concluded that material processed with
IMP showed better mechanical properties compared to material processed with CMP
except for high traverse speeds.

2 Experimental Procedure

Plates of AA6061 aluminium alloy with 6 mm thickness were used as a base metal
for this study. Table 1 shows the chemical composition of AA6061. All experiments
were performed on a 3-Ton capacity CNC-based friction stir welding machine. AISI
H13 tool steel was selected as the tool material as it has an excellent combination of
abrasion and shock resistance along with better hardenability. The composition of
tool material is shown in Table 2. Three different tools with different geometries were
taken for experimentation and their description is shown in Table 3. The plates were

Table 1 Composition of AA6061

Element Al Cu Mg Si Fe Mn Cr

Composition
(wt%)

Remainder 0.15–0.4 0.8–1.2 0.4–0.8 Max
0.7

Max
0.15

0.04–0.35
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Table 2 Composition of AISI H13

Element Cr Mn C Mo P S Si V

Composition
(wt%)

4.75–5.5 0.2–0.5 0.32–0.45 1.1–1.75 Max
0.03

Max
0.03

0.8–1.2 0.8–1.2

Table 3 Tool geometry Tool No. Tool geometry Notation

Tool-1 Square pin with ridges T-1

Tool-2 Hexagonal pin with concentric circles T-2

Tool-3 Triangle pin with scrolls T-3

processed with a tool rotational speed of 800 rpm and a traverse speed of 40mm/min.
FSP with 50% pin overlapping was conducted to produce the bulk area FG structure
in AA6061. A total of five overlapping passes were done. After FSP, samples were
solutionized at 530 °C for 1 h followed by water quenching to hold the constituents.
The same samples were aged in a furnace at 160 °C for 16 h followed by air-cooling
to improve the properties. For analysis, samples were cut transverse to the processing
zone by using a power hacksaw. The samples were polished with different grades
of emery papers followed by disc polishing and polished surface was cleaned with
acetone to remove the dirt and contaminants on the polished surface. Keller’s reagent
was used to etch the polished surface and the etching time was 150 s.Microstructures
were examinedwith a 3Dopticalmicroscope.Vickersmicro-hardness testerwas used
for measurement of hardness with a load of 100 g for 10 s dwell time using diamond
indenter. The hardness was measured along the processed zone with an interval of
0.5 mm.

3 Results and Discussion

3.1 Microstructure

Themicrostructures of heat-treated (HT) samples with single-pass FSPwithout over-
lapping in stir zone (SZ) are shown in Fig. 1a–c. From the microstructures of the HT
samples, it was observed that fine equiaxed grains along with uniform precipitates
were obtained in SZ. This is due to dynamic recrystallization and plastic deformation
that occurred because of high temperature and stirring action. Microstructure results
witnessed the grain refinement is more in the sample processed with T-2. These
results indicate that shearing is more in stir zone in sample processed with T-2 due
to the six sharp edges of the hexagonal pin profile. Coarse grains were observed in
stir zone of T-3 due to the less shearing action caused by the less number of edges.
The grain refinement in stir zone of T-1 is in between the grain refinement of T-2 and
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Fig. 1 Microstructures of stir zone in first pass for a Tool-1 (T-1) b Tool-2 (T-2) c Tool-3 (T-3)

T-3. Figure 2a–c shows the microstructures of HT samples in overlapped SZ. From
the microstructures, it was seen that the grains were further refined as they were
subjected to two-pass FSP. As discussed in a previous analysis, dynamic recrys-
tallization caused by severe plastic deformation is the reason for grain refinement;
two-pass FSP enhances grain refinement compared to single-pass FSP. Figure 3a–c
represents the microstructures of the thermo-mechanically affected zone (TMAZ)
and shows grain coarsening as compared to SZ. The microstructures of all samples
consisted of large elongated grains of Al-matrix with some amount of precipitates.
This is due to the fact that TMAZ experiences temperature changes with a small
effect of stirring action. During HT, the precipitates grow in size and size of the pre-
cipitates is high enough to stop the grain boundary sliding, which leads to improve
the hardness in HT samples. The solution HT resulted in formation of precipitates
at elevated temperatures. Figure 4a–c displays the microstructures of heat-affected

Fig. 2 Microstructures of stir zone in overlapping pass for a Tool-1 (T-1) b Tool-2 (T-2) c Tool-3
(T-3)

Fig. 3 Microstructures of TMAZ for a Tool-1 (T-1) b Tool-2 (T-2) c Tool-3 (T-3)
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Fig. 4 Microstructures of HAZ for a Tool-1 (T-1) b Tool-2 (T-2) c Tool-3 (T-3)

zone (HAZ). Compared to all other zones, grain coarsening is more in HAZ due to
the absence of pinning action and temperature changes.

3.2 Hardness

Figure 5 displays the micro-hardness profiles of HT samples. Uniform hardness was
achieved in the stir zone of all samples. Sample processed with T-2 possessed the
highest hardness in SZ. The more grain refinement in T-2 sample is the reason for
more hardness according to the Hall–Petch equation. The lowest hardness in the SZ
was obtained in the sample processed with T-3. These results are attributed to grain
coarsening during FSP. All these hardness values were compared with hardness
values of NON-HT samples and results have been represented in the graph form
shown in Fig. 6a–c. The average hardness in the stir zone for HT sample processed
with T-1 in the stir zone was 64.61 HV, which is 19.95% higher than NON-HT as
shown in Fig. 6a. From Fig. 6b, it was observed that the average hardness in the
stir zone for HT sample for T-2 in stir zone, which is 7.56% higher when compared
to NON-HT sample. For T-3, there was an improvement of 12.76% in HT sample

Fig. 5 Hardness profile of
HT samples
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Fig. 6 Comparison of hardness profiles of HT and NON-HT samples of a T-1 b T-2 c T-3

Table 4 Average hardness
values of HT and NON-HT
samples in stir zone

Tool HT (HV) NON-HT (HV)

T-1 64.61 53.86

T-2 69.39 64.51

T-3 54.88 48.47

compared toNON-HT sample shown in Fig. 6c. These resultswitnessed precipitation
behaviour in SZ. The average hardness values of HT and NON-HT samples in SZ
are shown in Table 4.

4 Conclusions

In this investigation, a large bulk area FG structure was prepared with 50% pin over-
lapping using different tool geometries, post-processing heat treatment was carried
and the following results were extracted.
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• For all tool geometries, single-pass FSP grains were refined due to the severe
plastic deformation and dynamic recrystallization and the grains size was further
refined in overlapped passes.

• Sample processed with T-2 has more grain refinement than other profiles due
to more number of edges of hexagonal pin profile and resulted in more plastic
deformation.

• The highest average hardness was recorded in T-2 sample; the lowest aver-
age hardness was recorded for T-3 sample due to the grain refining and grain
coarsening.

• Better hardness was obtained in HT samples compared to NON-HT samples as a
result of precipitation hardening behaviour.
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Analysis of Micro-cracks
and Micro-hardness in White Layer
Formation on Machined Surfaces
in EDM Process

K. Leela Kumar, Ch. Srinivasa Rao, B. Sateesh and M. S. R. Viswanath

Abstract In spite of huge advancement in machining process and much promising
surface integrity, die-sinking EDM process is unavoidable. Micro-crack formation
in the white layer zone in EDM leads to damage the quality of machined surface.
This paper furnishes a quantitative investigation of micro-crack formation, in terms
of crack width and orientation of micro-cracks formed in the white layer zone. The
impact of processing conditions like peak current (Ip) and pulse on duration (T on)
on crack formation is examined by utilizing the perceptions of scanning electron
microscope (SEM). In this work, micro-hardness is measured at different zones that
are deposited layer, heat-affected zone (HAZ) and base metal. It is observed that
significant improvement in the hardness value of the recast layer (9.175 Gpa) as
compared to base metal (3.115 Gpa) of M2 die steel.

Keywords Peak current (Ip) · Pulse on duration (T on) ·Micro-cracks and
hardness ·White layer formation

1 Introduction

Die-sinking electrical discharge machining is a thermal method that uses spark dis-
charges to electrode, electrically conductive materials. A formed electrode decides
where spark erosion can occur; it leads to cavity or hole within the workpiece. Due to
experimental advantage and accuracy, die-sinking EDM is utilized in die manufac-
turing. Much of the cases, as in tools, die and aviation parts manufacturing, extreme
pressure and thermal loads are experienced. To keep away from conceivable disap-
pointments emerging from the surface imperfections of die-sinking EDMed parts,
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it is imperative that there ought to be a sufficient comprehension of the nature and
degree of surface damage granted under different machining conditions [1].

In most engineering material, the formation of the recast layer and the surface
cracks while machining through die-sinking EDM observed. The extreme heat cre-
ated and connected with each discharge amid machining results serious temperature
gradients in the machined surface [2]. Due to discontinuance of the discharge, the
surface layers cool rapidly and build up tensile stress which causes crack forma-
tion in the machined surface [3]. Like many cases, the cracks terminate inside the
recast layer. Be that as it may if they enter similar to the parent material, a notewor-
thy decrease in the fatigue strength, abrasive resistance, and corrosion resistance is
observed [4]. Thus, the die-sinking EDM process is for the most part pursued by
some type of post-preparing treatment to expel the recast layer with the end goal that
the mechanical respectability of the machined segment can be checked. Anyway,
this treatment procedure reaches out to manufacturing procedure as well as expands
its expense. Therefore, it will be attractive to distinguish the processing conditions
which eliminate the formation of recast layer with the end goal that the requirement
for post-treatment can be wiped out and improve the mechanical properties of the
machined part.

The present investigation underlines to connect the higher-order influences of
major die-sinking EDM parameters like peak current (Ip) and pulse on duration
(T on) with various viewpoints of surface integrity like white layer thickness (WLT)
and surface crack width while machiningM2 die steel. In this work, micro-hardness
is estimated at various zones that are deposited layer, heat-affected zone and base
metal.

2 Experimental Procedure

A die-sinking EDM (Model T-3822, make Electronica machine tools Ltd., India)
shown in Fig. 1 is used for the study. This machine has different current settings
with a peak capacity of 12 A maximum. It can be run in both polarities. It has up to
520 µs.

The targets of present experimental analysis have been performed for different
combinations to find effective aggregate parameters. At ambient temperature, die
steel with M2 hardened annealed sample (12 mm × 12 mm × 12 mm) as a work
material with a composition of 0.85% C, 6.25% W, 4% Cr, 5% Mo, 2% V and
remaining Fe. Experimentation was carried out to examine the effect of various EDM
process parameters on white layer average thickness and surface crack width. Sub-
sequently measurements of micro-hardness at different heat-affected zones (HAZ)
are estimated.

A blind hole of 6 mm diameter and 2 mm depth was prepared on die steel work
sampleswith a copper electrode.Castrol oil (ILOCUT-400)was chosen as a dielectric
with its specific properties like dielectric quality, high flash point and low viscosity.
Using DC power source, the impacts of peak current (1–12 A) and pulse on duration
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Specifications
Maximum work piece height: 125   mm
Maximum work piece weight: 80 kg
Longitudinal travel (X – axis): 200 mm
Transverse travel (Y – axis): 125 mm
Least count of hand wheel graduations
with vernier scale: 0.02 mm
Maximum table quill distance: 340 mm
Minimum table quill distance: 190 mm
Work tank dimensions: 600 X 350 X 
240 mm
Travel of the quill: 150 mm
Marching current maximum (A): 12
Open gap output voltage (V): 135 ± 5 %
Pulse duration: 2 μs to 520 μs

Fig. 1 EDM experimentation setup

(2–520µs)were verified during experimentationwith all othermachining parameters
constant.

The work sample is cleaned with acetone and the average white layer thickness
is measured by using optical micrographs for each sample at 500 × magnification.
Finally, the surface crack widths of work samples are observed by using SEMmicro-
graphs for different peak currents at pulse on duration (462 µs) [5, 6]. Prepared
copper electrode, work holding device and a sectional view of the machined work
sample are shown in Figs. 2, 3 and 4, respectively.

Fig. 2 Copper electrode
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Fig. 3 Work holding setup

Fig. 4 Sectional view of
workpiece

3 Design of Experiments

The principal goal in the use of experimental design is to provide the most and
accurate information in the results, alongside the maximum efficient use of exist-
ing information. The experimental design method is implemented to optimize the
dependability of results and set of experimentation without loss of accuracy. Exper-
imental analysis has been performed and the effect of pulse on duration (T on) and
peak current (Ip) on the white layer thickness (WLT) and surface crack width is
studied.

A 2K factorial with central composite second-order rotatable design (CCRD) is
used (where the number of variables, k = 2) and aggregate levels of the parameter,
which cause a positive efficient response, can also be located. Experimental analysis
is performed at four corner points at +1 level, four axial points at γ = +1.414 and
centre point at zero level with five iterations, and pure error was estimated. To allow
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Table 1 Actual and respective coded values for each parameter

Parameter Coded value at different levels

1 2 3 4 5

− 1.414 −1 0 +1 +1.414

Pulse on duration (Ton) in µS 42 104 252 400 462

Peak current (Ip) in A 3.0 3.5 5.0 6.5 7.0

rotability, the axial points are picked, so that at all points, the variance of the model
prediction is constant equidistant from the design centre [7]. Table 1 shows the actual
and respective coded values for each parameter.

It is mandatory to repeat the test at the centre to the impartial estimate of the
experimental errors. The precision of the predicted surface does no longer rely on
the orientation of design with respect to the true response surface or the course of
the search for optimum conditions results is shown in Table 2. The coded number
for variables is obtained from the following transformation equation:

Xi = (Chosen parametric values− Central rank value)/(Incremental parametric value)

Table 2 Experimental results for training of the models based on CCD

Expt No. Coded variables Machining parameters WLT (µm)

X1 X2 Pulse on time (Ton) µs Peak current (Ip) A

1 −1 −1 104 3.5 7.41

2 1 −1 400 3.5 16.6

3 −1 1 104 6.5 9.13

4 1 1 400 6.5 20.6

5 −1.414 0 42 5 5.95

6 1.414 0 462 5 20.39

7 0 −1.414 252 3 10.1

8 0 1.414 252 7 17.91

9 0 0 252 5 13.98

10 0 0 252 5 9.51

11 0 0 252 5 12.47

12 0 0 252 5 11.21

13 0 0 252 5 10.6
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4 Experimental Results and Discussions

(i) Effect of pulse on duration (Ton) and peak current (Ip) on white layer
thickness

The variation of white layer thickness different peak current is shown in Fig. 5. It is
seen that theWLT increases as the pulse on duration (T on) increases. The higher pulse
on duration permits the electro-discharge energy to enter further into the material,
as a result, the thickness of the molten metal builds, which do not escape by the
deficient detonating pressure of the dielectric at last outcomes in greater white layer
thickness.

Figure 5 shows the effect of peak current on white layer thickness. It is observed
that the average white layer thickness directly proportional to peak current and heat
energy transferred into the specimen. This molten material solidified up to the recast
layer under cooling effect and depth also formed as per the volume of liquid metal.

Figure 6 shows the various (Ip/Ton) parametric combinations of 3A/462,
3.5A/462, 5A/462, 6.5A/462 and 7A/462 µs and reveals the proportionality of
average white layer thickness with peak current.

(ii) Effect of machining parameters on surface crack width

In specific, under tensile loading conditions, cracking is one of the most critical
surface imperfections that decrease material resistance, fatigue as well as corrosion.
Figure 7 shows quantify the variation of crack width with peak current at a constant
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Fig. 6 Optical micrographs of white layer at (a) 3A/462 µs (b) 3.5A/462 µs (c) 5A/462 µs
(d) 6.5A/462 µs (e) 7A/462 µs (Ip/Ton)10 µm

pulse on duration. It illustrated that for a constant pulse on duration, there is a
significant increase in surface crack width with increasing peak current. At peak
current of 3 A, the crack width is very low and high at 7 A.

(iii) Variation of hardness at different recast layers zones

Figure 8 shows the measurement of micro-hardness of different zones, i.e. white
layer zone, heat-affected zone and base metal. It is observed that hardness value of
thewhite layer is 9.175GPa, at the junction 7.57GPa and at the basemetal 3.115GPa.
It illustrates that the hardness value of the recast layer is larger as compared to base
metal.
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Fig. 7 SEM micrographs of surface cracks at (a) 3A/462 µs (b) 3.5A/462 µs (c) 5A/462 µs
(d) 6.5A/462 µs (e) 7A/462 µs (Ip/Ton)

5 Conclusions

(i) Fromparametric investigation, it is observed that averagewhite layer thickness,
as well as surface crack width, is directly proportional to peak current and pulse
on duration.

(ii) Minimumwhite layer thickness is observed at the pulse on duration in the range
of 42–252 µs and peak current in the range of 3–5 A.

(iii) Minimum crack width is observed below 3.5 A at constant pulse on duration
of 462 µs.
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Fig. 8 Micro-hardness at
different zones of the
transverse section

(iv) From the experimental study, it is observed that hardness 9.175 Gpa of the
recast layer is larger as compared to base metal hardness 3.115 Gpa.
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Multi-objective Optimization
of Submerged Friction Stir Welding
Process Parameters for Improved
Mechanical Strength of AA6061 Weld
Bead by Using Taguchi-L18-Based Gray
Relational Analysis

Laxmana Raju Salavaravu and Lingaraju Dumpala

Abstract Submerged friction stir welding (SFSW) is a moderation tool in the man-
ufacturing industry. SFSW is used to join the AA6061-T6 plates in the seawater
environment to different processes of parameters that are tool rotation speed, feed
rate, and tilt angle. The experiments are done by using optimizationmethod. To obtain
a single optimum combination of parameters for these two types of responses, gray
relational analysis has been utilized. Gray relational grade and a single optimum set-
ting have been acquired for the SFSW of AA6061-T6. One of the most affecting and
influencing processes of parameter is to find by applying ANOVA and the maximum
orderly tool rotational speed is 61.63%, tool feed rate is 17.95% and finally, tool tilt
angle is 12.47% of contribution in the entire process.

Keywords Submerged friction stir welding (SFSW) · Taguchi’s method · Gray
relational analysis (GRA) · Ultimate tensile strength (UTS) · Micro hardness (HV)

1 Introduction

FSW is a moderate technique developed by TWI Cambridge for joining of aluminum
alloys. This process is widely used in so many industries such as aircraft, aerospace,
automobile, naval. FSW joints with high strength, low weld defects, low distortion,
and low cost are the main advantages of this method. FSW is comprised of a non-
consumable specially designed rotating tool is inserted into the edges of the two
plates heating the workpiece by the friction between tool and workpiece the tool
transverse along the line of joint the material flows from advancing side to retreating
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Fig. 1 Schematic view of
the submerged FSW process

side the producing joint in a solid state (Fig. 1). The FSW joints have three affected
microstructural zones: heat-affected zone (HAZ), nugget zone (NZ), and thermo-
mechanical affected zone (TMAZ) [1].

AA6061 is a heat treatable alloy having high corrosion resistance, high toughness,
and good strength. The FSW joint mechanical properties mainly affected on the
process of parameters are the tool rotation speed, the tool transverse feed, the tool
pin geometry, and tilt angle. Sakurada et al. [2] initially used submerged friction
stir welding for AA6061. Its is observed that the required amount of heat generated
is sufficient enough for submerged friction stir welding. Fratini et al. [3] founded
FSW of aluminum alloy plates with a cooling of water by the rotating tool during the
process. The strength of the weld joint was observed to be more than that of NFSW.
Zhang et al. [4] investigated that the underwater FSW increases the tensile strength
of NFSWAA2219 joints at low welding speed and observed no conspicuous impact
in the higher welding speeds. It depends on the water cooling rate. Liu et al. [5]
found that the TMAZ was the failure zone in the friction stir welded joint, and the
tensile fracture was exactly occurred, and the hardness improvement in the joint is
essential to improve the tensile strength of the joint. Sabari et al. [6] found that the
UFSW joint having higher tool traverse feed exhibited higher tensile properties. In
these conditions, we find various aspects, i.e., the lower heat generation, high grain
boundary strengthening,more volume fraction of particles, and the low hardness
distribution region. In the normal FSW process, temperature is affected on the stir
zone, and the base material is not affected in the process. The stir zone properties are
drastically changed into the base material. Instead of this process, water cooling is
used to yield better weld joint properties. This process is termed as SFSW process.

Kasan et al. [7] and Kumar et al. [8] studied TM with GRA approach for the
optimization of FSW process parameters for different combinations and dissimilar
aluminum alloys and found that the tool feed is the most effective parameter for gray
relational grade. Rajakumar et al. [9] conducted to study the effects of tool geometry
and FSWprocess parameters on tensile strength andmicrohardness of AA6061 FSW
joints. They showed that the tool rotational speed and tool shoulder diameter are the
most influential factors on mechanical properties. The effect of the FSW process
parameters on the tensile strength of the joint was established by using tools such as
Taguchi, analysis of variance (ANOVA), and RSM which were used to optimize the
FSWparameters. Singarapu et al. [10] studiedANOVA test thatwas conducted to find
out the significant values of FSW process parameters on mechanical properties such
asUTS,YS,%EL, impact toughness, andmicrohardness and found that the rotational
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speed has the highest % of contribution on UTS and microhardness, whereas tool
transverse feed has the lowest mechanical properties such as UTS, YS, % EL, impact
toughness, and microhardness values. Ilangovan et al. [11] observed that dissimilar
joints of AA6061-AA5086 aluminium alloy joints were having good tensile strength,
hardness and fine microstructure in all weld zones.

Nevertheless, the joining of AA6061-T6 plates using SFSWwith the optimization
of control variables using gray-Taguchi analysis is very limited. In this paper, multi-
response optimization method, i.e., gray-Taguchi technique was applied to analyze
the experimental results of mechanical properties of weld joints. Analysis was done
for SFSW AA6061-T6 weld joints. Control variables used in the examination were
tool rotational speed (rpm), tool transverse feed (mm/min), and tool tilt angle. For
decreasing the experimental runs and getting the optimum conditions of control
variables and their interactions based on the design of experiment by using an L18

orthogonal array in the Taguchi technique. The effect of these control variables on
the response characteristics such as UTS and microhardness was examined to attain
the optimal condition of the process factors. Analysis of variance (ANOVA)was used
to evaluate the contribution of each control factor and its interactions on mechanical
properties of weld joints.

2 Experimentation

The base material (BM) used for the experiments is a 6-mm-thick 6061 aluminum
alloy; the chemical compositions values and mechanical properties of BM and tool
material are listed in Table 1. The plates were prepared into rectangular shaped plates
with the dimension of 230 mm long by 60 mm width, and the edges are prepared in
a straight manner. After cleaned by acetone, the samples were clamped in a straight
manner tool travel line to the backing plate in a tank, and then, the water at room
temperature was poured into the tank to submerge the top surface of the work plates.

Butt weld joints were manufactured under seawater by utilizing an FSWmachine
which are at various welding speeds and various rotation speeds along the tool travel
direction. The H13 welding tool of an 18 mm shoulder diameter and a cylindrical
conical shaped pin with the length of 5.7 mm and the maximum diameter of 6 mm
minimum diameter of pin is 3 mm. During the FSW, a 1° and 2° tilt angles and an
axial load of 4.6 KN were applied to the welding tool. By using Taguchi orthogonal
array, L18 OA (21 & 32)is used, and the process parameters are placed in Table 2.

After the welding the samples are prepared by using water jet cutting machine for
tensile test, Metallographic analyses and Vickers hardness tests.

Microhardness values were measured from the centerline of the thickness and
polished cross sections with spacing from the weld centerline of 1 mm between the
adjacent indentations. The testing load was 3 N for 10 s.

The tensile test specimens are prepared as per the ASTM-E8 standard. The tensile
test is conducted at a crosshead speed of 1 mm/min at room temperature by utiliz-
ing a computer-controlled testing machine (Instron-8801). The tensile properties are
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Table 2 Process parameters

Factor Type Levels Values

Tilt angle T (degrees) Fixed 2 1 2 null

Rotational speed N (rpm) Fixed 3 1100 1200 1400

Tool feed F (mm/min) Fixed 3 22 45 60

evaluated using two specimens cut from the same joint. The prepared tensile speci-
mens were subjected to tensile test, and its ultimate tensile strength is evaluated. The
experiments were conducted according to the designed L18 OA. Table 3 will give
the values of designed experimental layout.

3 Optimization Steps Using Taguchi-Based Gray Relation
Analysis

In the gray relational analysis (GRA), experimental results (UTS,Microhardness) are
first standardized in the range somewhere in the range of zero and one, which is addi-
tionally called the normalization. Next, the gray relational coefficient is determined
from the standardized experimental data to express the connection between the ideal
and experimental test information. At that point, the Gray Relational Grade (GRG)
is evaluated by averaging the gray relational coefficients relating to each process
response. The general assessment of the various procedure responses depends on the
GRG. Accordingly, the optimization of the confounded different process responses
can be changed over into the enhancement of a single GRG. At the end of the day,
the GRG can be treated as the general assessment of experimental data for the multi-
response process. Optimization of SFSW process parameters is the level with the
highest GRG. By using the below equations, GRA is as follows:

Normalization of the data of UTS and microhardness by considering larger is
better performance characteristics is evaluated by using Eq. (1).

x∗
i (k) = xoi (k) − min xoi (k)

max xoi (k) − min xoi (k)
(1)

where k = 1… n, i = 1…9, n is the performance characteristic, and i is the trial
number. The gray relation coefficient can be calculated as follows:

x∗
i (k) = max xoi (k) − xoi (k)

max xoi (k) − min xoi (k)
(2)

min∇ j∈k
∥
∥x∗

0 (k) − x0i (k)
∥
∥ is the smallest value of �0i , �max = max∇ j∈k ,

max∇ j∈k
∥
∥x∗

0 (k) − x0i (k)
∥
∥ is the largest value of �0i .

After calculating gray relational coefficients, the GRG is obtained as follows:
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(3)

Normalized Gray relational coefficients and GRG of experimental results of UTS
and HV are placed in the tabular form 3.

4 Taguchi Method/Gray Relational Analysis

By using GRG values, apply Taguchi analysis. In this analysis, larger is better for
both UTS and HV combined GRG. In the Taguchi method by using mean value of
GRG optimum is identified at the Level of factors are affected to the responses by
determined using ranking. In this response of mean in the SFSW process, the main
affecting parameter is the tool rotation speed which is having first rank, and the feed
rate having the second affecting parameter, and finally, the tool tilt angle is the least
affecting parameters. Those values are placed in the tabular form Table 4.

Optimum levels of the factor are analyzed by using analysis of variance (ANOVA)
in Minitab17 software. The average GRG for each level of the factor is computed in
Table 4. The higher the GRG implies better quality characteristics. Based on the
higher GRG the optimal of the each controllable factor is determined. The average
GRG and the optimal levels of the affective factors are listed in Table 8. The optimum
levels of the process parameters based on the GRG, the tilt angle is the third affected
parameter at the level 2 of 2° and Tool rotation speed is the main affected parameter
at the level 3 of 1400 rpm and feed rate is the second priority parameter at 1st level of
22 mm/min. The order is writing as T2N3F1. Finally, the UTS and microhardness
are affected by the order of tool rotational speed, feed rate, and tilt angle.

ThepredictionvalueiscalculatedbyusingGRGvalues =T2 + N3 + F1 − 2

∗average mean = 0.905

The ANOVA summary results of the GRG, as appeared in Table 5, indicates the
tool tilt angle, tool rotation speed, and feed rate significant SFSWprocess parameters,
respectively, for influencing the different performance characteristics. This result

Table 4 Response table for
means

Level Tilt angle T Tool rotational speed N Feed F

1 0.5162 0.4473 0.6659

2 0.6342 0.5227 0.5666

3 0.7555 0.4931

Delta 0.1180 0.3082 0.1728

Rank 3 1 2

The bold values represent optimum values
GRG mean value = 0.575188
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Table 5 Analysis of variance (ANOVA)

Source DF Adj SS Adj MS F-Value P-Value Contribution %

Tilt angle T
(degree)

1 0.06269 0.062695 18.84 0.001 12.47

Rotational speed N
(rpm)

2 0.30973 0.154863 46.53 0.000 61.63

Tool feed F
(mm/min)

2 0.09020 0.045102 13.55 0.001 17.95

Error 12 0.03994 0.003328 7.95

Total 17 0.50257

concurs with the consequences of the response table for the GRG, as appeared in
Table 5.Basedon the past discussions, the optimal SFSWprocess for the bestmultiple
performance characteristics is predicted to be the case of tool rotation speed at level
3 of 1400 rpm, tool tilt angle at level 2 of 2 degree, and transverse speed at level 1 of
22mm/min. The last step is to predict and check the optimal SFSWprocess parameter
combinations for the best multiple performance characteristics. Yet, standard SFSW
processing parameters are not available in the literature because SFSW is a novel
material joining technique. The process parameters are contributed in this order: The
tool rotation speed is maximum affecting process parameter of 61.63%, tool feed
rate is 17.95%, tilt angle is 12.47%, and the error percentage in this experimental is
7.95. The predicted value of GRG is 0.905 at optimal process parameters, and from
the experimental results, GRG is 1.00 and the deviation is 0.095

5 Conclusion

By using the Taguchi based-gray relational analysis to optimize the SFSW process
with themultiple objectives has been reported in this research paper. A gray relational
analysis of the UTS and microhardness objectives from the single objective is called
the GRG. The optimal conditions of SFSW have been obtained for the weld joints
of AA6061. The optimal SFSW process parameter combinations are tool rotation
speed at 1400 rpm, feed rate at 22 mm/min, and tilt angle at 2° for the best multiple
objectives. The most affective SFSW process parameter in the line of order is the
higher tool rotation speed 61.63, lower tool feed rate 17.95, and higher tool tilt angle
12.47% of contribution.
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Investigation on Wear Behaviour
of AA5052/SiC/Al2O3 Hybrid Composite
Fabricated Using Stir Casting Process

V. G. Shanmuga Priyan, R. Malayalamurthi and S. Kanmani Subbu

Abstract This project aims to increase the wear resistance of aluminium alloy 5052
(AA5052), which has very good corrosion resistance, ductility, excellent thermal and
electrical conductivity. Composites were fabricated using AA5052 reinforced with
silicon carbide 3% and alumina 3& 4% byweight of the matrix, melting temperature
700 & 750 °C and stirring time 3 & 5 min. Maximum micro-hardness and tensile
Strength were achieved for the combination of silicon carbide—3%, alumina—4%,
melting temperature—750 °C and stirring time—3 min. Composite fabricated for
the above said condition is used for wear analysis. The design of experiments was
planned in full factorial method with load, speed, time and track diameter as input
factors and wear as the response or output factor. The test was performed in pin-on-
disc tribometer as per design of experiments. The process parameter combination
of 2 kg load, 500 rpm speed, 5 min time and 70 cm track diameter was found to be
the optimum condition for minimum wear of the fabricated hybrid composite. Wear
resistance was increased by 51%. Speed has the maximum influence with 45.52%
contribution, whereas time has the least influence with 7.02% contribution.

Keywords Stir casting · Hybrid composite · Pin-on-disc apparatus · Full factorial
method

1 Introduction

Aluminium-based metal matrix composites are being extensively used in various
fields owing to their superior mechanical properties like low weight, high strength-
to-weight and stiffness-to-weight ratio and good corrosion resistance. It is commonly
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used in marine and aerospace applications. Among the various methods available to
process metal matrix composites (MMC) like powder metallurgy, diffusion bonding,
deformation bonding and squeeze casting, stir casting is themost commonly used and
economicmethod.Compositematerials have becomea significant part of engineering
materials that find applications starting from day-to-day applications to advanced
technologies.

Saravanan et al. [1] made a detailed review of the effect of particulate reinforce-
ments on aluminium metal matrix composites and their different fabrication tech-
niques. They have also provided guidelines and criteria for selection of process
parameters like stirring speed, time, melt temperature, reinforcements and die pre-
heat temperature, etc. in stir casting process. Sozhamannan et al. [2] studied the
effect of stir casting parameters like melting temperature and holding time on ten-
sile strength, hardness and impact strength for Al/SiC composite. They concluded
that 700–800 °C melting temperature is optimum for better and uniform distribution
of reinforcement in the matrix. Prabu et al. [3] concluded that particle clustering
occurred when stirring speed and stirring time were less. Homogenous distribution
of SiC in the matrix was reported when the stirring speed and time were increased
to 600 rpm and 10 min, respectively. Uvaraja et al. [4] suggested that for a sliding
speed of 4.5 m/s, applied load of 10 N, sliding time of 5 min and reinforcement
content of 15%, both coefficient of friction and the wear rate were optimum. Per-
centage reinforcement, applied load and speed had the contributions of 30.99, 29.96
and 29.86%, respectively. Baradeswaran et al. [5] made AA6061/B4C/graphite and
AA7075/B4C/graphite hybrid composites and studied their properties. They con-
cluded that 10 N applied load, 0.8 m/s sliding speed and 2000 m sliding distance
were the optimumconditions forminimumwear of the fabricated composites. Kumar
et al. [6] studied the mechanical and tribological properties of AA6061/SiC and
AA7075/Al2O3 composites and concluded that the reinforcement particles increased
the overall properties in comparison to the respective base alloys. Venkataraman et al.
[7] attempted to analyse the influence ofmechanicallymixed layer (MML), that forms
during the sliding wear tests, by studying the dry sliding wear behaviour of alu-
minium, AA7075 and AA7075/SiC composites. They concluded that non-formation
or fracture of the MML causes severe wear.

2 Experimental Work

2.1 Composite Fabrication

The composites were fabricated in bottom pouring type stir castingmachine supplied
by SwamEquip, Chennai. The experimental set-up consists of an electric resistance
type furnace and a mechanical stirrer. The furnace has a crucible capacity of 2 kg.
The maximum temperature that can be achieved during operation is 1000 °C. The
current rating of the furnace is single phase 230 V AC, 50 Hz. AA5052 rods of
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the required weight were heated in the crucible until they were completely molten
and maintained at 700 & 750 °C. Reinforcement powders silicon carbide (3%) and
alumina (3 & 4%) were preheated externally to a temperature of 250 °C to remove
surface impurities that ensure proper mixing and were introduced into the melt pool
and stirred at 600 rpm for 3 & 5 min. Argon gas was passed into the molten metal
to remove the soluble gases present in the liquid state metal. The completely molten
hybrid composite was poured into the die of required length and diameter.

2.2 Design of Experiments

Design of experiment is a suitable tool to model and analyse the effect of process
variables or factors on a specific variable or response, which is an unknown function
of the process variables. Design of experiments was planned in full factorial design
method. It is a multi-factor design that not only tests the individual effect of factors,
but also the combined effect or interaction of the factors on response. The number of
experiments required in a factorial design is higher than that in a Taguchi design or
fractional design, but it delivers accurate results. The parameters chosen for analysis
were load, speed, time and track diameter and the response parameter is wear. Table 1
shows the parameters, their levels and the number of experimental runs conducted.

Table 1 Wear test results

S.No. Load (kg) Speed (rpm) Time (min) Track diameter (cm) Wear (µm)

1 2 500 5 70 89

2 3 500 5 70 113

3 2 600 5 70 122

4 3 600 5 70 142

5 2 500 7 70 103

6 3 500 7 70 122

7 2 600 7 70 125

8 3 600 7 70 153

9 2 500 5 80 103

10 3 500 5 80 129

11 2 600 5 80 129

12 3 600 5 80 158

13 2 500 7 80 109

14 3 500 7 80 146

15 2 600 7 80 154

16 3 600 7 80 165
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2.3 Wear Test

All the fabricated hybrid composites were tested for micro-hardness and ten-
sile strength. The average micro-hardness and tensile strength was 88 HV and
237 N/mm2, respectively. Maximum tensile strength and micro-hardness were
achieved for the combination silicon carbide—3%, alumina—4%, melting tempera-
ture—750 °C and stirring time—3min. This composite was selected for wear analy-
sis. A pin-on-disc test tribometer supplied by Ducom Instruments was used to study
the dry sliding wear behaviour of the composites in accordance with ASTM G99-95
standards. Pins of 20 mm height and 10 mm diameter were cut from the samples
and polished. All these tests were conducted at room temperature. The wear test was
carried out for 2 & 3 kg load, 500 & 600 rpm speed, 5 & 7 min time and 70 & 80 cm
track diameter as per the design of experiments. The pin is held and loaded vertically
into the rotating steel disc of material EN32 and hardness 65 HRC by an arm. Once
the specimen has run for the specified time, it is removed, cleaned and the process
is repeated.

2.4 Microstructural Study of Worn Surface

Morphological feature of worn surface is an important quantitative aspect of wear
surface analysis. Wear measurement depends on tribological features at interspaces.
The worn specimen was removed from the tribometer and studied in an inverted
microscope supplied by Mitutoyo. The workpiece mounted on the stage can be
moved in X- direction and Y-direction with the help of concentric knobs which
facilitate coarse and fine adjustments. The objective lens extends and retracts along
the vertical direction to provide the necessary focusing.

3 Results and Discussion

The wear value for each run was noted from the data acquisition system. The results
of the test are given in Table 1 where the wear values for each specimen are entered
against its parameter combination. The wear graphs of the Samples 1& 16 are shown
in Fig. 1. Samples 1 and 16 showed a wear of 89µmand 165µm, respectively, which
are theminimumandmaximumvalues in the entire set.While Sample 1was tested for
the condition load—2 kg, speed—500 rpm, time—5min and track diameter—70 cm,
Sample 16 was tested for the condition load—3 kg, speed—600 rpm, time—7 min
and track diameter—70 cm. The differences in the load, speed and time caused a
substantial difference in wear. Sample 1 showed gradual wear in the initial stage, but
towards the end the wear shot up. Sample 16 showed steady increase in wear right
from the start. This may be due to the removal of reinforcement particles from the
matrix.



Investigation on Wear Behaviour … 979

Fig. 1 Wear graphs of samples a Sample 1, load—2 kg, speed—500 rpm, time—5 min and track
diameter—70 cm b Sample 16, load—3 kg, speed—600 rpm, time—7 min and track diameter—
70 cm

3.1 Optimization

The results obtained from wear test were optimized for minimum wear. Figure 2
depicts the main effects plot for wear, which shows the individual influence of load,
speed, time and track diameter on the response wear. The mean of wear has a linear
relation with the factors. The rotational speed of the disc decides the relative motion
between the tribo-pairs. The higher the speed, the higher will be the relative motion
between the tribo-pairs in the given time and hence higher wear. Load decides the
force applied on the specimen, higher the load the higher is the coefficient of friction
and wear. Track diameter controls the sliding distance and time duration for which
the specimen is in contact with the rotating disc. Increase in both the factors has
similar effect as the other factors, and the final result is the increase in wear. The
slope of the curves obtained shows the influence of the corresponding parameter.
From Figs. 2a and 2b, it can be seen that when the load changes from 2 to 3 kg or
when the speed increases from 500 to 600 rpm, the mean of wear shows a significant
difference. However, in Fig. 2c and 2d, when the time or track diameter is increased,
the difference in mean of wear is not so pronounced. From this, it can be understood
that speed has maximum influence and time the minimum. The minimum value of
wear occurred for the condition load—2 kg, speed—500 rpm, time—5min and track
diameter—70 cm.



980 V. G. Shanmuga Priyan et al.

110

115

120

125

130

135

140

145
M

ea
n 

of
 w

ea
r

Load

110

115

120

125

130

135

140

145

M
ea

n 
of

 w
ea

r

Speed

110

115

120

125

130

135

140

145

M
ea

n 
of

 w
ea

r

Time

110
115
120
125
130
135
140
145

4 400 500 600 7001 2 3

4 5 6 7 8 60 70 80 90

M
ea

n 
of

 w
ea

r

Track dia

(a) (b)

(c) (d)

Fig. 2 Plot for main effects of parameters a load b speed c time and d track diameter on mean of
wear

3.2 ANOVA (Analysis of Variance)

ANOVA test gives the statistical significance of the model. The confidence limit is
taken as 95% for all the factors. Factors with P-value less than 0.05 are considered
to be significant. Table 2 shows the values obtained for ANOVA test and it can be

Table 2 ANOVA test for wear analysis

Source DF Seq SS Contribution (%) Adj SS Adj MS F-value P-value

Load 1 2352.3 31.29 2352.3 2352.25 102.17 0.000

Speed 1 3422.3 45.52 3422.3 3422.25 148.65 0.000

Time 1 529.0 7.04 529.0 529.00 22.98 0.001

Track dia 1 961.0 12.78 961.0 961.00 41.74 0.000

Error 1 253.3 3.37 253.3 23.02

Total 5 7517.8 100.00
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seen that all the factors are significant. Speed has the maximum influence on wear at
45.52% followed by load at 31.29%, track diameter at 12.78% and time at 7.04%.

3.3 Multiple Linear Regression Model

The data adequacy and analysis of the model designed in full factorial model can
be evaluated using multiple linear regression model. Regression test also gives the
regression Eq. (1), which is a generalized equation corresponding to the effects of
all the factors on the responses. Substituting the optimum conditions namely load—
2 kg, speed—500 rpm, time—5 min and track diameter—70 cm in the regression
equation the optimum value of wear obtained is 88.6 µm

Wear = −243.4+ 24.25Load+ 0.2925 Speed+ 5.75Time+ 1.550 Track dia
(1)

3.4 Worn Surface Microstructural Study

Figure 3 shows the micrographs of the worn surface of the samples studied. The
mechanism of the wear that occurred on the specimens can be understood from the
micrographs. Sample 1 shows ploughing—removal or displacement of material in
chunks, and Sample 7 shows grooves—linear cuts on the surface of the specimen.
Both are characteristics of abrasivewear that occurs between a soft and comparatively
hard surface. In this case, the hardened steel disc removedmaterial from the samples.
In Sample 1, due to low speed and load, thematerial displaces sideways from the hard

Groove

Ploughing

(a) (b)

Fig. 3 Worn surface micrograph of samples a Sample 1, load—3 kg, speed—600 rpm, time—
7min and track diameter—70 cm b Sample 7, load—2 kg, speed—600 rpm, time—7min and track
diameter—70 cm
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surface and causes cavities. In Sample 7, due to high speed and load, the material
gets removed in the form of chips or debris. The presence of reinforcement particles
over the worn surface acts as a resistance to the material’s wear.

4 Conclusion

The hybrid composite samples of AA5052 as matrix, and SiC and alumina as
reinforcements were successfully fabricated using stir casting process. The wear
behaviour andworn surfacemicro-structure were investigated for the fabricated sam-
ples. From the results, it is observed that the dual particulate reinforcements have
shown an impact in the wear properties of the composite.

• The minimum wear obtained is 89 µm, and in other words, the wear resistance
has increased by 51%.

• The process parameter combination of 2 kg load, 500 rpm speed, 5 min time and
70 cm track diameter was found to be the optimum condition for minimum wear
of the fabricated hybrid composite.

• Speed is the most significant factor for wear with 45.52% contribution followed
by load at 31.29%, track diameter at 12.78% and time at 7.04%.

This hybrid composite can be explored for use in marine applications like ship
hulls, underwater natural gas tanks and pipelines.
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Numerical Modelling of High Energy
Density Beam-Assisted Machining
of Hardened Armour Steel

A. Sahu, A. N. Jinoop, C. P. Paul, Adepu Kumar and K. S. Bindra

Abstract High energy density beam-assisted machining (HEDBAM) finds huge
applications in machining of difficult-to-machine materials such as hardened steels
and super alloys. Among these materials, armour steel is widely deployed in mil-
itary and civil applications where resistance to ballistic protection is essential. In
the present work, a numerical model is developed to investigate HEDBAM of high
hardness armour steel. A fully coupled thermo-mechanical analysis model is devel-
oped for predicting the cutting forces and thrust forces using commercial software
Abaqus/Explicit. The developed model for orthogonal cutting is validated with pre-
viously published literature on thermally assisted machining of titanium alloy with
a maximum error of 9%. Further, the model is extended to of armour steel at four
different temperature levels (20, 220, 420 and 620 °C), and a maximum reduction in
19 and 24% in the cutting and thrust force, respectively, is obtained at 620 °C. The
work paves way for HEDBAM of different hardened high strength materials.

Keywords High energy density beam-assisted machining · Armour steel · FEM ·
2D orthogonal cutting

1 Introduction

High hardness armour steel (HHAS) is used for the resistance to ballistic protection
inmilitary and civil applications due to its high hardness (~500HB) and high ultimate
tensile strength (~1640MPa) [1]. Due to its high strength and hardness, machining of
HHAS is difficult resulting in lowmaterial removal rates (MRR), large cutting forces
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and reduced tool life. High energy density beam-assisted machining (HEDBAM)
finds key application in the machining of such difficult-to-machine materials.

HEDBAM is a hybrid machining process in which high energy density source,
such as laser and plasma, is used for localized heating of thematerial to predetermined
temperature before the material removal. In HEDBAM, the machining performance
is predominantly governed by material removal. The material heating results in the
reduction inmaterial strength and hardness, thereby yielding highermaterial removal
rate (MRR) with improved tool life. A comprehensive literature survey shows that
HEDBAM can considerably improve the machinability of titanium alloys [2–5],
nickel alloys [6, 7] and ceramics [8, 11].

Also, a number of models have been presented to estimate various output parame-
ters during laser-assistedmachining. Xi et al. [4] developed a 2Dmodel for thermally
assisted machining of Ti–6Al–4V at four different machining temperatures (20 °C,
150 °C, 250 °C, 350 °C) and predicted the chip formation behaviour and cutting
force reduction. A very good correlation between the calculated and experimental
cutting forceswas predicted. Singh et al. [9] developed a 3Dorthogonal laser-assisted
machining (LAM) model to predict the temperature profile, cutting forces and stress
generated during machining of D2 tool steel. It was observed that the flow stress and
cutting forces reduced by 28% and 32%, respectively, after LAM. Tian et al. [10]
developed a 3D thermal model for LAM of silicon nitride and found good agreement
between experimental results and surface temperature from thermal modelling. Ger-
man [12] developed a thermo-mechanical model for machining of 42CrMo steel in
which temperature results from laser heating used for the initial temperature of the
workpiece. Changyi Liu [13] presented analytical and finite element method-based
(FEM) model for laser-assisted milling. Temperature distribution for moving laser
source and effect of temperature on the cutting forces are evaluated in analytical
model. In FEM model, Johnson–Cook constitutive law was used to consider the
strain hardening, strain rates and thermal softening of the materials. Johnson–Cook
failure criteria have been used for the chip formation during the cutting process. FEM
results and analytical results show good agreement with the experimental data.

Thus, there is limited literature available in the public domain on HEDBAM of
HHAS. In the present work, a 2D orthogonal machining model is developed, and the
effect of different workpiece temperature on the cutting forces and thrust forces is
estimated.

2 Finite Element Modelling

In themetal cutting process, the heat is generated in thematerials due to twomain phe-
nomena—friction between cutting tool workpiece and plastic deformation. Hence,
in the proposed model, thermo-mechanical coupling is considered for orthogonal
machining process. First, initial boundary temperature is applied in structural mesh,
and heat generated is calculated. Subsequently, the generated heat is transferred to the
thermal mesh to compute the temperature distribution. The computed temperature is
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transferred to the structural mesh for the thermal softening of the materials. A plain
strain 2D thermo-mechanical model is used in the commercially available finite ele-
ment Abaqus/Explicit software. A plastic deformable workpiece of size 6 × 3 mm2

is used for the analysis. Cutting tool is modelled with rake angle ὰ = 0 and clearance
angle 7= 7°. Further, the workpiece temperature considered for the study is assumed
to be equal to the temperature generated by the high energy beam source on the work-
piece surface at different energy levels. Machining parameters such as cutting speed,
feed and depth of cut are kept constant during the simulation. The cutting speed, feed
and depth of cut selected for the simulation are 100 m/min, 0.20 mm/rev and 1 mm,
respectively, for all values of workpiece temperature. Workpiece temperature values
of 20, 220, 420 and 620 °C are used for analysis.

2.1 Material Properties and Constitutive Models

HHAS is used as the workpiece material, and tungsten carbide (WC) is used as
the tool material. Mechanical and thermal properties of the workpiece and tool are
presented in Table 1.

During the cutting process, the material undergoes high strain rate deformation,
and hence, Johnson–Cook constitutive model is used [1].

Flow stress of material during the process is presented in Eq. 1

σ = (
A + Bεn

)
(1 + C ln

(
έ

έo

)(
1 −

{
T − Tr
Tm − Tr

}m)
(1)

where A is the yield strength, B is the hardening modulus, C is the coefficient of
strain rate, n is the hardening coefficient, m is the thermal softening coefficient, Tm

is the melting temperature, Tr room temperature, T is the material temperature at an
instant, and έo is the reference plastic strain rate. The material constants deployed
for the present work are shown in Table 2.

Table 1 Material property of
HHAS and WC [1, 4]

Material Properties HHAS WC

Density (Kg/m3) 7860 14,500

Young’s modulus (GPA) 205 640

Poisson’s ratio 0.293 0.22

Specific heat (J/kg-°K) 452 220

Thermal expansion coefficient 9 × 10−6/K –

Thermal conductivity(W/m-°K) 20 75.4
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Table 2 Johnson–Cook material model [1]

A (MPa) B (MPa) C m n έo Tm (K) Tm (K)

1200 300 0.003 1.17 0.8 1 1783 293

2.2 Chip Separation Criteria and Contact Law

A plastic strain criterion is used for the chip separation from the workpiece. Johnson
and Cooks damage model considering the sensitivity of the material to temperature,
strain rates and hydrostatic pressure is used for the analysis (refer Eqs. 2 and 3).

D =
∑(

�ε/ε f
)

(2)

ε f = (
D1 + D2e

(D3σ σ ∗))
(
1 + D4ln

(
έ

έo

))(
1 + D5

{
T − Tr
Tm − Tr

})
(3)

where �ε, εf and σ* denote the increment in equivalent plastic strain at each incre-
mental step, equivalent plastic strain at fracture points and ratio of average of normal
stress to the vonMises stress, respectively. The fracture initiates when the variableD
= 1 for each element. The material parameters Di are determined by tensile and tor-
sion tests. The values of constants D1, D2, D3, D4 and D5 for Johnson Cook damage
model for HHAS are 0.1, 0.93, −1.08, 0.000014 and 0.65, respectively. Surface-
to-surface contact method is employed to define the interaction between tool and
workpiece. It is assumed that the friction coefficient μ = 0.4 is constant through-
out the cutting process. To avoid penetration between elements, kinematic contact
method is used. Coulomb friction law is assumed to model the friction between tool
and workpiece as presented in Eq. 4.

ζ < μσ (4)

2.3 Element Types and Boundary Condition

Four-node plain strain thermo-coupled quad elements (CPE4RT) integration is used
for the chip parts. Hourglass control and reduced integration is used for the large
element deformation. For tool and bottom surface of workpiece, a three-node plain
strain thermally coupled triangular element (CPE3T) is used. For the chip region,
the element size is 10 µm, and for the rest of the workpiece a courser mesh is used.
The workpiece consists of 7574 elements, and tool consists of 79 elements. External
boundaries of workpiece and tool are assumed to be adiabatic to avoid heat loss by
convection and radiation.
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Fig. 1 HEDBAM modelling a mesh model and boundary condition b model validation

For tool, velocity boundary condition is applied in X-direction and constrained in
Y-direction.All the nodes of the left side andbottomside ofworkpiece are constrained
in X- and Y-directions. It is assumed that all the frictional energy is converted into
heat, and 50% of its total heat is distributed into chip region. Heat generated by
plastic deformation in the materials is 90%. Figure 1a shows the mesh and boundary
condition applied on the workpiece and tool.

3 Results and Discussion

The developed model is validated with previously published work on titanium alloy
[4], and the cutting force is estimated. Figure 1b presents the cutting force obtained
at different temperatures (20–350 °C), and maximum error of 9% is observed from
previously published literature.

Figures 2a and 2b shows the chip formation during the orthogonal cutting process
and maximum temperature generated in the secondary shear zone, respectively. Cut-
ting forces and thrust forces generated during the contact between cutting tool and
workpiece are presented in Fig. 2c. It is observed that continuous chips are formed
due to the ductile mode failure of HHAS for all workpiece temperature. Shear stress
is the failure criteria in ductile mode failure, and as the temperature increases, shear
stress inside the materials decreases resulting in reduced cutting forces.

A reduction in 7%, 15% and 19% is obtained in the cutting forces at 220 °C,
420 °C and 620 °C, respectively, as compared to the room temperature cutting forces
(20 °C). Further, a reduction in 9%, 17.3% and 24% in the thrust forces is obtained
at 220 °C, 420 °C and 620 °C, respectively, as compared to the room temperature
thrust force.
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Fig. 2 a Chip formation during orthogonal cutting b temperature profile during room temperature
machining c forces at different workpiece temperature
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4 Conclusion

HEDBAM process finds a large number of applications in machining of difficult-
to-machine materials. Finite element method-based model to estimate the cutting
forces duringHEDBAMofHHAS is developed. The developedmodel for orthogonal
cutting is validated with previously published literature on HEDBAM of titanium
alloy with maximum error of 9%. Further, numerical modelling of HEDBAM of
HHAS shows a maximum reduction in 19% and 24% in the cutting and thrust force,
respectively, at 620 °C. Continuous chips are formed during the machining of HHAS
showing ductile failure. Theworkwill be further extended to the experimental studies
on the machining of HHAS and ceramic materials.
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Experimental Investigation
of Electro-Discharge Machining
on NIMONIC 80A Through Response
Surface Methodology

G. Vishnu Pramod Teja, K. Saraswathamma, P. Murali Krishna
and G. Tejeswara Rao

Abstract Electro-discharge machining (EDM) is one of the most popular advanced
machiningprocesses formachining conductivematerial irrespective ofmaterial phys-
ical properties. In the present study, effect of electro-dischargemachining parameters
such as current (A), pulse on time (T on) and pulse off time (T off) on machining char-
acteristics such as material removal rate (MRR), tool wear rate (TWR) and surface
roughness (SR) of NIMONIC 80A is focused. The Box–Behnken design (BBD) of
response surface methodology (RSM) was used to design the experiments, and also,
analysis of variance (ANOVA) was conducted in order to know the most significant
parameters. ANOVA results show that current and pulse on time were the most sig-
nificant factors for material removal rate, and only current was significant parameter
for tool wear rate and surface roughness. Multi-objective optimization process was
conducted to maximize the MRR and to minimize the TWR and SR, and optimized
parameters are “3 A” current, “900 µs” pulse on time and “30 µs” pulse off time
with the desirability value of 0.988.
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1 Introduction

NIMONIC 80A is mostly used in gas turbine components (viz., blades, rings and
disks), automobile exhaust valves, die-casting inserts and core, nuclear boiler tube
supports and bolts. This superalloy contains high resistance to corrosion, strength as
well as other mechanical properties in extreme temperatures, and it is very difficult
to machine using conventional methods [1, 2]. To overcome these inferences, uncon-
ventional machining method is a best choice. Among unconventional machining
methods, electro-discharge machining (EDM) is one of the most excellent choices
for machining high-strength superalloys. EDM is an electro-thermal process where
material is removed from the parent material with an electrode by the repetitive
sparks.

Gowthaman et al. [3] examined “the effect of parameters namely pulse on time,
pulse off time, discharge current and gap voltage on electrical discharge machining
of MONEL superalloy with copper electrode. They reported that discharge current is
the most significant parameter for MRR and Ra. As the discharge current increases,
MRR and Ra were increased.” Chandramouli et al. [4] studied “electrical discharge
machining of 17–4 PH steel using Taguchi method of input parameters such as
current, pulse on time, pulse off time and tool lifetime. MRR and Ra were increased
with increasing the current and pulse on time.”Vikramet al. [5] investigated “effect of
machining parameters such as current, pulse on time and pulse off time on electrical
discharge machining of aluminum alloy 6082 and the machining characteristics such
as MRR, TWR and SR were studied. This research shows that increase in the current
and pulse on time leads to increasing the machining characteristics, i.e. MRR, TWR
and SR.” Neelesh Singh et al. [6] investigated “the effect of input parameters such
as peak current, gap voltage and pulse on time on machining characteristics, i.e.
MRR and SR of Inconel 601. In this paper, experiments were designed using Box–
Behnkendesign ofRSM.They reported thatMRRandRa increasewith increasing the
current.” Mohanty et al. [7] investigated “the various machining parameters such as
open-circuit voltage, discharge current, pulse on time, duty factor, flushing pressure
and different tool materials, i.e. copper, brass and graphite on electrical discharge
machining of Inconel 718. In this paper, experiments were designed using Box–
Behnken design of RSM and optimization was done by usingmulti-objective particle
swarm algorithm. They reported that increase in discharge current and pulse on time
leads to increase in the MRR, EWR, SR and ROC and copper tool gives a higher
MRR and lower EWR than other tools.”

From the literature review, it is understood that a few researchworkwas focused on
multi-objective optimization study of input parameters which will lead to maximize
the MRR and minimize the TWR and SR on NIMONIC 80A in EDM. Hence, this
research study was mainly focused on multi-objective optimization of input param-
eters such as current, pulse on time and pulse off time of EDM on better machining
characteristics such as high material removal rate and low tool wear rate and surface
roughness on NIMONIC 80A. Box–Behnken design of response surface method-
ology is a useful tool for planning, analyzing and optimizing the experiment by
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combining different input factors and characteristics. In this paper, experiments were
designed and analyzed using Box–Behnken design of response surfacemethodology.

2 Materials and Methods

2.1 Materials

In thiswork,NIMONIC80Aand copperwere chosen as aworkmaterial and electrode
material, respectively, and chemical composition of NIMONIC 80A is shown in
Table 1. NIMONIC 80A pieces were cut into sizes of 15 mm × 15 mm × 6 mm,
whereas the electrode was made into Ø10 mm× 50 mm length. Machining time for
each experiment was maintained as 10 min. Experiments were conducted on ARD
ARTM30D Die-sink EDM using commercial grade “EDM oil.” The experimental
arrangement and EDM machined samples are shown in Fig. 1.

2.2 Design of Experiments

Box–Behnken design (BBD) from response surface methodology was used for
designing the experiments. Machining parameters and their levels are listed in
Table 2, and experiment layouts and the recorded results are listed in Table 3.

The material removal rate and tool wear rate are calculated using Eqs. (1) and (2).
In both cases, theweight before and after machiningwasmeasured using the Contech
analytical balance having resolution of 0.0001 gm. The Taylor Hobson Surtronic 3
+ surface roughness tester was used to measure the surface roughness.

MRR and TWR were calculated as

Table 1 Chemical composition of NIMONIC 80A

Elements C Si Mn Cu Cr Fe Ti Al Co Ni

% 0.031 0.363 0.053 0.0403 20.03 2.268 2.63 1.387 0.4013 Bal

Fig. 1 Experimental arrangement and EDM machined samples



994 G. Vishnu Pramod Teja et al.

Table 2 Machining parameters and their levels

Factors Units Levels

Low (−1) Medium (0) High (1)

Current A 3 9 15

Pulse on time (Ton) µs 300 600 900

Pulse off time (Toff) µs 30 60 90

Table 3 Experimental layout and recorded results

Exp. run Input parameters Output parameters

Current (A) Ton (µs) Toff (µs) MRR
(gm/min)

TWR
(gm/min)

SR (µm)

1 3 300 60 0.00251 0.00066 1

2 15 300 60 0.29843 0.00274 7.5

3 3 900 60 0.00205 0.00062 1.4

4 15 900 60 0.34988 0.00279 7.4

5 3 600 30 0.00221 0.00074 1.2

6 15 600 30 0.30673 0.00225 6.8

7 3 600 90 0.00211 0.00147 1.2

8 15 600 90 0.2253 0.00238 8.1

9 9 300 30 0.09691 0.00082 5.6

10 9 900 30 0.04035 0.00086 5

11 9 300 90 0.06554 0.00215 5.8

12 9 900 90 0.04906 0.00194 4

13 9 600 60 0.06608 0.00157 4.8

14 9 600 60 0.07427 0.00152 5.5

15 9 600 60 0.06998 0.00172 5.2

16 9 600 60 0.06705 0.00192 5.6

17 9 600 60 0.05517 0.00068 3.8

MRR = Wwb −Wwa

t
(1)

TWR = Wtb −Wta

t
(2)

whereasWwb andWwa are the weight of the Nimonic 80A before and after machining
correspondingly.

W tb and W ta are the weight of the copper electrode before and after machining
correspondingly, t = time of machining (min).
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3 Results and Analysis

The Stat-EaseDesign Expert 11 software is used to analyze the experimentalmachin-
ing characteristics and it is shown in Table 3. ANOVA is performed, to check the
goodness and suitability of fitness of themodel, and themodel adequacy examination
comprises: the test for significance of the regression model, test for significance on
model coefficients and test for lack of fitness.

3.1 Material Removal Rate

Fitness test summary from statistical analysis is a recommended quadratic model
for material removal rate. Non-significant terms, i.e., p-value greater than 0.1, are
eliminated by the backward elimination in order to improve model accuracy. The
reduced ANOVAmodel for MRR is shown in Table 4. Obtained regression equation
for MRR is shown in Eq. 3.

1

SQUARE ROOT(MRR)
= 32.40230− 5.19928× CURRENT+ 0.006579

× Ton − 0.016653× Toff − 0.000315× CURRENT

× Ton − 0.000032× Ton × Toff

+ 0.209462× CURRENT2

Table 4 Reduced ANOVA for MRR

Source Sum of squares DOF Mean F-value p-value

Model 1000.19 7 142.88 4032.58 <0.0001 Significant

A—Current 753.78 1 753.78 21273.80 <0.0001

B—Ton 2.38 1 2.38 67.09 <0.0001

C—Toff 0.1326 1 0.1326 3.74 0.0851

AB 1.28 1 1.28 36.23 0.0002

BC 0.3349 1 0.3349 9.45 0.0133

A2 240.08 1 240.08 6775.72 <0.0001

C2 0.3841 1 0.3841 10.84 0.0093

Residual 0.3189 9 0.0354

Lack of fitness 0.1224 5 0.0245 0.4982 0.7682 Non-significant

Pure error 0.1965 4 0.0491

Cor total 1000.51 16

R2 = 0.9997 Adeq precision = 159.119

Adjusted R2 = 0.9994 Predicted R2 = 0.9989
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+ 0.000335× Toff2 (3)

Influence of machining parameters such as current (A), Ton and Toff on MRR
The influence of current on MRR at constant T on (600 µs) and T off (60 µs) is
shown in Fig. 2. It shows that MRR increases with increasing the current. Spark
discharge is increased with increase in the input energy, i.e., current. Hence, melting
and vaporization of the metal take place. Hence, increase in MRR is observed. The
effect of T on onMRR at constant current (15 A) and T off (90µs) is shown in Fig. 3. It
shows that MRR increases with increase in pulse on time. This is to be happened due
to the fact that rise in T on, spark per input energy increases; it results in high-level
erosion on the workpiece. Hence, results in the increase of MRR. The effect of T off

on MRR at constant current (9 A) and T on (600 µs) is plotted in Fig. 4. It shows
that MRR decreases with increase in pulse off time. This happens due to fact that
increase in T off causes the reduced plasma channel, which reduces the positive ions
on the work surface, resulting in decreased MRR.

Fig. 2 Influence of current
on MRR
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3.2 Tool Wear Rate

Fitness test summary from statistical analysis is a recommended linear model for tool
wear rate. Separate ANOVA was conducted for tool wear rate also, and the model
F-value is 12.08 and lack of fit F-value is 0.5917. From this, one can conclude that
the model is significant. Regression equation for TWR is

TWR = −0.000450+ 0.000136× CURRENT

− 3.67908E − 09× Ton + 0.000014× Toff (4)

Influence of machining parameters such as current (A), Ton and Toff on TWR
The effect of current on TWR at constant T on (600 µs) and T off (60 µs) is shown
in Fig. 5 and increase in the TWR was observed with increase in the current. With
increase in the current, sparks (discharges) will be more, which results in more
melting and vaporization of tool material. The effect of T on on TWR at constant
current (9 A) and T off (60 µs) is shown in Fig. 6. It shows no variation in TWR
with increase in T on. This may be due to the deposition of carbon on the tool, which
results in no variation on the TWR. The effect of T off on MRR at constant current
(9 A) and T on (600 µs) is shown in Fig. 7, and it was observed that TWR slightly
increases with the increase in the pulse off time. Pulse off time directly connects to
the flushing time. If the pulse off time is more means flushing time is also more.
During flushing, debris as well as loosely connected material to the electrode cleared
between the inter-electrode gap may result in increase in the TWR.

Fig. 5 Influence of current
on TWR
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Fig. 7 Influence of Toff on
TWR
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3.3 Surface Roughness

Fitness test summary from statistical analysis is a recommended linear model for
surface roughness. Separate ANOVA was conducted for surface roughness also, and
the model F-value is 51.74 and lack of fit F-value is 0.9324. From this, one can
conclude that the model is significant. Obtained regression equation for the SR is
shown below.

SR = +0.412500+ 0.520833× CURRENT

− 0.000875× Ton + 0.002083× Toff (5)

Influence of machining parameters such as current (A), Ton and Toff on SR
Figure 8 relates the effect of current on surface roughness for a constant T on (600µs)
andT off (60µs). From theANOVA, it was observed that current is themost contribut-
ing parameter with F-value 154.06. With increase in the current, surface roughness
increases and increase is almost linear. Due to increase in the current, the discharge
energy increases and generates violent sparks and impulse force. So, deeper and
larger craters are formed on the surface of workpiece, and after sparking, debris was
not properly washed out on the surface of the workpiece. Hence, the residues stay
behind at the crater edge to form rough surface. Figure 9 shows the effect of T on on
surface roughness for a constant current (9 A) and T off (60 µs). It shows that surface
roughness linearly decreases with increase in pulse on time. This may be happened
due to more material gets melted on surface of the work. As T off was 60 µs, proper
flushing was done, resulting in the cleaner surface with less or no debris. Hence,
results in lesser surface roughness. Figure 10 shows the effect of T off on surface
roughness for a constant current (9 A) and T on (600 µs). It shows that with pulse off
time surface roughness increases. As the pulse off time increases, re-solidification

Fig. 8 Influence of current
on SR
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Fig. 9 Influence of Ton on
SR
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time increases on the machined surface. Hence, results in increase in the surface
roughness.

3.4 Optimization

Optimization was performed using desirability function in Stat-Ease Design Expert
11 software. The optimized parameters are as follows: maximum value of MRR
(0.002 gm/min) and minimum value of TWR (0.0001 gm/min) and SR (0.004 µm),
respectively, at “3 A” current, “900 µs” pulse on time and “30 µs” pulse off time
with the desirability value 0.988. In order to confirm this optimization level, two
confirmation experiments were conducted and the confidence levels were checked.
Hence, this model can be used for predication of MRR, TWR and SR at 95% level
of confidence.

4 Conclusions

The following conclusions were noted as per the experimental study.

1. The ANOVA results show the current and pulse on time are the most significant
parameters of MRR and only current is contributing parameter for TWR and SR.

2. MRR increases with the current and pulse on time and decreases with pulse off
time.

3. TWR increases with the current and pulse off time and not much variation in
pulse on time.



1000 G. Vishnu Pramod Teja et al.

4. SR increases with increase in the current and pulse off time and decreases with
increase in pulse on time.

5. The optimum parameters are as follows: maximum value of MRR and minimum
value of TWR and SR are current 3 A, pulse on time 900 µs and pulse off time
30 µs with the desirability value 0.988.

References

1. EzugwuEO,Wang ZM,MachadoAR (1999) Themachinablilty of nickel-based alloys: a review.
J Mater Process Technol 86:1–16

2. Goswani A, Jatinder K (2014) Optimization in wire–cut EDM of Nimonic 80A using Taguchi’s
approach and utility concept. Eng Sci Technol Int J 17:173–184

3. Gowthaman S, Balamurugram K, Manoj Kumar P, Ahamed Ali SK, Mohan kumar KL, Vijaya
Ram Gopal N (2018) Electrical discharge machining studies on monel-super alloy. Procedia
Manuf 20:386–391

4. Chandramouli S, Eswaraiah K (2018) Experimental investigation of EDM process parameters
in machining of 17–4 PH steel using Taguchi method. Mater Today Proc 5:5058–5067

5. VikramReddy V, Shiva Krishna B, Vamshi Krishna P, ShashidharM (2016) Influence of process
parameters on performance characteristics during EDM of aluminium alloy 6082. Int J Eng Res
Technol 5

6. Sourabh S, Raj B, Amaresh K (2017) Investigation of material removal rate and tool wear rate
on electrical discharge machining of Incoloy 800HT by using response surface methodology.
Mater Today Proc 4:10603–10606

7. Mohanty CP, Mahapatra SS, Singh MR (2014) A particle swarm approach for multi-objective
optimization of electrical discharge machining process. J Intell Manuf 6:1171–1190



Optimization of Minimum Quantity
Lubrication Parameters

M. Amrita , R. R. Srikant and V. S. N. Venkata Ramana

Abstract Cutting fluids are inevitable in manufacturing industries due to their cool-
ing and lubricating properties. But their applications in large quantities pose serious
threat to biological bodies in the oceans and rivers when disposed untreated. Strict
rules and fines imposed by most of the countries on such industries created an eco-
nomic and environmental concern. This led to research in finding alternativemethods
to either eliminate or reduce the usage of cutting fluids. Minimum quantity lubrica-
tion (MQL) is one of such methods being widely tested to replace flood machining.
Application of cutting fluid as MQL requires decision of choosing the optimum
MQL parameters, i.e., air pressure, cross-sectional area of nozzle and coolant flow
rate. The present paper deals with optimizing these MQL system parameters in order
to minimize cutting forces and surface roughness using conventional soluble oil as
coolant. Coolant flow rate and quantity of air supplied were found to contribute the
most to cutting forces and surface roughness, respectively.
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1 Introduction

Almost all manufacturing industries involve a section containing machine tools used
for metal cutting operations. In order to increase the tool life and to reduce the cost
of machining, cutting fluids are applied in large quantities as flood machining. Dis-
posal of untreated used cutting fluids to water bodies like rivers and oceans poses
serious threat to biological bodies. Strict rules and fines are imposed by most of
the countries on such industries. This created economic and environmental concern,
which led to research in finding alternative methods to either eliminate or reduce
the usage of cutting fluids [1]. Minimum quantity lubrication (MQL) is one of such
methods being widely tested to replace flood machining. Most of the researchers
applied MQL to machining and found it to be effective over dry and flood machining
[2–5]. Awale et al. [2] investigated the influence of different machining conditions
on surface integrity while grinding hardened H13 die steel. Machining conditions
used were dry machining, flood machining and MQL application using three types
of fluids: distill water, paraffin oil and vegetable oil. MQL application of all three flu-
ids resulted in improved surface finish compared to dry and flood machining. MQL
application of vegetable oil showed best surface integrity compared to other MQL
applications due to its high viscosity which provided better lubrication. Lohar and
Nanavaty [3] evaluated effectiveness ofMQL application over dry and floodmachin-
ing while performing hard turning of AISI 4340 using CBN cutting tool. Machining
was performed at varying speed, feed and depth of cut. Taguchi designs of experi-
ments are used. MQL was found to reduce the cutting forces compared to dry and
flood machining. Machining temperatures were found to reduce by approximately
36%, and surface finish was found to improve by 30%with the application of cutting
fluid as minimum quantity lubrication. NareshBabu et al. [4] performed end milling
of AISI 304 steel using flood lubrication and MQL application of olive oil. MQL
application of olive oil was found to reduce surface roughness and tool wear. Com-
pared to flood machining, MQL application reduced tool wear by 70% and surface
roughness by 66%. Ball bearing effect of minute droplets of MQL led to better lubri-
cation than floodmachining. Maruda et al. [5] investigated the influence of minimum
quantity lubrication (MQL), minimum quantity cooling and lubrication (MQCL) and
extreme pressure and anti-wear additives in minimum quantity lubrication (MQL +
EP/AW) in turning hard to machine material—austenitic steel 316L. Machining was
performed in the range for speed: 70–400 m/min, feed: 0.05–0.35 mm/rev and depth
of cut 0.5 mm. In the considered range, extreme pressure and anti-wear additives
in minimum quantity lubrication showed best surface finish. Surface valley depths
were found to be more with MQL + EP/AW which acted as reservoirs for cutting
oil providing better lubrication, while surface peak heights were found to be more
with dry machining, which reduced contact area and hence high contact pressure.
In order to further increase the effectiveness of MQL, application of nanofluids is
being investigated. Few of the researchers performed machining using nanofluids,
which are applied as MQL during machining [6–10]. Babu et al. [6] evaluated per-
formance of copper-dispersed coconut oil as flood machining and minimum quantity
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lubrication while machining EN24 steel at varying speeds and feeds. Application of
cutting fluid as MQL was found to be effective over flood machining in improv-
ing surface finish and reducing tool wear. Use of copper nanoparticles has reduced
the surface roughness and tool wear in flood application as well as MQL applica-
tion. This improvement in performance was due to enhanced thermal conductivity of
copper-dispersed oil. Sharma et al. [7] investigated the influence ofMQL application
of cutting fluid containing hybrid nanoparticles, molybdenum disulfide (MoS2) and
alumina (Al2O3) at varying speeds, feed, depth of cut and volume concentrations.
Tribological tests were also performed which showed least coefficient of friction
with hybrid mixture of MoS2–Al2O3 compared to individual nanoparticles in base
fluid. Same combination showed best performance in machining also. Yıldırım et al.
[8] investigated the performance of MQL application of hexagonal boron nitride in
ester-based cutting oil, while machining Inconel 625 0.5 vol.% hBN MQL showed
highest tool life and best surface finish. Hegab et al. [9] simulated nanofluid appli-
cation in machining and found good agreement in cutting forces from experimental
as well as simulated conditions. Li et al. [10] investigated effect of different nanoflu-
ids and its concentration on surface tension and contact angle. Surface tension was
found to increase, and contact angle was found to decrease with use of nanoparticles
and also with increase in the concentration of nanoparticles. Though a lot of work
is being done on application of cutting fluids as MQL, tests should be performed at
optimum MQL parameters to get best output.

MQL systems may be classified as MQL with external supply and MQL with
internal supply. In the former case, cutting fluid is supplied externally, while in latter
case, cutting fluid is supplied through the tool. MQL can be externally supplied in
two ways as shown in Fig. 1: MQL-1, where cutting fluid along with compressed air
is supplied to a nozzle and aerosol is formed just after the nozzle; andMQL-2, where
aerosol is prepared separately in a closed chamber and is supplied to the cutting
zone using conventional nozzle. Before the application of cutting fluid as MQL to
any machining, a proper study of all the process parameters has to be carried out,
to understand its influence in machining responses. The present work deals with the
study of effect of process parameters of MQL Unist coolubricator on cutting forces
and surface roughness while machining AISI 1040 steel.

2 Experimentation

Machining is performed on widely used medium carbon steel AISI 1040 at constant
cutting parameters: cutting speed of 560 rpm, feed: 0.15 mm/rev and depth of cut:
0.5 mm. Unist coolubricator shown in Fig. 2 is used to apply conventional cutting
fluid (ServoCut—water soluble oilmixedwithwater in ratio 1:19) asminimumquan-
tity lubrication. It consists of different parts like air filter, solenoid valve, positive
displacement metering pumpwhich precisely supplies cutting fluid at 0.03ml/stroke,
pneumatic pulse generatorwhich controls the pumpcycle rate (pulses/min), airmeter-
ing screw which controls the supply of air, pump stroke adjustment to control the
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Fig. 1 External MQL
supply [1]

Fig. 2 Unist coolubricator
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Table 1 Levels and parameters considered

Level 1 Level 2 Level 3

Air pressure (psi) (A) 70 75 80

Cross-sectional area of nozzle (mm2) (B) 2 4 6

Coolant flow rate (ml/min) (C) 0.3 0.6 1.2

quantity of coolant/lubricant and fluid reservoir to store cutting fluid. Of all the parts,
three mainMQL system parameters are air pressure; air quantity, which is controlled
by air metering screw; and lubricant/coolant quantity, which is controlled by pulse
generator. Air quantity is varied by adjusting the air metering screw to half turn, three
fourth turn and full turn, which changes the outlet cross-sectional area of air nozzle
from 2mm2 to 4mm2 to 6mm2. Quantity of lubricant is varied by adjusting the pulse
generator to 10, 20 and 40 which supplies lubricant at rate 0.3 ml/min, 0.6 ml/min
and 1.2ml/min, respectively. Levels and parameters considered are shown in Table 1.
Taguchi L9 experiments are conducted. Each experiment is conducted thrice. Nozzle
is placed such that cutting fluid is applied at the back of the chip. Cutting forces are
measured using Kistler dynamometer (model: 9272) and their resultant is used for
further analysis. Surface roughness is measured using Mitutoyo Surftest 301 J.

3 Results and Discussions

Table 2 shows the input parameters and responses, i.e., resultant cutting forces and
surface roughness with all experiments. Figure 3 shows the main effect plots for
resultant cutting force and surface roughness. Table 3a shows the response table for
cutting forces, and Table 3b shows the response table for surface roughness.

The main effect plot for resultant cutting forces (Fig. 3a) shows that with increase
in air pressure, cutting forces decreased and then increased. Increase in air pressure
from 70 to 75 psi may have caused effective entry of cutting fluid to the cutting zone,
leading to better lubrication and hence decrease in cutting forces. Further increase
in air pressure reduces the quantity of lubricant and hence led to increase in cutting
forces. Increase in air pressuremay have increased the spray angle, leading to reduced
entry of coolant in the cutting zone. Adjusting the pulse generator led to change
in number of strokes per minute, leading to increase in supply of coolant at rates
0.3 ml/min, 0.6 ml/min and 1.2 ml/min. Main effect plot shows that with increase in
coolant flow rate, cutting forces have decreased. More quantity of coolant may have
caused better lubrication leading to decrease in cutting force. The response table for
cutting forces is shown in Table 3a, and it shows that coolant flow rate influences
cutting forces the most followed by cross-sectional area of nozzle.

Main effect plots for surface roughness (Fig. 3b) show that with increase in air
pressure, surface roughness has reduced. Increase in air pressure led to easier evac-
uation of chips from the cutting zone, preventing them from rubbing against the
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Fig. 3 a Main effect plot for resultant cutting forces, b main effect plot for surface roughness

workpiece, leading to better surface finish. With increase in area of cross section of
nozzle from 2 to 4mm2, surface roughness has decreased and then slightly increased.
With increase in the area of cross section of nozzle from 2 to 4 mm2, quantity of air
supplied increased, leading to better mist formation. This might have lead to better
lubrication in cutting zone leading to improved surface finish. With further increase
in opening of cross section of nozzle from 4 to 6 mm2, surface finish remained stable
showing no further increase in lubrication. Variation in coolant flow rate does not
have much influence on surface roughness, as the inclination of the line is less. This
can also be seen from response Table 3b, which shows that area of cross section of
nozzle highly influenced surface roughness followed by air pressure.

Tables 4 and 5 show the ANOVA table for cutting forces and surface rough-
ness respectively. ANOVA table for cutting forces shows that factor C, i.e., coolant
flow rate, contributes to cutting forces the most, followed by factor B, i.e., cross-
sectional area of nozzle. This is in line with the conclusion drawn from response
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Table 3 (a) Response table for resultant cutting forces, (b) response table for surface roughness

Level Air pressure (psi) (A) Cross-sectional area of
nozzle (mm2) (B)

Coolant flow rate (ml/min)
(C)

(a)

1 365.2 330.6 426.3

2 297.1 414.4 360.9

3 385.7 303.0 260.9

Delta 88.6 111.4 165.4

3 2 1

(b)

1 4.198 4.237 3.843

2 3.562 3.503 3.660

3 3.502 3.522 3.758

Delta 0.697 0.733 0.183

2 1 3

Table 4 ANOVA for cutting forces

Source DF Seq SS Adj SS Adj MS F p % Contribution

A 2 38,718 38,718 19,359 4.44 0.025 12.43

B 2 60,565 60,565 30,282 6.95 0.005 19.45

C 2 124,937 124,937 62,468 14.33 0.000 40.12

Error 20 87,164 87,164 4358

Total 26 311,383

Table 5 ANOVA for surface roughness

Source DF Seq SS Adj SS Adj MS F p % Contribution

A 2 2.68287 2.68287 1.34143 16.60 0.000 35.3

B 2 3.14802 3.14802 1.57401 19.48 0.000 41.4

C 2 0.15152 0.15152 0.07576 0.94 0.408 1.99

Error 20 1.61572 1.61572 0.08079

Total 26 7.59812

Table 3a. ANOVA table for surface roughness shows that factor B, i.e. cross-sectional
area of nozzle, contributes to surface roughness themost, followedby factorA, i.e., air
pressure. This is in line with the conclusion drawn from response Table 3b. Figure 3a
shows that optimal MQL parameters which minimize cutting forces are A2B3C3 and
that minimize surface roughness are A3B2C2.
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4 Conclusions

1. Coolant flow rate contributes the most followed by cross-sectional area of nozzle
to cutting forces generated during machining AISI 1040.

2. Air metering screw, which controls the cross-sectional area of nozzle and hence
the quantity of air supplied, contributes the most followed by air pressure to
surface roughness generated during machining AISI 1040.

3. Optimum MQL parameters which minimize cutting forces are A2B3C3, i.e., air
pressure of 75 psi, nozzle cross-sectional area of 6 mm2 and coolant flow rate of
1.2 ml/min with conventional soluble oil as coolant.

4. OptimumMQL parameters which minimize surface roughness are A3B2C2, i.e.,
air pressure of 80 psi, nozzle cross-sectional area of 4 mm2 and coolant flow rate
of 0.6 ml/min with conventional soluble oil as coolant.

References

1. AstakhovVP (2008)Machining—Fundamentals and Recent Advances. In: Ecological machin-
ing: near-dry machining. Springer, Berlin

2. Awale AS, Srivastava A, Vashista M, Yusufzai MK (2019) Influence of minimum quantity
lubrication on surface integrity of ground hardened H13 hot die steel. Int J AdvManuf Technol
100(1–4):983–997

3. Lohar DV, Nanavaty CR (2013) Performance evaluation of minimum quantity lubrication
(MQL) using CBN tool during hard turning of AISI 4340 and its comparison with dry and wet
turning. Bonfring Int J Ind Eng Manage Sci 3(3):102–106

4. NareshBabu M, Anandan V, Muthukrishnan N, Santhanakumar M (2019) End milling of AISI
304 steel using minimum quantity lubrication. Measurement 138:681–689

5. Maruda RW, Wojciechowski S, Krolczyk GM, Pimenov DY, Legutko S (2019) The influence
of EP/AW addition in the MQL method on the parameters of surface geometrical structure in
the process of turning 316L steel. In: Advances in manufacturing engineering and materials.
Springer, Cham, pp 341–350

6. Babu MN, Anandan V, Muthukrishnan N (2019) Analysis of EN24 steel in turning process
with copper nanofluids under minimum quantity lubrication. J Brazilian Soc Mech Sci Eng
41(2):101

7. Sharma AK, Singh RK, Dixit AR, Tiwari AK, Singh M (2019) An investigation on tool
flank wear using Alumina/MoS2 hybrid nanofluid in turning operation. In: Advances in
manufacturing engineering and materials. Springer, Cham, pp 213–219
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Experimental Investigation
and Mathematical Modeling for
Material Removal and Tool Wear
in Making of Rectangular Channels
by Electric Discharge Machining (EDM)
on Aluminum–Boron Carbide Composite
Sintered Preform

Suresh Gudipudi, Selvaraj Nagamuthu, Kanmani Subbu Subbian
and Surya Prakasa Rao Chilakalapalli

Abstract Boron carbide (B4C) particulate Aluminum (Al) metal matrix composites
(MMCs) are highly demanded due to their specific strength in aerospace, defense,
and nuclear sectors. The controllable porosity which causes the good toughness and
the forming limit values can be obtained for these MMCs synthesized by powder
metallurgy route. But the porosity level had great influence on the machinability
of these MMCs by electric discharge machining (EDM). In the present work, cold
compaction followed by sintering of Al and B4C powders was used to fabricate the
MMC specimen. The density and hardness were estimated by Archimedes principle
andVickersmicrohardness test, respectively. The feasibility of EDMof the fabricated
MMC at high porosity level (12%) was evaluated through pilot experimental runs.
The full factorial experimental design with three parameters of three levels each
(total runs 33 = 27) is used for experimentation. The influence of electrical process
conditions such as discharge current (I), pulse-on duration (T-On), and pulse-off
duration (T-Off) on material removal rate (MRR) and tool wear rate (TWR) was
studied. A mathematical model was formulated to represent the process. Analysis
of variance (ANOVA) was performed to identify the significant parameters affecting
the material removal rate (MRR) and tool wear rate (TWR). Results revealed that
the developed model was adequate to represent the process with R-square values of
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94.9%, and 83.82% for MRR and TWR, respectively. Results also showed that the
discharge current had a significant effect on the MRR and TWR.

Keywords B4C · Porosity · Electric discharge machining (EDM) · Material
removal rate (MRR)

1 Introduction

The specific mechanical properties of Al–B4C particulate MMCs are highly appre-
ciable in the high technology industries such as nuclear, friction, and computer hard
disks [1]. These MMCs had great flexibility during processing by solid-state pow-
der synthesis route to achieve significant improvement of required property in the
specified application. The flexibility in terms of varying processing conditions which
affect the desired property was explored by researchers [2]. The effect of compaction
pressure, sintering temperature and milling time on density, and bending strength
of these MMCs (Al–10 wt%B4C) were extensively studied by Abinojar et al. [3].
Mohanty et al. [4] explored the effect of weight proportion of the B4C particles in the
range of 0–25% for density, electrical conductivity, hardness, and flexural strength.
Karako [5] studied the effect of B4Cwt% onmechanical properties and suggested the
10wt% and 5wt% for improved fracture toughness and tensile strength, respectively.
Chang et al. [6] developed models to predict the electrical resistivity of the MMCs
and compared experimentally. The high-temperature mechanical properties are also
witnessed by Onoro et al. [7] of Al alloy–B4CMMCs. The tremendous improvement
in mechanical properties of Al–15 wt% B4C–1.5 wt% Co MMC was also reported
by Ghasali et al. [8].

The machinability studies of these MMCs by conventional machining methods
are also found rarely. Moreover, those methods phasing challenges are because of the
presence of hard B4C particles such as premature failure of the cutting tool, high tem-
perature at work–cutting tool–chip interfaces, fluctuation in cutting forces, worn out
cutting tool profile geometry, dimensional inaccuracy and lack of surface integrity
of the finished product [9]. Therefore, a non-conventional method, electric discharge
machining (EDM), is being reported as a potential process to overcome these lim-
itations while machining of MMCs. In EDM, the material removal takes place by
precisely controlled sparks that occur between a tool (electrode) and a workpiece
separated with a specific small gap (spark gap) in the presence of a dielectric fluid
such as hydrocarbon oil or deionized water. Vaporization of work material occurs
due to intensive heat of generated spark (high frequency) between tool and work
electrodes for a very short span of time (microseconds). Non-contacting type, low
MRR during EDM/Micro EDM process is attributed to attaining high surface finish
and dimensional accuracy [10–12].

From the reported literature, it was observed that the level of porosity and the vol-
ume/weight fraction of B4C particles had a great impact on the electrical, thermal,
and mechanical properties of the MMCs. The high-level porosity and unavoidable
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changes in the electrical conductivity in the fabricated MMCs by this powder met-
allurgy route will affect the machining (EDM) performance [13]. Therefore, the
present study is conducted to check the feasibility of EDM of the high porous (12%)
Al-6 wt% B4C MMC and to optimize the process conditions to improve MRR.

2 Materials and Methods

2.1 Fabrication of MMC Work Specimen and Tool Electrode

Pure aluminum in the powder form of 325 mesh (99.9% pure, SRL laboratory) and
the B4C particles of average size 35 µm (99.9% pure, Supertek dies, Delhi.) were
used as matrix and reinforcement (RF) phases, respectively. The scanning electron
microscope image and X-ray diffraction pattern of B4C particulates were shown in
Fig. 1a, b. The B4C particulates of 6 weight percentage (wt%) were added to the Al
powder particles and mixed thoroughly in a ceramic bowl manually for 30 min. The
matrix and RF particle mix were compacted (cross section of 30 mm × 30 mm) at
room temperature in the metallic die under 500 kN capacity hydraulic press. The
loading rate and dwell during compaction were set as 1 mm/sec and 90 min, respec-
tively, till the pressure of 280 MPa is achieved. The compacted green specimen was
sintered in a tubular furnace under argon atmosphere. The theoretical and experi-
mental densities of the sintered MMC specimen were measured by a rule of mix and
Archimedes principle. The hardness (HV) was measured by Vicker’s microhardness
test (model: Economet VH 1MD) at a load of 100 g with dwell about 10 s. The
microstructure was studied under the optical microscope (Model HUVITZ LUSIS
HC-30MU). The XRD pattern of the MMC specimen was compared to the pure
Al as shown in Fig. 1c. The photographs of a die, hydraulic press setup, and com-
pacted MMC specimen were shown in Fig. 2. The sintering of MMCwas carried out
under argon atmosphere in tubular furnace. The sintering cycle consists of heating
theMMC at rate of 2 °C/min up to 100 °C (hold for 20 min), 1.5 °C/min up to 250 °C

(b) (c)(a)

Fig. 1 a SEM micrograph of B4C particulates, b XRD pattern of B4C, c Comparison of XRD
pattern of pure Al and Al-6 wt% B4C
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Fig. 2 Photographs and SEM micrographs of Al-6 wt% B4C MMC and Cu-tool

(hold for 10 min), and 7 °C/min up to 600 °C (hold for 90 min) followed by furnace
cooling (approximately 270 min).

2.2 Sinker EDM of a Rectangular Channel—Experimental

The diesinker EDMmachine (Model PSR-20, Ratnaparkhi, India.) was used to make
the rectangular channels in the fabricated Al-6 wt% B4C MMC specimen. The tool
materialmade of copper (Cu) of 1mm thicknesswas preciselymachined throughwire
EDM.The average surface roughness of the tool electrode andMMCwork specimens
were measured with a surface profilometer (Model: Taylor Hobson Surtronic S128)
as 1.02µmand1.03µm, respectively. The tool-work arrangement of positive polarity
was continuously flushed with commercial EDM oil as a dielectric. Tool electrode
was vertically fed toward thework until it reaches the spark discharge gap of 0.25mm.
At this stage, a high electric potential (105± 10 V) was applied to initiate the plasma
in the spark gap by the breakdown of the dielectric. The discharge voltage was
maintained to the value 55 ± 10 V. As a result, melting and vaporization of the work
material were occurred due to the intensive heat of generated plasma (high frequency)
in a very short span of time (microseconds). Hence, the crater was created on the
working specimenwhich replicates the shape of the tool electrode. Pilot experimental
runs were conducted based on the available specifications of the EDM setup to fix
the range for input experimental conditions. The varied input parameters with their
levels and the full factorial experimental design were represented in Tables 1 and
2, respectively. The present study considered the material removal rate (MRR) and
tool wear rate (TWR) for fixed machining time of 2 min as response variables. MRR
and TWR were estimated by the weight difference before and after machining of
unit time upon the measured density. The photographs of the tool (Cu) and work
specimens of EDM machined slots were shown in Fig. 2.



Experimental Investigation and Mathematical Modeling … 1015

Table 1 Representation of EDM experimental conditions

Fixed parameters Type/value

Polarity Straight (Positive)

Spark open voltage 105 ± 10 V

Discharge gap voltage 65 V

Tool electrode Cu

Machining time 2 min

Work Al-6 wt%B4C MMC

Thickness of the tool 1.00 ± 0.04 mm

Varied parameters and their levels

Factor code, Parameter Level 1 Level 2 Level 3

A. Discharge current, I (A) 4 6 8

B. Pulse duration on time, T-on (µs) 25 45 65

C. Pulse duration off time, T-off (µs) 24 36 48

Performance output (response variable)

Response variable 1 Material removal rate, MRR (mm3/min)

Response variable 2 Tool wear rate, TWR (mm3/min)

3 Results and Discussion

The full factorial experimental representation for response values is shown in Table 2.
The regressions equation was developed to represent the process for the responses
and ANOVA was performed. The multiple regression coefficients of the developed
models indicate that the model can explain variation in MRR and TWR to the extent
of 94.90% and 83.82%, respectively. Thus, the developed mathematical models are
adequate to represent the EDM process. ANOVA revealed that the discharge cur-
rent having p-values as 0.000 and 0.007 for both the MRR and the TWR, respec-
tively. Hence, the discharge current is the most significant parameter affecting both
responses. The main effect and interaction plots for MRR and TWR were shown in
Figs. 3 and 4, respectively. From these plots, it was observed that the high discharge
current values improve the MRR and TWR. The reason is the amount of heat energy
transferred to both the tool and work increases as current increases (Tables 3 and 4).

3.1 Regression Equation for MRR

MRR = 1.41 + 0.127 A + 0.0163 B − 0.0895C − 0.0024 A2 − 0.000669 B2

+0.00101C2 + 0.00538 A ∗ B + 0.00240 A ∗ C + 0.000183 B ∗ C
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Table 2 Representation of full factorial experimental design

Standard
Order

Run order Factor, A
Current
(A)

Factor B,
T-On (µs)

Factor C,
T-Off (µs)

Response
1 MRR
(mm3/min)

Response
2 TWR
(mm3/min)

10 1 6 25 24 2.119 0.065

22 2 8 45 24 3.188 0.091

13 3 6 45 24 2.328 0.049

3 4 4 25 48 0.995 0.006

21 5 8 25 48 2.572 0.117

23 6 8 45 36 2.508 0.013

14 7 6 45 36 1.655 0.085

1 8 4 25 24 1.203 0.04

4 9 4 45 24 0.618 0.06

27 10 8 65 48 2.954 0.103

6 11 4 45 48 1.331 0.036

19 12 8 25 24 2.137 0.099

12 13 6 25 48 2.248 0.089

26 14 8 65 36 2.995 0.038

9 15 4 65 48 0.379 0.015

16 16 6 65 24 1.462 0.038

18 17 6 65 48 1.308 0.036

5 18 4 45 36 0.731 0.001

2 19 4 25 36 1.117 0.017

24 20 8 45 48 2.867 0.109

15 21 6 45 48 1.898 0.061

25 22 8 65 24 1.894 0.075

20 23 8 25 36 2.071 0.075

17 24 6 65 36 1.386 0.031

7 25 4 65 24 0.402 0.026

8 26 4 65 36 1.016 0.069

11 27 6 25 36 1.17 0.045

3.2 Regression Equation for TWR

TWR = 0.185 + 0.0087 A + 0.00143 B − 0.01294C − 0.00011 A2 − 0.000004 B2

+0.000142C2 − 0.000255 A ∗ B + 0.000463 A ∗ C + 0.000003 B ∗ C
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Fig. 3 Main effect and interaction plots for MRR

Fig. 4 Main effect and interaction plots for TWR

Table 3 ANOVA for MRR

Source of
variation

Degree of
freedom

Sum of square Mean square F-value P-value

Model 18 16.4353 0.9131 8.27 0.002

Linear 6 13.9891 2.3315 21.13 0.000

A 2 13.1658 6.5829 59.66 0.000

B 2 0.6175 0.3088 2.80 0.120

C 2 0.2058 0.1029 0.93 0.432

2-Way
interactions

12 2.4462 0.2039 1.85 0.195

AB 4 0.8620 0.2155 1.95 0.195

AC 4 0.6252 0.1563 1.42 0.312

BC 1 0.9590 0.2397 2.17 0.163

Error 8 0.8827 0.1103

Total 26 17.3181
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Table 4 ANOVA for TWR

Source of
variation

Degree of
freedom

Sum of square Mean square F-value P-value

Model 18 0.024061 0.001337 2.30 0.115

Linear 6 0.014622 0.002437 4.20 0.033

A 2 0.011241 0.005621 9.68 0.007

B 2 0.000842 0.000421 0.73 0.513

C 2 0.002539 0.001269 2.19 0.175

2-Way
interactions

12 0.009438 0.000787 1.36 0.341

AB 4 0.002739 0.000685 1.18 0.389

AC 4 0.005643 0.001411 2.43 0.133

BC 1 0.001056 0.000264 0.45 0.767

Error 8 0.004643 0.000580

Total 26 0.028704

4 Conclusions

TheAl-6wt%B4C composite was successfully fabricated by powder synthesis route.
The porosity (due to fabrication method and conditions) and the electrical conductiv-
ity (due to less conductive B4C particle inclusion) of the composite affect the EDM.
The reason is the discharge phenomenon directly affected by the electrical conduc-
tivity of the tool and the work material. The porosity level and the size distribution
of pore in the composite will affect the crater volume and debris evacuation from the
machining zone. Hence, the present study proved that the machining of these MMCs
by EDM is possible, and the developed model was adequate to represent the process.
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Investigation on the Microstructure
and Mechanical Properties of AZ91D
Magnesium Alloy Plates Joined
by Friction Stir Welding

Nagabhushan Kumar Kadigithala and C. Vanitha

Abstract Friction stir welding (FSW) is an effective technique to join magnesium-
based alloys which are difficult to fusion weld. In this work, similar AZ91D Mg
alloy sheet of 3 mm thick butt joint was produced via friction stir welding at weld-
ing parameters such as rotational speed, welding speed, and tilt angle. The rotational
speedwas kept constant of 720 rpm, the welding speed varied from 25 to 75mm/min,
and tilt angle from 1.5° to 2.5°. Defect-free weld was obtained under 75 mm/min
welding speed and tilt angle of 1.5°. The microstructure of the parent alloy consists
of phases, namely primary α and eutectic β (Mg17Al12) in the as-received condition
(gravity die-cast) which was confirmed by X-ray diffraction (XRD) analysis. Micro-
scopic studies, tensile tests, hardness test, and fractographic studies were conducted.
Metallographic studies revealed different features in each zone depending on their
thermomechanical condition. A significant increase in hardness was observed in the
stir zone of weldment compared to parent alloy due to the recrystallized grain struc-
ture. The dendrite grain structure present in weldment was completely disappeared
and was transformed to fine grains in stir zone (SZ). The transverse tensile test result
of the weld specimen indicated that weldment was about 44.9% higher than the par-
ent alloy. Fractographic analysis of the friction stir welded specimen indicated that
the weld specimen failed through the brittle failure.
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1 Introduction

Mg-based alloys are transpiring as eminent material in the field of engineering, pecu-
liarly in the automotive and aeronautics field cause of their superior damping strength
and reusability, predominant strength-weight ratio, lower bulk density [1]. Thismate-
rial possesses a density of almost about 70% of Al materials, which are auspicious
engineering materials to enhance propellant efficiency peculiarly in industries like
automobile [2, 3]. Currently, these materials are predominantly utilized to originate
cast-based components. Their usability in wrought nature is lesser, and predictions
for the future are to advance in forthcoming years. However, the major disadvantage
of these materials for structural applications is enormous chemical activity primarily
on numerous occasions due to low joining and corrosion resistance [4]. Traditional
fusion welding of these alloys involve variety of challenges in obtaining defect free
welds [5].

The fusion welding of magnesium-based alloys is unreliable due to the above rea-
sons. Friction stir welding (FSW) is an appropriate bulk form technique to combine
Mg alloys that abolish joining imperfections collaboratedwith traditional fusion join-
ingmethods.Weldments originated throughFSWroutemanifest superiormechanical
characteristics like elasticity, tensile strength, and hardness with respect to traditional
joining techniques. FSW is a bulk form welding process that was innovated at TWI
(UK) in 1991 and was preliminarily implemented to combine Al alloys [6]. Because
of this dominance, FSW suits as a magnificent strategy for combining divergent met-
als like Ni-based alloys, Ti and Steel alloys [7]. Contrasting these superior strength
alloys, Mg materials have a lesser melting point and low strength that are suitable
for FSW like Al materials [1]. Numerous industrial grade Mg materials like AZ31,
ZM21 [8–10], and Mg–Zn–Y–Zr [11] are combined utilizing FSW route, producing
great outcomes above traditional fusion joining methods.

Nakata [12] had demonstrated numerous FS-joined Mg materials. Scholar delin-
eated that physical characteristics were enhanced above traditional fusion joining
route. Lee et al. [13] scrutinized specimen features of FSWed AZ91D Mg alloy
weldments and delineated that β intermetallic form was dissolved in stir region,
because of frictional heat involved. Cao et al. [14] have scrutinized impacts of probe
dimensional length and revolving speed on Friction stir lap weld of AZ31B-H24Mg
material having 2 mm dimensional thickness and demonstrated that by ascending
speed of rotation of tool, tensile shear load escalates preliminarily but de-escalates
by furthermore extending of rotational speed. Xunhong et al. [15] had scrutinized FS
butt jointAZ31Mgmaterial plates of 4mmdimensional thickness and delineated that
tensile characteristics of the specimen obtained 93% of the metal in bulk form and
breakage position was in HAZ region. Afrin et al. [10] explored FSWed AZ31B Mg
materials and delineated that grain in stir region and thermo-mechanically impacted
region encountered recrystallization and enlargement and the dimensional shape of
uniform grains, having tiny values of dual aspect proportion and fractal dimension.
Cavaliere et al. [16] has explored the impact of FSP on superplastic behavior of
Mg material, i.e., AZ91 and outlined that it manifested superior strength and ductile
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characteristics because of the tiny composition by processing technique at ambient
temperature with respect to bulk metal. Darras et al. [17] scrutinized the impact of
FSW on techno-commercial AZ31 Mg material and delineated that uniformity of
microstructure and purification of grain are attained in a solo FSP pass over the facet
of metal in bulk form. Zeng et al. [18] scrutinized the impact of FSW on AM50 Mg
materials and delineated that microstructural homogenization introduce finer size of
uniform grains accommodating α-Mg matrix and β phase. Rose et al. [19] scruti-
nized the impact of length-wise force throughout FSW of AZ61A Mg material and
delineated that it has a noteworthy impact on the generation of imperfections, grain
size, hardness if tensile strength, and stir region.Cavaliere et al. [20] checked the
FS-joined AZ91 fatigue-life cycle and found an improved fatigue-life compared to
that of as-cast bulk material. Chai et al. [21] explored immersed FS-processed AZ91
and outlined that after processing larger β Mg17Al12 form, grid altered into particles
affixed on grain frontiers. Park et al. [22] established texture and movement design
in FSWed AZ61 Mg materials and delineated that onion ring form in stir region
and nugget form are connected with the availability of (0002) basal plane possess
elliptical trace facet. Park et al. [23] explored FSW of thixomolded Mg material
AZ91D and delineated that microscopic structure comprising elementary solid frag-
ments is altered to tiny homogenized grains of α-Mg form throughout processing.
The toughness of stir region was improved with de-escalating grain dimensional size
in correlation with the Hall–Petch equation. Nowadays, welding of dissimilar metals
such as magnesium alloys [24, 25] and magnesium to aluminium alloys [26–28] has
been getting attention among research groups. Literature survey confirmed that only a
limited amount of work has been carried out on the FSW of magnesium-based alloys
when compared to Al alloys. The present manuscript reports our primary results on
FS-welded AZ91 Mg alloy (gravity die-cast), which is widely used in automobile
and aerospace industries.

2 Experimental Procedures

2.1 Base Metal

The AZ91D Mg alloy used in the present work was supplied in the form of as-cast
blocks; 3 mm thick plates were prepared from the blocks of dimension 130× 45 mm
using wire cut electrical discharge machine (EDM); and the chemical composition
is presented in Table 1.

Table 1 Chemical Composition of AZ91D Mg alloy

Element Al Zn Si Cu Ni Mn Mg

wt% 8.84 0.59 0.22 0.05 008 0.21 Balance
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Table 2 Process parameters used for the present study

Nomenclature Corresponding processing parameters

Tool details H13 tool steel tapered cylindrical pin
(left-hand metric threads, 0.5 mm pitch)
Pin diameter: 7 mm (shoulder end) and 2 mm (tip end)
Pin length: 2.6 mm
Shoulder diameter: 18 mm

Other details Rotation speed: 720 rpm,
Welding speed: 25, 50, 75 mm/min
Tilt angle: 1.5°, 2°, 2.5°

Dwelling time 10 s

2.2 Friction Stir Welding of AZ91D Mg Alloy Plates

Prior to welding, surface oxides of plates are removed by stainless steel brush, and
then, the 3 mm thick plates were cleaned with acetone in order to remove any surface
pollutant. At a constant rotational speed of 720 rpm, welding speeds varied from
25 to 75 mm/min, and tilt angle varied from 1.5° to 2.5°, the welding operations
were performed. Butt joint welds, 3 mm thick, were produced using a commercially
available vertical milling machine at IIT, Roorkee. The process parameters used in
this study are listed in Table 2.

2.3 Metallography

The specimens were prepared by the standard metallographic polishing procedure.
The weld specimens were etched with acetic glycol for 10–15 s prior to examination
using optical microscopy and scanning electron microscopy.

Microstructural and elemental analysis of the weldments and fractured surfaces
was analyzed using a VEGA 3 TESCAN scanning electron microscope.

2.4 X-Ray Diffraction (XRD) Analysis

Phase investigation of the bulk material and joints was explored utilizing an XRD,
(X’pert Powder Diffractometer: PANalytical, Netherland) through Cu Kα radiation.

2.5 Tensile Testing

Transverse tensile experiments were executed to diagnose the specimen strength
of the weldments. Test samples were assembled following the standard ASTM E8
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through a wire cut EDM. The tensile investigations were executed at ambient tem-
perature utilizing Instron Model no. S500 testing machine, at crosshead velocity of
2 mm/min.

2.6 Microhardness Testing

Microhardness was conducted using Shimadzu microhardness tester using a load of
200 g applied for 15 s.

3 Results and Discussion

Defect-free weldment was produced at a rotational speed of 720 rpm, travel speed of
75 mm/min, and tilt angle of 1.5° as shown in Fig. 1. The same has been confirmed
through X-ray radiography, and visual inspections are accomplished on the FSW
joints to inspect defects generated during the welding process. Microstructure anal-
ysis, tensile, and hardness tests were conducted at this weld parameter.A moderate
and constant rotational velocity of 720 rpm was maintained throughout the welding
process [29, 30] as too low or two high speed results in inadequate and excess heat
generation, respectively.

Figure 2 shows the macrostructure of the cross section of the joint which was
welded at 720 rpm of rotational speed and 75 mm/min of travel speed. The top

Fig. 1 Surface appearance
at welding condition of
500 rpm, 75 mm/min, and
1.5°

Advancing side

Retrieving side

Fig. 2 Macrograph of
cross-sectional joint
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surface of weld nugget was wider than the bottom surface due to contacting tool
shoulder with the top surface has experienced functional heat. The profile of nugget
is influenced by tool pin profile, type of material and thermal conductivity. As shown
in figure 2 no defects in the weld zone was observed.

3.1 Microstructure of the Weld Zones

The parent alloy consists of a mixture of primary α phase and β intermetallic
compound (eutectic β (Al12Mg17)) as shown in Fig. 3.

Figure 4 shows the microstructure of the weldment in different zones. The zones
named as (a) heat affected zone (HAZ), (b) thermo-mechanically affected zone
(TMAZ), and (c) stir zone (SZ), respectively. Each zone exhibits unique features,
depending upon thermal andmechanical conditions. InHAZ, due to the thermal effect
produced by the tool, the volume fraction of β intermetallic compound undergoes
resolution and was reduced to a smaller fraction. In TMAZ, due to combined effects
of thermal and plastic deformation, it is composed of partially observed recrystalliza-
tion grains and eutectic β. The eutectic β is located around the tool rotation direction
in TMAZ. In the SZ, the grain structure was transformed into a fine equiaxed grain
structure. The stir zone undergoes dynamic recrystallization (DRX).

Figure 5 illustrates the XRD patterns of parent alloy and weldment, and the
presence of α and Eutectic β (Mg17Al12) phase is confirmed.

Primary α phase

Eutectic β (Al12Mg17)

(a) (b)

Fig. 3 Showing micrograph of AZ91D Mg alloy a optical microscopy image at 100 X b SEM
image at 200 X
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Fig. 4 SEM micrographs of AZ91D Mg alloy weldment of condition 720 rpm, 75 mm/min at
a HAZ, b TMAZ, c SZ
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Fig. 5 XRD patterns of a parent alloy b weldment

3.2 Microhardness Testing Results

Figure 6 shows the microhardness result of the weldment. The hardness of par-
ent alloy was about 68 HV. The hardness of SZ is improved significantly due to
the recrystallized grain structure. The stir zone undergoes dynamic recrystallization
(DRX) compare to the SZ, and the TMAZ and HAZ showed lower hardness.

3.3 Tensile Testing

The parent alloy exhibited lower tensile strength (109 MPa) and elongation value
(3%)when compared to theweldment. Theweldment showed themaximum ultimate
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Fig. 6 Hardness profile of the weldment of condition 720 rpm, 75 mm/min

tensile strength of 158 MPa, which is about 44.9% greater and elongation of 4.7%
which is about 56.6% higher than the elongation of parent alloy.

3.4 Fractographic Analysis

Figure 7 shows the fractured surface of the parent alloy andweldment. Itwas observed
that fracture occurred at the interface of the weld specimen and image clearly indi-
cates that fracture occurred in the brittle mode. The unevenly distributed eutectic
β–Al12Mg17 was responsible for preferential crack initiation. Due to this specimen

Fig. 7 SEM images of the fractured surface a AZ91D Mg alloy and b weldment
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fractured at weld-base material interface, the existence of quasi-cleavage surfaces in
Fig. 7a, b confirms that parent alloy and welded specimen failed through the brittle
mode of failure.

4 Conclusion

Similar AZ91D magnesium alloy plates of 3 mm thick were successfully welded at
a welding speed of 75 mm/min and tilt angle of 1.5°. The conclusions drawn from
the present study are as follows:

1. The original dendritic grain structure present in weldment was completely elim-
inated in the stir zone. Due to the frictional heat input produced by the tool
shoulder in contact with the workpiece, it was replaced with fine grains and β

intermetallic phase was dissolved in stir zone.
2. In the stir zone, the grains undergo grain refinement due to dynamic recrystal-

lization.
3. The mechanical properties such as tensile strength of the weldment were about

44.9% higher than the parent alloy.
4. Hardness was improved significantly when compared to other zones due to grain

refinement.
5. The mode of fracture in the weldment was observed to be brittle in nature
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Mechanical Characterization
of Unidirectional Banana–Glass
Fiber-Reinforced Hybrid Composites

Ch. Naveen Reddy, M. Bhargav and Ajay Kumar Kaviti

Abstract Natural fibers are playing very important role in supporting the environ-
mental balance and partially substitute to the structural applications. In this paper,
hybrid composites are fabricated using unidirectional banana and unidirectional glass
fibers into epoxy resin mixture. Percentage weight of unidirectional banana fibers
considered in this study is varied from zero to 100% weight of fibers in the intervals
of 20% weight of the total fibers. The objective of the present work is to evaluate
and compare the mechanical properties of laminates such as tensile strength, flex-
ural strength, and impact strength of different stacking sequences of unidirectional
banana and glass fabrics. It is found that as the glass layer in the laminates increases,
its mechanical properties enhance. When the natural fiber is hybridized with glass
fiber, a moderate strength is observed in the composites. These hybrid composites
can be used for medium load-bearing applications.

Keywords Hybrid composites · Tensile strength · Flexural strength · Impact
strength

1 Introduction

In recent years, there has been an increasing environmental consciousness and aware-
ness of the need for sustainable development, which has raised the interest to engi-
neers, scientists, professionals, and research scholars to focus on natural fibers. Natu-
ral fibers act as an alternative reinforcement for composites because of its advantages
like low density, high specific weight and low cost, eco-friendly, and biodegrad-
able in nature to replace the synthetic fibers [1]. However, the main disadvantage
of these natural fiber polymer composites seems to be the compatibility between
the hydrophilic natural fibers and the hydrophobic matrix that makes necessary to
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use coupling agents in order to improve the adhesion between fiber and matrix [2].
This good ecological friendly feature makes the materials exceptionally mainstream
in building markets, like automobile and construction development industry [3].
The fusion of natural fibers with glass fiber increases its mechanical properties,
and these composites can be utilized for medium-strength applications [4]. Shadrach
Jeyasekaran et al. [5] studied the tensile properties of unidirectional banana and glass
fiber-reinforced epoxy composites and compared the results with single-reinforced
composite in both experimental and numerical analysis tests. From the test results,
it is found that unidirectional glass fiber-reinforced composite possesses higher ten-
sile strength 567 MPa than the unidirectional banana–glass-reinforced composites.
Sanjay et al. [6] presented the mechanical and physical properties of banana and
E-glass fabrics-reinforced polyester hybrid composites. In this, different composi-
tions of banana and E-glass fabric laminates are fabricated by using hand layup
and vacuum bagging methods. The testing of composite specimens is performed
according to the ASTM standards. From the test results, it is observed that the higher
tensile strength, flexural strength, impact strength, and hardness values are found in
glass fabric laminate, while it is low for banana fabric laminate. Devireddy et al.
[7] presented the physical and mechanical properties of unidirectional banana/jute
fiber-reinforced epoxy-based hybrid composites and compared it with the single nat-
ural fiber-reinforced composites. Ramesh et al. [8] investigated the processing and
mechanical evaluation of banana fiber reinforced with epoxy-based composites. In
the present work, unidirectional banana/glass fiber hybrid composites are fabricated
and evaluated the mechanical properties of laminates such as tensile strength, flex-
ural strength, and impact strength of different stacking sequences of unidirectional
banana and glass fabrics.

2 Experimental Details

2.1 Materials

The materials which are used in the fabrication process is unidirectional banana
fabric, unidirectional E-glass fabric, epoxy resin LY556, hardener HY951, acetone,
wax, and the transparent sheet. The unidirectional banana fabric is purchased in
the form of Mats from Go Green Products Private Ltd. from Chennai, India. The
unidirectional E-glass fabric, epoxy resin, hardener, and acetone are bought from a
local retailer in Hyderabad.
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Table 1 Stacking sequence
of laminates

Laminates Composition of fiber (%) Stacking sequence

Banana (B) Glass (G)

L-1 0 100 G + G+G + G+G

L-2 20 80 G + G+B + G+G

L-3 40 60 G + B+G + B+G

L-4 60 40 B + G+B + G+B

L-5 80 20 B + B+G + B+B

L-6 100 0 B + B+B + B+B

2.2 Preparation of Composite Laminates

In this preparation process, the hand layup method is adopted for the fabrication
of composite laminates [7]. Before to start the process, the mold of dimensions
365 mm × 365 mm has to be cleaned with acetone in order to remove impurities
present on the mold surface. Then the transparent sheet is placed over the mold
surface, and wax is applied to it for easy removal of laminates from the mold. The
unidirectional banana and unidirectional E-glass fibers are cut according to the mold
dimensions. The epoxy resin LY556 and hardenerHY951 aremixed in the proportion
of 10:1 and mix thoroughly with the help of mechanical stirrer. For every laminate,
the different combinations of banana and E-glass fabric laminates are fabricated to
obtain the required thickness of the laminates and subjected to post-curing at room
temperature for 24 h. The laminates named as L-1, L-2, L-3, L-4, L-5, and L-6. The
detailed composition and designations are given in Table 1.

3 Mechanical Testing

3.1 Tensile Strength

In the present study, the tensile test is performed on flat specimens using ASTM
D 3039 [9]. The dimensions of the composite specimen as per ASTM standard are
250 mm × 25 mm × 3 mm for longitudinal direction. The tensile test is performed
in computerized UTM of model Instron 1195 at a crosshead speed of 10 mm/min,
and the results were used to calculate the tensile strength of the composite samples.
For each composite type, three identical specimens were tested and the mean value
is reported as the property of that composite.
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3.2 Flexural Strength

The flexural test was carried out on rectangular specimens of composite samples
using UTM of model Instron 1195 according to the procedure described in ASTM
D 790 [10]. The dimensions of the composite specimen as per ASTM standard are
125 mm× 13 mm× 3 mm for longitudinal direction. The test was conducted using
the load cell of 25 kN at 10 mm/min rate of loading. For each composite type, three
identical specimens were tested and the mean value is reported as the property of
that composite.

3.3 Impact Strength

The impact test was carried out on rectangular flat specimens. The standard for
impact properties of fiber-reinforced composites has the designation ASTM D 256
[11]. The dimensions of the specimen are 100mm× 10mm× 3mm for longitudinal
direction. In the present work, the impact test conducted was Charpy impact test the
specimen with a pendulum hammer, measuring the spent energy and relating it to the
cross section of the specimen. For each composite type, three identical specimens
were tested and the mean value is reported as the property of that composite.

4 Results and Discussion

In this preliminary study, natural fibers like banana fiber are reinforced with syn-
thetic fiber like E-glass fiber with epoxy resin, i.e., two different fibers act as the
reinforcement material in the preparation of the hybrid composites. Their mechan-
ical properties like ultimate tensile strength, flexural strength, and impact strength
were evaluated. Experimental results are summarized in the charts.

4.1 Tensile Strength Analysis

The ultimate tensile strength and ultimate tensile load of unidirectional banana–glass
fiber reinforced with varying wt% combination of the hybrid composite were studied
here, and its failure mode is shown in Fig. 1. The comparative bar graph charts for
ultimate tensile strength of different laminates are presented in Fig. 3. Among all
six laminates, the average ultimate tensile strength of the laminate L-1 is noted
as 510 MPa with average ultimate tensile load 61 kN and average ultimate tensile
strength laminate L-6 is noted as 55 MPa with average ultimate tensile load 6 kN.
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Fig. 1 Tensile test specimen failure mode

Fig. 2 Flexural test specimen failure mode
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Fig. 3 Ultimate tensile strength comparison chart

From this set of results, tensile strength values are obtained when the natural banana
fiber is hybridized with glass fiber and a moderate strength is observed.

4.2 Flexural Strength Analysis

The flexural strength of unidirectional banana–glass fiber-reinforced epoxy hybrid
composites was studied here, and its failuremode is shown in Fig. 2. The comparative
charts for flexural strength of different laminates are presented in Fig. 4. Among all
six laminates, the average flexural strength of the laminate L-1 is noted as 168 MPa
and average flexural strength laminate L-6 is noted as 31 MPa. From this set of
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flexural values obtained when the natural banana fiber is hybridized with glass fiber
a moderate strength is observed (Fig. 3).

4.3 Impact Strength Analysis

The impact strength and energy absorbed of banana–glass fiber-reinforced hybrid
composite were studied here. Hybridization of banana with glass plays a major role
in the impact strength. The comparative charts for impact strength of laminates
are presented in Fig. 5. Among all six laminates, the average impact strength of the
laminate L-1 is noted as 0.222 J/mm2 and average impact strength of the laminate L-6
is noted as 0.04 J/mm2. The impact strength of the samples decreases linearlywith the
increase in banana fiber content. The impact strength of a composite is influenced by
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many factors including thematrix-fracture, fiber/matrix debonding, and fiber pullout.
Frictional losses due to fiber pullout are the major cause for enhancement of impact
strength in increased glass fiber content in the hybrid composite. With increasing
glass fiber reinforcement in the banana/glass hybrid composite, frictional losses as
the fiber is pulled out of the matrix might be a major contributor to the observed
increase in impact strength of the hybrid samples.

5 Conclusions

The unidirectional banana–glass fiber-reinforced epoxy-based hybrid composites
were fabricated by simple hand layup technique. It is found that as the glass layer in
the laminates increases, its mechanical properties enhance. When the natural fiber is
hybridized with glass fiber, a moderate strength is observed in the composites. These
hybrid composites can be used for medium load-bearing applications.

The unidirectional glass fiber composite possesses higher ultimate tensile strength
among all the laminates and can withstand at the ultimate tensile strength of 510MPa
at load 61 kN. The unidirectional banana composite possesses a lower ultimate tensile
strength of 55 MPa at a load of 6 kN. From the flexural test results, it is shown that
laminate L-1 has a higher flexural strength 168 MPa and laminate L-6 has the lowest
flexural strength 31 MPa. From the Charpy impact test results, it is noticed that the
impact strength is high for the laminate L-1 of 0.222 J/mm2, while it is low for the
laminate L-6 of 0.04 J/mm2.
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Experimental Investigation of Ultrasonic
Flaw Defects in Weld Clad Materials
Using NDT Technique

P. Ravindra Kumar, G. Vijay Kumar, K. Naga Murali
and R. B. S. S. Kishore

Abstract Automated ultrasonic testing method will be used in the many industries
to locate discontinuities and to detect internal defects under test inside the workpiece
material. The lowest defect size in weld material may start from 0.5 mm onwards.
Ultrasonic testing is a fast and automated method, because the signals are available
in electronic form to be tested in plates and pipes. This is mainly used for whether
the material will be accepted or rejected easily based on internal cracks. “Modsonic
Einstein IITFT (MODSONIC)” software packagehas been extensively using inmany
industries to find flaws and cracks. The objective of the work is to find the flaws in
various materials like mild steel (M.S) plate clad with mild steel (M.S) electrode,
mild steel plate clad with brass electrode, mild steel plate clad with stainless steel
electrode, mild steel pipe clad with mild steel electrode. To detect the flaws at various
angles, the probes are placed at 45°, 60° and 70°. When the size of the weld plate is
less than 25 mm, then it will be preferable to use and find flaws in materials with 70°
probe angle. With MODSONIC software package, it is found that mild steel pipe
welded with mild steel electrode highlighted more internal flaws at 70° probe angle
from experimental analysis.

Keywords Ultrasonic testing (UT) · Flaw detector machine · Probes · Weld clad
materials · Distance amplitude curves (DAC) and MODSONIC software
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1 Introduction

Nondestructive testing (NDT) is an extensive and huge range collection of investi-
gation methods utilized in fabrication and manufacturing industries to discover the
defects of a weld material like minute cracks and flaws within the device compo-
nents. NDT does not change the shape of article after inspection. But it is extremely
valuable technique that can be applied on weld clad materials to find weld defect
flaws that can save time andmoney in product assessment. NDT is a kind of a process
to investigate various trials on estimating substances, components or assemblies for
discontinuities or break-ups and variations in traits without altering the serviceability
of the element or gadget. The part can be reused once again after the inspection or test
is completed depending on test results. Apart from NDT, there are other destructive
tests which can be applied on a limited quantity of samples in place ofmaterials, parts
or assemblies that may honestly place into the provider. The detrimental checks are
regularly carried out to discover the mechanical properties of materials like impact
resistance, yield electricity, ductility, ultimate tensile strength, fracture sturdiness and
fatigue strength. Today NDT techniques are using in small scale to large scale indus-
tries applying in fabrication, manufacturing, job related inspections and in repaired
working parts to ensure the quality of product reliability and integrity to control the
flaws in weld-clad materials. This technique also reduces the production costs and
maintains a uniform level in quality. NDT is used to ensure the quality of metal-clad
flaws both in fabrication and production phases.

Vural et al. [1] investigated the ultrasonic testing (UT) on spot-welded different
steel sheets. In this study, they have fabricated two steel sheets clad each other using
resistance spot weld. The specimens and nugget diameters were tested in a special
ultrasonic test apparatus designed for spot-welded sheets of AISI 304—galvanized
steel sheet combination subjected to the fatigue test up to 25% stiffness drop. Any
rupture or fatigue in spot-welded joints after fatigue test is found. Ammirato et al. [2]
carried out the ultrasonic testing of different metal welds in boiling water reactors
and pressurized water reactor vessels and highlighted the complications of ultrasonic
testing of dissimilar metal welds. They have developed a conventional shear wave
transducer for testing the dissimilar metal welds in the nozzle. For welds, thickness
less than 38mm and transducer frequency of 2.1MHz have used and were successful
in constantly detecting the weld fissures with pits around 22% of the metal plate
thickness andmore. For large thickness welds, 1MHz transducer element is required.
With larger angles of refraction, the quality flaw detection performancewas received.

Bindal et al. [3] have done thework onwater-centred couplant for general-purpose
use for ultrasonic NDT applications. Studies show that the newly developed couplant
provides 3 decibels better coupling as compared to the other conventional couplant.
Engel and Geiger [4] have done work on radiographic testing and ultrasonic test-
ing in stainless steel bead in TIG welding. Jolly et al. [5] highlighted the review of
nondestructive testing strategies and its applicability to thick-walled composites of a
flywheel made of carbon fibre-reinforced plastic (CFRP) thickness which is 30mm.
They carried out a NDT method of computer tomography which has given better
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results. Kleinert [6] explained the importance of distance amplitude curves (DAC)
and distance gain size (DGS) methods in the textbook of Defect Sizing Using Non-
destructive Ultrasonic Testing. Kemnitz et al. [7] reported the radiographic testing
on Lockheed Missiles. Yusof and Jamaluddin [8] have highlighted the various weld-
ing defects and its associated flaws for various applications in welding industries.
Wevers et al. [9] discussed new developments in NDT technology.

After thoroughly understanding the literature study on NDT techniques, authors
feel a little bit gaps on lack of work carried out on ultrasonic testing on different weld
clad materials using A-Scan report presentations. Hence, authors carried out work
on different weld clad materials to identify the weld defect flaws present in prepared
experimental samples.

2 Experimental Set-up of Ultrasonic Test Equipment

Adistinctive ultrasonic testing equipment is shown in Fig. 1 comprise pulsar receiver
(i.e generate short and large amplitude ultrasonic pulses and propagated into mate-
rials), display devices, probes and transducers. Detection of cracks in samples using
oscilloscope or flaw detector screen is shown in Fig. 2. A pulse-echo testing equip-
ment which is a part of ultrasonic equipment shown in Fig. 3 is a digital tool that
may produce excessive voltage electric pulse pushed with the aid of the pulsar. The
transducer generates excessive frequency ultrasonic energy.

The sound energy is introduced and propagates via the substances in the form of
waves.Whilst theremaybe a discontinuity (collectivelywith a crack) in the ultrasonic

Fig. 1 Ultrasonic testing equipment
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Fig. 2 Detection of cracks in samples using oscilloscope or flaw detector screen

Fig. 3 Pulse-echo testing

sound course, a part of the strength may be contemplated back from the flaw surface,
part of energy will be transmitted through the object and part of energy will be
absorbed within the material. The reflected ultrasonic sound signal is transformed to
electrical signal via transducer and showed on a display monitor called cathode ray
tube (CRT). The reflected signal is displayed with respect to the time and strength
(amplitude). Signal travel time can be right away related to the distance that the signal
is travelled. From the signal, records approximately the discontinuity region, period,
orientation and one of a kind capabilities can once in a while be received.

The main advantage of pulse-echo testing shows the depth of defect and can
observe the sound beam path on range scale (X-axis). The time dimension starts with
the electrical transmission pulse and the initial pulse (IP); this is an exceedingly brief
electric discharge which triggers a legitimate pulse at the probe crystal. This pulse
travels through the weld material and is reflected by using way of a discontinuity
or the opposing wall and returns back to the probe. The received oscillations are
transformed into an electrical pulse which stops the time limit.

To examine the echoes at the display monitor, there is a grid at the inside of the
cathode ray tube. The scale attached which is exchangeable has a horizontal scale
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with 10 graduations, shown in Fig. 3 called the display scale. High-frequency sound
waves are introduced into a material, and they may be reflected back once again from
surface defect flaws. The reflected sound energy is displayed on timescale, and the
inspector can visualize a specimen showing the intensity of functions that reflects
the sound.

2.1 Experimental Procedure

Butt welds may be of entire penetration or incomplete penetration depending upon
whether the penetration is complete or incomplete through themetal thickness. Com-
monly, a description of welded joints requires a demonstration of the type of each
the joint and the weld. ASME B16.5, B16.9, B16.25 and B16.34 cover the instruc-
tion of butt welding of plate and pipe components to be joined through welding
[10]. It includes necessities for welding bevels, for external and internal shaping of
heavy wall thickness of metals. In butt welding, the specimens to be connected ought
to match perfectly and may be protected up for welding. In addition, butt welding
requires the shaping of the surfaces to be joined. Full penetration butt welds are
customary, whilst the components are connected collectively within the thickness of
the parent metal.

Welds are also categorized in keeping their function into flat, horizontal, vertical
and overhead. Flat welds are least expensive to make, whilst overhead welds are the
most hard and highly priced (Fig. 4).

Based on the experimentation, the following parameters are considered in the
specimen preparation which is shown in Table 1.

For this test, the struts used to support the work at frequency of five MHz. Echo
techniques could be employed to discover the cracks. Tool can be tuned to a frequency
of five MHz. The best couplant used ought to have corrosion, or a different damage
may appear. Within the route of the inspection, a test specimen could be employed
and the calibration may be executed at the standard reference, if one wishes to take
the readings. The amount of couplant must be adequate in the transducer section
areas of fitting. The show is probably monitored for crack indicators.

Fig. 4 Samples of prepared test plate and pipe specimen
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Table 1 Fixed and variable parameters of welding

Fixed parameters Variable parameters

Electrode size = 4 mm, length =
450 mm

Welding current = 120−160 A for M.S. plate

= 80−110 A for S. S. plate

= 50−240 A for Brass

= 120−220 A for M.S. pipes

Polarity = DC reverse polarity (DCEP) Welding voltage = 20V for Mild Steel plate

= 21V for Stainless Steel

= 18V for Brass

= 23V for Mild Steel pipes

Electrode work angle 45° between two
pieces of metal

Welding speed = 105−110mm/min for M.S. Plate

= 115−125mm/min for S.S. Plate

= 85−90mm/min for Brass

= 65−75mm/min for M.S. pipes

Metal thickness = 25 mm

The following steps must be applied during the experiment to identify crack
signals.

Step 1: Adequate quantity of couplant is to be applied at the locationwhere inspection
is being carried out.
Step2: For the round specimens, the struts can be positionedwithin the corresponding
place inside the device. Sufficient couplant is to be applied at the tool and on probe.
Step 3: For the flat specimens, no device is needed; however, couplant has to be
quality carried out between the inspected floor and the probe.
Step 4: A distinctive attention should be paid on the vicinity, wherein feasible cracks
exist.
Step 5: A break-up like a crack produces a height on the display monitor.
Step 6: Care should be given to take delivery of motion of the viable top caused by
the cracks at the specimen.

2.2 Mathematical Formulations

Acoustic impedance (Z) of a material is the product of density (ρ) and acoustic
velocity (V)and can be found for the given workpiece material.

Z = ρ ∗ V (1)

The acoustic impedance is vital within the determination of acoustic transmis-
sion and reflection at the boundary of workpiece substances having unique acoustic
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impedance, inside the layout of ultrasonic transducers, in assessing the absorption
of sound in a medium.

The reflector space can now be calculated as from the below given correlation:

S = CT

2
(2)

S = sound path [mm]
C = sound velocity [km/s]
T = time of flight [ms].

Reflection is how much sound energy coming back whilst hitting an interface.
Transmission is how much energy transmitted from one medium to another

medium.
The impedance mismatch (Z) can be stated as ultrasonic wave’s reflection at the

boundaries, where there may be a distinction in acoustic impedance of the material
on each side of the boundary.

R = ((Z2 − Z1)/(Z2 + Z1)) (3)

Percentage of transmission coefficient is determined by

Tr = (1 − R) (4)

where

Z1, Z2 are impedances of different materials, R = parentage of reflection coefficient
T = percentage of transmission coefficient, p = density of material
V = sound velocity in that material.

Relation Between Time Period (t) and frequency (f )
For cyclical techniques, along with rotation, oscillations, or waves, frequency is
defined as some of the cycles in line with unit time. The duration, usually denoted
by T, is the time frame taken via one cycle and is the reciprocal of the frequency f.

T = 1

f
(5)

Relation Between Wave Velocity, Frequency and Wavelength
The relation between wave velocity (V ), wavelength (λ) and frequency (f ) can be
stated as

V = f ∗ λ (6)

Wave velocity is defined as the distance travelled by the wave in one second.
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Fig. 5 A-scan presentation

Wave velocity = Distance travelled by one wave

Time taken by one wave
(7)

or

Wave velocity = Wavelength × frequency

Exhaustive instructions for operation of individual samples can be obtained from
the operation and maintenance guide for the specific instrument being tested. The
amount of energy received from ultrasonic machine is a function of time with A-scan
presentation shown in Fig. 5.

The amount of energy received is plotted on Y-axis, and the elapsed time is dis-
played on X-axis. The display monitor with A-scan will permit the sign to be showed
in its natural frequency shape and completely rectified into a radio frequency signal
or as half of both the positive and negative radio frequency signal. Ultrasonic flaw
detector system is shown in Fig. 6 and angle beam transducer is shown in Fig. 7.

3 Results and Discussions

A-Scan display indicates the distance amplitude correction (DAC) shows amethod of
establishing a graphic “Reference-Level Sensitivity” as a function of sweep distance.
DAC allows the signals to be reflected from break-up areas, wherein the signal atten-
uation as a characteristic of intensity has been associated. A-Scan display monitor
moreover indicates the DAC to permit for loss in amplitude over a specimen depth
(time), electronically by using positive devices graphically. The near area period
and beam unfold may range in step with the transducer size, speed, frequency and
substances’ attenuation. For every state of affairs, DAC curve has to be mounted. It
could be employed in shear and longitudinal modes of operation.
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Fig. 6 Ultrasonic flaw detector machine

Fig. 7 Angle beam transducer

Distance amplitude correction curves of probes of 45°, 60° and 70° are shown
in Fig. 8. But DAC curve probes are available at various angles. The main aim of
the above figures is to find flaws in the curve region and to draw the curve by using
the side-drilled block hole. The above figures are mainly used to find the welding
defects and flaws above and below 25-mm plate or pipe.

Weld defect is present in the prepared specimen at a distance of 14.7 mm depth
and at a sub-surface distance of 27.4 mm as shown in Fig. 9. This type of defect is
identified as lack of penetration, and the reason is due to the too large weld puddle
and the travel speed is too low. The other side of Fig. 9 presents welding defect at
a depth of 15.1 mm and at a sub-surface distance of 39.1 mm. The type of defect is
due to lack of penetration and porosity due to poor welding technique.
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(i) (ii)  (iii)

Fig. 8 Distance amplitude correction curves of A-scan presentation with different probes. a 45°
probe, b 60° probe, c 70° probe

Fig. 9 Defects in mild steel plate clad with mild steel electrode at different surface distances and
depths

Welding defect is present inM.S plate cladwith S.S. electrode as shown in Fig. 10.
This indicates that the flaw at 8.8 mm depth and at sub-surface distance of 28.8 mm.
The type of defect is identified as porosity, the reason for this defect is the absorption
of some gases in the molten weld pool, and these gases are released on solidification.
The other side of Fig. 10 shows welding defect at a distance of 1 mm depth and at
sub-surface distance of 35.4 mm. The type of defect is classified as crack, the reason
is base metal contamination, and preheating is not done before welding is started.
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Fig. 10 Defects in mild steel plate clad with stainless steel electrode

Figure 11 represents a welding defect of M.S. plate clad with brass electrode
which shows crack defect present at 18.6 mm depth and at a surface distance of
38.6 mm. The type of defect is detected as crack, and this is occurred due to residual
stress caused by the solidification shrinkage. The side figure also presents thewelding
defect in 20.5 mm depth and at a surface distance of 43.3 mm. The type of defect is
identified as lack of penetration and this occurred due to both sides’ root regions of
the joint infused.

Flaws present in M.S. pipe clad with M.S electrode is shown in Fig. 12 identified
a welding defect at a 12.6 mm depth at sub surface distance of 34.9 mm for the

Fig. 11 Defects in mild steel plate clad with brass electrode
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Fig. 12 Defect flaw present in mild steel pipe clad with mild steel electrode

prepared sample specimen. The type of defect flaw identified as lack of penetration
due to wide melting range. The side figure shows welding defect in 12.4 mm depth
and at a surface distance of 35.3 mm. The type of defect identified is porosity due
to the presence of contaminants on the job surface and trapped moisture between
joining surfaces.

4 Conclusions

In both the government and private sectors, especially in irrigation sector, welding
is extensively used in the fabrication, maintenance and repair of structural parts. To
ensure its quality, the welding should be flawless. Ultrasonic testing is conducted to
locate discontinuities within the material under test and often used to detect inter-
nal defects by using the “MODSONIC software”. Ultrasonic testing can easily be
computerized, because it is a fast method, and the signals are available in electronic
form.

1. After studying the various inspections and testing techniques used in welding, it
is found that NDT is very important tool used in the modern industries especially
in the design of pressure vessels, welding of pipelines in the irrigation sector.
Out of all NDT methods, to detect the welding defect flaws in metals, it is found
that ultrasonic testing is more economical and less time-consuming.

2. Using different types of transducer degree probes like 45°, 60° and 70° aremainly
used to draw the distance amplitude curves to find thewelding defect flawswithin
the metals.

3. Ultrasonic testing is conducted on four different specimens. Those are M.S plate
welded with M.S. electrode, M.S. plate welded with stainless steel electrode,
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M.S. plate welded with brass electrode, M.S. pipe welded with M.S. electrode.
It can be concluded that M.S pipe welded with M.S. electrode highlighted more
internal flaws at 70° probe angle from the experimental results.

4. It was also found that M.S plate clad with stainless steel electrode got good
welding joint with minor errors.

5. The specific characteristic of ultrasonic testing is used to find the position, size,
type of defect and sub-surface cracks which can be detected instantly.

6. Ultrasonic testing is more suitable to detect sub-surface cracks and flaws, internal
flaws and discontinuities, non-metallic inclusions like slag and porosity and for
laminated composite materials for ferrous welds, steel and iron castings.

Acknowledgements Authors would like to acknowledge Mr. G. Vijay Kumar, Managing Direc-
tor, The Future NDT Pvt. Ltd. helped to carry out the importance of work in manufacturing and
fabrication Industries.
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An Effective and Economical Method
to Improve Structural Homogeneity
and Mechanical Properties of Al–Mg
Alloy Processed by ECAE

Ananda Babu Varadala, Swami Naidu Gurugubelli and Sateesh Bandaru

Abstract The formation of the dead metal zone (DMZ) in equal channel angu-
lar extrusion (ECAE) process significantly affects the deformation uniformity and
mechanical properties of work material. The aim of the present study is to investigate
the effect of the dead metal zone on structural homogeneity and hardness of Al 5083
alloy processed by ECAE and suggest the way tominimize that adverse effect. In this
work, the rectangular billetswith 1-mm-thick copper casing on two longitudinal faces
and square billets with no casing are processed by ECAE up to four passes in route
A. It was observed that the soft and ductile nature of the copper casing allows smooth
flow of the work material at low pressing loads as compared to the alloy ECAE’d
without a casing. Field emission scanning electron microscope (FESEM) images of
the processed material with casing show the noteworthy improvement in structural
homogeneity and grain refinement than another set of billets. The obtained structural
homogeneity indicates the uniform strain distribution in the processed material is
achieved by minimizing the formation of the dead metal zone at the intersection of
ECAE die channels. The higher hardness and tensile strength measurements of the
processed materials indicate the significance of grain refinement and uniform strain
distribution. The variations in the test results confirm the non-homogeneous strain
distribution caused by the dead metal zone is high for the billets processed with no
copper casing.
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1 Introduction

ECAE is the widely used severe plastic deformation (SPD) method in which a high
amount of strain is induced in the work material with no cross-sectional changes [1].
The work material experiences the severe strain while passing through the intersec-
tion of the channels of ECAE die and forms the ultrafine grain (UFG) structure which
improves the strength and hardness as per the Hall–Petch equation [2]. The amount
of effective strain and the deformation patterns of the processed material mostly
depend on the selection of die geometry and operational parameters [3]. The ECAE
die geometry consists of the channel angle (�), outer corner angle (�), corner radii
and the type of cross section of the channels [4]. The processing route, temperature,
coefficient of friction and number of passes are the important operational parameters
of the ECAE process [4]. Out of all, the channel angle, outer corner angle, corner
radius and a frictional coefficient between work material and the channel walls are
the significant parameters which influence the formation of the dead metal zone at
the intersection of channels [5]. Eivani and Karimi Taheri have studied the effect of
DMZ on strain and required forming force in ECAE and they found that the chances
of dead zone formation increase with increasing the friction between the die walls
and the billets and by decreasing channel angles. They also found that the amount of
required extrusion force increases with increasing the friction coefficient [5]. Bala-
sundar et al. performed numerical and physicalmodelling of ECAEusing die channel
angle 900, outer corner angles 30° and outer corner radius ranging from 1 to 5 mm.
They noticed that no corner angle and a high coefficient of friction causes the sticking
of metal to the lower surfaces of the channels and forms the dead metal zone. They
reported that by providing low corner angles and less friction coefficient, there may
be a chance of reducing the formation of the dead zone and increases the uniform
strain distribution [6]. Ferrasse et al. reported that even with the smooth flow and
pointed corners, the DMZ exists. In their opinion, this effect can be reduced by using
a movable bottom wall [7]. Hasani et al. studied the deformation field variations
in ECAE’d AA 6061 with backpressure and they expressed that the backpressure
increases the swelling of the sample and required pressing force which leads to the
formation of the dead metal zone [8]. Djavanroodi et al. conducted the finite element
analysis to identify the effect of the ultrasonic-assisted ECAP on the required form-
ing force at different vibration amplitudes, billet lengths, friction factors and channel
angles. They reported that the decrease of a load was observed by using ultrasonic
vibrations, larger billet lengths, more friction factor and die channel angles in the
range of 65°–135° [9].

In the present study, the authors are attempted to introduce the concept of cas-
ing/shielding to minimize the DMZ in ECAE process in an inexpensive way. The
copper sheets with 1 mm thickness were considered as a casing to the work material
in view of less frictional coefficient between sliding components of copper and die
steel.
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2 Experimental Methods

Al–Mg alloy with 4.5%Mg is selected as a feedstock in the present study. The square
billets of 16 mm× 16 mm and rectangular billets of 16 mm× 14 mmwere prepared
from the rolled slab. The longitudinal faces of the billets were well polished before
ECAE to accelerate the smooth flowwhen they are pressed through die channels. Due
to the more formability nature and having a low frictional coefficient between the
sliding parts of the copper and steel [10], 1-mm-thick copper sheets were considered
as a casing to the rectangular billets. The feedstock and copper casings were heat
treated for 1 h at 530 °C and 400 °C, respectively. The die geometry used in this
work as shown in Fig. 1 is used in this study. MoS2 lubricant is applied to the sliding
elements before every pass to reduce the rubbing forces. The rectangular billets with
1-mm-thick copper casing and square billets with no casing were extruded as shown
in Fig. 2, in route A (without any rotation about its axis) up to four times at a speed
of 2 mm/s. The cumulative strain of 3.452 induced in the extruded material for the
considered angles. After the ECAE, the billets were sectioned across the longitudinal
direction and polished as per the standard specimen preparation procedures. The
structural analysis of the billets before and after ECAE is performed by the field
emission scanning electron microscope (FESEM). To observe the improvement in
the properties of the processed material with ultrafine grain structure, the Vickers
microhardness tester was used. The hardness tests were conducted at 200 g load
and for a dwell period of 15 s. The tensile tests are also performed on the specimens
prepared from processedmaterial along the longitudinal direction as per ASTME8M
at room temperature.

Fig. 1 Schematic of ECAE
die
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Fig. 2 ECAE of Al–Mg alloy a with no casing, b with casing

3 Results and Discussions

3.1 Forming Force

The requirement of forming forces in ECAE of Al–Mg alloy with and without casing
is shown in Fig. 3. It is noticed that the alloy ECAE’d without casing required more
force than the alloy covered with copper casing in view of high rubbing forces
between the sliding elements even with the sufficient lubrication provided.

A noteworthy reduction in required forming force is observed for the billets
extruded with copper casing due to less coefficient of friction between sliding parts,
i.e. copper sheet and steel die [5]. The copper sheet takes its advantage of high duc-
tility and allows the smooth flow of the billets and this reduction in forming force
continues up to four passes. The observation of forming forces required in this study
is in good agreement with the other studies [11].
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Fig. 3 Forming forces in ECAE of Al–Mg alloy
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3.2 Structural Analysis

Figure 4 shows the FESEM images of Al–Mg alloy after ECAE process. The average
grain size of the material is measured using the line intercept method. The coarse
grains of an alloy with a grain size of 60 µm were refined to a few hundreds of
nanometres after the very first pass of ECAE due to the severe strain induced in
the work material. From Fig. 4a, b, it is clear that the grain sizes are significantly
reduced to ~750 and ~500 nm after the first and fourth passes, respectively, in the
ECAE’d alloy. Even the submicron size grains produced after the first pass, some
structural defects were observed in the processed material without copper casing
and the severity of defects was reduced after the successive passes. Figure 4c, d
shows the homogeneous ultrafine grain structure of the severely deformed alloy
with copper shielding after the first and the fourth passes with an average grain size
of ~710 and ~420 nm, respectively. The ductile copper casing causes the uniform
strain distribution and reduces the formation of DMZ by occupying the area at the
intersection of channels during the pressing. The use of copper covering avoids the
cracking on the top longitudinal surfaces of the billets and the formation of DMZ.
The average grain sizes of an alloy after the first and fourth passes are presented in
Fig. 5.

Fig. 4 SEM photographs of Al–Mg alloy a without Cu casing after first pass, b without Cu casing
after fourth pass, c with Cu casing after first pass, d with Cu casing after fourth pass
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Fig. 6 Microhardness of
Al–Mg alloy before and after
ECAE

69
97

134139

176

0

40

80

120

160

200

0 1 4

M
ic

ro
ha

rd
ne

ss
 (V

HN
)

No. of passes 

without casing with Cu casing

3.3 Vickers Microhardness

The hardness of the alloy ECAE’d without copper casing increases from 69 VHN
to 97 VHN and 134 VHN after the first and fourth passes, respectively as shown
in Fig. 6. Due to the development of non-homogeneous structure with few defects,
the hardness values vary in different regions along the cross section of the billets.
Whereas the uniform strain distribution produces homogeneous ultrafine grain in the
alloy ECAE’d with the copper casing. A fully dense ultrafine grain structure with no
structural defects improves the average hardness value to 139 VHN and 176 VHN
after the first and fourth passes, respectively. The pattern of test results presented in
this study is similar to the results reported by Reza Naseri et al. [12].

3.4 Tensile Strength

As shown in Fig. 7, the tensile strength of the alloy significantly increased after ECAE
process due to the formation of ultrafine grains. The tensile strength of the billets
ECAE’d without and with copper casing increased from 300 MPa to 344 MPa and
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Fig. 7 Tensile strength of
Al–Mg alloy before and after
ECAE
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393MPa, respectively, after the first pass. The rate of increase is 14.6 and 31% for the
alloy ECAE’dwithout andwith casing shielding, respectively, after the first pass. The
repetition of ECAE process improves the strength further and the tensile test results
obtained after the fourth pass are 372 and 440 MPa for the alloy ECAE’d without
and with copper casing, respectively. From the test results, it is clearly observed that
the uniform strain distribution develops the homogeneous ultrafine grain structure
which directly satisfies the Hall–Petch relation [13] and improves the mechanical
behaviour of the processed material.

4 Conclusions

The summary of the observations of this work are:

• The effect of DMZ and the non-uniform strain distribution on the structural
homogeneity and hardness is high for the alloy pressed with no copper shielding.

• The requirements of forming force are significantly reduced by minimizing the
rubbing forces when copper sheets are employed as a casing to the work material.

• The smooth flow of the billet avoids the formation of DMZ, improves the strain
distribution and develops the homogeneous ultrafine grains.

• The hardness and tensile strength of severely deformed Al–Mg alloy with copper
shielding increased more as compared to another case due to the formation of a
fully dense ultrafine grain structure.
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Characterization of Kenaf/Aloevera
Fiber Reinforced PLA-Hybrid
Biocomposite

P. Ramesh, B. Durga Prasad and K. L. Narayana

Abstract This paper examines the influence of hybridization on mechanical and
thermal properties of biocomposites. Kenaf and Aloevera fibers were treated by
NaOH treatment to improve the bonding with Polylactic acid. Kenaf (30 wt%) rein-
forced Polylactic acid (70wt%) andAloevera (30wt%) reinforced Polylactic acid (70
wt%) biocomposites, andKenaf/Aloevera (15/15wt%) reinforced Polylactic acid (70
wt%) hybrid biocomposite are prepared by extruder and compression molding pro-
cess. The fabricated bio and hybrid biocomposites were used to illustrate the impact
and thermal properties of biocomposites. Treated Kenaf/Aloevera fiber (15/15 wt%)
reinforced Polylactic acid (70 wt%) hybrid biocomposite exhibits higher mechanical
and thermal properties than other biocomposites.

Keywords Kenaf/Aloevera fiber · PLA · Thermal-mechanical properties · Hybrid
biocomposite

1 Introduction

Eco-friendly composites are non-toxic and purely bio-degradation via composting
process (in soil) [1]. In various green (biodegradable) thermo plastics (bio-polymers),
PLA offers an exclusive opportunity and numerous of works have been studied [2, 3].
The corn (renewable)-based Polylactic acid offered prospective alternative medium
for synthetic (conventional) polymers in market [4]. The PLA offers greater strength
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and easy processability but costly material; for diverse useful appliances the mod-
ification is necessary [5]. Hence, natural fibers inclusion in PLA is a right (alter-
ation) system to develop cost-effective material, which has most recently attained
thought to substitute (glass and carbon) synthetic fibers [6, 7]. The synthetic (con-
ventional) fibers are substituted by environmentally friendly natural fibers; because
they are abundant, recyclable, non-toxicity, cheaper, biodegradable, and capable of
non absorbing moisture, permeable and competitive mechanical properties [8]. The
incompatibility between (polymer) matrix and (natural) fiber is a main negative
aspect; it is overcome by fiber chemical treatment method [9, 10]. In the various
kinds of natural assets, Kenaf fiber has a prospective alternating medium to replace
the synthetic (conventional) fibers as reinforcement in composites; it diminishes the
waste, creates the jobs and contributes healthier atmosphere [11]. On the other hand,
Aloevera plant (Aloe barbadensis Miller) was used for drugs since thousands of
years. Aloevera plants were widely cultivated in Florida, India, South Texas, United
States (South California), Africa, South and Central America, Australia, Iran and
Caribbean [12]. Its look likes a sisal plant, but in reality different in nature; the form-
ers point of viewAloevera fiber provides economic benefit [13]. Islam et al. [14] have
reported that hybridization (Kenaf/Coir/PP) enhanced mechanical, water absorption
and biodegradable properties than of the Coir/PP composite. Asaithambi et al. [15]
developed and studied the cause of hybridization on flexural, impact and tensile
properties of the PLA/Banana/Sisal biocomposites; the hybridization enhanced the
tensile, impact and flexural properties than other biocomposites. Ramesh et al. [16]
concluded that purely biocomposites with kenaf reinforced composite works are
needed. A few researchers have tried to find out suitable hybrid biocomposites with
required properties [15, 16].

The main key factor of this investigation is to produce a completely eco-friendly
green composite through renewable resources using Polylactic acid (matrix) and
a grouping of treated Kenaf and Aloevera Fiber (reinforcement). As for insti-
gators knowledge no work is carried out based on PLA-Treated Kenaf/Aloevera
Fiber hybrid biocomposites by compression molding Technique. Furthermore, the
effect of hybridization of PLA-Treated Kenaf/Aloevera Fiber on impact and thermal
properties were examined and evaluated.

2 Experimental

2.1 Materials

Pellet formed 3052D PLA with 1.24 g/cm3 (specific gravity), (melting temp) 145–
160 and 55–60 °C (glass transition) material acquired from Nature Tech. The fibers
like Kenaf and Aloevera supplied through Go-Green Products, India. The NaOH
was supplied by SR-Scientific Chemicals, Tirupati (AP, India). The 1–3 mm long
chopped fibers are used.
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Table 1 Formations of composites

Sample Code PLA, wt% Kenaf fiber,
wt%

Aloevera, wt% NaOH, wt%

PLA-30TKF PLA/K 70 30 0 6

PLA-30TAF PLA/A 70 0 30 6

PLA-30TKAF PLA/K/A 70 15 15 6

2.2 Methods

Fabrication of Bio and Hybrid Biocomposites

The produced composites formations were tabulated in Table 1. Prior to fabrication
of sample MMT clay, PLA, Aloevera and Kenaf fibers were held in oven at 110 °C
for 1 h. The compositions (Kenaf and Aloevera chopped fibers, PLA and MMT)
were physically pre-mixed and then compounded through twin-screw extruder (ZV
20 model, Baroda), and then pelletized composites (PLA, fibers and MMT) went
for two roll mill and compression molding machine (for compounding of bio and
hybrid bio composites, screw speed and temperature profile were set to 78 rpm and
155–190 °C, respectively. Then, compounded pellets were kept in (hot air) oven for
dry at 80 °C for 4 h. After drying, immediately the compound pellets were pre-melted
at 185 °C in a counter rotating (two roll mill) internal mixer through a revolve speed
of 50 rpm). During the compression process keep the temperature 185 °C and 30 ton
force applied (up stroke); then compacted at 165 °C bar pressure for 30 min followed
by cool under pressure and then composite sheet is separated from platens and cut
into desired form for impact and thermo gravi metric evaluations. The manufacture
of bio and hybrid biocomposites line diagram is as shown in Fig. 1.

3 Results and Discussion

3.1 Mechanical Properties

The PLA-biocomposite and PLA-hybrid biocomposites obtained impact strength
(ASTM D256) is shown in Fig. 2. It is obvious that PLA/Kenaf and Aloevera
fiber hybrid biocomposite improved the impact strength (Fig. 1). The PLA/Treated
Kenaf and PLA/Treated Aloevera biocomposites impact strengths are 49.34 and
50.39 kJ/m2, respectively. The PLA/Treated Kenaf and Aloevera fiber hybrid bio-
composite impact strength is improved to 69.29 kJ/m2. The fiber hybridization influ-
ences the impact strength of biocomposite. Previously the same trend was observed
by Zainudin et al. [17], they concluded that hybridized coir/oil palm EFB/PP com-
posite enhanced higher mechanical properties than alone coir or oil palm EFB-based
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Fig. 1 Experimental line
diagram
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composites. Jacob et al. [18] also finding that, sisal/oil palm reinforced rubber com-
posite shows improved mechanical properties than alone sisal or oil palm-based
composites.
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3.2 Thermal Properties

Thermal stability of PLA-biocomposite and PLA-hybrid biocomposites were inves-
tigated by thermo gravimetric analysis (TGA). Figure 3 shows PLA-biocomposites
and PLA-hybrid biocomposites of the TGA curve. The fiber hybridization improved
thermal stability of biocomposite as evidenced from Thermo gravimetric curve. The
T 75% of hybrid biocomposite improved 337–343 °C (Table 2). The decomposition
takes place in three-stages. In the primary stage, moisture evaporation occurred
up to 150 °C and in second phase due to lignin, cellulose and hemi celluloses.
Finally, depolymerisation of PLA takes place. For 10% mass loss PLA-30TKF,
PLA-30TAF and PLA-30TAKF were degraded at 280, 295 and 291 °C, respectively.
For 75% loss PLA-30TKF, PLA-30TAF and PLA-30TAKF are decomposed at 337,
338 and 343 °C, respectively. The PLA-30TAKF shows maximum decomposition
temperature 343 °C (75%) due to chemical treatment and hybrid of biocomposite.

Previously the same trend was observed by Boopalan et al. [19], they concluded
that the hybridization enhanced superior thermal stability. The chemical treatment
and hybrid posse better thermal stability of hybrid biocomposite.

Fig. 3 TGA curve of
PLA/K, PLA/A and
PLA/K/A
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Table 2 TGA
Characterization of bio and
hybrid biocomposites

Sample Denotation Decomposition
temperature (°C)
10% (weight loss)
75% (weight loss)

PLA-30TKF PLA/K 280 337

PLA-30TAF PLA/A 295 338

PLA-30TAKF PLA/K/A 291 343
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4 Conclusion

The characterization (impact and thermal stability) of bio and hybrid biocom-
posites has been presented. The higher impact strength 69.29 kJ/m2 obtained for
PLA/K/A hybrid biocomposite. The hybrid biocomposites impact strength improved
40.46 and 37.57% than PLA-30TKF, PLA-30TAF. TGA curve demonstrates the
PLA/K/A hybrid biocomposite exhibits highest decomposition temperature 343 °C
(75% weight loss) than other. Finally, concluded that, the chemical treatment and
hybrid biocomposite exhibits higher mechanical and thermal properties than other
biocomposites.
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Performance Analysis of Different Tool
Shape in Electric Discharge Machining
Process with Vegetable Oil as Dielectric
Fluid

B. Singaravel, K. Chandra Shekar, G. Gowtham Reddy and S. Deva Prasad

Abstract Electric discharge machining (EDM) is used to produce complex geome-
tries from difficult-to-cut materials in the area of making dies, mold, and tools.
Complex geometries involve different shapes, and electrode plays a major role in
reproducing the shape on component. In EDM, hydrocarbon oil-based dielectric
fluid is used which is causing environmental issues. Recently, researchers attempted
by using vegetable oil as dielectric fluid in EDM process which is a natural product
and lead to sustainability in machining. In this analysis, machining performance of
different cross sections of electrode is analyzed with vegetable oil (sunflower oil)
as dielectric fluid, and the results are compared with conventional dielectric fluid
(kerosene). The different cross sections of electrode used in the work include circle,
square, rectangle, and hexagon. Material removal rate (MRR), tool wear rate (TWR),
and surface roughness (SR) are observed with two sets of energy levels during the
process. The result observed that vegetable oil has similar dielectric properties and
erosion mechanism compared with conventional dielectric, and it could be used as
dielectric fluid in EDM process.

Keywords EDM · Dielectric fluid · Vegetable oil · Electrode shape

1 Introduction

In EDM process, hydrocarbon-based dielectric fluids are used which generate harm-
ful elements, and it affects environmental as well as operator health [1]. To overcome
these issues, some of the steps are taken by researchers to adapt EDM process into
green process. One of the approaches is dry EDM, which uses gaseous medium as
dielectric, but it has limitation of low MRR and has debris particle suspended in
the gaseous medium. Some other approaches are near-dry EDM, water as dielectric,
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additives added in dielectrics, and cryogenic approaches. There are few issues to
solve those methods to convert green EDM process [2–4]. Recently, vegetable oil-
based dielectric is attempted to attain sustainable idea in EDM process. As earlier
stated, EDM process is used to produce complex geometries which involve circle,
square, triangle, rectangle, and hexagon. Generally, the cross section of electrode
will be reproduced during EDM process, and electrode must be same cross sections
and dimensions. The cross sections of electrode are important for producing cavity
with sharp corners in bottom as well as in side of the wall [5–7].

2 Literature Review

Khan et al. [5] used various cross sections of electrode influence on performance
ofEDMprocess. The influence of cross sections of electrode (circle, square, diamond,
and triangle) onMRR, TWR,wear ratio, and SRwas investigated. The result revealed
that diamond shape of electrode was given high value of MRR, and circular cross
section electrode was given minimum SR. Yu et al. [6] discussed the performance of
square cross section of electrode. In order to obtain accurate machined surface, tool
wear compensation, tool path, and cutting steps were used. The result concluded
that accurate square cavities are with sharp corners. Sohani et al. [7] investigated
the shape of electrodes using response surface methodology. The electrode shape
considered was circle, square, triangle, and rectangle. The result highlighted that
the circle cross section shape of electrode provided good MRR and TWR than other
electrodes used.

Valaki and Rathood [8] attempted sustainability enhancement in EDM process
by applying vegetable oil as dielectric fluid. Two categories of dielectric fluids were
used, such as hydrocarbon oil-based and vegetable oil-based dielectric fluids. The
result concluded that process performances were enhanced vegetable oil as dielectric
fluid. Sadagopan and Mouliprasanth [9] used different dielectric fluids (biodiesel,
transformer oil, and kerosene), and their machining performances were studied. The
result shows that biodiesel as dielectric fluid was given good machining performance
than other dielectric fluids. Ng et al. [10] investigated the vegetable oil as dielectric
fluids on EDM process of bulk metallic glass and titanium alloy. The result revealed
that the proposed dielectric fluids were having dielectric properties and given good
machining performance. Valaki et al. [11] used Jatropha oil as dielectric fluid, and
the results were compared with conventional dielectric fluid for enhancement of
sustainability in EDM process. The effect of current, pulse on time, pulse off time,
and voltage on MRR, TWR, SR, and surface hardness were studied. The result
pointed out that Jatropha oil-based dielectric could be used as alternative dielectric
to conventional dielectric fluid.
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From the literature review, the limited studies are reported in the area of different
shapes of electrodes (circle, square, rectangle, and hexagon) and vegetable oil as
dielectric (sunflower oil) in EDM process. A detailed investigation is to be carried
out for understanding the performance of cross sections of electrode using vegetable
oil as a dielectric. Hence, in this chapter, an attempt has been made to study the
effect of dielectric fluid (kerosene and sunflower oil) when different cross sections
of electrode used while machining AISI D2 steel in EDM process.

3 Experimental Setup

Die-sinking EDM is used to conduct experiments (Fig. 1). In this work, AISI D2 steel
is used as workpiece material, and copper is used as electrode material. AISI D2 steel
is used to make die which is categorized into difficult-to-machine material. Copper is
widely used as electrode materials with various cross sections such as circle, square,
hexagon, and rectangle being used. Figure 2 shows various cross sections of copper
electrodes. Table 1 shows the different electrode cross sections and their dimensions.
Two categories of dielectric fluids are used, namely hydrocarbon oil-based (kerosene)
and vegetable oil-based (sunflower oil). Input process parameters include current,
pulse on time, pulse off time, and voltage. Table 2 shows the input parameters and
their values. Figure 3a, b shows the machined samples.

The following procedures are used to obtain the output values of MRR, TWR,
and SR. Equations (1) and (2) are used to calculate the MRR [11] and TWR [12],
respectively. A precision weighing machine is used to find out weight difference

Fig. 1 EDM
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Fig. 2 Electrodes and its
various cross sections

Table 1 Electrodes’ shape
and their dimensions

Sl. No. Electrode cross section Electrode dimension

1 Circle Diameter = 8 mm

2 Square Side = 8 mm

3 Hexagon Side to side = 8 mm

4 Rectangle Length = 20 mm width
= 8 mm

Table 2 Process parameters and their values

Sl. No. Process parameters and their values

Energy Level 1 Pulse on time = 500 µs, pulse off time = 300 µs and current = 7 Amps

Energy Level 2 Pulse on time = 300 µs, pulse off time = 100 µs and current = 9 Amps

Fig. 3 a, bMachined
samples a kerosene as
dielectric fluid and
b sunflower oil as dielectric
fluid
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Table 3 Experimental results

Sl.
No.

Electrode
cross
sections

Energy
level

Kerosene as dielectric fluid Sunflower oil as dielectric
fluid

MRR in
mm3/min

TWR in
mm3/min

SR in
µm

MRR in
mm3/min

TWR in
mm3/min

SR in
µm

1 Circle Energy
Level 1

2.883 0.448 1.82 5.060 1.362 2.39

Energy
Level 2

4.0729 0.996 2.45 6.683 1.528 2.96

2 Square Energy
Level 1

5.093 0.771 1.490 5.194 1.081 2.47

Energy
Level 2

7.992 1.129 1.886 8.513 1.345 2.54

3 Hexagon Energy
Level 1

2.72 0.476 2.348 5.493 0.918 2.68

Energy
Level 2

6.079 0.712 3.346 11.057 1.126 3.69

4 Rectangle Energy
Level 1

6.431 1.332 2.592 8.831 1.557 2.722

Energy
Level 2

10.743 1.820 2.630 13.986 2.841 2.993

between before and after machining of workpiece and electrode materials. Table 3
shows the experimental results.

MRR = Wwbm −Wwam

t × ρw
× 1000mm3/min (1)

TWR = Webm −Weam

t × ρe
× 1000mm3/min (2)

where Wwbm = weight of the workpiece before machining (g), Wwam = weight of
the workpiece after machining (g), W ebm = weight of electrode before machining,
W eam = weight of electrode after machining t is the machining time (min), and ρw

and ρe are the density of workpiece and electrode material (g/cm3), respectively.
Surface roughness of the machined sample is measured by Talysurf SJ 210 surface
roughness tester.
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4 Results and Discussions

In this analysis, different cross sections of electrodes are processedwith kerosene and
sunflower oil as dielectric fluid. Two sets of process parameters are chosen, and the
output parameters MRR, TWR, and SR are analyzed. Figures 4a-c and 5a-c shows
the performance of different cross sections of electrodes with kerosene and sunflower
oil as dielectric fluids.

Increased MRR is observed using vegetable oil as dielectric fluid than conven-
tional dielectric fluid. This is due to low breakdown voltage, and high viscosity of
dielectric

leads to high-spark energy density, hence improved melting and vaporization.
Higher thermal conductivity and low specific heat retain ionization state for long
time. Higher TWR is observed using vegetable oil as dielectric because of high
oxygen content creates strong conductive discharge channel. Also, high viscosity
accumulates more heat and thus increased erosion in electrode [13, 14]. The effect
of process parameters such as pulse on time and current is increased in MRR, TWR,
and SR. Increased pulse on time provides longer duration of discharge energy due
to its widen discharge. Also, pulse on time creates more positive ions that strike
on the electrode surface. At higher pulse on time, vaporization and melting cause
deeper crater surfaces. Hence, it is increased MRR, TWR, and SR [15, 16]. At high
values of current, similar types of result as pulse on time is observed. Increased more
number of electron strike on the work piece surface and workpiece materials at high
values of current. Also, it produces more energy penetration and more SR values
[17].

Generally, complex shapes involve different cross sections. Producing complex
cavities through EDM process completely depends on the cross section of electrode.
This study highlights instead of moving directly regular electrode into and along the
cavity, one can use various shape of electrodes such as circle, square, hexagon and
rectangle to produce complex geometries on the workpiece. Electrodes with other
than circular sections such as square, rectangle, and hexagon have sharp edges and
tips. These types of various cross section of electrodes could be used to machining
cavities involving sharp corners in bottom as well as in side [7].

5 Conclusion

The comparative analysis is carried out using different categories of dielectric fluid
effect with different cross sections of electrodes during EDM process of AISI D2
steel.

• Vegetable oil is attempted as dielectric fluid, and it is observed that higher value
of MRR than conventional dielectric. Hence, it is understood that it has similar
dielectric properties of erosion principle compared with conventional dielectric.
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Fig. 4 Performance (MRR, TWR and SR) of kerosene as dielectric fluid a MRR-kerosene as
dielectric fluid b TWR-kerosene as deictic fluid c Surface roughness-kerosene as dielectric fluid

• Different cross sections of electrode is used to produce complex geometries such
as square, rectangle, and hexagon with sharp corners of bottom side as well as side
wall.

• Sunflower oil as dielectric fluid is given good performance than kerosene for all
cross sections of electrodes.

• The result of TWR and SR is observed as high with vegetable oil as dielectric
fluid, and further studies are required to reduce the same.

• Vegetable oils are less toxicity and biodegradable; hence, it is useful for the
implementation of sustainability in EDM.



1076 B. Singaravel et al.

Fig. 5 Performance (MRR, TWR and SR) of sunflower as dielectric fluid a MRR-sunflower as
dielectric fluid b TWR-sunflower as deictic fluid c Surface roughness-sunflower as dielectric fluid
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Experimental and Finite Element
Analysis of Fracture Toughness
of Chilled LM13 MMC

H. S. Harshith and Joel Hemanth

Abstract There was a remarkable increase in themechanical properties and fracture
toughness by using chills during the development of composites. In the present
work, metallic and non-metallic chills were used to develop the LM13 alloy-fused
SiO2 metal matrix composite reinforcement which varied from 3 to 12%, in steps
of 3%. The fracture toughness experiment revealed a toughness of 9.7 Mpa

√
m

for the composite with 9 wt%. Beyond 9 wt%, the fracture toughness declined.
The increase in the fracture toughness can be attributed to uniform distribution of
the hard reinforcement particles.SEM fractography of fracture toughness specimen
reveals that the matrix alloy exhibits fine and shallow dimples with high plastic
deformation, thus clearly indicating that the type of fracture is ductile. For validity
purpose, the experimental results of the fracture toughness were assessed through
FE analysis and found that the results are converging within the limits, i.e. 5%.

Keywords Fracture toughness · LM13 · Fused SiO2 · Chills · SEM

1 Introduction

Aluminium-based composites are known for their blend of properties, texture and
processing choices due to which they are widely used in the aviation and automobile
sectors [1]. The industries are looking to have aluminium composites free from
defects. Aluminium-based composite casting is subjected to micro-shrinkage during
casting because of its freezing range. Also, composite with desired properties can be
obtained by suitably reinforcing the matrix alloy [2, 3].

Spray deposition, stir casting technique and powdermetallurgy are used to develop
particulate-reinforced MMCs. The matrix or base alloy is combined with excellent
strength material known as reinforcement to obtain a composite. Certain materials
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can be workable even at 1700 °C, which include silicon nitride, silicon carbide,
silicon dioxide, etc. Carbon–carbon composite retains much of its strength even at
2500 °C [4–8].

Chilling lessens grain of the composites down to an interface-controlled struc-
ture, to get a material with new utilitarian properties. Hardness, wear and fracture
strength properties of aluminium composites fundamentally reliant on processing
methods, dispersoid content, chill conditions, microstructure, and interfacial bond-
ing attributes. Wise positioning of chills will subjugate micro-shrinkage or dispersed
porosity in composites [9].

Most of the times where the experimental works are complicated and costly,
we use finite element analysis to obtain an approximate result of the desired work
[10, 11].

2 Experimental Procedure

LM13 ingot shown in Fig. 1 shows good casting properties with density of 2.7 gm/cc,
melting temperature of 615 °C and fair strength, and hence it was chosen as the base
matrix alloy.

Fused SiO2 as shown in Fig. 2 is a smooth white mineral powder that has almost
zero thermal expansion, thermal shock résistance and chemically inert and stable
at high temperatures but dissolves in hydrofluoric acid. The fused SiO2 is odour-
less/colourless but might have blue or green colour depending on the impurities.
Fused SiO2 is the most popular ceramic material with a density of 2.7 gm/cc, melt-
ing temperature is 1660 °C and coefficient of thermal expansion is 0.54 × 10−6

µm/m. Fused SiO2, a ceramic reinforcement, is chemically very stable and possess
high hardness and Young’s modulus with excellent thermal stability.

Fig. 1 Al alloy (LM13)
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Fig. 2 Fused SiO2

2.1 Composite Preparation

Stir casting technique is used to produce Al alloy (LM13) and fused SiO2-reinforced
MMCs. This technique involves various processing parameters such as speed of stir-
rer, processing temperature, pouring temperature, mould temperature and reinforce-
ment feeding rate, which can be controlled, and sound castings can be obtained. The
aluminium ingots were placed in a graphite crucible. The molten metal was heated
to red hot condition. The pre-heated fused SiO2 particles were introduced into melt.
Vortexwas created in themoltenmetal, and thewetting of the particles and thematrix
was ensured by constant stirring using mechanical impeller.

The constant stirring was carried out for more than 20 min to avoid agglom-
eration. The scum powder was used as slag removing agent and degassing tablet
hexachloroethene was added to completely remove any gases in the molten metal
and continued reheating to a super-heated temperature (710 °C), then it was poured
into the prepared mould fitted with chills to reduce the micro-porosity and enhance
the mechanical properties, and finally, the castings were obtained. The composites
were cast using various metallic copper and mild steel, non-metallic chills silicon
carbide and graphite to ensure directional solidification.

2.2 Fracture Toughness Test

A closed-loop Instron servo-hydraulic material testing system was used to perform
fracture toughness test on the test samples of MMCs and matrix alloy in accordance
with ASTM E399-1990 standards. The test samples were subjected to three-point
bending of machined specimen which was pre-cracked by fatigue. A sketch of single
edge notch bend (SENB) specimen with a chevron notch was prepared as per the
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Fig. 3 Fracture specimens
(before test)

dimensions. A notch of initial length ao = 1.27mm was produced by using CNC
wire cutting machine. Figure 3 shows fracture specimens with various % weight
reinforcement addition, cast using chill.

During the fatigue loading, a minimum load of 0.296 KN and maximum load
of 0.457 KN were maintained. The process of introducing a crack with a plastic
zone at the vicinity of the notch with the influence of fatigue load is called fatigue
pre-cracking. In pre-cracking, a crack of length ap = 2.27 mm is introduced. For
the ratio a/W = 0.3881, f (a/W ) is noted down as 3.812 for further validations. The
fractured test samples are shown in Fig. 4.

3 Results and Discussions

The fracture toughness K IC of the single edge notch bend specimen is indicated in
Table 1. The load was varied from 0.1 to 0.5 KN.

It is observed from Table 1 that increasing the reinforcement content and chilling
has an effect on the fracture toughness of the material. The fracture toughness of the
MMC increases up to 9 wt% reinforcement addition cast with different chills, and
beyond 12 wt%, a decrease in fracture toughness was observed.

The possible three micro-mechanisms controlling the fracture behaviour during
cyclic loading are indicated below:

• Effective transfer of load between the soft Al alloy (LM13) and the hard SiO2

ceramic particle.
• Hardening arising from constrained plastic flow and triaxiability in the Al alloy
(LM13) matrix due to the presence of the brittle reinforcements.
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Fig. 4 Fracture specimens
(after test)

Table 1 Fracture toughness (K IC) of MMC with different wt% reinforcement addition cast using
different chills

Fracture toughness K IC
(
MPa

√
m

)

Type of chill wt% reinforcement

3 6 9 12

Copper 7.840 7.546 9.706 7.227

Mild steel 5.970 6.592 9.632 6.148

Silicon carbide 5.250 7.170 9.070 4.830

Graphite 5.187 6.352 8.059 3.959

• The soft Al alloy (LM13) matrix and the hard SiO2 ceramic particle reinforcement
leads to residual stresses due to the mismatch in thermal coefficient between the
components of the composite.

Figure 5 shows an increase in the fracture toughness of the MMCs developed
which could be primarily attributed to the presence and uniform dispersion of hard
SiO2 particulates in Al alloy (LM13). Also, good bonding and compaction of rein-
forcementwith thematrix alloy and effective load distribution between the softmatrix
alloy and harder ceramic particles leads to higher fracture toughness (Figs. 6, 7 and
8).

FEA Results of Fracture Specimen

The fracture toughness values as obtained by experimental and FEA as shown in
Table 2 are in close agreement with each other and marginal variation of 3–4% has
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Fig. 5 Plot of K IC as a function of wt% of reinforcement

Fig. 6 3D model of fracture
specimen

Fig. 7 Meshed model
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Fig. 8 3D meshed model
after applying boundary
conditions

Table 2 FEA results of fracture toughness test for various wt% reinforcement and different chills

Fracture toughness
(
MPa

√
m

)

Copper chill wt% K IC (Expt) K IC (FEA) Error %

3 7.840 7.760 1.02

6 6.592 6.532 0.91

9 9.432 9.265 1.77

12 5.927 5.628 5.04

Mild steel chill 3 5.970 5.860 1.84

6 7.346 7.210 1.85

9 9.706 9.562 1.48

12 6.245 6.159 1.37

Silicon carbide chill 3 5.950 5.850 1.68

6 6.700 6.625 1.11

9 9.170 9.150 0.21

12 4.430 4.321 2.46

Graphite 3 5.587 5.534 0.94

6 7.952 7.824 1.60

9 9.120 9.085 0.38

12 4.559 4.321 5.22

been seen. This is a clear indication of uniform distribution of reinforcement particles
in the matrix Al alloy (LM13).
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4 Conclusion

Fracture toughness was highest for composite with 9 wt% reinforcement and is 17%
higher in comparison with unreinforced matrix alloy.

The fracture toughness showed an increasing trend till 9 wt% reinforcement, and
beyond which there is decreasing trend which might be due to cluster formation.

FEA and experimental results are in close agreement with each other.
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Design and Fabrication of Die Back Door
for Manufacturing of Cylinder Liners

T. Vadivelu, C. Vijaya Bhaskar Reddy and G. Prasanthi

Abstract The centrifugal die casting process was observed at VACPL, at
Vijayawada in India. In the present observation, for the production of cylinder liners,
resin sand was used at the front door of the centrifugal die casting machine, and also,
resin sand was dressed at the inner surface of the die. However, no resin sand is used
at the back door, which results in the direct melt to metal contact at the back door and
which increases the hardness of the casting excess than required, due to rapid cooling
rate between the casting and die back door zone. Due to this hot spot, defects appear
on the back door, and it decreases life of the back door and increases the scrap rate.
The chilling length is removed by the parting operation, which increases the cost
of production. In this research work, to eliminate that hot spot defect, the die back
door was design and fabricated to introduce resin sand, and also, the temperature
distributions of the die back doors were simulated by using ANSYS 18 software.
Both old and new rear-end casting samples can be examined using the FE-SEM
and EDX technique for microanalysis. Result in, no direct metal to metal contact,
increasing the life of back door and the hardness of the cylinder casting is limited to
as per requirement, parting operation and hot spot defects are eliminated. Instead of
parting operation, facing operation is adopted. The time required for facing operation
is 1/6th of the parting operation.

Keywords Die casting · Chilling · Back door · Resin sand
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1 Introduction

Centrifugal casting is one of the superiors-quality cylindrical or tubular casting tech-
niques widely used in casting industries, in which melt is pouring into a rotating
dies or moulds. Due to centrifugal force, the die is rotated [1] about its axis at high
speed (500–1500 rpm), so that the melt to be contributes over the dies surface and
becomes a hollow cylindrical castings. These types of castings are fine grained on
the outer diameter, while the inside surface has more inclusions and impurities; these
are gathered by centrifugal force towards the centre of the case that can be machined
away. In this type of castings are free from defects when compared to statically [2]
casting process and have higher production rate and superior mechanical properties.
Centrifugal casting machines are generally three types based on the direction of the
mould spinning axis: they are vertical, horizontal and inclined centrifugal casting
machines. The present research work carries out on the horizontal centrifugal cast-
ing machine. The horizontal centrifugal casting machines are generally used to cast
pieces with a uniform internal diameter or with a high length-to-diameter ratio com-
ponent. Products include cylinder sleeves, tubes, pipes, and cylindrical or tubular
castings [3] that are simple in shape. Thoroddsen et al. [4] have been explored the
experimental study of coating flows in partially-filled horizontally rotating cylinder.
Lu et al. [5] have been examined the filling and temperature field of cantilever-type
horizontal centrifugal casting of a wet-type cylinder liner which was simulated based
upon the pro-CAST software, and solidification processes and temperature fieldwere
also simulated in the time of cooling process.

However, hot spot defects have not been examined in the horizontal centrifugal
die casting process. Hot spot defects are shown in Fig. 3, which occur when casting
area cools more rapidly than the reaming area and also dies back door, in the time of
hot molten metal contact to the dies back door and resulting, excess hardness occurs
at a rear end side of the casting up to 6–10 mm length (chilling ring and its pieces)
as shown in Fig. 4.

In this study, dies’ back door is design and fabricated to introduce resin sand
instead of bentonite coating, and also, the temperature of die back door is simulated
through ANSYS 18 software, and also, hot spot defects were analysed. It expected
that the result would help to minimize the scraps and improve the quality of the
cylinder liner, manufactured by horizontal centrifugal die casting.

2 Material for Cylinder Liner

Generally, ferrous and non-ferrous materials are used in the preparation of the cylin-
der liners. Based on the present work, grey cast iron was selected due to its low
cost and wide range of properties. Grey iron contains graphite in the form of flakes,
and it has great lubricating nature due to graphite flakes, excellent machinability,
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and moderate hardenability, toughness, optimum strength and considerable corro-
sion resistance excellent damping capacity and wear resistance. Grey cast irons have
a chemical composition of 2.5–4.0% carbon, 1–2.5% silicon, 0.6–1% manganese,
0.2–0.4 chromium, 0.3% phosphorus, 0.05 sulphur and the remainder iron.

3 Experimental Set-up

To control the excess hardness at the rear-end side of the casting and eliminating the
hot spot defect on the die back door, the new die back door is designed [5] based on
old die back door and fabricated as per the drawing shown in Fig. 1a, b, with an outer
diameter 130 mm and intermediate step diameter 119.5 mm. In the fresh die back
door, additional step is created (i.e. 96 mm diameter) based on the inner diameter of
the casting. At the top of the die, an 8 mm hole is drilled due to send the sand into
the die, and its drawing is shown in Fig. 1c.

A suitable supporting door instrument is designed and fabricated as shown in
Fig. 2, to support the resin sand until the resin sand solidifies. 8 mm bottom diameter,
12 mm top diameter and 50 mm length, tap per rod is used for closing the 8 mm hole
on the die; otherwise, the liquid metal may come outside and affects the workers.

The resin sandwas sent into the die through a pipewith 2 kg/m2 pressures (to close
the 8 mm hole with tap per rod); its drawings and fabricated instrument are shown
in Figs. 1b. The resultant diagram is shown in Fig. 6a. Due to pressure force, resin
sand cannot withstand at the circular portion that gap also filled with resin with help
of a funnel (at this particular instant that 8 mm hole can be opened). The elliptical
portion which is completely filled by the resin sand is shown in Fig. 6b. At the time
of melt pouring into the die carefully closed that the 8 mm hole with the tapered rod.

Fig. 1 a New die back door design. b New die back door fabrication. c Sand sends through pipe
and funnel
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Fig. 2 Supporting door instrument design and fabrication

Fig. 3 Old die back door and its hot spot defect

Fig. 4 Old and new castings’ parting rings

Fig. 5 Both old and new method cast castings rear side parting rings (chilled portion) can be made
small pieces and its polished hardness tested specimens
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Fig. 6 a, b Die in side resin sand formation (circular/elliptical shape) on die back door. c Smooth
polished microstructure tested specimens

Every day before production starting the die back door and die are preheated (i.e.,
200 °C) directly without sand, which helps the resin sand to form adhesive nature
on the die back door and also which maintains the pouring temperature constantly.
After dressing the die with quartz and resin sands, the molten metal is poured into
the die with the help of the spout. After few minutes, the molten metal will solidify,
and the casting will be separated from the die for cooling. The new method produces
effective castings without chill and hot spot defects. Parting operation is completely
eliminated to introduce a new method, and the corresponding visuals are shown in
Fig. 4, which clears that the white cast iron is completely terminated on the rear-end
side of the casting and its different sample variations (these rings are not presented
white colours) which are shown in Fig. 4. The machined casting becomes a liner
(Fig. 3).

The hardness of the cast sample was evaluated using Rockwell’s hardness testing
machine in C Scale (i.e. HRC Series). The excess hardness portion can be taken by a
small piece (both old and new cast cylinder castings at rear-side ring portion can be
made small pieces, and then hardness can be examined), and then it can be grinded
and polished by grinding machine and CC-22 P800 silicon carbide electro cathode
abrasive paper.

The microstructure investigation was performed using field emission scanning
electron microscopy (FE-SEM): it is the high-resolution electron imaging, and over
1000,000X (>10 nm at 1 kV) can be performed with very low accelerating volt-
ages (50–150 kV are scanned across the specimen). Specimens for microstructural
examination were cut from the rear-end side of the castings (old casting 10 mm
chilling ring portion was taken and makes it into small pieces and also newly cast
10 mm rear-side casting portion), and these samples were grinded and polished by
using grinding machine and abrasive paper. The etching of the samples was car-
ried out using 98 ml ethanol +2 ml nitric acid (HNO3) before the microstructural
examination was performed, using field emission scanning electron microscope. The
microstructure examined specimens are shown in Fig. 6c (Fig. 5).
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4 Heat Transfer Transient Analysis

The calculation of the temperature distribution for the die back door, based on
unsteady-state heat conduction, was found by solving the governing equation for
fluid flow and heat transfer conduction for a solid sphere, considering the following
equations are employed.

d
dr

(
x2 dTdr

) + x2q·
k = 0 In 0 ≤ x ≤ x0,

dT
dr = 0 at x = 0 & T = T 0 at x = xo,

where q· = Uniform heat flow, x = radius of sphere, k = thermal conductivity
of sphere material, T = temperature variation and dr = spherical shell thickness.
Heat transfer behaviour during mould filling and solidification is given as follows:
conservation of mass, ∂ρ

∂t = ∇ · (ρu = 0), and the energy equation during mould
filling is governed by the equation: ρCp

(
∂T
∂t + u · ∇T

)
u = ∇(k∇T ) where Cp and

K are the specific heat and thermal conductivity of the molten metal, u: velocity
component, ρ = density, T is the temperature, and Q is an internal power source. In
the inner free surface andoutside ofmould/die, the radiation effectmust be considered
in both flow melt and solidified metal. Heat loss due to convection and radiation is
determined from the equation: −λ · ∂T

∂x = h · (Tw1–Tw2) + σ · ε (Tw1–T sur1), where
λ: thermal conductivity, T: temperature, h: convection heat transfer coefficient, σ :
Stefan–Boltzmann’s constant, ε: the emissivity.

Initial conditions: The initial preheated temperature of 200 °C was applied to the
mould and resin sand coating. The pouring temperature of the liquid is 1350± 50 °C
which was applied to the casting. The moving fluid flow speed of 1 kg/s was applied
over the mould surface, and fluid filling time is approximately 30 s.

Rotational speed of the die: use the following formula to calculate the rotational
speed of the mould

N = 29.9 (G/Ri )
0.5 (i)

where N is the rotational speed of the die in RPM, Ri is the inner surface radius of
the casting in metres, andG is the coefficient of gravity. For metal moulds (cast iron,
steel), G value generally adopts a range of 50–120. The speed of 1400 RPM was
selected after G value was calculated.

Boundary conditions: the mould and casting were cooled in atmospheric air, and
the ambient temperature of outer mould surface is considered as 20 °C. The surface
heat transfer coefficient of 25 W/m2 K was applied to the die back door, resin sand
and outer surface on the mould.

5 Result and Discussions

The result section covers three different subsections as hardness measurement,
microstructure analysis and also the temperature distribution of the die back door
which were simulated by using ANSYS 18 software.
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The values of hardness for each cast sample (based on oldmethod) aremeasured in
Rockwell hardness testing machine in C Scale series (HRC series). The chill portion
parting ring was taken and makes it into small pieces. The casting samples were
polished to obtain a flat and smooth surface finish. Multiple tests were performed on
each sample, average hardness values are taken as a consideration, and these hardness
values are as shown in Table 1.

FromFig. 7, it can be noted that at chill portion, from1 to 6mmdistance (from rear
side of casting to front side) the hardness is found very high and excess than required;
at 7–8 mm distance, the hardness values are gradually decreased and moderate and
9–10 mm; it found constant and required amount of hardness values. The above
similar procedure can be followed for new method castings, and its hardness values
are shown in Table 2, and from Fig. 8, it can be seen that all sides of casting sample
values are found constant hardness values (i.e. required amount of hardness values).

Themicrographs show that themicrostructure of chilled portion of the (oldmethod
producing casting piece at a rear-end side) casting is characterized with a high per-
centage of cementite and little amount or no graphite flakes as shown in Fig. 9.
Chilling nature is formed due to fast cooling rate at the die and dies’ back door zone
(due to molten metal hits directly to the die back door, result in lower the Si and
carbon percentage), resulting in much of the carbon in a molten cast iron forms iron
carbide(Fe3C-in a pearlite matrix) instead of graphite upon solidification. This type

Table 1 Hardness values obtained by used in old die back door

Samples Chilling length in mm

2 4 6 8 10

Series 1 47 41 36 30 24

Series 2 47 40 35 29 24

Series 3 46 40 34 28 23

Series 4 45 39 33 27 22

Fig. 7 High magnification view (2500x) of the white cast iron specimen (microstructure and ED’s
analysis)
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Table 2 Hardness values obtained by using old die back door

Samples Chilling length in mm

2 4 6 8 10

Series 1 24 23 22 22 22

Series 2 24 23 22 22 22

Series 3 24 23 22 22 22

Series 4 24 23 22 22 22

Fig. 8 Grey cast iron specimen etched with 2% nital (Microstructure and ED’s analysis)
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Fig. 9 Casting hardness values (by using old die back door) graph

of cast iron is also called white cast iron because of the white crystalline appearance
on the fracture surface, which is hard and brittle, and almost impossible to machine.

The micrographs show that the microstructure of a rear-side portion of the (new
method casting piece at a rear-end side) casting is characterized (hardness is constant
thought out the cylinder casting with a required amount) distinct graphite flakes with
fine sizes uniformly distributed and randomly oriented. This type of graphite is
typical of type-graphite as shown in Fig. 10, which is usually preferred for most
casting applications.
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Fig. 10 Casting hardness
values (by using new die
back door) graph
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The EDS/EDX analysis of the chilled surface by FE-SEM/EDS result (Fe, Si
and C element mass%) is shown in Fig. 9 and also given in Table 3. FE-SEM/EDS
analysis of the newly casted casting pieces at a rear-end side of the casting was
observed (Fe, Si and C element mass%) and as shown in Fig. 10 and also given in
Table 4. Alloy concentration is expressed in atomic per cent (atom%). It can be seen
that chill region contains lower Si and C percentage compared to new casting pieces.

Table 3 EDS analysis for sample 2 (big size—WCI)

Element At. No. Mass [%] Mass norm
[%]

Atom[%] Abs. error
[%] (1 sigma)

Rel. error
[%](1 sigma)

Fe 26 72.55 81.31 50.12 2.06 2.84

C 6 14.67 16.44 47.12 3.76 25.66

Si 14 2.25 2.25 2.76 0.15 7.46

89.23 100.00 100.00

Table 4 EDS analysis for sample 1 (small size—G.CI)

Element At. No. Mass[%] Mass norm
[%]

Atom [%] Abs. error
[%] (1 sigma)

Rel. error [%]
(1 sigma)

Fe 26 84.98 87.74 62.67 2.33 2.74

C 6 10.15 10.48 34.80 2.40 23.63

Si 14 1.72 1.78 2.53 2.53 6.95

96.85 100.00 100.00
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Fig. 11 Temperature distribution of die back door with bentonite coating {a max: 1573 K, min:
1460 K and b max: 1623 K, min: 1505 K}. c, d Temperature distribution of the die back door with
resin sand {a max: 1573 K, min: 596.4 K and b max: 1623 K, min: 607.9 K}

6 Simulation Results

Based on the above simulation, condition’s simulation of die back door is carried
out. The aim is to simulate the temperature and heat flux field (both temperature and
heat flux analysis are shown in Figs. 11 and 12) of the die back door to increase the
life of back door and remove the hot spot defect.

7 Conclusion

The newmethod was observed to be free of cementite as compared to an old method,
and it gives to the required amount of hardness due to slower cooling rate and addition-
ally promotes hypo-eutectic as-cast grey ironwith a uniform distribution of randomly
oriented graphite flakes (A-type).

The microstructure of white cast iron is observed after etching, noting that the
inter-dendritic cementite (white) appearance. Austenite is formed as the pro-eutectic
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Fig. 12 Heat flux distribution of die back door with bentonite coating (at 1573 K max heat flux
value: 1.277 × 105 W/m2, min heat flux value: 1.5734 × 104 W/m2 and at 1623 K max heat flux
value: 1.327 × 105 W/m2, min heat flux value: 1.635 × 104 W/m2). c, d Heat flux distribution of
die back door with resin sand (at 1573 K max heat flux value: 1.379 × 105 W/m2, min heat flux
value: 3.781 × 102 W/m2 and at 1623 K, max heat flux value: 1.434 × 105 W/m2, min heat flux
value: 3.93 × 102 W/m2)

constituent before the eutectic reaction (liquid transforms to austenite and cementite)
and later transforms to pearlite and cementite upon cooling below the eutectoid
temperature.

The simulation results show that there is no difference between input temperatures
(for old die) and output temperatures, the old die back door faced directly almost
pouring temperature, and this temperature affects the die back door and develops the
hot spot defect at a particular back door zone, due to cause its life expiredwithin three
days. However, new designed to die back doors facing preheat output temperature
(this temperature can’t affects the die back door), due to cause its life increased up to
a minimum one year and eliminate the hot spot defect. Temperature analysis values
are shown in Fig. 11. New die back door heat flux values also are favourable, and
then, old die back door and its heat flux analysis are shown in Fig. 12.

Die back door with resin sand technique is more effective in minimizing under
cooling of metal during a solidification process. Using this technique, the machining
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allowance of the casting can be reduced by 14 mm length at the rear end of the
casting. The machining allowance of the casting can be reduced by 14 mm length
(i.e. 10 mm chilling length+2 mm front and back side machining allowance+2 mm
parting ring cutting tool width).

Each one mm length of the casting requires 17.3 grams of metal. Thus, an amount
of 242.2 grams of metal, i.e. 6%, can be reduced each casting. It causes the reduction
in scrap rate by 6.45%, electrical power consumption by 8.56% and machining cast
by 16.65%. Analyses of scrap rate, power consumption and machining cost values
are shown in Table 5 (i.e. in the appendix).

Acknowledgements The authors would like to gratefully acknowledge to SVCET for providing
financial support during the work and also gratefully acknowledge to M/s VACPL, Vijayawada, for
allowing carrying out this research work.

Appendix

See Table 5.

Table 5 Analysis of scrap rate, power consumption and machining cost

Item Quantity Item Quantity

(i) Scrap rate analysis

Total number of dies used
for producing

20.00 Nos Average time taken for
facing operation/casting

9.7 s

Cylinder castings (i.e.
liners)
Raw material used per
round

75.00 kg Average time taken for
parting operation/casting

61.5 s

Raw material used
per/casting (75/20)

03.75 kg Average time saving to
eliminate parting
operation
(61.5–9.7)/casting

51.8 s

Averagely total castings
produced/day

1260 kg

Total raw material
used/day(1260 × 3.75)

4725 kg

Average parting ring
weight

242 g Average time saving to
eliminate parting
operation/day (1260 ×
51.8)

65,268 s or 18.13 h

(continued)
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Table 5 (continued)

Item Quantity Item Quantity

Total average parting ring
weight produced/day
(1260 × 242) or day-wise
scrap collected through
parting rings/day

304.92 kg Time taken for to make
facing operation of 1260
castings (1260 × 9.7)/day

12,222 s or 3.4 h

Scrap rate saved to
eliminate parting
rings/day {(304.92 ×
100)/4725}

6.45%

(ii) Power calculation (iii) Machining cost
calculation

Time taken for to make
parting operation of 1260
castings (1260 ×
61.4)/day

77,364 s
or
21.49 h

Average power used to
melt 1 kg of raw material
or scrap

0.94 units Average time taken for ID
and OD surface finishing
(2 + 2)

4 min

Average power used to
melt 4725 kgs of raw
material (4725 × 0.94)

4441.5 units Time taken for to make
ID and OD surface
finishing of 1260 castings
(1260 × 4)

5040 min or 84 h

Power used to melt
304.92 kg of raw material
produced through parting
ring (304.5 × 0.94)

286.63 units Total time machining
taken for machining
(21.49 + 3.4 + 84)
14 workers required for
machining operation;
each one gets Rs. 10,000
per month (26 working
days/month). So one hour
machining cost:
Averagely Rs. 224.36

108.89 h

Average rejecting castings
due to parting
operation/day

2.1%

Total rejected
castings/day {(2.1 ×
1260)/100}

26.5 castings

Weight of 26.5 castings
(26.5 × 3.75)

99.4 kg

Power used to melt
99.4 kg of raw material
(99.4 × 0.94)

93.44 units 108.89 h machining cost Rs. 24,430.6

(continued)
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Table 5 (continued)

Item Quantity Item Quantity

Total power used to effect
on producing parting ring
(286.63 + 93.44)

380.07 units 18.13 h machining cost Rs. 4067.65

% of power saved to
eliminate the parting
ring {(380.07 ×
100)/4441.5}

8.56% Total machining cost
saving to eliminate
parting
operation/day{(4067.7 ×
100)/24,430.6}

16.65%

Note Abbreviations, VACPL: Vijayawada alloy casting private limited, SVCET: Sri Venkateswara
College of Engineering and Technology)
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Fabrication and Characterization
of Functionally Graded Composites
Using Friction Stir Processing

B. Venkatesh, T. Sadasiva Rao and Adepu Kumar

Abstract Functionally graded materials (FGM) are the composite materials that are
heterogeneous wherein the compositions or microstructures vary locally resulting in
certain variation in the local material properties. Moreover, certain challenges exist
in their manufacturing techniques. In this study, functionally graded composites were
manufactured by integrating SiC particles of particle size: 20–30 µm in a groove on
aluminium alloy 6082-T6 plate using friction stir processing (FSP) route. Three sets
of samples with variation in a volume percentage of SiC along the thickness were
processed by one to three passes. The effect of multipass on microstructure, micro-
hardness and wear behaviour of graded materials has been analszed. The function-
ally graded composite layer produced with three FSP passes has shown the superior
wear resistance of 0.25 mm3/m; that is, because of its greater microhardness value
of 110 HV which is 1.8 times greater than the base metal. The modifications were
mainly because of microstructural alterations through FSP, better particle dispersion,
decreased particle clustering and fine grain size (6.39 µm).

Keywords FGM · FSP · Silicon carbide ·Mechanical properties

1 Introduction

FGM is a new concept for implementing the innovative characteristics and/or func-
tions which conventionally homogeneous materials cannot accomplish. A property
in an FGM grading reduces thermal stress, residual stress and stress in traditional
composites. The designer can customize the material responses to satisfy design
criteria by an FGM gradient of material properties [1]. Hence, an FGM has great
potential in different areas like structural, aerospace and nuclear energy applications
where these materials come to great use as these areas require materials with differ-
ent grades of hardness and toughness to get the Myriad compositions of functions
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such as refractoriness or chemical inertness. Further, FGMs enhance reliability and
efficiency. There are different processing methods available today to manufacture
FGMs such as physical and chemical vapour deposition, plasma sintering, powder
metallurgy, friction stir processing, solid freeform fabrication, etc. [2–4].

Friction stir processing (FSP) is a variation of the friction stir welding (FSW).
If so, it is based on the same principles but cannot modify the microstructure of
certain areas in order to improve local properties. Recently, FSP was considered
as a less costly and versatile process for producing FGM, in which reinforcement
particles are packed into a longitudinal groove along which friction stirring takes
place which is mainly controlled by rotation and transverse speed of the tool [5–
8]. A precise control, homogenization, microstructural refining, densification and
variable depth of the processed zone are the advantages that differentiate FSP from
other processes. In addition, FSP is environmentally friendly and utilizes less energy
without changing its size or shape. FSP may also be utilized for the manufacture
of polymer composites. In the energy materials field such as materials in fusion
reactors that includes vanadium alloy processing and joining, they play a very vital
role. Yoshihiko Hangai et al. fabricated FG aluminium foams by varying the size
of the pores and density distribution by employing friction stir processing [9]. J.
Gandra et al. attempted to fabricate aluminium-based functionally graded composite
by SiC particles using a friction surfacing multilayering approach [10]. Mishra et al.
developed surface MMC by friction stir processing and obtained good bonding with
Al/SiC composite gradient of 50–200 µm. It was noticed that microhardness of
composite doubledwith silicon particles up to 27 vol.% [11].More recently,Miranda
et al. reported that compositionally graded surface can be produced in several ways
bymaking U-shaped grooves filled with reinforcement particles or by pre-deposition
of particles on the top surface of the substrate before performing FSP and a third
way of producing is by preparing consumable tool [12]. The authors in the present
article focus on fabrication of functionally graded Al–SiC composite from lower to
higher volume fraction of SiC particles (cumulative percentage of 6, 8, and 10%) at
different passes.

2 Experimental Procedure

AA6082-T6 rolled plates with dimensions 220 mm × 150 mm × 6 mm and SiC
powder with an average diameter of 20–30 µm was chosen as the matrix and the
reinforcement. The chemical constituents of AA6082-T6 are given in Table 1. Three

Table 1 Elemental composition of the AA6082-T6 (wt%)

Mg Mn Fe Si Cu Cr Al

0.82 0.61 0.29 0.82 0.1 0.23 Bal
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types of H13 tool steel with taper cylindrical-threaded pin having 24 mm of shoul-
der diameter, 8 mm of pin diameter and 6 mm with a length of 5.2 mm (Tool-A),
3.2 mm (Tool-B) and 1.7 mm (Tool-C) were utilized for making functionally graded
composites which are shown in Fig. 1. The FSP process was conducted on a friction
stir welding machine (NCFSW-3T) at a constant rotational speed of 900 rpm and
transverse rate of 20 mm/min. The axis of the tool was inclined by 1° along vertical
axis of the surface plate.

Figure 2 shows the schematic representation of fabrication of FG sample using
FSP. Initially, a groove is machined on the aluminium plate with measurements of
180 mm× 1.5 mm× 5.4 mm and it is packed with 6% volume ratio of SiC particles.
To avoid the escape of SiC particles during the processing, initially, the groove was
sealed using tool which has only shoulder without pin through Tool-A, the samples
were subjected to single pass and in order to create a functionally graded composite
a groove with width of 2.1 mm and depth of 3.2 mm was machined in the middle of

Fig. 1 Tools for making FG
composite

Fig. 2 Schematic diagram of FGM fabrication through FSP
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the processed zone and is filled with 8% volume (cumulative) of SiC particles and
the same procedures which was followed for Tool-A are repeated with Tool-B and
Tool-C by differing number of passes. At last, properties of the fabricated graded
composite were evaluated by microhardness, optical microscopy and pin-on-disc
equipment.

3 Results and Discussion

3.1 Microstructure

Microstructural observationswere carried out at the nugget zone (NZ) of FG compos-
ites which was normal to the FSP direction by using an optical microscope, (Huvitz,
South Korea). The specimens were prepared by polishing and etching was performed
using Keller’s reagent (2 ml HF, 20 ml HNO3, 3 ml HCl, and make it up to 200 ml
with H2O).

Figure 3a shows the macrograph of a single pass FG sample that has tapered
cylindrical-threaded tool where SiC particles are embedded into the aluminium.
Figure 3a–c are the macrostructures of the FG sample at different passes. Simi-
larly, Fig. 4a–c show the microstructures of the FG samples at different passes. It
is observed that most of the material is moved to the advancing side present in the
stir zone. Therefore, plastic flow here is inadequate for the generation of particle
recirculation flow [13]. However, the particle distribution in the second pass was
increasingly uniform which can be seen in Figs. 3b and 4b.

Figure 4b shows non-uniform particle distribution in the upper as well as lower
regions of the stir zone. In order to avoid this, the third pass is applied where the
reinforcing particles distribution is uniform in the stir zone, see Fig. 4c.

Figure 5 shows SEMmicrographs showing particle distribution of FG samples at
different passes where the quality of the stir zone was good; no defects like porosity,

ASRS

AS RS

AS RS

(a) (b)

(c)

Fig. 3 Macrographs of FG sample using SiC particles when a 1st pass approach is used b 2nd pass
approach is used c 3rd pass approach is used
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Coarse SiC particle

Breaking of 
SiC particle

Embedded SiC

Agglomeration of SiC particles

Fine SiC particles

(a) (b)

(c)

Fig. 4 Micrographs of showing particle distribution in FG sample when a first pass is used b the
second pass is used c the third pass is used

Fig. 5 SEM micrographs showing particle distribution of FG sample in a first pass b second pass
c third pass
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blow holes were found. The distribution of particle is generally an important feature
of FG sample. Figure. 5c shows the average grain size of 6.39 µm for the third pass
which is smaller than 8.60 µm (second pass) and 12.68 µm (third pass). The reason
could be due plastic deformation, suitable mixing of particles in the stir zone and
breakdown of cluster particles due to an increase in passes.

3.2 Microhardness

Microhardness profiles were measured across the stir zone using a digital Vickers
indenter (ECONOMET, Chennai) with 100 gf load and a dwell time of 10 s. Figure 6
shows the plot of microhardness versus distance for FG samples were the measured
hardness values reduces gradually in all the three passes. It tends to be noticed that
the increase in silicon carbide volume percentage rises the microhardness of the FG
sample. The composite surface layer of 8 wt% of SiC with the third pass showed
the highest hardness value of about 110 ± 2 HV. It is observed that at a distance
in between 10 and 15 mm, hardness values are shown to be high due to severe
plastic deformation and frictional heat during FSP results in the formation of fine
recrystallized grains in the stir zone.

After the first pass, there is significant variation in the hardness due to the void
occurrence and non-uniformmaterial distribution in the stir zone. But the distribution
of hardness is even more homogeneous with an increased number of passes, where
the average hardness in stir zone rises from 82 ± 3 HV to 93 ± 3 HV. This is due to
grain refinement and uniform particle distribution achieved by FSP.

In the third pass, the particle distribution is more uniformwhen compared with the
second pass, where the hardness is 110± 2 HV which is probably due to an agglom-
eration of particles. The increasing values of microhardness in FG composites are

Fig. 6 Profile of
microhardness along the stir
zone using different passes
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  Peeling of the material
Abrasive grooves

Surface delamination

Sliding direction 

(a) (b) (c)

Fig. 7 Worn-out surface at 5N load at a first pass b second pass c third pass

mainly by the reason of grain refinement which is caused by dynamic recrystalliza-
tion along with Orowan strengthening effect [14]. The hardness values increased
from 82 HV to 110 HV because of induced development of strain and the pinning
effect of SiC particles.

3.3 Wear Analysis of FG Composite

The wear performance of FG composite at different passes was conducted by a pin-
on-disc machine at a sliding distance of 75 m and applied a load of 5 N. In FG
composite after wear, non-uniform wear consisting of grooves, microcutting and
scratches, which are formed by reinforcing materials are noticed in Fig. 7. After the
wear test, the surface observed is non-uniform wear consisting of grooves, micro-
cutting and scratches that are formed due to reinforcing particles which indicate that
wear is caused due to abrasion. The wear surface also shows delamination resulting
in the subsurface crack which grow gradually and ultimately shear onto a surface
forming a thin layer.

The wear rates of FG composite for the 1st pass, 2nd pass and 3rd pass were
0.3386 ± 2 mm3/m, 0.30425 ± 1 mm3/m and 0.25477 ± 1 mm3/m. Improvement
in wear resistance in third pass composite is due to its higher hardness value and
uniform dispersion of SiC particles in the matrix. Hence, the surface examination
shows that wear is more for the sample which has less number of pass.
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4 Conclusions

A new process of fabricating functionally graded composites using friction stir pro-
cessing is conferred with variation in volume percentage along with the thickness.
From the present study, following conclusions are drawn.

• Microstructural observations showed that the dispersion of SiC particles in
AA6082-T6 matrix was homogeneous.

• It is found that the optimal distribution of reinforcing particles has been achieved
by means of three FSP passes, which increase hardness and wear resistance.

• In the FG sample, the highest microhardness of 110 HV was obtained which is
1.8 times greater than the base metal.

• The superior wear performance of fabricated FG sample can be attributed due
to increased microhardness, hard ceramic particles and grain refinement of the
matrix.

Acknowledgements The authors acknowledge the Department of Mechanical Engineering,
National Institute of Technology-Warangal, India, for providing the research facilities to carry
out the work.
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of Electrical Discharge Machining
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Technique
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Abstract In many industries, alloys of nickel have extensive range of applications
for their noteworthy properties like corrosion resistance, high temperature tolerance
and resistance to creep rupture. Nickel-chromium (Ni 690) alloys being precipitation
hardenable are broadly employed in aircraft structures, gas turbines, rocket engine
thrust chambers, pressure vessels and nuclear reactors. Machining of Inconel 690
is very hard by traditional routes because of their strong strain hardening nature,
poor thermal conductivity and high strengths at very high temperatures. EDM has a
thermal process which can be used irrespective of workpiece strength and hardness,
to machine Inconel 690 alloy by electrical erosion. In this paper, the investigation
of chosen input parameters current (Ip), pulse on time (Ton), gap voltage (V) and
pulse off time (Toff) of EDM on Ni-690 alloy on resulting process parameters like
surface roughness (SR) andmaterial removal rate (MRR) is considered. Primarily, the
experiments were planned and designed with RSM-CCD approach. Grey relational
analysis (GRA) was adapted to multi optimize the performance parameters on MRR
and SR. In further stages, analysis of variance (ANOVA) approach was selected to
reveal the impact of the variables on the performance characteristics of SR andMRR.
GRA results show that the EDM performance in the Ni-690 machining process can
be improved at confirmation test conditions.

Keywords EDM · Inconel-690 alloy · RSM-GRA · Multi optimization
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1 Introduction

Nickel-based alloys can perform satisfactorily at high temperatures with outstanding
corrosion resistance andmechanical properties. Thesematerials have extensive appli-
cations in manufacturing of jet engine components, combustion chambers, turbine
bodies, turbine blades, tanks, exhaust valves, etc. [1, 2]. Inconel 690 alloy has high
strength, superior hardness and poor thermal conductivity because of these reasons it
is not favourable to cut these materials through conventional routes. Hence, in order
to obtain a complex geometry while machining in the end product of Inconel 690
alloy with appreciable dimensional accuracies, non-traditional machining process
such as electrical discharge machining (EDM) is being employed [3]. Rahul et al.
attempted EDM studies on various materials like Inconel 601, 625, 718 and 825
alloys and successfully considered five-factor four-level L16 orthogonal array (OA)
for variables such as T on, Ip, V, duty factor (%) and flushing pressure for yielding
suitable parameters of machining for good electrode wear rate (EWR), surface crack
density (SCD), SR and MRR [4].

Neelesh Singh et al. discussed cryogenically cooling the electrode, machined
Inconel 601 alloy through EDM process with various electrodes and also reported
significant improvements inMRRandSRof theworkpiece and reduced toolwear rate
(TWR) by up to 33%when compared to conventional copper electrode [5]. Upadhyay
et al. attempted to optimize machining parameters during EDM on Inconel 601 alloy
by applying utility-based Taguchi method evaluating SCD and white layer thickness
(WLT) by themachinability [6]. Torres et al. investigated the effect on EDMvariables
for different polarities of graphite electrode’s EWR, MRR and SR of Inconel 600
alloy. It concluded that negative polarity results were higher MRR, lower TWR, and
superior SR was obtain [7]. Rao and Venkaiah studied influencing parameters of
WEDM of Inconel 690 alloy on micro-hardness and SR in addition to recast layer
thickness (RLT) and compared the parent metal’s hardness with EDM’ed surface
hardness and reported an inverse proportionate relation of recast layer microhardness
andRLTwithWEDMvariables [8].Usingmodifiedflower pollination algorithm,Rao
et al. were successful in estimating precise values of global responses in optimization
of Inconel 690 alloy on WEDM variables. They also introduced a new two-stage
initialization theory comparingRSMandFPAmethods. It is concluded thatT on and Ip
and their interaction had influenced SR andMRR. This data has given a field of future
research to industry [9]. To predict machining performance on Inconel 690 alloy,
an advancement was attempted by Binayak et al. on an intellectual ANFIS-based
system [10].

The reviewed literature on Inconel 690 alloy revealed that it is a challenging task
to machine Inconel 690 alloy because of supreme temperature resistance, excessive
stressingof cutting edges andpressure at petite area throughout themachiningprocess
in conventional processing. Also, a very scarce amount of research is available in
WEDM process and almost no research was reported on EDM of Inconel 690 alloy.
Hence, in the current study, multi optimization by RSM-GRA approach is employed
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to maximize MRR and minimize SR. Furthermore, ANOVA analysis was employed
to reveal the significance of the parameters and their contributions.

2 Experimental Setup

The tests are conducted using die-sinkingEDMofElectronicaCNCexport 1model as
shown in Fig. 1. The workpiece is made of Inconel 690 alloy with dimensions 100 ×
75 × 7 mm. The electrode is a copper rod of length 70 mm and diameter Ø10 mm.
The machining surface of the workpiece and the contact surface of the electrode are
polished prior to the commencement of the experimentation using emery papers of
various grades. Both the workpiece and the tool are flooded by the EDM oil at a
flushing pressure of 0.90 kg/cm2. EDM spark erosion 450-grade oil is used as the
dielectric fluid.Mass loss of tool andworkpiece are calculated to findTWRandMRR,
respectively. The input process parameters and their corresponding layouts used for
experimentation are shown in Table 1. MRR and SR are the chosen performance
characteristics in this study. The responses of these performance characteristics are
in turn used to evaluate the performance of EDM process by varying the levels of
input parameters.

Fig. 1 Experimental setup
of die-sink EDM
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Table 1 Experimental layout and their values

Ex. No. Current (A) Ton (B) Voltage (C) Toff (D) MRR
(mm3/min)

SR (µm)

1 6 45 50 33 22.1793 5.98

2 12 45 50 54 24.5873 6.46

3 9 15 50 33 25.8123 5.49

4 9 45 50 12 16.6765 6.97

5 9 75 50 33 28.9742 6.34

6 9 45 70 33 24.0209 5.23

7 9 45 50 33 26.2347 5.87

8 9 45 30 33 31.2913 6.39

9 9 45 50 33 26.2536 5.98

10 9 45 50 33 26.2537 5.85

11 12 15 30 54 24.7703 8.11

12 12 15 70 12 25.7843 6.52

13 9 45 50 33 25.7865 5.78

14 6 75 70 12 11.4705 6.89

15 6 75 30 54 30.6689 7.17

16 12 75 30 12 28.0143 6.84

17 6 15 30 12 24.3517 7.27

18 9 45 50 33 26.2314 5.79

19 12 75 70 54 34.7376 5.81

20 6 15 70 54 16.0762 5.11

21 12 75 30 54 39.6263 6.45

22 6 75 70 54 19.3907 6.39

23 9 45 50 33 26.1253 5.73

24 12 15 70 54 23.6875 5.96

25 12 15 30 12 25.6334 8.37

26 6 15 30 54 23.8083 6.78

27 12 75 70 12 22.5245 6.45

28 6 15 70 12 18.4127 5.76

29 6 75 30 12 24.1567 7.89

30 9 45 50 33 26.5245 5.82
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3 Design of Experiments

3.1 Response Surface Methodology (RSM)

RSM is a statistical method to represent optimum variable factors and developing
responses for performance measures, i.e. MRR and SR. In the present study, RSM
central composite design (CCD) is used. CCD has been the most noteworthy tech-
nique among the various classes of RSM designs available for its consecutiveness,
flexibility and efficiency in providing the net experimental error in minimum runs.

3.2 Grey Relational Analysis (GRA)

GRA is an incidence analysis method in grey system theory initially established by
Dr. Deng which effectively identifies the uncertainty in knowledge in a given system.
RSM method along with GRA is being employed for optimizing the EDM process
parameterswithmulti-performance characteristics. In grey relation generation,MRR
and a corresponding higher the better (HB) criterion can be expressed as:

xi (k) = yi (k) − minyi (k)

maxy(k) − miny(k)
(1)

Similarly, SR and lower the better (LB) criterion can be expressed as:

xi (k) = maxyi (k) − yi (k)

maxyi (k) − minyi (k)
(2)

The original sequence is to be normalized if a definite target value is to be attained.
This can be done in the form:

xi (k) = 1 − |yi (k) − OB|
max{max yi (k) − OB,OB − min yi (k)} (3)

where OB is the target value. Instead, the native order can be normalized by dividing
the original sequence by first value of sequence.

xi (k) = yi (k)

yi (1)

where

xi (k) value after grey relation generation (data processing),
yi (k) original sequence,
max yi (k) largest value of yi (k) for the kth response,
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min yi (k) smallest value of yi (k) is the desired value.

yi (k) (k = 1, 2, 3…., m) is ideal sequence for the responses. Furthermore, a grey
relation coefficient (GRC) is calculated in order to establish a relation for actual
and ideal normalized experimental results while pre-processing the data using the
expression:

ξi (k) = �min + ζ�max
�0i (k) + ζ�max

(4)

where �0i (k) are the deviation sequence of the reference sequence xi (k) and the
comparability sequence yi (k)�0i = ‖x0(k) − xi (k)‖ = difference of the absolute
value between x0 (k) and xi (k); ζ = Distinguishing coefficient (0 ~ 1)

�min = ∀ jmin ∈ i∀kmin‖x0(k) − xi (k)‖
�max = ∀ jmax ∈ i∀kmax‖x0(k) − xi (k)‖

The average of grey relational coefficient gives the grey relational grade (γ ) (GRG)

γi = 1

n

n∑

k=1

ξi (k) (5)

Also, the capability of comparability sequences to influence reference sequence
is reported by GRA. Hence, the GRG’s for the reference sequence and comparability
sequences would be greater than other GRG’s when a comparability sequence is
comparatively more significant than the other comparability sequence and reference
sequences. In this technique, the comparability sequence and reference sequence
both are given equal preference [11].

4 Results and Discussion

The sequential procedure of RSM with GRA for EDM of Inconel 690 alloy is as
follows:

1. Record the test results for MRR and SR.
2. Normalize the test results of MRR and SR.
3. Find out the equivalent GRC.
4. Find out the GRG by assigning suitable weights to the components.
5. Estimate the ANOVA analysis results.
6. Identify the best possible levels and conditions of EDM variables.
7. Conduct the confirmation tests.

At the initial stage, the tests are run and results are tabulated in Table 1 of Sect. 2.
Normally, MRR is considered as larger the better and SR is considered as smaller
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the better. In general, all MRR and SR experimental values are transformed to nor-
malized values and substituted in Eqs. 1 and 2 respectively and also the results are
tabulated in Table 2. As mentioned earlier by Deng, improved performance is indi-
cated by larger normalized values and the higher normalized values are unity. Further,
using Eq. 3, GRC of initially recorded MRR and SR parameters are calculated. The
calculated deviation sequence (�i) values are mentioned in Table 3. For obtaining

Table 2 Normalized values S. No. MRR (larger the
better)

SR (smaller the
better)

Ideal sequence 1 1

1 0.3803 0.7331

2 0.4659 0.5859

3 0.5094 0.8834

4 0.1849 0.4294

5 0.6217 0.6227

6 0.4457 0.9632

7 0.5244 0.7669

8 0.7040 0.6074

9 0.5250 0.7331

10 0.5250 0.7730

11 0.4724 0.0798

12 0.5084 0.5675

13 0.5085 0.7945

14 0.0000 0.4540

15 0.6819 0.3681

16 0.5876 0.4693

17 0.4575 0.3374

18 0.5243 0.7914

19 0.8264 0.7853

20 0.1636 1.0000

21 1.0000 0.5890

22 0.2813 0.6074

23 0.5205 0.8098

24 0.4339 0.7393

25 0.5030 0.0000

26 0.4382 0.4877

27 0.3926 0.5890

28 0.2466 0.8006

29 0.4506 0.1472

30 0.5347 0.7822
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Table 3 Deviation sequences S. No. MRR (larger the
better)

SR (smaller the
better)

Ideal sequence 1 1

1 0.6197 0.2669

2 0.5341 0.4141

3 0.4906 0.1166

4 0.8151 0.5706

5 0.3783 0.3773

6 0.5543 0.0368

7 0.4756 0.2331

8 0.2960 0.3926

9 0.4750 0.2669

10 0.4750 0.2270

11 0.5276 0.9202

12 0.4916 0.4325

13 0.4915 0.2055

14 1.0000 0.5460

15 0.3181 0.6319

16 0.4124 0.5307

17 0.5425 0.6626

18 0.4757 0.2086

19 0.1736 0.2147

20 0.8364 0.0000

21 0.0000 0.4110

22 0.7187 0.3926

23 0.4795 0.1902

24 0.5661 0.2607

25 0.4970 1.0000

26 0.5618 0.5123

27 0.6074 0.4110

28 0.7534 0.1994

29 0.5494 0.8528

30 0.4653 0.2178

GRC, distinguishing coefficients ζ are plugged into Eq. 4. ζ is in the range of 0–1,
in the present study ζ is taken as 0.5. The GRGs are calculated by substituting Eq. 5
and the values are represented in Table 4.



Multi-Parametric Optimization of Electrical Discharge Machining … 1121

Table 4 Grey relational coefficient and grade for each performance

Number Grey relational coefficient Grey relational grades

MRR SR Average value Rank

1 0.3495 0.5551 0.452 17

2 0.3840 0.4457 0.415 21

3 0.4043 0.7407 0.573 5

4 0.2900 0.3685 0.329 26

5 0.4681 0.4688 0.468 14

6 0.3753 0.9005 0.638 3

7 0.4118 0.5882 0.500 11

8 0.5294 0.4589 0.494 12

9 0.4122 0.5551 0.484 13

10 0.4122 0.5946 0.503 10

11 0.3869 0.2657 0.326 28

12 0.4038 0.4350 0.419 19

13 0.4039 0.6184 0.511 8

14 0.2498 0.3788 0.314 30

15 0.5114 0.3451 0.428 18

16 0.4467 0.3856 0.416 20

17 0.3804 0.3345 0.357 25

18 0.4118 0.6149 0.513 7

19 0.6573 0.6080 0.633 4

20 0.2848 1.0000 0.642 2

21 1.0000 0.4476 0.724 1

22 0.3166 0.4589 0.388 23

23 0.4098 0.6365 0.523 6

24 0.3704 0.5609 0.466 16

25 0.4012 0.2498 0.326 29

26 0.3721 0.3940 0.383 24

27 0.3541 0.4476 0.401 22

28 0.3065 0.6255 0.466 15

29 0.3774 0.2808 0.329 27

30 0.4171 0.6046 0.511 9

4.1 Statistical Analysis of GRG

From the obtained GRG data, statistical analysis was carried out, through RSM-CCD
approach by using statistical software Design of expert® 11.0. The trial conditions



1122 B. Marturi et al.

Fig. 2 Response surface plots show the two variable on GRG (A: B, B: C and B: D)

and obtained results are tabulated in Table 1. GRG regression analysis was employed
to reveal the relation between input variables and GRGs in Table 4.

4.2 ANOVA and Mathematical Model for GRG

The quadratic model of GRG results analyzed by ANOVA reported many irrelevant
terms in the model. Hence, in order to improve the model, the reduction of the model
is carried out by backward elimination process which eliminated the non-influencing
parameters and adjusted the fixed quadraticmodel simultaneously holding the hierar-
chy of the model. The F-value at 11.47 with its probability less than 0.01% indicates
that the model is significant for GRG.

The values of prob >F l < 0.01% indicates the importance of themodel conditions.
Values which are >0.1000 point out that the model terms are not important. In this
GRG model, A, C, D, A * B, B * C, B * D, and D2 are significant model terms. The
lack of fit F-values of 25.43 implies the model to fit with the experimental data. The
response model fits better to the experimental (actual) data and shows less variation
between the predicted and actual values, when it approaches unity. The values of
R2 and R2 (pred.) for GRG models are 0.8137 and 0.7427, respectively (Table 4).
Table 4 observed the ANOVA results for GRG. Response surface plots on the GRG
observed in Fig. 2.

4.3 The Equation of Regression for GRG

Second-order regression equation for the performance attributes of GRG in terms of
input variables can be expressed by the following equation,

GRG = 0.5121 + 0.0314939 × A + 0.03245 × C + 0.0577

× D + 0.06412 × AB − 0.0476 × BC + 0.029 × BD − 0.069 × D2.
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Table 5 ANOVA results for the GRG

Source Sum of SS DoF Mean SS F-value p-value

Model 0.2583 8 0.0323 11.47 <0.0001 Significant

A-Current 0.0174 1 0.0174 6.19 0.0213

B-Ton 0.0011 1 0.0011 0.4035 0.5322

C-Voltage 0.0189 1 0.0189 6.73 0.0169

D-Toff 0.0603 1 0.0603 21.42 0.0001

AB 0.0658 1 0.0658 23.37 <0.0001

BC 0.0363 1 0.0363 12.89 0.0017

BD 0.0135 1 0.0135 4.78 0.0403

D2 0.0385 1 0.0385 13.69 0.0013

Residual 0.0591 21 0.0028

Lack of fit 0.0582 15 0.0039 25.43 0.0003 Significant

Pure error 0.0009 6 0.0002

Total 0.3174 29

GRG versus A and B are plotted in Fig. 2. If GRG increases B decreases if GRG
decreases then A increases. Based on the response curve of GRG, higher current the
spark intensity is higher resulting in increased the heat flux within the gap. From
this graph, it is found that maximum GRG is achieved between 0.40 and 0.65 when
current is 12 A (Table 5).

4.4 Confirmation Tests

The confirmation tests are processed to verify the performance characteristics
improvement, after the best possible EDM variables set was obtained. Confirmation
runs are compared with the grey theory prediction of the designed operating param-
eters and outcome of the orthogonal array [12]. GRA predication and experimental
results are normal errors that are obtained, so multiple optimization techniques are
useful for reduced the SR and enhanced the MRR (Table 6).

Table 6 Conformation results for MRR and SR model

Optimum combination MRR SR Error

Current Pulse on time Voltage Pulse off time (mm3/min) (µm) %

A(IP) B(Ton) C(V) D(Toff)

6 15 30 12 24.3417 7.17 5.67

9 15 30 12 28.6754 4.49 4.39

12 75 30 40 39.8767 4.55 6.85
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5 Conclusion

The abovework has successfully proposed a hybrid approach of RSM-GRA for EDM
process and studied the effect of input parameters on response characteristics like
MRRandSR.Optimizationof themultiple responseswas converted into optimization
of a single response performance parameter by using GRA. The conclusions drawn
from the present work are as follows.

• The highest MRR value 39.6263 mm3/min was obtained at Ip-12, T on-75, V-30
and T off-40.

• Lower SR was found as 4.55 µm at Ip-12, T on-75, V-30 and T off-40.
• Variations in the values of current, voltage and pulse off time and their interaction
responses have shown significant influence over MRR and SR.

• The found MRR and SR quadratic models are statistically significant for analysis
as reported by fit summary.

• The empirical equations of GRG were formed through the RSM-CCD approach,
and the error between experimental and predicted values is lying within the range.
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Effect of Nanoparticles Addition
on Microstructural and Mechanical
Properties of Friction Stir Welded 2014
Aluminium Alloy

Kethavath Kranthi Kumar, Adepu Kumar and Divya Sachan

Abstract Effect of aluminium oxide nanoparticles (Al2O3 NPs) was studied on the
microstructural and mechanical properties of friction stir welded 2014 aluminium
alloy to overcome softening in nugget zone. A joint with and without Al2O3 NPs
was welded to compare the microstructure, tensile and hardness results. Optical and
scanning electronmicroscope (SEM)was used for investigation of distribution, grain
size and grain structure in the stir zone. Transverse tensile test and hardness across the
weld surface were carried out to compare the mechanical properties of the joints. The
FSW parameters fixed throughout the experiments were 1100 rpm, 30 mm/min of
rotation speed and traverse speed, respectively. Microstructure observation indicated
that the Al2O3 NPs were distributed uniformly after the third pass and the Al2O3

NPs settled at the grain boundaries in the stir zone which leads to an increase in
the weld strength. The grain refinement was successfully achieved after reinforcing
nanoparticles in the stir zone of FSW joint. The tensile strength of reinforced FSW
joint got enhanced about 22% to that of normal FSW joint. Due to a decrease in grain
size and the presence of nanoparticles in the stir zone, the average hardness across
the stir zone of the reinforced joint was improved.

Keywords Aluminium oxide nanoparticles · Grain refinement · Softening

1 Introduction

Due to the high strength to weight ratio and good corrosion properties, aluminium
alloys are widely used in automobile, defence and marine industries [1]. The most
important issue with the fusion welding of aluminium alloys is softening at the
weld nugget due to the dissolution of strengthening precipitates and decrease in
dislocation density [2]. FSW is a solid-state joining method where a tool with a pin
at its end is plunged into the abutting edges of the joint and traversed with specified
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rotation and travel speed. Heat is generated due to friction between tool shoulder
and workpiece material as well as severe plastic deformation occurs where material
gets soften around the rotating pin and the material is pushed back to form a joint.
The temperature reached during this process is below the solidus temperature of the
metal. FSW was invented by W. Thomas (TWI) in the UK in 1991 [3]. Friction stir
processing (FSP), a new surface modification method similar to that of FSW, has
been developed for grain refinement along the processed line, to produce a surface
composite by adding different sized reinforcements [4]. AA2014 is precipitation
hardened high-strength aluminium alloy and is very challenging to get higher joint
efficiency due to formation of a soft region in the nugget zone. Researchers have
focused on improving the joint properties by adding different reinforcing particles
such as SiC, TiC and Ti particles into the stir zone to improve joint properties.

Microstructural evolution, grain refinement and mechanical properties of the alu-
minium alloys have been studied till now by various researchers in the literature.
Al2O3 NPs have extensively used in preparing surface nanocomposite to improve
the mechanical properties of the aluminium alloy surfaces. Sun et al. [5] developed
a novel method by adding ceramic particles in the stir zone to completely change
the stir zone to metal matrix composite. Zhao et al. [6] studied the influence of tool
geometry on mechanical properties, and produced enhance tensile strength. Ghetiya
et al. [7] conducted submerged friction stir welding and mechanical properties were
improved. Bahrami et al. [8] added SiC particles for welding AA 7075 and reported
tensile strength increment by 31%. Barmouz et al. [9] have studied the effect of
multi-passes on the distribution of particles and concluded that particle distribution
is highly influenced by no. of passes. His research also resulted that grain refinement
takes place by varying the process parameters and also simultaneously prepared Cu-
based SiC reinforced composite. No studies till now were carried on reinforcing
the Al2O3 NPs to eliminate the effect of softening behaviour. The present study is
to investigate the effect of the addition of Al2O3 NPs on the microstructural and
mechanical behaviour of the SZ in the FSW joint. Microhardness, tensile and wear
test were conducted to evaluate the mechanical properties of the welds.

2 Experimental Procedure

Rolled aluminium alloy 2014-T651 with 6.35 mm thickness sheets was utilized in
this study and elemental composition of AA2014 and mechanical properties at that
tempered condition of the alloy are shown in Table 1. The aluminium plate with a size
of 140× 280mmwas prepared for longitudinal butt joint configuration on a three-ton
capacity friction stirweldingmachine. Thewelding is done along the rolling direction
of the plate. Process parameters of 1100 rpm rotational speed, 30 mm/min traverse
speed and 1° tool tilt angle were optimized to get defect-free joint. FSW tool as
shown in Fig. 1 of H13 tool steel material with hardness 56HRC after heat treatment
and with a tapered conical pin profile was used for welding. The shoulder diameter,
average pin diameter and pin length are 24 mm, 7 mm and 5.8 mm, respectively.
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Fig. 1 FSW tool and experimental set-up

Fig. 2 Schematic representation of FSW/FSP process

The shoulder plunge depth during the process was maintained 0.2 mm. The holes are
drilled (1.5 mm diameter and 5.5 mm depth) on the left and right side of the centre
line as shown in Fig. 2. The Al2O3 NPs (nearly 20–30 nm) was filled manually in
each hole tightly and the powder was preheated initially to 200 deg Celsius for 1 h
before filling into the holes. To get a joint, there are two processes which are done.
Firstly, friction stir processing is done initially to close the holes filled with powder
particles by using a capping tool. Figure 2a. Secondly, friction stir welding was done
on the friction stir processed zone by using a cylindrical tapered pin FSW tool Fig. 2b.

After FSW, the sampleswere cut along the traverse directionof thewelds formacro
andmicrostructural examinations. The standard polishingmethodwas followed to get
a mirror-like surface finish for microstructural analysis. Keller’s reagent was applied
for 15 s to the polished surfaces before capturing the microstructure. An optical
microscope was used for capturing macrostructure and microstructure at different
magnifications. Grain size measurement by using the line intercept method was done
for the captured images at 100× magnification. Multi-pass friction stir welding was
done for up to three passes to reduce the clusters and distribute the powder uniformly
in the stir zone. The non-reinforced joint was also processed for three times for
comparison. SEM analysis was done on polished samples of friction stir welded
reinforcement and non-reinforced joint by using a scanning electron microscope.
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Elemental analysis at the selected locations of the microstructure was done using
EDX (energy-dispersive X-ray spectroscopy). Vickers hardness testing (Economet
VT-1) instrument was used for microhardness test along the weld surface. A constant
load of 100 g, dwell time of 10 s and the 0.5 mm distance between each indentations
were maintained on all the samples. Dimensions used to prepare the tensile samples
are followed as per ASTM E8 standard.

3 Results and Discussion

3.1 Microstructural Observation

Optical microscopy (OM) of the normal FSW joint and Al2O3 NPs reinforced joint
is shown in Figs. 3 and 4, respectively, with typical areas such as heat-affected zone
(HAZ), Thermo-mechanically affected zone (TMAZ), stirred zone or nugget zone
(SZ) interface between stir zone and TMAZ. Figure 3a shows TMAZ,while Fig. 3f, h
show the interface of the joints at AS and RS of the welded sample with stir zone and
elongated grains with sudden reduction of grain size. Figure 4a shows the top area of
the stir zone with recrystallized grain size. In stir zone of the non-reinforced joint, the
plasticized metal experiences severe plastic deformations result in grain refinement
at elevated temperatures due to continuous dynamic recrystallization (CDRX). In
case of the reinforced joint, the particles distributed were found as the preferred

Fig. 3 Microscopy image at different magnifications across the cross section of the non-reinforced
sample. a AS TMAZ, b the top stir zone, c RS TMAZ, d AS HAZ, e RS HAZ, f interface on the
AS, g the bottom stir zone and h interface on the RS
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Fig. 4 Microscopy images different magnifications at the cross section of the reinforced sample.
a The top stir zone, b the middle stir zone, c the base material, d the RS interface, e AS interface
on the, f RS TMAZ, g the bottom stir zone and h base material

location for the formation of new grains and CDRX can be promoted, based on the
particles stimulate nucleation mechanism, as in the literature reported by Bahramani
et al. [8] and Barmouz et al. [9]. Some of the authors such as Azizieh et al. [10] and
El-Rayes and El-Danaf [11] addressed that the later grain growth after CDRX can be
prevented with the particles, which impinges the grain boundary from grain growth,
thus finer grains are formed. The average grain size of AA2014 in weld nugget of
reinforced and non-reinforced FSW joints was 6 and 11 µm, respectively.

SEM images of the reinforced joint are shown in Fig. 5a–c. The refined grain
structure of the AA2014 base is seen in image Fig. 5a. However, grain refinement is
due to a mechanism called dynamic recrystallization [12]. The particles of the Al2O3

at the grain boundary are seen in the reinforced joint as shown in Fig. 5b. Due to the

Fig. 5 SEM images of the Al2O3 NPs reinforced sample
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Fig. 6 SEM-EDAX Analysis of the Al2O3 NPs reinforced sample

stirring action, the particles are been distributed evenly as shown in Fig. 5c. Figure 6
shows the EDS analysis which was done along with the SEM imaging analysis. EDS
analysis was done to study particles for identifying the element phase of the particles
present in the stir zone. From the mapping, it is seen that the higher peaks are of
Al2O3 particles that are distributed uniformly in the stir zone.

3.2 Microhardness

Figure 7 shows the comparison of the microhardness of normal FSW joint and rein-
forced FSW joint samples. The hardness in the stir zone is quite difficult to predict
whether it increases or decreases after the FSW joint. Whereas in AA2014 at T6
condition, depending on the processing parameters, the hardness varies. This is due
to the high heat generation, where dissolution of strengthening precipitates is more

Fig. 7 Microhardness
behaviour across the
centreline of samples of
normal FSW and reinforced
FSW joints
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Table 2 Tensile test values
of AA2014 base metal and
FSW joints

Material
conditions

Ultimate
tensile
strength
(MPa)

Yield
strength
(MPa)

Joint
efficiency
(%)

Base
material

476 412 –

Normal FSW 289 201 60.7

Reinforced
FSW

337 234 70.8

than compared to a decrease in grain size. Hence, the reinforced joint eliminates
the effect of softening during the welding and the hardness is drastically increased
compared to that of normal FSW joint. The higher hardness of the NZ in both rein-
forced joint and normal FSW joint was attributed to the grain refinement of the SZ.
As mentioned earlier, grain refinement and increase in hardness at the stir zone are
because of grain boundary pinning which creates a barrier for dislocation movement.

3.3 Tensile Properties

The results of the yield strength and ultimate tensile strength of base metal, normal
FSW joint and reinforced FSW joint are shown in Table 2. The yield strength (YS)
and ultimate tensile strength (UTS) were less than the base material because of
dissolution of precipitates and decrease in dislocation density present in the AA2014
alloy with high generation. Tensile properties of different joints are illustrated in
Fig. 8. The findings stated by Abdollahzadeh and Azizieh are that strengthening

Fig. 8 UTS and YS values
of the welds
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Fig. 9 Fractured lines after tensile test of a BM, b normal FSW joint c reinforced joint

of the joint is high when grain size and interparticle spacing reduce. This relates
to the improved strength of the reinforced sample was because of grain refinement
and restricting the deformation by bearing the load by the reinforced particles. The
fractured samples are shown in Fig. 9, both the reinforced joint and normal FSW
joint failed near to the advancing side of the stir zone, where high temperature is
generated and softening occurs [12]. Though the total softening effect could not be
eliminated, the joints formed by the reinforced Al2O3 NPs were with higher joint
efficiency compared to that of normal FSW joint.

4 Conclusions

Major findings resulted from the present studies are as follows:

(1) The nano-sized Al2O3 particles were successfully introduced into the NZ by
FSW process and the Al2O3 particles were distributed uniformly after three
pass friction stir welding.

(2) A refined grain structure was formed by introducing nanoparticles in the stir
zone with a decrease in grain size from 11 to 6 µm of normal FSW joint to
Reinforced FSW joint, respectively.

(3) Average microhardness values increased significantly at the stir zone of the
reinforced joint from 114.5 HV to 95.5 HV that of the normal FSW welded
joint.

(4) UTS increased to 337 MPa for the reinforced joint to that of normal FSW joint
of 289 MPa attributed to the nanoparticles distribution at the grain boundaries
restricting the dislocation movement.
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Investigation on Influence of Hybrid
Nanofluid/MQL on Surface Roughness
in Turning Inconel-718

Mechiri Sandeep Kumar, V. Vasu and A. Venu Gopal

Abstract Inconel 718 alloy is, in exacting superalloy, used extensively in the most
sophisticated application such as aerospace, chemical, marine and high-speed racing
cars. However, the characteristics of this material make it difficult to machine due
to poor thermal conductivity (11 W/mK) and work hardening. The turning process
is classified as a process that produces continuous chips and experiences elevated
temperatures. With emerging new and efficient MQL delivery systems, the indus-
try has shown drift from flood and dry lubrications towards MQL. Having this in
mind, to further improve the cutting fluids, a novel hybrid nanocomposite of Cu–Zn
was developed in situ with mechanical alloying. Cu–Zn/vegetable oil (groundnut
oil) hybrid nanofluids were prepared by dispersing the synthesized nanocompos-
ite powder in vegetable oil. A unist MQL system combined with a compressor is
used to supply nanofluid mist to the cutting zone. The inserts used were TiAlN
coated beyond blast insert from Kennametal with ISO designation CNGG 120408.
The insert holder used was from Kennametal beyond blast with ISO designation
MCLNL 2525 M12BB. The intent of this work is to haul out the effect of cutting
parameters like speed, feed, depth of cut, volume of fluid and air pressure, when
machined under dry, MQL/vegetable oil and MQL/nanofluid conditions. The results
were compared while machining with dry and Veg/MQL lubricating conditions. A
39% reduction in surface roughness was obtained when compared to dry machining.

Keywords Hybrid nanofluid ·Minimum quantity lubrication · Vegetable oil ·
Turning · Surface roughness
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Nomenclature

MQL Minimum quantity lubrication
C Cooling condition
V c Cutting speed (m/min)
f Feed rate (mm/rev)
a Depth of cut
Ra Arithmetic average roughness (mm)
F Variance ratio
P Probability of significance
R2 Determination coefficient
DOE Design of experiments
ANOVA Analysis of variance
PCR Percentage of contribution

1 Introduction

Nickel-based alloys have found use in various industries like aerospace, marine,
nuclear due to extensive properties that it possess [1]. Inconel 718, a nickel-based
alloy, is one such material which has found more frequent application as it possesses
good thermal and mechanical properties. This superalloy does not possess good
machinability, which leads to an increase in heat generation affecting the tool life,
surface quality, etc. Usually, the industry uses conventional cutting fluids, which
create health problems, and has an adverse effect on environment also [2, 3]. With
the increase in awareness towards the environmental and health impacts of industry,
manufactures are forced to reduce the use of conventional lubricants. Minimum
quantity lubrication (MQL) also known as near-dry lubrication with biodegradable
oils has shownpromising results and counters the problems arising fromconventional
lubricants [4, 5]. This resulted in reducing the consumption of cutting fluids and has
shown positive results, as the lubricating oil penetrates deep into the tool–chip–
workpiece interfaces [6].

Vegetable oil used with minimum quantity lubrication (MQL) mode to turning
of AISI 9310 alloy steel resulted in remarkable improvement in metal removal rate
(MRR) and surface finish [7]. With the emerging trend of nanotechnology, fluids
possessing high thermal conductivity called nanofluids have evolved. Addition to
ultrafine particles in the base fluid, the thermophysical properties of the fluid can
be enhanced [8]. The applicability of the fluids as coolants is mainly due to their
enhanced thermophysical properties resulting from nanoparticle inclusion [9]. In the
past decade, many researchers have reported enhancement in thermophysical proper-
ties of cutting fluid with the inclusion of ceramic and metallic nanoparticles [10–16].
Nanofluids with ceramic nanoparticles possess good stability and low thermal con-
ductivity when compared to fluid with metallic nanoparticles. Metallic nanoparticles
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possess high thermal conductivity with less stability and reactivity. Therefore to pre-
vail over this problem, hybrid nanoparticles are prepared [17]. Hybrid nanofluids are
a rank of fluids containing a blend of two or more dissimilar solid nanoparticles,
which are effectively dispersed in the fluid medium.

The heat transfer and rheological characteristics of various hybrid nanofluids
mixed with hybrid nanoparticles were studied and compared with nanofluids incor-
porated with single-particle nanofluids [18–22]. Study reported an increase in heat
transfer coefficient with the increase in volume concentration. In our previous work,
a comparative study was carried out between nanofluids containing individual par-
ticles of Zn, Cu and hybrid Cu–Zn (50:50 wt%). The results reported an increase in
thermal conductivity and viscosity in case of hybrid Cu–Zn (50:50 wt%) compared
to nanofluids with individual particles [23].

In the presentwork, an attempt ismade to study the influence of hybrid cuttingfluid
on surface roughness as a function of cutting parameters, considering the information
of the recent developments in cutting fluids. In situ developed hybrid nanoparticle is
used as inclusions in vegetable oil to prepare hybrid nanofluids [23]. A unist MQL
system combined with a compressor is used to supply nanofluid mist to the cutting
zone. The intent of this work is to haul out the effect of cutting parameters like
speed, feed, depth of cut, volume of fluid and air pressure, when machined under
dry, MQL/vegetable oil and MQL/nanofluid conditions.

2 Materials and Methods

The work material used in the study is Inconel 718, as received material was pre-
pared under ASTM B637 standard with Ø 40 mm and length 300 mm. The inserts
used were TiAlN coated beyond blast insert from Kennametal with ISO designation
CNGG 120408. The insert holder used was from Kennametal beyond blast with ISO
designation MCLNL 2525 M12BB. Beyond blast system delivers coolant directly
and precisely to the cutting edge, significantly reducing temperatures at the point of
the cut.

Unist coolubricator JRwas used to create air/oilmistwhich continuously produces
preciselymetered lubricant and has provision to adjust outputs from4 to 200 injection
cycles perminute with 0.1–3.0 drops of lubricant per cycle. A durable, vented 474-ml
lubricant is combined with air in the patented co-axial nozzle tip. It maintains the
atomization and distribution of the liquid consistent regardless of the hose length. In
situ developed nanofluids [23] are used for cooling and lubricating. A new class of
nanofluids are used, which consists of hybrid nanoparticle inclusions and vegetable
oil as base fluid.

In situ nanofluids were prepared by dispersing hybrid nanoparticles composite
of Cu and Zn. Hybrid nanocomposite was prepared in mechanical alloying process,
using Retsch planetary ball mill PM 100. The prepared nanocomposite was char-
acterized using TEM and XRD [24], and the results are shown in Fig. 1. Hybrid
nanofluids were prepared by collecting the essential amount of nanoparticles and
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(a) TEM image of Cu-Zn [24] (b) XRD image of Cu-Zn [24]

Fig. 1 Characterization of in situ prepared Cu–Zn hybrid nanocomposite

calculated using the law of mixture and dispersant with one-tenth of the weight of
the powder. The collected powder and the dispersant were added to vegetable oil and
mixed using ultrasonicator. Ultrasonication for the sample of hybrid nanofluids was
carried out for 2 h each.

Machining test was carried out on magnum precision lathe (Fig. 2). The aim of
this present study is to haul out the influence of the cutting fluids medium on surface
roughness. The percentage contribution of the process parameters on the responses
with relation to the cutting fluid medium is also studied. Design of the experiment
layout is used to carry out experiments with process parameters, and their levels are
shown in Table 1. L9 orthogonal array was considered for conducting experiments
in dry condition, with process parameters—speed, feed and DOC. L18 orthogonal
array was used for MQL/vegetable oil and MQL/nanofluid-based experiments, with
process parameters—speed, feed, DOC, volume of fluid and air pressure. The surface
roughness was measured using a Taylor Hobson Talysurf Surtronic S-100.

3 Experimental Results and Discussions

3.1 Surface Roughness

SR is critical for the components machined from Inconel-718, because these alloys
are termed as difficult to cut materials. The current work presents the effects of in situ
developed hybrid nanofluid on SR, compared with dry cutting and MQL/vegetable
oil. Experiments were carried out according to L9 and L18 array, and the ANOVA
is used to analyse the effect of cutting medium on SR. ANOVA values of the surface
roughness experiments are shown in Table 2. PCR values were taken into consid-
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Fig. 2 Experimental set-up for turning Inconel 718

Table 1 Process parameters Factors Level 1 Level 2 Level 3

DOC (mm) 0.5 0.75 1

Feed (mm/rev) 0.082 0.137 0.178

Speed (m/min) 80 120 160

Volume of fluid (ml/h) 40 80 120

Air pressure (bar) 3 5 7

Cutting fluid Dry MQL/Veg MQL/NF

eration to identify the significance of the variable on the response. From Table 2,
it is seen that, when machining with the MQL/vegetable oil and MQL/nanofluids
as cutting fluids, it is seen that the PCR of speed, feed and depth of cut reduces,
and feed is the major influencing factor for SR, with a contribution of 69.9% in dry
machining.

AsMQL reduced average auxiliary flankwear and notchwear on auxiliary cutting
edge, surface roughness also grew very slowly under MQL conditions [25]. With
the addition of hybrid nanoparticles, the wettability of the cutting fluids increases,
resulting in better heat transfer from the cutting zone. Figure 3 shows the effect
of cutting fluid on SR, at different levels of DOC, when machined under different
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Table 2 ANOVA for surface roughness results

Source Sum of
squares

df Mean
square

F value p-value Percentage
contribution

L9 DOC 0.082733 2 0.012544 2.063985 0.3264 7.176176

Feed 0.806769 2 0.420678 69.21572 0.0142 69.97802

Speed 0.251231 2 0.137144 22.5649 0.0424 21.79144

Error 0.012156 2 0.006078 1.054356

1.152889 8 100

R-Squared 0.9895, Adj. R-Squared 0.9578

L18 Cutting
fluid

0.1152 1 0.1152 6.982602 0.0384 6.629666

DOC 0.113776 2 0.117706 7.134471 0.0259 6.54772

Feed 0.993631 2 0.479439 29.06016 0.0008 57.18264

Speed 0.171193 2 0.042156 2.555169 0.1575 9.852036

Vol of fluid 0.150178 2 0.047339 2.869346 0.1335 8.642609

Air pr 0.094678 2 0.075089 4.551353 0.0627 5.448642

Error 0.098989 6 0.016498 5.69673

1.737644 17 100

R-Squared 0.9430, Adj. R-Squared 0.8386

Fig. 3 Effect of cutting fluid
with DOC on SR at various
depths of cuts compared to
dry machining

kinds of lubricating conditions. The percentage reduction in SR values is 19–24%
in case of MQL/vegetable oil and 30–39% in case of MQL/nanofluids compare
to dry machining. Figure 4 shows the effect of cutting fluid on SR, at different
levels of feed. A reduction of 20–23% and 35–37%, respectively, forMQL/vegetable
oil and MQL/nanofluids is obtained and compared to dry machining. Speed is the
second most influencing factor on roughness and with the CS, reduction of 19–27%
for MQL/vegetable and 35–38% (Fig. 5) reduction in SR for MQL/nanofluids is
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Fig. 4 Effect of cutting fluid
with feeds on SR at various
feeds compared to dry
machining

Fig. 5 Effect of cutting fluid
with speed on SR at various
cutting speeds compared to
dry machining

obtained. Improved performance can be attributed to the combination of lubrication
and cooling at the same time.

4 Conclusions

This work demonstrated machining of Inconel-718 with hybrid nanofluid
(MQL/nanofluid) as cutting fluid and compared its performance with dry and
MQL/vegetable oil conditions. MQL/nanofluid and MQL/vegetable oil in general
demonstrated contribution in improving performance if used with suitable cutting
parameters. MQL provides the benefits mainly by reducing the cutting temperature,
which improves the chip–tool interaction and maintains sharpness of the cutting
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edges. Surface finishes improved mainly due to the reduction of wear and damage at
the tooltip by the application ofMQL [25]. Hybrid nanofluids increase thewettability
and heat transfer rate of the cutting fluids. Feed rate is the major contributor for sur-
face roughness followed by speed and DOC. With the use of MQL, the contribution
of these parameters is reduced.
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Fuzzy Logic and Regression Modelling
of Machining Parameters in Turning
AISI 1040 Steel Using Vegetable-Based
Cutting Fluids with Extreme Pressure
Additive

B. Satheesh Kumar, Neelam Parimala and P. Vamsi Krishna

Abstract This study focuses on the prediction of cutting force, tool flank wear and
surface roughness with extreme pressure (EP) additive included vegetable-based
cutting fluids (VBCFs) using fuzzy logic and regression. Cutting force, tool flank
wear and surface roughness aremeasured during turning ofAISI 1040 steel according
to L9 orthogonal array. A model depends on fuzzy logic is established, and the
results obtained from fuzzy logic are compared with the results from regression and
experimentation. Fuzzy logic model gives closer values to experimental results than
the regression model. It has been concluded that fuzzy rule-based modelling helps
in predicting cutting force, surface roughness and tool flank wear. Confirmation
experiment results revealed that fuzzy logic model is better than regression model
for predicting cutting force, tool wear and surface roughness in turning.

Keywords Vegetable-based cutting fluids · EP additive · Turning · Fuzzy logic ·
Regression

1 Introduction

Machining process generates great amount of heat due to friction at tool–workpiece
interface leading to high temperatures. Cutting fluids are utilised to overcome the
demerits of high temperatures. Usage of conventional cutting fluids leads to envi-
ronmental pollution and damage operators’ health [1]. Vegetable oils are evolved as
an alternative to conventional cutting fluids due to their biodegradability and envi-
ronmental friendliness [2, 3]. The requirements of the machining operation drive us
towards the addition of sulphur or sulphurised fats as extreme pressure (EP) additives
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in cutting fluids because of their anti-wear, antioxidation properties and strong EP
characteristics [4].

Less tool wear was reported with soybean-based cutting fluid when compared to
petroleum-based cutting fluid in CNC turning operation [5]. In another study [6],
better results were achieved with coconut oil with 0.5% boric acid suspension in
turning AISI 3014 steel. The effects of EP additive added VBCFs were investigated
during machining of AISI 304 stainless steel (SS) with end milling by comparing
cutting force, tool life and surface roughness [7]. Experiments were conducted using
different VBCFs having 8% extreme pressure additive (EPA) that includes sunflower
oil, canola oil and semisynthetic cutting fluid, and the results indicated that canola oil
with EPA showed better performance than others. Friction and wear behaviour are
also studied under different lubricating conditions such as without lubrication and
with lubrication (base oil, base oil with single and composite EPA) with tribo-tester.
Composite EPA in base oil significantly reduced the friction coefficient compared to
base oil [8]. Fuzzy rulemodelswere used to predict thrust force and surface roughness
in drilling of glass fibre-reinforced plastic composites and achieved good results in
prediction with minimum errors [9, 10]. A comparative study of dry machining and
wet machining showed rice bran oil and coolant oil improved surface roughness
and tool life as the cutting fluids in a CNC turning of plain carbon steels EN8 and
EN9 [11]. The results indicated that the best cutting conditions were obtained for
coolant oil followed by rice bran oil. In the current study, a model that depends on
fuzzy logic approach is established on the prediction of turning parameters with EP
additive added VBCFs, and the results from fuzzy logic modelling are compared
with the results from regression and experimentation.

2 Experimental Details

The current work deals with the effectiveness of the EPA during machining of AISI
1040 heat-treated steel on lathe machine where the machining performance is eval-
uated considering the terms cutting force, surface roughness and tool flank wear.
The EPA used to prepare VBCFs (with 5%, 10% and 15% EPA to canola, sesame
and coconut oils) is sulphur-based in order to achieve lower viscosity, better water
solubility and lubrication properties [12].

For preparing cutting fluid, initially the mixture is made in the ratio of emulsifier
to vegetable oil as 15:85 by weight, respectively, and then EPA is added to it. The
VBCF mixture has oil to water ratio of 9:100. The details of lubricant supply to
the machining zone are shown in Fig. 1. Chemical composition of AISI 1040 steel
workpiece is shown in Table 1. The experimental details are depicted in Table 2. The
levels of the turning parameters are presented in Table 3.

From the literature, it is observed that 8% EP additive performed well. To identify
the better percentage in the present work, for different combination of tool–work-
piece and cutting fluid composition 5, 10 and 15% EP additive in cutting fluid is
considered. Similarly, the process parameter levels for cutting speed and feed values
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Fig. 1 Detailed experimental set-up

Table 1 Chemical composition of AISI 1040 steel (wt%)

C Si Mn S P Fe

0.40 0.025 0.80 0.025 0.015 Balance

Table 2 Experimental details

Work material type AISI 1040

Hardness 30 ± 2 HRC

Tool holder PSRNR12125F09

Cutting tool (insert) CNMG120408NC6110 coated carbide (TiCN/Al2O3 coating)

Cutting speed (m/min) 60, 80 and 100

Feed (mm/rev) 0.14, 0.17 and 0.20

Depth of cut (mm) 0.5 (constant)

Cutting fluids Sesame, canola and coconut-based cutting fluids

EP additive inclusion (%) 5, 10 and 15

Table 3 Levels of turning factors

Symbol Parameter Unit Level 1 Level 2 Level 3

EP EP additive % 5 10 15

V Cutting speed m/min 60 80 100

f Feed mm/rev 0.14 0.17 0.20



1150 B. Satheesh Kumar et al.

are considered at which the responses are more influential. Cutting fluids utilised in
the present work are abbreviated as follows: cutting fluids with base fluid sesame
(SCF), canola (CNCF) and coconut (CCF).

Cutting forces (Fc) are measured using a KISTLER dynamometer. Flank wear
(V b) is measured using an optical projector having a magnification of 5×. The
measurement of surface roughness is done by surface roughness tester (Ra).

3 Results and Discussion

Cutting force, surface roughness and tool flankwear aremeasured for sesame, canola
and coconut-based cutting fluids with varying proportions of EP additive as per L9
orthogonal array are presented in Table 4. In general, coconut-based cutting fluidwith
10% of EP additive gave lower values of cutting force, tool flank wear and surface
roughness due to better viscosity property of coconut oil-based cutting fluid that
reduces friction at tool–chip and tool–workpiece interfaces. The reason for decrease
in the responses with 10% of EP additive is due to the formation of lead sulphide as
EP additive which reacts with the surface and eases up plastic deformation.

A fuzzy system model is in the form of If-Then rules instead of a mathemat-
ical equation. The components of the fuzzy system are fuzzifier, fuzzy inference
engine and a defuzzifier as shown in Fig. 2. In the current study, the input parame-
ters taken into consideration are cutting speed, feed and proportion of EP additive;
whereas, cutting force, surface roughness and tool flank wear are considered to be
the performance characteristics as shown in Fig. 3. Initially, in fuzzy logic, the range
of machining parameters and performance characteristics values is identified. For
fuzzification, trapezoidal membership is used to obtain fuzzy sets. Here, the input
and output numerical values are converted to linguistic forms such as low, medium
and high. The range of membership function value is between 0 and 1. Membership
functions with their range values of input parameters for the proportion of EP addi-
tive (Fig. 4), cutting speed (Fig. 5) and feed (Fig. 6) are shown in figures. Finally, to
obtain output, trapezoidal membership is used for defuzzification. The conversion of
fuzzy quantity into precise quantity is defined as defuzzification. In the present study,
the centroid of the area is evaluated using the method of centroid defuzzification of
the membership function.

The equation for the trapezoidal membership function is given in Eq. (1)

f (x, a, b, c, d) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 x ≤ a
x−a
b−a a ≤ x ≤ b
d−x
d−c c ≤ x ≤ d
0 d ≤ x

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(1)

where f: membership functions of the fuzzy set; a, b, c, d: parameters; x: variable.
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x1 : % EP additive y1 : cutting force
x2 : cutting speed y2 : tool flank wear
x3 : feed y3 : surface roughness
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Fig. 2 Structure of fuzzy logic system

Fig. 3 Fuzzy inference system

Fig. 4 Membership function for % EP additive
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Fig. 5 Membership function for cutting speed

Fig. 6 Membership function for feed

Regression analysis is carried out formodelling and analysis of various parameters
which describes the relationship between the dependent and independent variables.
Mathematical models are developed from regression analysis to predict cutting force,
tool flank wear and surface roughness in terms of % EP additive, cutting speed and
feed rate. The mathematical models developed for cutting force are as follows:

For SCF:

Fc = 40 + 1.12EP−0.106V + 470 f R2 = 0.968

For CNCF:

Fc = 46.2 + 0.88EP − 0.470V + 466 f R2 = 0.946

For CCF :
Fc = 48.1 + 1.07EP − 0.533V + 380 f R2 = 0.962
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where cutting force ‘Fc’ in N, EP is % EP additive, V is cutting speed in m/min, and
f is feed in mm/rev.

The mathematical models developed for tool flank wear are as follows:

For SCF:

Vb = −223−0.85EP + 1.37V + 1566 f R2 = 0.959

For CNCF:

Vb = −124 − 0.00EP + 0.807V + 1003 f R2 = 0.972

For CCF :
Vb = −24.8 + 0.868EP + 0.251V + 440 f R2 = 0.995

where V b is tool flank wear in µm.
For surface roughness, the mathematical models developed are as follows:

For SCF:

Ra = 2.15 + 0.0427EP−0.0033V + 14.4 f R2 = 0.963

For CNCF:

Ra = 1.60 + 0.0323EP − 0.0039V + 14.6 f R2 = 0.978

For CCF :
Ra = 1.15 + 0.0227EP − 0.0046V + 14.2 f R2 = 0.994

where Ra is the surface roughness in µm.
R2 is the value of correlation coefficient in regression analysis, and it should be

between 0.8 and 1. In the present study, R2 value of cutting force, tool flank wear
and surface roughness for all cutting fluids is very close to 1, which indicates an
excellent relationship between dependent and independent variables.

The validity of the fuzzy model is measured by comparing the predicted values
with experimental and regression results. The relationship between predicted values
and experimental results is plotted and illustrated in Figs. 7, 8 and 9. From the plots,
it is seen that the values obtained from fuzzy model are very close to experimental
results. From the results, it is concluded that fuzzy logicmodelling canbe successfully
utilised for predicting cutting force, tool flank wear and surface roughness in turning
of AISI 1040 steel.

Confirmation test is conducted in order to verify the developed model, and the
results are shown in Figs. 10, 11 and 12. Confirmation experiments are conducted at
15% of EP additive, 100 m/min of cutting speed and 0.2 mm/rev of feed at higher
cutting conditions investigated in the present work.

The results (Figs. 10, 11 and 12) revealed that fuzzy logic model is better than the
regression model for predicting cutting force, tool flank wear and surface roughness.
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Fig. 7 Comparison of experimental and predicted results using SCF for a Fc b Vb c Ra
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Fig. 8 Comparison of experimental and predicted results using CNCF for a Fc b Vb c Ra
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(a) Cutting force (b) Tool flank wear

0

50

100

150

0 1 2 3 4 5 6 7 8 9

F c
(N

)

Experiment Number

CCF

Experimental
Fuzzy Logic
Regression 0

50

100

150

0 1 2 3 4 5 6 7 8 9

V
b (
μm

) 

Experiment Number

CCF

Experimental
Fuzzy Logic
Regression

(c) Surface roughness

0
1
2
3
4
5

0 1 2 3 4 5 6 7 8 9

R
a (
μm

) 

Experiment Number

CCF

Experimental
Fuzzy Logic
Regression

Fig. 9 Comparison of experimental and predicted results using CCF for a Fc b Vb c Ra

Fig. 10 Confirmation
experiment results for Fc
using SCF, CNCF and CCF
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Fig. 12 Confirmation
experiment results for Ra
using SCF, CNCF and CCF
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4 Conclusions

In the current study, a model that depends on fuzzy logic approach to predict machin-
ing performancewithEP additive includedVBCFs is comparedwith experimentation
and regression.

The lower cutting force, tool wear and surface roughness are achieved with
coconut-based cutting fluid with 10% EP additive as compared with other cutting
fluids used in the present work.

The values predicted using fuzzy logic model are very close to experimental
results, and hence, the fuzzy logic model can be successfully used for predicting
cutting force, tool flank wear and surface roughness.

Confirmation experiment results revealed that the fuzzy logic model is better
than the regression model for predicting cutting force, tool flank wear and surface
roughness in turning of AISI 1040 steel.
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A New Approach in Establishing Stable
Machining Parameters Using Frame
Statistics and Kurtosis

V. Srinivasa Rohit, A. Venu Gopal and L. Rama Krishna

Abstract Sensors have become an integral part of the current manufacturing sys-
tems. However, gaining insight into the data collected from sensors is a complex
task. The current paper presents an approach to identify stable machining parame-
ters by applying frame statistics and kurtosis to cutting force signal. The approach is
presented in finish turning of aluminum metal matrix composites (Al-MMC) using
coated carbide inserts. It was found that the process parameters suitable for finish
turning Al-MMC are 80 m/min cutting speed, 0.103 mm/rev feed and 0.1 mm depth
of cut. The approach presented can be applied to other machining processes, and as
it is computationally efficient, it can be used in online monitoring systems.

Keywords Frame statistics · Kurtosis · Turning · Signal analysis

1 Introduction

Computer-based data acquisition systems have provided a low-cost approach tomon-
itor manufacturing processes. This has led to the development of online monitoring
and predictive maintenance in manufacturing processes. The field of machining has
always been forefront in adapting sensor-based technologies to improve productivity.
Tlusty et al. [1], Tonshoff et al. [2], Byrne et al. [3] and Teti [4] give a detailed review
of the developments in sensor-based applications in machining processes. However,
algorithm-based monitoring systems require large amounts of historical data regard-
ing the processes. Before collecting such data, the process needs to be analyzed and
established. A process is generally established either through trial and error methods
or through use of experimental design methodology [5, 6]. The experimental data
is generally optimized for a required objective like material removal rate surface
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quality. [7–10]. The design of experiments approach has also been used in industrial
applications as a tool in six sigma methodology. However, only the average value of
the force signal is measured in most cases, the process is assumed steady, ignoring
the dynamics of the process. By the use of frame statistics, time-based variation in
the process can also be evaluated. The purpose of this study is to present an approach
in establishing stable machining parameters using frame statistics and kurtosis along
with the design of experiments. To illustrate, the effectiveness of the approach is
applied to the force signals acquired from finish turning of aluminum metal matrix
composites. As the analysis andmethodology are simple and are similar to an already
established industrial practice, it can be used in practical applications.

The metal matrix composites (MMC) are being widely used in the automotive
sector because of their properties like high strength to weight ratio, lower costs and
greater wear resistance. Li et al. [11] andManna et al. [12] have presented accelerated
tool wear issues in machining MMC. The presence of hard particles was found to
be one of the main reasons for tool chip off. The present study presents a method
to analyze the effect of these hard particles and establish process parameters where
their effect is minimal.

2 Methods

In the current study, the application of frame statistics for sensor signal analysis is
presented through analyzing cutting force signal in dry turning of aluminum metal
matrix composites. The following sections present the details of the experiments.

2.1 Materials and Experimental Setup

The turning experiments were conducted on a lathe (Magnum SSM 1430) attached
with a piezoelectric dynamometer (Kistler 9257B) as shown in Fig. 1. A cylindrical
workpiece of length 200 mm and diameter 35 mm, made of aluminum matrix with
6%SiC and 3%C, was used as the workpiece. A coated carbide insert (Widia CNMG
120408TN-4000) was used to machine it.

2.2 Design of Experiments

The process parameters considered for the analysis are speed, feed and depth of
cut. The range of the parameters was selected based on the recommendations of the
tool manufacturer [13] and initial trial experiments. The levels of the parameters are
shown in Table 1.



A New Approach in Establishing Stable Machining … 1161

Fig. 1 Precision lathe with dynamometer

Table 1 Process parameter levels

Symbol Parameters Unit Level −1 Level 0 Level 1

A Speed m/min 40 60 80

B Feed mm/rev 0.103 0.175 0.264

C Depth of cut mm 0.1 0.2 0.3

A half-fractional factorial design with two levels [14] was used to conduct the
experiments efficiently. Further, two experiments were conducted at the center of the
parameter range for better understanding of the process. The order of experiments
was randomized to minimize errors due to uncontrollable conditions during machin-
ing. The experimental designs along with the levels at which the experiments were
conducted are shown in Table 2.

The experiments were conducted as mentioned above, and the force signal for
each experiment was logged at a sampling rate of 1000 Hz. Sampling frequency was

Table 2 Half-factorial
experimental design

S. No Cutting speed (A) Feed (B) Depth of cut (C)

1 1 1 1

2 −1 1 −1

3 0 0 0

4 0 0 0

5 1 −1 −1

6 −1 −1 1
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Fig. 2 Cutting force signal for experiment 1

decided based on the Nyquist criteria, to avoid aliasing, and the sampling frequency
needs to be at least twice the maximum frequency being measured [15]. It was stored
in a computer using the data acquisition system. The signal data was then exported
to MATLAB using comma specified value (CSV) format for further analysis.

2.3 Signal Analysis

The cutting force signal from dynamometer is shown in Fig. 2. The signal was
processed as follows:

1. The entry and exit part of the signal were removed, and steady cutting zone was
considered (Fig. 3).

2. The linear trend present in the signal was removed (Fig. 4).
3. The signal was divided into frames of 500 samples without overlap.
4. The low, high and mean values of each frame were plotted in an error-bar chart

(Fig. 5).
5. The kurtosis value for each frame was evaluated and plotted as shown in Fig. 6.

The detailed steps in signal processing are as follows:

Signal Preprocessing
Signal preprocessing involves preparing the signal for the analysis. In the current
study, the transient parts, entry and exit of the process were not considered for
analysis. The steady part of the signal can be obtained using matrix slicing options
in MATLAB. As can be seen from Fig. 3, the signal has an upward trend. This trend
from the signal generally removed before conducting further analysis, and the de-
trended signal is shown in Fig. 4. In this case, the trend was linear; hence, a straight
line fit for the equation was determined and subtracted from the signal. This can be
accomplished in MATLAB using de-trend function. During trial experiments, the
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Fig. 3 Steady part of the cutting force signal

Fig. 4 Cutting force signal after removing trend

frequency content of the force signal was analyzed; the high-frequency content was
negligible, and hence, the signal was not filtered using a low-pass filter.

Frame Statistics
Analyzing a signal as shown in Fig. 4 can be difficult as there are many data points.
Frame statistics involves dividing the signal into frames of equal size and determin-
ing statistical parameters like low, high, mean, range and standard deviation. Each
statistical parameter can then be plotted with respect to time to analyze the system.
This reduces the complexity and helps in visualizing the process conditions. In the
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Fig. 5 Error-bar plot for cutting force signal

Fig. 6 Kurtosis plot for the steady zone of the signal

current study, the signal was divided into frames of equal size of 500 samples (i.e.,
0.5 s) without any overlap, i.e., each frame does not share any samples from the adja-
cent frame. After the signal was divided, low, high and mean values were calculated
for each frame and plotted as shown in Fig. 5. This plot is useful to visualize mean
and dynamic variation in the cutting force value. Error-bar plots are generally useful
for preliminary analysis about the process. Moreover, by plotting the kurtosis value
with respect to time, it can be used to understand the process stability for the given
cutting parameters.
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Kurtosis
For data x1, x2, . . . , xn , kurtosis is given by

K =
∑N

i=1(xi − x̄)3/N

s3
(1)

where s is the standard deviation [16]. Kurtosis compares how the data is distributed
when compared with the standard normal distribution. The kurtosis value for the
standard normal distribution is 3. Larger kurtosis value is an indication of the presence
of extreme data. Hence, kurtosis is a measure of extremes. It helps in finding if there
are any sudden changes. In the present study, the aluminum metal matrix composite
consists of hard SiC particles. When they come in contact with the tool, they cause
a sudden impact, resulting in sudden increase in cutting force. Thus, kurtosis can be
used to measure the effect of such impact loads.

The experiments were conducted based on Table 2, and the signal analysis was
done to evaluate kurtosis for every frame. The results for the six experiments have
been summarized in Fig. 7 andTable 3. Asmentioned in the previous section, kurtosis
is a measure of any sudden impact loads on the tool. It has to be noted that it is a
dimensionless parameter, and hence, physical interpretation is only possible through
comparison.

Fig. 7 Plot of kurtosis values for each frame in all experiments



1166 V. Srinivasa Rohit et al.

Table 3 Peak kurtosis value for the experiments

S. No Cutting speed
(m/min)

Feed (mm/rev) Depth of cut (mm) Peak kurtosis value

1 80 0.264 0.3 12.61

2 40 0.264 0.1 10.8

3 60 0.175 0.2 10.12

4 60 0.175 0.2 7.764

5 80 0.103 0.1 4.512

6 40 0.103 0.3 5.14

3 Results and Discussion

As shown in Fig. 7, plot of kurtosis values for each frame in all experiments, the
peak is largest in the first experiment, where all the process parameters are at the
maximumvalue.Moreover, there are a couple of smaller peaks in experiment 1. Large
peaks can also be seen in experiments 3 and 4. Though experiments 3 and 4 were
conducted at same process parameters, slight variation can be observed in experiment
4 with multiple smaller peaks. This could be possibly due to the presence of hard SiC
particles that were not completely removed in previous passes. Experiments 5 and 6
have kurtosis values close to 3, and hence, are not affected much by the presence of
hard particles. In both these cases, feed is low. Low feed results in low uncut chip
thickness, thus smaller area of the tool is interacting with the cutting tool, leading
to lower number of SiC particles coming in contact with the tool. Experiments 5
and 6 have lower kurtosis values, and hence, they are affected the least by the hard
particles. The parameters in experiment 5 are beneficial as it results in lower cutting
times, better surface finish and lower wastage ofmaterial due to smaller depths of cut.
Through this analysis, the effect of hard SiC particles was found to be minimum in
experiment 5. The peak values have been summarized in Table 3.As the hard particles
causing catastrophic tool failure is themain reason for toolwear,minimizing it results
in longer tool life.

4 Conclusions

The paper presented an application of using frame statistics and kurtosis in dry finish
turning of aluminum metal matrix composites. The following conclusions can be
made from the study:

1. Frame statistics reduces the load data into a manageable graph that can be
analyzed based on the mechanics of the manufacturing process.

2. Kurtosis was presented as a measure of impact loads on the cutting tool.
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3. As kurtosis is computationally inexpensive, it can be used for online monitoring
of the machining process.

4. In finish turning aluminum metal matrix composites, better process conditions
were found when feed was low. The best process parameters in the machining
range were found at 80 m/min cutting speed, 0.103 mm/rev feed and 0.1 mm
depth of cut.

5. The methodology can be applied to other machining processes.
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Design and Ergonomic Work Posture
Evaluation of Garbage Disposal Pushcart

P. Jayesh, A. Gopala Krishna, M. Vishal, Abhay Mohan and Sheikh Afridhi

Abstract Garbagemanagement is a continually growing problem both at global and
regional frontiers. Solid waste arises from human, animal, and industrial activities.
User-friendly products are essential for garbage collectors and residents to improve
the utility. In this study, the main concerns are addressed to design an economically
frugal garbage transportation cart which would be viable for commercialization. The
new design is engineered keeping in mind present-day conditions and is built to cater
to the needs of the pourakarmikas. The ease of operation of the proposed model will
increase efficiency by reducing effort and hence the fatigue on the operator. The
revolutionary changes that are proposed to be incorporated in the new model are as
simple as replacing steel with aluminum where ever necessary, yet having a signif-
icant impact on the overall ergonomics. Other such pivotal changes are equipping
the cart with an economic motor and a battery to provide assistance in maneuvering
the cart on challenging terrain. Also, a braking system is proposed to be integrated
into the cart to prevent undue movement of the cart. A turntable to make the bins
instantly accessible is also addedwhich reduces the timewhile loading and unloading
of garbage.

Keywords Ergonomic design · Pushcart ·Modeling · Fabrication

1 Introduction

The survey study for the development of the product was conducted in Bangalore,
India. Bangalore generates about 3000–3500 tons of solid waste daily. The city
corporations carry out the collection, transportation, processing, and disposal of
municipal solid waste, with a workforce of around 14,300 women pourakarmikas
using11,000pushcarts. Theprimary issueswith the pushcarts are the outdateddesign,
inadequate capacity, non-adaptability to bad road conditions, difficult to operate,
demands a high amount of manual labor. These drawbacks lead to a lot of health
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problems, especially the overexertion of the musculoskeletal system. The aim of the
effort is to prepare an ergonomically designed pushcart for the pourakarmikas, so
as to make the carriage of waste easy and comfortable. The adoption of a wheeled
cart for enabling the pushing of multiple units is discussed by Spindel et al. [1]. A
latching device mechanism for the pushcart system is proposed by Krummel et al.
[2]. Latching mechanism for a push-back cart storage system includes an outer side
member having a notch. Eberlein et al. [3] presented a motor-assisted hand-movable
cart; it has drive chassis with two front casters, two back casters, and an electromotor
drive unit connected to a runningwheel located in between the front and back casters.
A system for motorizing a shopping cart or the like is designed by Losego [4]. Taylor
[5] proposed a low-pressure operating liquid spring and shock absorber. The work
involved developing a design for pushcarts considering the Occupational Safety
and Health Administration (OSHA) standards and ergonomic standard charts Rapid
Upper Body Assessment (RULA) and Rapid Entire Body Assessment (REBA).

2 Ergonomic Analysis of the Existing System

In ergonomic analyses, employers are required to assess the health and safety risks of
employees resulting from working tasks and activities, including manual handling.
It is a technique that focuses on job tasks as a way to identify hazards before they
occur and focuses on the relationship between the worker, the task, the tools, and
the work environment. To identify the problem faced by the pourakarmikas with the
existing system (shown in Fig. 1), standard charts such as RULA and REBA charts
were used for the risk assessment and a comparison survey was conducted for 10
pourakarmikas who collect garbage across the different regions of Bangalore city.

Fig. 1 Existing traditional pushcart
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Fig. 2 Existing cart REBA

2.1 Rapid Entire Body Assessment (REBA)

This ergonomic assessment tool uses a systematic process to evaluate whole-body
postural musculoskeletal disorders (MSDs) and the risks associated with job tasks. A
single-page worksheet is used to evaluate required or selected body posture, forceful
exertions, type of movement or action, repetition, and coupling [6]. The traditional,
less adaptable existing pushcart system underwent a detailed study conducted from
across Bangalore city. The case study system is shown in Fig. 2. The scorecard sheet
of the REBA assessment is shown in Fig. 2 and the score is reached at a magnitude of
11. The REBA score of 11 indicates that there is a very high amount of risk involved
and needs a change, which has been tried to implement in the current project.

2.2 Rapid Upper Limb Assessment (RULA)

The RULA assessment tool was developed to evaluate the exposure of individual
workers to ergonomic risk factors associated with upper extremity MSD. The RULA
ergonomic assessment tool considers biomechanical and postural load requirements
of job tasks/demands on the neck, trunk, and upper extremities. Using the RULA



1172 P. Jayesh et al.

Fig. 3 Existing cart RULA

worksheet, the evaluator will assign a score for each of the following body regions:
upper arm, lower arm, wrist, neck, trunk, and legs. A scorecard sheet of the RULA
assessment is shown in Fig. 3 and the score is reached at amagnitude of 7. The RULA
score of 7 indicates that there is a very high amount of risk involved and needs a
change that has been tried to implement in the current project.

3 Design and Fabrication

Before carrying out the fabrication process, a model was first designed using Solid
Edge and TinkerCAD software. While Solid Edge is the most commonly used soft-
ware for modeling, TinkerCAD is a browser-based 3D solid modeling tool for rapid
prototyping known for its simple interface and entry-level ease of use. TinkerCAD
has no specified dimensions. It is merely used to represent a model in all the planes.
Figure 4 shows the different views of the cart in TinkerCAD modeling. Solid Edge
software was used to represent the dimensions of each component and finally assem-
ble all the components together to get the final assembly of the model [7]. The model
was on the scale of 1:10 to the actual dimensions of the fabricated product. The Solid
Edge models are shown in Figs. 5 and 6.
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Fig. 4 Right-hand side and diametric view of the model (TinkerCAD)

Fig. 5 Isometric view of the model

3.1 Fabrication

The fabrication of the cart was made in-house on the campus. Before fabrication, the
materialswith the best qualitywere procured from the local suppliers. The fabrication
process includes cutting, welding, and fitting of the material to form the individual
components. After the fabrication is completed, the components are assembled and
the quality is checked. The component or part of the systems is explained in Table 1.
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Fig. 6 Front view of the model

Table 1 List of components of the cart

Sl. No Parts and Components Material Specifications

1 Frame of the cart Mild steel 1.7 m × 1 m

2 X-Cross section on the frame Mild steel Length = 1.12 m

3 Handle Mild steel Four different posture height
according to requirement

4 Turntable Aluminum Diameter 0.98 m

5 Journal bearing – Inner diameter = 28 mm,
Outer diameter = 32 mm

6 Storage Bins Polyethylene FDA 75 liters each

7 Small sprocket steel 4915 15T

8 Motor DC Type 1.6 Nm, 100 rpm

9 Solar panel – 12 W output, charging time 5 h

10 Solar panel charger controller – 3A current, 14.8 V maximum;
Lithium battery cells

11 Shaft to mount bearing Mild steel 25 mm length, 29 mm diameter

12 Battery to store energy – 12 V DC

13 Swiveling casters polypropylene 150 mm diameter (2)

14 Front axle casters polypropylene 150 mm diameter (2)

15 Spring for suspension Mild steel Offset of 5 cm, 5 cm diameter,
15 cm length



Design and Ergonomic Work Posture Evaluation of Garbage … 1175

4 Result

After the fabrication of the proposed model, the obtained results are compared with
the existing model and tabulated, shown in Table 2 (Fig. 7).

The standard RULA and REBA assessment charts have been used for the
ergonomic analysis. The survey is conducted for ten workers in Bangalore city.
A sample of the case study chart shown in Fig. 8 for the reference of REBA score
calculation and analysis. The assessment result and average RULA and REBA score
for the ten workers are shown in Table 3.

A sample of the case study chart shown in Fig. 9 for the reference of RULA score
calculation and analysis. A comparison of the proposed system with the existing
system reveals a performance improvement with the proposed cart scoring 6.2 on the
REBA chart, as compared to the previous score of 11. The RULA chart also shows
a performance improvement with a new score of 3.8 against the score of 8 of the
existing pushcart. The consistency of the proposed system is checked for an average
of ten workers using both the charts. Approximately, 80% of workers score between
4 and 7 on the REBA score, with the remaining 20% scoring in the range of 8–10.
A similar result for the RULA assessment was obtained, with approximately 90%

Table 2 Features comparison of existing and proposed systems

Sl. No Features Existing System Proposed System

1 Assistance to tread elevations No Yes

2 Turntable No Yes

3 Capacity 215–240 kg 330–350 kg

4 Manual labor High Medium

5 Suspension system No Yes

6 Number of wheels 3 4

7 Handling conditions Poor Good

Fig. 7 Different views of the assembled cart
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Fig. 8 REBA sample for case study 3

Table 3 REBA and RULA
case study for ten workers

Worker Number REBA score RULA score

1 5 4

2 7 3

3 6 4

4 8 5

5 8 4

6 5 4

7 5 3

8 6 4

9 6 4

10 6 3

Average 6.2 3.8

of workers under a score of 3–4 and the remaining 10% with a score in the range of
5–6.
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Fig. 9 RULA sample for case study 1

5 Conclusion

As a societal commitment, the existing cart in the Bangalore city used by the BBMP
workers was analyzed, their ergonomic issues were addressed using standard process
and procedures, and finally, the cart is developed to sort out the challenges effec-
tively. The technological advancements were made within the cost-effective ranges.
Ergonomic charts’ scores suggest that the existing system has a high amount of risk
and needs immediate change. Based on the results, a new design is proposed, which
has better features compared to the existing system. With the new design, posture
correction can be done, avoiding musculoskeletal disorders in the workers. There
are a lot of improvements that can be incorporated into this project that make it
more complete and feature rich. The chance of theft could be the major issue on the
cart. For addressing energy conservation, further improvements could be made on
automation, braking system, etc. to the cart.
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Redesigning of Electric Plug
for Assembly Time Reduction Using DFA

V. Naga Malleswari, B. SurendraBabu and Ch. Praneeth

Abstract The important element to meet today’s competitive market during the
development of any product is the reduction of assembling time. The industries
which use a variety of component geometryDesignForManufacturing andAssembly
(DFMA) play a vital role in product development. Design for Assembly (DFA) is one
of the principles in DFMA. The principle concept of DFA is to reduce the number
of parts used and to maximize the use of existing parts and to eliminate or redesign
the parts which take more assembly time. Many of the companies successfully used
this technique for product design improvement. The aim of the present work is to
propose a new design of electric plug assembly that is better in design efficiency,
total assembly time. The analysis is done by usingBoothroydDewhurstDFAmethod.
There is a reduction in the number of parts from 16 to 11 after redesign of electric
plug assembly and assembly time is reduced from 87.4 to 33.9 s. Design efficiency
is improved from 36 to 64.89%. In product development, reducing assembly time is
one of the important tasks because it reduces labor time. Simple design with least
number of components makes assembly easy and fast.

Keywords DFA · Redesign · Product development · Assembly time

1 Introduction

Design for Assembly (DFA) has many benefits in addition to cost of assembly.When
a product contains minimum number of parts, assembly procedure becomes easier.
Inventory levels of each part can be reduced. Storage and maintenance cost of the
components can be reduced and which in turn reduces the production time and cost.
While designing a product DFA can be considered. Design team can show alterna-
tive designs and give more consideration to make the assembly or sub-assembly easy

V. Naga Malleswari (B) · B. SurendraBabu · Ch. Praneeth
Industrial Engineering, GITAM Institute of Technology, Visakhapatnam, A.P, India
e-mail: nagamalleswari.vangipurapu@gitam.edu

© Springer Nature Singapore Pte Ltd. 2020
H. K. Voruganti et al. (eds.), Advances in Applied Mechanical Engineering,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-1201-8_124

1179

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1201-8_124&domain=pdf
mailto:nagamalleswari.vangipurapu@gitam.edu
https://doi.org/10.1007/978-981-15-1201-8_124


1180 V. Naga Malleswari et al.

during production and also service time. The developed concepts are analyzed over
selected cost and performance. A systematic analysis of product assembly should
be performed. If cost or performance analyses require a concept to be changed or
redesign, then the efficiency of assembly of the reconceived design should be ana-
lyzed before the final design is approved. During the design components, assemblies,
subassemblies, its features, and corresponding dimensions should be verified so that
it indicates the findings of the DFA analysis. The analysis of product design for
ease of assembly depends on whether the product is to be assembled manually, with
special-purpose automation, or a combination of these.

2 Literature Review

Lefever and Wood [1] used a technique to reduce the number of components in an
assembly. This technique consists of a component elimination procedure, component
combination analysis and lasts established a logical approach for the abstract com-
ponent elimination or combination opportunities technique to redesign an auxiliary
automobile visor. Ismail et al. [2] have used DFMA methodology for redesigning a
pressure vessel. The existing design of the pressure vessel was modified by incorpo-
rating the design for manufacture and assembly requirements. Using DFMA Tech-
niquemanual assembly efficiency is improved.Geren et al. [3] have studied the design
of intensifier used in the prototype of a Water Jet Machining system. Suresh et al.
[4] have done research for determining environmental impact sustainability analysis
and engineering analysis. A case study using charge alternator pulley is redesigned
using DFMA technology. CAD modeling, stress analysis and sustainability analy-
sis of pulley model done for reducing the product cost and minimal impact on the
environment. Emmatty and Sarmah [5] have presented a framework for modular
product development by integrating function-based modular product architecture,
platform-based design, and design for manufacture and assembly. It reduces product
manufacturing cost and throughput time for product development. A case study of
a watch mechanism was used by them. Naiju et al. [6] have used DFMA technique
in reducing the time and cost in the development of a new product. Food processor
was taken as a case study and overall manufacturing cost was reduced. Till now
many DFMA studies are published. However, very few studies have addressed the
consumer durables of Indian market. No such study has been published on electric
plug assembly. Not many studies were done to detail the DFMA methodology with
respect to Indian consumer products. The main task of this research paper is to show
that assembly time reduction is possible for a product and provides significant time
benefits to the manufacturing industry.
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3 Methodology

The initial step of the present work is existing product assembly design is analyzed.
Then, each part functionality is recognized. Material used for each part is also rec-
ognized. The symmetry of the product design is found based on the Alpha and Beta
symmetry. Worksheet analysis is done based on the Boothroyd Dewhurst manual
handling and manual insertion coding system. From that total operation, time is
calculated as

Total operation time = (part handling time + insertion time) ∗ number of parts.
(1)

Without affecting the functionality, each part has to study based on the criteria
wherever elimination or redesign of part is required. If the component meets the
minimum part criteria two different parts are combined into a single part otherwise
it is eliminated. The minimum part criteria are taken as specified by Boothroyd et al.
[7].

An important element of DFA method is to calculate the efficiency of the product
assembly time. The two important elements that impact the assembly time of a
product are

(a) The total number of components in a product and the easiness of handling each
component.

(b) Insertion of the component and fastening of the components with another
component.

Finally, assembly efficiency is measured. The assembly efficiency, Ema is
calculated using the following formula.

Ema = Nminta/tma (2)

where

Nmin—theoretically minimum number of components
ta—basic assembly time for each component
tma—estimated time to complete the assembly of the actual product.

3.1 Effect of Part Symmetry on Handling Time

Part symmetry is one of the geometrical design features which impacts the assembly
time needed to pick up and positioning of a part. At least two components are required
for assembly operation. Positioning of a part means exact alignment of the part to the
inserted part. As per these two operations are performed (i) the axis of one component
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Fig. 1 Alpha and beta
symmetry

is aligned with the axis of another inserted component. (ii) Rotating the component
about the axis of the insertion part. The symmetry of a part can be classified as
Alpha symmetry is the angle through which a part must be rotated about an axis
perpendicular to the axis of insertion and to repeat its orientation. Beta symmetry
is the angle through which a part must be rotated about the axis of insertion and to
repeat its orientation [7]. It is shown Fig. 1.

4 Case Study

In the present work electric plug (Anchor, 3 pin Top deluxe) is taken as a case study.
Exploded view of the product is shown in Fig. 2. Analysis of each part based on the
DFA technique is shown in Table 1.

4.1 Work Sheet Analysis for Top Frame

The insertion axis for the top frame is vertical and the top frame can only be inserted
one way along this axis so the alpha angle of symmetry is 360°. If the top frame is
rotated about the axis of insertion, it will repeat its orientation every 360° so, this
is beta angle of symmetry. The total angle of symmetry is 360 + 360 = 720°. Next
step is to find the handling code and estimated times from Fig. 3.15 [7]. Top frame
can be grasped and manipulated with one hand without the aid of grasping tools.
Thickness of the top frame is greater than 2 mm and size is greater than 15 mm so,
the code is “3” and corresponding time is 1.95 s. Next step is to find the insertion
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Fig. 2 Exploded view of electric plug assembly

code and estimated time from Fig. 3.16 [7]. Top frame does not require any other
part for assembly immediate to place the part securely. After this part, no holding is
required to maintain the orientation and location of the part. The top frame is easy to
align and position during assembly and does not require any resistance to hold the
part. So, the manual insertion code is “00” and corresponding time is 1.5 s. From the
above data total operation time is calculated using Eq. (1) that is (1.95 + 1.5) * 1 =
3.45 s.

4.2 Component Elimination and Redesign of Electric Plug
Using DFA Technique

In DFMA analysis the first step is to analyze the existing assembly design with DFA
analysis. Each component functions and materials are studied next. Third step is
to identify a part for elimination or redesign based on the minimum part criteria.
Any part not meeting the criteria is a part for elimination or redesign. By reducing
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the number of components in a product assembly or sub-assembly design, assembly
time efficiency can be increased. In the present work electric plug is taken as a case
study. Existing design is studied with DFA analysis. The following redesign steps
were identified during the analysis: (a) Integration of cord gripper to bottom frame,
(b) replacement of center the screw with transition fit joint, (c) elimination of rubber
grip and screws and redesign and (d) redesign of pin grip screw. Redesign steps a,
b and c are the most significant redesign changes as these eliminate the need for a
separate part altogether. Due to usage of lesser number of components, activities like
parts fabrication, storage, stock verification and maintenance, quality assurances can
be avoided. The production cost can be further reduced by removing the component
which consumes more assembly time.

(a) Integration of cord gripper to bottom frame: In the existing design of the elec-
tric plug, the cord gripper and bottom frame are separate parts. The minimum
criteria are not met by the cord gripper component hence it is eliminated. To
accommodate this bottom frame is redesigned.

(b) Replacement of the center screw with transition fit joint: Threaded joints take
more assembly time. In place of threaded joints, fit joints can be selected. In the
present case study threaded joint is replaced with transition fit. Threaded joints
take more assembly time and material cost is increased because of separate
screws. In electric plug assembly while fastening the center screw to bottom
frame obstructed the part and restricted the vision. By replacing this center
screw with a fit saves the assembly time, cost and improves the easiness of
assembly.

(c) Elimination of rubber grip and screws and redesign:Main function of this rubber
grip is to provide guidance to the card. In the original design, it is taking major
assembly time. Eliminating the rubber grip and screws based on the minimum
part criteria, it is integrated with the top frame.

(d) Redesign of pin grip screw: Orientation of the pin grip screw is consumingmore
time during assembly. Based on the concept of part symmetry on handling time
pin grip screw is redesigned. Eliminated the square seating into circular seating.
While assembling,more concentration and care is not required. In turn, it reduces
operation time from 27 to 9 s.

ta = 2 s (handling and insertion time for each part is taken as 2 s on average). The
original design consists of Nmin = 16 parts and estimated assembly time is tma =
87.4 s. Then design efficiency from the Eq. (2) obtained as 36%. After implementing
DFA analysis, minimum number of parts is reduced toNmin = 11 parts and estimated
assembly time is tma = 33.9 s. Finally design efficiency has improved to 64.89%.
Further, prototype has to be prepared by using the Rapid Prototyping Technique
(RPT) and the results have to verify (Table 2).
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Table 2 Redesign of electric plug assembly

Name of the
part

Before DFA After DFA

Bottom frame

Top frame

Pin grip screw

5 Conclusion

In the present work, DFA rules are considered to reduce the assembly time of electric
plug. This electric plug consists of 16 components. According to the minimum part
criteria two components are eliminated without affecting the functionality and also
two components are redesigned so that assembly time is reduced by53.5 s. Finally, the
total number of components is reduced by 5 units. UsingDFAmethodology assembly
efficiency is improved from 36 to 64.89%. Because of reducing assembly time,
assembly cost and then in turn production cost can be reduced and profitability of
the industry can be increased. Reducing the assembly time of a product is significant
change in the production cost of the product. This work can be extended to other
consumer products which consist of more components and also cost analysis can be
done.
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Analysis and Optimization of Queueing
Systems in Airports—Discrete Event
Simulation

Rishabh Jain, Hrishikesh Bedekar, K. Jayakrishna, K. E. K. Vimal
and M. Vijaya Kumar

Abstract The objective of this paper is to present an authentic queuing scenario
for airports both international and domestic including transit passengers in constant
efforts to create a uniform flow of passengers and baggage. This study aims also at
the simulation that can be used to identify bottlenecks in the systems as well as to
gain insight into the whole process. Similarly, the study suggests multiple modified
scenarios that provide a solution to the challenges in existing systems that can be
adopted by the industry in the near future. More specifically, these scenarios are
rearrangements andmodifications to the existing system. As security checkpoints are
points in the system which can cause severe delays and are notorious for separation
of individuals in a group. Therefore, scenarios are considered wherein the number of
checkpoints can be increased such that the total number of individuals waiting gets
distributed effectively. Lastly, another scenario inwhich gate specific checkpoints are
considered has been modeled for reference and can be seen on a few busy airports, it
was also observed that the waiting times at security checkpoints reduced by 0.10 out
of 0.43, 0.07 and 0.33. Though a longer queue time was observed at the last scenario
than the second scenario, the third scenario would be a better replacement as it yields
an optimum performance time without increasing the load on other points such as
immigration, check-in and baggage claim unlike the second scenario wherein the
queuing at security check point is reduced but pressure builds up on other parts of
the system.
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1 Introduction

The identification of bottlenecks at the airport and their rectification would definitely
make it a better and efficient system. The overall improvement of the system can be
a critical factor influencing the success and efficiency of management at the airport
[1]. Improved systems will reduce the time wasted unnecessarily due to stoppages
at certain levels. Moreover, it will reduce the load on a single system and happy pas-
sengers would indeed be a key measure to organizational success [2]. The optimum
utilization of resources would be an easier task if the system is well planned thereby
reducing unnecessary expenditure and wasted capital.

The objective of this paper is to develop innovative methods of analyzing and
optimizing queuing systems in a system with a special focus on airports. Principles
of data collection, data interpretation by data fitting and modelling and simulation
methodologies have been proposed. Different scenarios with varying arrangements
of entities at the airport have been observed. The different scenarios to perform iter-
ations towards improved results have contributed by depicting a unique solution.
Using these methodologies, a novel structure of airports has been proposed. Major
part of this research has been focused on modelling and simulation of systems in
the manufacturing and production domains. This work, however, aims to use these
methodologies in the airports which have been rarely discussed.Moreover, the litera-
ture emphases on minor optimizations in the already established structure. However,
this work tries to present an unconventional arrangement of queuing systems to
achieve similar objectives.

2 Methodology

This part of the study mainly deals with developing innovative methods of modelling
and simulating supply chains to minimize queuing times with an emphasis on air-
ports. Data collection, interpretation, fitting coupled with modelling and simulation
methodologies have been discussed in detail. The queueing theory forms a basis of
this simulation and can be used for further calculations by considering the arrival
time of passengers. The main equation derived is shown below,

P0 = 1

1 + ∑∞
n=1

∏n−1
i=0

λi
μi+1

[4] (1)

where

μ: Average service rate of a single service
λ: Average arrival rate
P: Probability of n customers in the system
n: Number of people in the system
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It is best to start with a simple model and build toward greater complexity and
it is not a necessity to have a one-to-one mapping between the model and the real
system [3]. In our case study, large amounts of relevant data was collected in order to
determine the probability distribution of the various processes involved. The logic of
the system is converted to a computer understandable format using modules offered
by the used application [4]. For example, the security check can be easily translated
into a queuing module following “first come first serve” rule and the entities being
served one by one by each module. Verification pertains to the computer program
prepared for the simulation model [5]. Is the computer program performing properly
or not? [6]. For example, increasing the number of people arriving level of the model
must correspond to increase in the waiting times. If, however, a decrease in waiting
times is seen, a fallacyof themodel is exposedwhichmust thenbe rectified.Validation
usually is achieved through the calibration of the model, an iterative process of
comparing the model against actual system behaviour and using the discrepancies
[4]. The alternatives that are to be simulated must be determined. Often, the decision
concerning which alternatives to simulate will be a function of runs that have been
completed and analyzed [3].

3 Analysis

An in-depth analysis of a few airports revealed the airports with widely varying
structures. In this case study a traditional model is adapted and improved upon
to reduce queuing times. Here, real case data is collected from Chatrapati Shivaji
International Airport to carry out simulations.

4 Model Conceptualization

In order to translate the system into a discrete event simulation model in the arena
an extensive analysis of the system was done. Various points of queuing and delays
were investigated. Data was collected and the appropriate probability distributions
were estimated for the data to be input into the simulation [6].

4.1 Data Fitting

In order to simulate the model using DIS fitting the data obtained into the appropri-
ate distribution of probability was carried out in a systematic method [6]. Random
number generating methods were used in order to simulate the inter-arrival times of
the PAX [4]. Triangular distribution of data was used in cases wherein the maximum
amount of population completed the given task in a given amount of time.
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4.2 Models

Table 1 illustrates the different modules being used in the ARENA simulation each
representing an entity. These entities represent the actual component involved in
the system of queueing at the airport. Further details of the representation and their
significance arementioned in Table 1. Using the followingmodules coupledwith sets
queues in ARENA a comprehensive and realistic model was developed of the airport
system. Using this system three scenarios (A, B and C) were considered for which
simulations were run. Scenario B and C eventually evolved as a viable solution that
could help mitigate the current problems faced by conventional queueing systems
today. The three scenarios encompassing three types of airport systems are [6]:

Table 1 Model description

Module Explanation

Gate security check Simulated the inter-arrival times of the patients intended to
depart from the airport

Check-in counter Checking of documents followed by issue of tickets

Incorrect passenger detail failure Case checking for failure of details to comply

Dispose 1 Passengers leave the system due to incorrect details

Check if international passenger To check if the passenger in the system is flying
international or not

Immigration Immigration facility for international passengers

Immigration check Immigration check

Immigration fail Case checking the failure of immigration

Security check Security check for airport

Gate international International gates

Aircraft international Boarding an international aircraft

Security check domestic Security check for domestically flying passengers

Gate domestic Domestic gates

Aircraft domestic Boarding a domestic aircraft

Arrival Simulating the inter-arrival times for passenger arrival to
the airport

If international Checks if arrived passenger is an international passenger

Immigration arrival Immigration for arriving patients in transit

Immigration check arrival Immigration check for arriving passenger in transit

Quarantine or held back Passenger held back on immigration failure

Baggage claim Baggage claim for passengers

Customs arrival Customs for international passengers

Customs pass Check if the passenger passed customs

Confiscated fined Passenger fined on custom failure

International exit International passengers leave the system
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Fig. 1 Model for layout of Airport Queuing systems in operation

Scenario A—A representation of the layout of Airport queueing systems in operation
(refer Fig. 1)
Scenario B—A modified system with increased security points before the gates
Scenario C—A system with gate specific individual security point.

5 Results and Discussions

It can be clearly inferred from the statistics that the serious bottlenecks of the system
are security check, immigration and baggage claim, respectively, in Scenario A.
This will be evident when comparing the results to the other scenarios. As we have
achieved a baseline for various performance measures like Baggage claim waiting
time as around 30 s and Check-in counter as 7.58 min. In scenario B, it can be
seen that the above problem is solved by using more human resources to handle
the passengers efficiently thereby reducing the time spent at each process. It was
observed that though the scenario reduced queuing time at screening checkpoints,
immigration, check-in counters and boarding gates were flooded with queues with
increased entities waiting as 1, 9 and 40, respectively [7]. There is an increase in
the baggage claim queuing waiting times (less than 10 s) but a decrease in check-in
counter waiting times (1 min or less) can be seen. In scenario C, the security check
takes place separately at each of the gates thereby reducing load on the system by
eliminating a common chaotic channel. In the final analysis a considerable decrease
in waiting, baggage claim and gate security times have been decreased to 0.43, 0.07
0.33 min, respectively.
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6 Conclusions

As observed in the study, modifications can be made to the layout to make it more
flexible leading to less crowding in the bottlenecks especially the security check
channel, immigration desks and the baggage counters [8, 9]. Modifications such as
having separate security gateways at each gate instead of a common gateway reduce
the burden on the system and also the total lead time involved in the formalities.
The total cost to make this layout flexible and add the modifications is less when
compared to the cost after incurring losses in the long run as customers-passengers
are directly affected thereby holding the reputation of the Airport at stake. Similarly,
such simulations can also be applied to the planning of other industries as it is easier
and faster to analyze scenarios and identify pitfalls before developing the model into
a defective entity thereby saving a lot of time and capital which can otherwise be
used for more important things or where it is most required.
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An Extensive Study of Multi-level
Inventory Lot Sizing Optimization
Problem

V. V. D. Sahithi, C. S. P. Rao and M. Srinivasa Rao

Abstract Inventory management is the heart of manufacturing industry because
proper inventory management leads to major cut back in the operating costs. Several
researchers had focused on this issue because of its importance in cost reductions. Lot
of traditional, nontraditional and heuristic algorithms were developed to solve this
problem with good solution efficiency and computational effectiveness. In this paper
authors are trying to explain about the research in the area of inventory management
especially in the Lot sizing of inventory techniques from 1913 to 2018 and different
soft computing techniques Like Particle swarm optimization and Harmonic Search
were applied toMulti-Level Capacitated Lot sizing problem and they were compared
with the different algorithms from the previous literature.

Keywords Lot sizing · Optimization · Evolutionary algorithms · MRP

1 First Section

Inventory Lot sizing optimization gained the attention of researchers because of its
efficient impact on the reduction of total variable cost. Lot sizing problem helps in
determining the order quantities of different items in the Bill of materials structure
in the given planning horizon. If the order quantity Q is increasing, it reduces the
ordering cost but at the same time, this increases the carrying cost.

However, if we reduce the order quantity size it reduces the carrying cost and
increases the ordering cost. Therefore, minimizing the total variable cost by finding
the correct Lot size is always a trade of between ordering cost and the carrying cost
of inventory. In this paper, the objective is to find out the efficient algorithms by
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comparing different evolutionary algorithms for multi-level lot sizing problem and
also to know about the behaviour of different algorithms in case of Multi-Level Lot
sizing Optimization.

2 Lot Sizing Optimization: Literature Review

Inventory Lot sizing rules were the feature of inventory optimization for several
decades. The inventoryLot sizing optimization problem is a traditional issue in inven-
tory management. Even though it is treated as an important problem since industrial
revolution, the main research started in this Lot sizing area when Harris [1] first
developed his Economic Order Quantity (EOQ) model for his article “How Many
Parts To Make At Once” in the year 1913 for simple Lot sizing problem with study
demand rate. After that Wagner and Whitin [2] developed a Dynamic version of
Lot sizing in 1958. Clark [3] developed an inventory model for Dynamic Lot sizing
with single item and Multi echelon environment for U.S. Air Force supply systems
in 1958. J. J. DeMatteis developed a part-period algorithm for economic Lot sizing
optimization problem. In 1968 [4]. Willard I. Zangwill introduced backlogging into
uncapacitated Lot sizing model in 1969 [5]. Silver E. A., Meal H. C. developed a
heuristic algorithm for deterministic time-varying demand rate and discrete opportu-
nities for replenishment in 1973 [6]. Panayotis Afentakis et al. developed a computa-
tionally efficient heuristic technique for multi-stage assembly structures in 1984 [7].
R. Kuik and M. Salomon applied Simulation annealing heuristic technique for solv-
ing multi-level Lot sizing (MLLS) problems in 1990 [8]. Horst Tempelmeier, Stefan
Helber developed a heuristic technique for solving Dynamic Multi-item and Multi-
level capacitated lot sizing(MLCLS) for general product structures in 1994 [9] and
then Templmier along with Matthias Destroff developed a Lagrangian-based heuris-
tic for solving same kind of problems in 1996 [10]. William Hernandez and Gursel
A. Suer developed Genetic Algorithms (GA) to solve simple Lot Sizing problems
in 1999 [11] and then N. Dellaert et al. Extended this work to multi-level lot sizing
problems in 2000 [12]. Xie, J. andDong, J. appliedGA formost complexCapacitated
lot sizing problems in 2002 [13]. N. P. Dellaert and J. Jeunet developed a randomized
heuristic technique for simple multi-level lot sizing problems. In 2004 [14],. Juan
J. Gonzalez and Raydel Tullous Extended Wagnor Whitin algorithm for Lot sizing
problem with back-ordering in 2004 [15]. Jully Jeunet, Nicolas Jonardb developed a
stochastic search algorithm for MLLS problems in 2005 [16]. Lotfi Gaafar Applied
GA to dynamic lot sizing problem with batch ordering in 2006 [17]. Tobias Schulz
developed a new silver meal based heuristic for dynamic lot sizing problem with
return and remanufacturing in 2009 [18]. Yi Hana et al. developed a particle swarm
optimization algorithm for MLLS problem in 2009 [19]. Christian Almeder devel-
oped a new heuristic algorithm by combining ant colony algorithm with an exact
solver for linear programs in 2010 [20]. Klorklear Wajanawichakon1, Rapeepan
Pitakaso2 extends PSO technique for MLLS problems [21]. Vahid Hajipour applied
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A hybrid ant colony heuristic algorithm to MLCLS problem in 2014 [22]. Abdol-
reza Roshani et al. developed a simulated annealing heuristic for MLCLS problem
in closed manufacturing systems [23]. Jörg Homberger applied a Parallel Genetic
Algorithm for simple MLLS problem without capacity constraints in 2016 [24].
Amit Gupta et al. Worked on Evaluation and Selection of Lot Sizing Techniques
using SAW Approach in 2017 [25].

3 Mathematical Formulation

In the manufacturing systems, most of the end items are made up of number of
sub-items. All these are represented by bill of material structure. Generally bill of
material (BOM) structure is hierarchical in its nature, with all the finished products at
the top, i.e. called zeroth level. BOM includes different product codes, descriptions
of parts, quantities, parts costs and also the additional specifications. In multi-level
lot sizing problem product structures are mainly divided into 3 types as shown in
Fig. 1.

For mathematical formulation, we assume that all the end item demands are inde-
pendent, no backlogging or shortages are allowed. Lead times of all the items are
zero. For the sake of simplicity, no positive inventories or scheduled receipts are intro-
duced in the first period. This multi-level capacity-constrained lot sizing problem is
a mixed-integer programming problem. Following are the notations to describe the
problem

N = total number of items,
T = total number of periods in planning horizon
Cit = unit production price of item i in period t
hit = unit holding cost of item I in period t
Sit = setup cost of item i and period t
dit = he demand for item I in period t
V ikt = the amount of resource k necessary to produce item i in period t
bkt = the amount of resource k available in period t
M = the upper bound on Xit

Fig. 1 Major types of
product structures
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S(i) = the set of immediate successor items to item I
rij = the number of units of item i needed by one unit of item j, where j ε S(i)
Decision variables are
xij = the lot size of item i in period t
yit = ‘1’ if item is produced in period t and zero otherwise
I is the inventory of item i in period t.

Min(Total cost) =
N∑

i=1

T∑

t=1

(Cit Xit + hit Ii t + SitYit ) (1)

Min(total Variable cost) =
N∑

i=1

T∑

t=1

(hit Ii t + SitYit ) (2)

Ii,t−1 + Xit − Iit = dit +
∑

j∈S(i)
ri j X jt

i = 1, 2, . . . N ; T = 1, 2, . . . T (3)

N∑
i=1

(Vikt Xit + fikt yit ) ≤ bkt

k = 1, 2, 3, . . . K ; t = 1, 2, 3, . . . T
(4)

Xit ≤ Myit
i = 1, . . . N ; t = 1, . . . , T (5)

Xit , Iit ≥ 0 i = 1, . . . N ; t = 1, . . . , T (6)

yit ∈ {0, 1} i = 1, . . . , N ; t = 1, . . . , T (7)

Equation (1) is to minimize the sum of production, inventory holding and setup
cost. Equation (2) is to minimize the total variable cost which is our objective for
the current problem, Eq. (3) is the inventory balance constraint (4) represents the
capacity constraints. Constraint (5) ensure that the solution will have setup when it
has production. The last two constraints (6) and (7) require that variables must be
positive and setup variables must be binary.
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Fig. 2 Pseudo codes of different algorithms

4 Implementation of Different Algorithms for Multi-Level
Lot Sizing Problem

Inventory Lot sizing optimization gained the attention of researchers because of its
efficient impact on the reduction of total variable cost. Lot sizing problem helps in
determining the order (Fig. 2).

5 Results and Discussions

From the literature, here we are going to observe the performance of the different
algorithms like Simulated Annealing (SA), Taboo Search (TS), Lagrangean relax-
ation algorithm (LA), Hybrid Ant Colony Optimization Algorithm (HACO), Genetic
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Fig. 3 7 × 6 problem lot
sizing problem

Table 1 Optimum results of different algorithms for 7 × 6 lot sizing problem

Algorithm SA TS GA HACO LR Hybrid GA PSO HSA

Total variable
cost

10,740 9620 9245 9241 9239 8320 8320 8320

Algorithm(GA), Hybrid Genetic Algorithm (HGA), Harmonic Search Algorithm
(HS) [13, 22].

Problem 1: Single item multi-level Capacitated Lot Sizing Problem (7 × 6)
In order to apply HAS for capacitated multi-level lot sizing problem, the reference
problem is taken from work done by Jinxing Xie and Jiefang Dong on Heuristic
genetic algorithms for general capacitated lot-sizing problems [13].HereFig. 3 shows
the BOM structure of 7 × 6 problem.

Table 1 shows the results obtained by different algorithms including HSA for the
above-discussed problem, Fig. 4 shows the comparison graph of results when differ-
ent optimization algorithms were applied for the above-discussed problem (Fig. 5,
6, 7, 8 and 9).

6 Results and Discussions

In this paper, the authors implemented different algorithms for Multi-level Bill of
Material structures to optimize the total Variable cost. Behaviour of the different
algorithms was compared in case of different assembly structures.

1. Authors successfully implemented GA, HGA, PSO, HS algorithms for different
product structures.
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Fig. 4 Comparison optimum total variable cost different algorithms for 7 × 6 lot-sizing problem

Fig. 5 Convergence graph for 7 × 6 problem

2. Results are compared with the previous works and obtained the best results with
these algorithms.

3. Among these algorithms PSO and HS algorithms are giving the best results in
all scenarios.

4. The convergence is faster in HS, PSO algorithms when compared to the other
algorithms like GA and Hybrid GA.

5. HS algorithms convergence is more promising in all scenarios.
6. WithHS and PSO algorithmswithin very number of iterations optimum solutions

are obtained.
7. Even though the initially selected solution is bad the algorithm is performance

is reasonably good in faster convergence.
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Fig. 6 BOM structure of 50 × 12 problem

Fig. 7 Convergence Graph for 50 × 12 problem
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Fig. 8 BOM Structure of 39 × 12 problem

Fig. 9 Convergence graph for 39 × 12 problem
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