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Editorial Preface

With the advancement of human civilization there are various phases of transfor-
mation—Scientific, Technological, and others. Some of the phases, in general and
some of the inventions/discoveries in specific have left mark in the history of
mankind. Inventions of fire, electricity, wheel, are some such examples. Because of
dynamism inherent in the progress of civilization newer and newer findings come
up as a result of intense initiative of research community all and otherwise passive
computing system—popularly known as machine intelligence. It is needless to
mention that machine intelligence is the conclusive finding of the computing pro-
cess that requires providing adequate training of the computing system under
consideration—the process being popularly referred to machine learning. To be
precise, machine learning the process framework to achieve the task of machine
intelligence. Applications of machine learning encompass optimizations, health-
care, agriculture, remote sensing, financial services, IoT and Analytics, Virtual
Personal Assistants for example Alexa, Marketing and Sales, Recommendation
systems, Social Media Services, and what not. To be precise, in the present scope
of these treatise, editors find pleasure in accommodating such applications of
immense significance. They are considered as follows:

In chapter one, authors have reported a priority based Hesitant-Intuitionistic
Trapezoidal Fuzzy Einstein Operators and their use in multi-criteria group decision
making. In the next chapter authors have proposed a model for unsupervised feature
selection based on graph-oriented information-theoretic approach. In chapter three,
a fact-based Expert System being proposed for supplier selection in ERP envi-
ronment. In next chapter authors have modelled a fuzzy time series for handling
seasonal pattern and prediction. In chapter five, authors have proposed a
texture-based model for automatic classification of fruits and vegetables. In the next
chapter a deep learning based early sign detection model has been proposed for
proliferative diabetic retinopathy in neovascularization at the disc. In the next
chapter authors have proposed a predictionpolicy for live migration in cloud
computing. In the next two chapters authors have proposed a tracking and recog-
nizing systems of changing human emotions from facial image sequence. In chapter
ten, authors have devised a model to predict stable neighbor nodesin mobile ad hoc
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network. In the final chapter, authors have proposed anew model for optimizing
initial parameters of Lorenz attractor and its application in PRNG.

The editors desire to avail this opportunity to express their heartfelt thanks and
sincere gratitude to the contributing authors for their rich technical findings
reflected in their articles. But for their contributions, this initiative could not have
become a reality. The task of finalizing the articles of high technical merit could not
have been achieved without the active cooperation and support from the learned
reviewers, thankless albeit. Last but not the least, the editors feel obliged to
Springer Nature as publication partner for taking all the pain to provide the editors
the opportunity of making the present endeavor in the form of an edited volume a
success.

Happy reading!!!

Kalyani, India Jyotsna Kumar Mandal
Silchar, India Somnath Mukhopadhyay
Bolpur, India Paramartha Dutta

Kalyani, India Kousik Dasgupta
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Hesitant-Intuitionistic Trapezoidal Fuzzy | m)
Prioritized Operators Based on Einstein e
Operations with Their Application

to Multi-criteria Group Decision-Making

Arun Sarkar and Animesh Biswas

Abstract In this article, a ranking method for hesitant-intuitionistic trapezoidal
fuzzy (H-ITF) numbers (H-ITFNs) is proposed. After introducing H-ITFN, the
concept of score function and accuracy function of H-ITFN are defined and H-ITF
prioritized weighted averaging and geometric operators based on Einstein opera-
tions are developed. Some desirable properties of the proposed operators are inves-
tigated in detail. A method for ordering the alternatives in multi-criteria group
decision-making problems with H-ITF information based on different priority lev-
els of decision-makers and criteria is presented. An illustrative example concern-
ing academic resource deployment in educational institutions studied previously, is
considered and solved. The comparison of the results with earlier methods reflects
superiority of the proposed methodology.

Keywords Multi-criteria group decision-making - Trapezoidal intuitionistic fuzzy
number - Hesitant-intuitionistic fuzzy number + Einstein operations * Prioritized
aggregation operators

1 Introduction

Zadeh [1] introduced the concept of fuzzy sets. Afterward, the idea of intuitionistic
fuzzy sets (IFSs) was presented by Atanassov [2—4]. Itis now well known that the ele-
ments of IFS are characterized by a membership degree and a non-membership degree
through which it represents its respective belongingness and non-belongingness to a
set. Thus, IFS is more effective to deal with uncertainty and vagueness in many real-
life applications. Zhang [5] introduced a family of intuitionistic fuzzy Einstein hybrid
weighted averaging and geometric operators, the quasi-intuitionistic fuzzy Einstein
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hybrid weighted averaging and geometric operators. Sedef and Balaman [6] extended
ELimination Et Choice Translating REality I (ELECTRE I) with VlseKriterijum-
ska Optimizacijia I Kompromisno Resenje (VIKOR) to provide complete ranking
under intuitionistic fuzzy environment. Garg and Arora [7] introduced intuitionis-
tic fuzzy soft power averaging (IFSPA) and geometric (IFSPG) operators, weighted
IFSPA (WIFSPA) operator, ordered WIFSPA operator, and corresponding geometric
aggregation operators. Liu and Tang [8] proposed the intuitionistic fuzzy prioritized
interactive Einstein Choquet operator, which could consider the prioritization and
interaction among the criteria.

Like fuzzy numbers [9], the intuitionistic fuzzy numbers (IFNs) are also special
type of IFS defined on the real number set, seems to suitably describe an unknown
quantity [10]. Shu et al. [11] defined the concept of a triangular IFN (TIFN) and
developed an algorithm for intuitionistic fuzzy fault tree analysis. Li [12] introduced
the concept of the TIFN and ranking method on the basis of the concept of a ratio of
the value index to the ambiguity index as well as applications to multiple attributes
decision-making (MADM) problems in depth. Wan et al. [13] proposed triangular
intuitionistic fuzzy weighted average (TIF-WA) operator in which the weights of
the attributes and decision-makers (DMs) are completely unknown. Then, Wang
[14] defined trapezoidal intuitionistic fuzzy (TrIF) numbers (TrIFNs), which is the
extension of the TIFN. Wang and Zhang [15] presented TrIF weighted averaging
and geometric operators, and employed to intuitionistic fuzzy multi-criteria decision-
making. Wei [16] proposed TrIF ordered weighted averaging and hybrid aggregation
operators. Das and Guha [17] introduced a new ranking method of TrIFN by utilizing
the concept of a newly defined centroid point. All the methods described above did
not consider hesitancy associated with the IFNs.

However, in many real-life multi-criteria group decision-making (MCGDM) prob-
lems DMs are unable to determine the exact membership degree of an element to a
set due to some sort of doubts among a few different possible values. To deal with
such cases, Torra and Narukawa [18] and Torra [19] introduced another variant of
fuzzy sets, viz., hesitant fuzzy set (HFS), allowing the membership degree having a
set of possible values. Xia and Xu [20] proposed a series of operators under various
situations and discussed the relationships among them. HFSs are applied to vari-
ous fields of decision-making [21-28]. Yu [29] developed some operations based on
Einstein operations for HFS and introduced a class of aggregation operators, viz.,
hesitant fuzzy Einstein weighted averaging, hesitant fuzzy Einstein ordered weighted
averaging and hesitant fuzzy Einstein hybrid averaging operators and corresponding
to its geometric operators to aggregate HFEs. Inspired by the concept of IFS and
HFS, Zhou et al. [30] recently proposed a new IFN known as hesitant-intuitionistic
fuzzy (H-IF) numbers (H-IFNs) and delivered an idea of H-IF preference relation
(H-IFPR). Operational laws and comparative methods of H-IFNs are also described.
To aggregate fuzzy numbers, different types of aggregation operators are available in
the literature. Yager [31] first introduced the prioritized average (PA) operator, which
has characterized by the ability to deal with the decision-making problems where
the criteria differ in priority level. Motivated by the idea of prioritized aggregation
operators, Wei [32] developed some prioritized aggregation operators for aggregating
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hesitant fuzzy information, and some models for hesitant fuzzy MADM problems are
also presented in which the attributes are in different priority levels. Apart from the
algebraic operations, viz., algebraic sum and algebraic product, Einstein operations
play an important role for aggregation. Yu et al. [33] proposed hesitant fuzzy Einstein
prioritized weighted and power weighted average as well as geometric operators.

In this article, the concept of hesitant-intuitionistic trapezoidal fuzzy (H-ITF)
numbers (H-ITFNs) is defined. Some operational laws of H-ITFN based on Einstein
operations have been introduced. To find the ordering of H-ITFNs a score function
is also defined. The proposed score definition can remove the drawback arise due
to the definition of score function given by Jiangiang and Zhong [15] in the con-
text of TrIFNs. Based on Einstein operations, H-ITF prioritized Einstein weighted
averaging (H-ITFPEWA) operator and H-ITF prioritized Einstein weighted geo-
metric (H-ITFPEWG) operator have been developed to aggregating the H-ITFNs.
A method for finding the rank of alternatives in a MCGDM with H-ITF information
has been proposed. Finally, a numerical example has been provided to establish the
efficiency of the proposed models and achieved solutions are compared with other
existing methods.

2 Preliminaries

In this section, some basic concepts, which are essential to develop the proposed
methodologies, are described.

Definition 1 ([1]) Let X be a non-empty set. A fuzzy set F in X is characterized
by its membership function pp : X — [0, 1] such that for each x € X, up(x) is
interpreted as the degree of membership of the element x in fuzzy set F'. Therefore,
it is clear that F' is completely determined by the set of tuples

F={(x,ur(x))|x € X} 1

Definition 2 ([2-4]) Let X = {x1, x2, ..., x,} be fixed. An IFS 8 on X can be
represented as:

B ={(xi, np(xi), va(x))Ixi € X} @

where the functions ug(x;) and vg(x;) denote, respectively, the membership and
non-membership degree of x; to X in B with the condition that 0 < pg(x;) < 1,0 <
vg(x;) < 1and 0 < pg(x;) + vg(x;) < 1. For computational convenience, Xu and
Yager [34] used the notation (i, vg) to represent an IFN 8.

Definition 3 ([14, 17]) An IFN B, defined on the set of real numbers is said to be
an TrIFN, denoted by 7 = ([a, b, c,d]; u), ([@’, b, c,d']; v) if the membership
function of it is defined by
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() =82 fora <x <b,

(b—a) ’
u, forb<x <c,
X) = 3
T =N pRy = @ for ¢ < v < d, ©)
0, forx <a,x>d
and the non-membership function is defined as
L (bfx)+(x7a’)v ’
gT(X)=W,fora <x=<b,
v, orb<x<ec,
\)T(x) = R f (x7c)+(d/7x)v (4)
gr(x) = W,forcfx <d,
1, forx <a,x>d

where u and v represent the highest membership degree and lowest non-membership
degree of an element x € 7, respectively, such that # and v satisfies the conditions:
0 <wu,v <1land 0 < u+ v < 1. The function 77(x) = 1 — uzr(x) —
v7(x) is called the hesitancy or indeterminacy of an element x belonging to 7. For
computational convenience, it has been taken a = a’ and d = d’. In such a case, a
TrIFN 7 can be simply denoted by 7 = ([a, b, ¢, d]; u, v).
The trust degree [15] of TrIFN 7 in between [u, 1 — v] is presented as:

I(T) =

-

“ 1—v
" (,({[(1 — )8k () +0g (0 Jay + [ [a-ogh0+ egg(x>]dy)

where 6 € [0, 1] expresses the decision-makers risk preference. Ip(7) is known
as the expected value of TrIFN 7. If & > 0.5, the decision-makers love risk, and
if & < 0.5, the decision-makers hate risk, and if & = 0.5, decision-makers have
indifferent risk preferences.

From the above expression, the expected value of the TrIFN
T = (la, b, c,d];u,v), is calculated [15] as I(7) = % X
[@+b+c+d) x(1+u-—v))l

For ordering the TrIFNs, Jianqiang and Zhong [15] introduced the score and
accuracy function based on the expected value as follows:

Definition 4 ([15]) Let S(7) and A(7) denote, respectively, score function and
accuracy function of a TrIFN 7 = [a, b, ¢, d]; w, u. Then using the expected value
those are defined as

S(T) =1(T)(u —v) 5
and

AT) = (T u +v) (6)

For comparing TrIFNs, the following method is applied.
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Let 77 and 7, be any two TrIFNs

i) if S(T) < S(12), then T} < Ty;
(i) if S(T7) = S(T»), then

o if A(T)) < A(Th), then 77 < Tr;
o if A(T}) = A(T2), then 7; =T,

As an extension of fuzzy sets, Torra and Narukawa [18] and Torra [19] introduced
the concept of hesitant fuzzy sets (HFSs).

Definition 5 ([18, 19]) Let X be a fixed set, an HFS defined on X can be represented
in the form of a function that maps each element of X with a subset consisting of a
finite number of elements of [0, 1]. Symbolically, it is denoted as

E={{x,hg(x))|x e X} N

where /g (x) is a collection of some finite values in [0, 1], representing the possible
membership degrees of the element x € X to the set E. For simplicity, Xia and Xu
[20] denoted & = hg(x) as hesitant fuzzy elements (HFE).

Considering both the concepts of IFS and HFS, Zhou et al. [30] introduced the
concept of Hesitant-intuitionistic fuzzy set (H-IFS) in the recent past.

Definition 6 ([30]) If X is a fixed set, then a H-IFS K on X is defined as follows:

K = {(x, hg(x), vg (x))|x € X'} ®)

where hg (x) = {Uy ch() y} represent the membership degree of element x in K,

and membership degree hg (x) is an HFE with the condition that all possible finite
values of h g (x) belong to [0, 1]. and vg (x) define the non-membership degree.

Zhou et al. [30] called ({Uyeh(x) y}, v(x)) as an H-IFN, to simplify a H-IFN
Zhou et al. [30] further provided v(x) = 1 — max UV ch(v) ¥ { and for convenience

denoted as k = (h, 1 — h'*) where h = {Uyeh y} and ht = max{Uyeh y}.

Definition 7 Zhou et al. [30] introduced the score function of a H-IFN k =
(h, 1— h*) as
Stk) = (1/1y) "y — 1 + h* and the accuracy function of k by A(k) = 1 +

yeh

(/1) Xy —h™

yeh
Letky = (h, 1 — h}) and k; = (hy, 1 — h3) be two H-IFNG, then

(i) ki < ky whenever S(k) < S(ky);
(i) if S(k;) = S(k,), then
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e ki < ky whenever A(k)) < A(ky);
e ki = kp whenever A(ky) = A(ky).

2.1 The Prioritized Average Operators

The prioritized average operator originally introduced by Yager [31], which has
defined as follows:

Definition 8 ([31]) Let C = {C;, C,, ...., C,} be a collection of criteria and a set
of alternatives, X = {x|, x», ..., x,,}. There is a prioritization between the criteria
expressed by the linear ordering C; > C, > C3 > ... > C,, indicates criteria C;
has a higher priority than Cy if j < k. The value C;(x) is the performance of any
alternative x under criteria C;, and satisfies C;(x) € [0, 1]. One commonly used

approach is to calculate for each alternative x, a score C(x) as an aggregation of the
Cix). It

A(C;(0) =Cx) = Zw,C(x) 9)

j—1
Where w; = %, T, = kl:[1 Cv(x),(j=2,...,n), Ty = 1.Then PA is called

the prioritized average operator.

2.2 Einstein Operations

The set theoretical operators play an important role in combining fuzzy sets. All
types of aggregation operators convey the general concepts of the t-norms and t-
conorms, which satisfy the requirements of the conjunction and disjunction operators,
respectively. There are various types of t-norms and t-conorms in the literature.
Einstein operations include the Einstein sum and Einstein product, which acts as
t-conorms and t-norms, respectively.

The operations are defined as follows [35].

For all (a, b) € [0, 1]?, the Einstein sum @, and Einstein product ®, is defined
respectively as:

b a.b
anda ®, b = (10)

a®. b= a
1+a.b 1+ —-a)(1—-0b)

Based on the above preliminary concepts, H-ITFN is developed in the following
section.
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3 Hesitant-Intuitionistic Trapezoidal Fuzzy Number

Inspired by the concept of TrIFN and H-IFN, an extended H-IFN, viz., the H-ITFNs
are introduced and its Einstein-based operation is also discussed in the following
section.

Definition9 An H-IFN k, defined on the set of the real line R, is said to be a H-ITFN,
denoted by o = (([a, b, ¢, d]; h), ([@’, b, ¢, d']; 1 — hT)) in which the membership
function ¢, (x) and non-membership function v, (x) are defined as follows:

G fora<x<b,
h, forb <x <c,
L (X) = - == 11
balx) (iifc))h,forcfxfd, 1
0, forx <a,x>d
and the non-membership function is defined as
(b—x)+(()cb:c:))(1—]1+)’ fora <x <b,
1—h* forb<x<c
Yo(x) = —c ’r_ —nt -7 (12)
%’ forcﬁxfd’,
1, forx <ad',x>d

Where h = [Uy ch y] defined as a HFE, possible membership degrees, and
(1 - h*) is a non-membership degree in which h* represents the maximum
membership degree in [Uy eV }

For the sake of simplicity in computation and without any loss of generality, we
considered a = a’ and d = d’. A H-ITEN « can be symbolically defined as by
a = ([a,b,c,dl;h,1 —h'). If b = ¢, H-ITFN reduces to a triangular hesitant-

intuitionistic fuzzy number (TH-IFN), i.e., TH-IFN is a special case of H-ITFN.
Diagrammatically, an H-ITFN is represented by the following Fig. 1.

The expectation degree of an H-ITFN « in between ﬁ >y, ht | is defined as

yeh
follows:
Zye/xV
I =) Y, ¥ d=)Y v
T {(1—9) T AR a2 B }dy
Ig((}() — 5 0 ]h(b ) lh(d )

ht
(x=a)d o, ¥ d=x)3, v
+£{(1—9) et 4o ay

where [, is the number of values in # and 0 € [0, 1] expresses the decision-makers
risk preference.
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Fig. 1 Representation of H-ITFN o = ([a, b,c,d]; h, (l — h*))

Now considering & = 0.5 in the above expression, the expected value of the
H-ITFN « = ([a, b, ¢, d]; h, (1 — k")), is calculated as

I (@) = %|:(a +b+c+d) x i >y +ht ] |. Considering this I(a) score
yeh
function and accuracy function of H-ITFNs are defined as follows:

Definition 10 Let o = ([a, b, ¢, d]; h, (1 — k™)) be a H-ITFN. The score function
S(a) of « is defined as

1 1
=—|1+1 — —1+hn" 1
S@) = [ 1+1@) x zhy%;y + (13)

and the accuracy function A(&) of & is given by

1 1
Al =-|1+1 — 1—h* 14
@ =141 x zhg” (14)

It is worthy to mention here that for different values of 6 various scores and
accuracy functions can be defined. Further, the above definition of score function
includes the score function defined by Jiangiang and Zhong [15] in the context of
IFN; Zhou et al. [30] in the context of H-IFNs and the score function defined by Liu
[12] in the context of TrIFNs. Further, the above definition removes the drawback of
the score function defined by Jiangiang and Zhong [15] as described earlier. Another
advantage of the proposed score function is that the value of S(«) would not be
negative in any circumstances.

Using the score function as defined above, the comparative laws of two H-ITFNs
are described as follows:

Let oy and «, be two H-ITFNs.
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If S(xy) < S(ap), then o) < ap;
If S(x1) = S(ap), then

(i) oy < ap whenever A(aq) < A(ap)
(il) a1 = a» whenever A(xy) = A(op).

The Einstein operations on H-ITFNs are described as follows.
Definition 11 Let a; = ([aj by, c;d;]:hy (1= A7)} (G =1,2) and & =

<[a, b,c,d]; h, (1 — h*)) be any three H-ITFNs and A > 0. Based on Einstein
operations, the following operations on H-ITFNs are introduced.

a1 @,y = (a1 + a2, by + by, c1 + 2, dy + do];

. U "+ (1—h1*)(1—h2*))

nehymehn 14 1y’ 1+ hrh;

a1 ®; az = ([araz, b1by, cic2, dida];

. U Ny 2—hi —hy
nehpeh 14 (1—y)( —y2)" 1+ (1 —hf)(1 - 1)

1+ — (1 —p) 2(1 - h*)"
veh L+ y) + (L= )" (Lt At + (1 — k)

5 2y (2-n*)" - (h+)k>

ot = | [a*, b, &, dM; )
) <[ ] Uveh C-+yt Q-rH + 0

° la = ([Aa,xb, Ac, Ad]; U

Using the concept of the newly introduced H-ITFN and Einstein operations,
the H-ITF prioritized Einstein weighted averaging (H-ITFPEWA) and the H-ITF
prioritized Einstein weighted geometric (H-ITFPEWG) operators are developed in
the subsequent section.

4 Hesitant-Intuitionistic Trapezoidal Fuzzy Prioritized
Einstein-Based Aggregation Operators

In this section, the prioritized averaging and geometric operators based on Einstein
operations under H-ITF environment are investigated. The definition of the H-ITF
prioritized Einstein weighted averaging (H-ITFPEWA) operator and the H-ITF pri-
oritized Einstein weighted geometric (H-ITFPEWG) operators are defined and some
of their properties are described in details.

Definition 12 Leto; = ([a;. b, ¢;d;) hy (1= h})). j = 1,2,....n be acol-
lection of H-ITFNs, and also let H—ITFPEWA : V" — V, be a function such
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that

T.
H—ITFPEWA(ay, oz, ..., 0) =69Z,=1(Zn—’a,-) (15)

j=1 Tj

Then H-ITFPEWA (v, oz, . . ., a,) is called an H-ITFPEWA operator, where

j—1
Ty =[] S@oforj=1,2,....n; and Ty = 1 (16)
k=1

and S(ay) denotes the score value of the H-ITFN ;.

From the definition of score function, it is clear that the value of 7; would never
be negative unlike the situation may arise in Jianqgiang and Zhong [15].

Several properties of H-ITFNs using H-ITFPEWA and H-ITFPEWG operators
are described subsequently.

Theorem1 Leto;(j =1,2,...,n)beacollectionof H-ITFNs, then the aggregated
value using H-ITFPEWA operator represents also H-ITFN and is given by

n
T.
H—ITFPEWAG@. o.....on) = | | D =tsras ).
P Zj:lTj

2T (_h+)ﬁ
[Ty (147) 5207 + [Ty (1 - 7) 527

a7

Proof The proof of the theorem is executed using the mathematical induction
method.

The theorem obviously holds for n = 1.

It is assumed that the theorem is true for n = k. Then it has to be proved that it is
true also forn = k + 1.

Now, forn = k,

T.
H—ITFPEWA(a;, as, ..., =& _ [ =~L—0q;
(a1, 2 so) = @iy (Z?:l T oz_,)
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k k

T; T;
>(sma) s e)
j—1<z.i1 T; >j—1 ijl T;

T T

[ — [ —
U oy == [T =y =Y
vichi,i=12,...k

T T; s

J J
Mo A+ =T 4 T =y =T
.

21_[/*1<1_h+) 7=t1

T T/-
1‘[_1(1+h+) f+1‘[_1(1—h+)
So, forn =k + 1,
H—ITFPEWA(a1, aa, ..., 00, Q1) =
T
H—ITFPEWA(@, 2, ... 0k apr1) @ | e it
Zj:l T;
k k k
T; T;
j1<Zj_l T; = Zj:] T; = Z/_I T 1:1 j=1 T
TJ
Mo+ == — [T -y >2/ 1
Uy,eh =12k 7 . L’
l_[j:I(l +Vj)zf:] J +l_[j:l(1 - Vj)zl:l !
T
21_[1('=1(1 - h*) Ry
™ &
Moy (1+15) 527+ T (1= 0 ) 5T
Tit+1 et Tit1 bess Tt ot Ti+1 deas |
c+15 +1s c+15 +1 5
Z’;‘:l T; Z?‘:] T; Z"':] T; 2"':1 T;
Tk+l Z]‘“T
U (I+yan 17— —)’k+l)z’ K 2(1 = hfy) Y
Vi+1 €hk+1 Tie41 Tegr 7 Tk+l Tk+1

4y T + A=y ™= (L af ) 5=+ (1= nf,) 20

k+1 k+1 k+1 k+1
T T; iy T
=E E b-,E == C"E = d; |;
j=l< ’LlT ) —1<Zn71T ]> j=l<z,;l T ]> j=1(2’}1 I j)

ff T,T; £k+l Tt
" i " _ T; T,
Moyt ™ Jr A=) == T e 271 (g 21
) ’k+l Tt
H T T; " T;
T () 2= T AT oy 57T e =1 4y Hi=1
Uweh,.i:l.z,m.k,kﬂ = ] ZV‘L Tk+| Tt
k _ k ) T ST
1+ =i Aty ™7 = d=vi) f]_] ’ A(1+Vk+1)zj - Vk+1)zl’ '
J J k+l k+1
ST ST ST
T, () =1 T 4T oy Zm1 T (i) 2071 1) =1
.
= 1k+l
k YT N m
SUAED) ey
- .

L/ Tt
7 7 T T
A:1(1+h7) L=l +n§:|(1*h7> L=l (]+hk++l)zj:1 ! +(|,h;r+l)2,:1 !

T;

J

ST 7
2k (10t ) Ei=1 T 2(1—nt ) Zi=1Ti
1+]1- ’Tl< ) _ 1— (1=hiy)

Ty Ty
Tl jam]
k A\ Zio Tk \ o T et \Zi=1 g VS T
njzl(Hh,) J +l_l;:1(1*hj) 7 (1+h) +(1=hi,)
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k+1 k+1 k+1 k+1
Z T- Z T; Z T; Z T-
j=1 J 1 j=1 j=1%J j=1 J=177 j=1 J 1

T

‘+'<1+y>zf T =y E=
U yieh 7

=12,k k1 l—[k+1 1+, )L, 7 + l—[k+} -y X’;:l T;

T

2nk+l( )m
l—[k+l(l+h+) T +l—[k ( —h;“)%

Hence, the above is true for n = k + 1 also. Thus, the theorem is true for all
integers.
This completes the proof of the theorem.

Theorem2 (Idempotency) Letor; = ([a;, bj, ¢ d;]; hj. (l - hj)) be a collection
of H-ITFNs. If all o are equal, i.e., a; = a for all j, then

H—ITFPEWA(a;, s, ..., 00) = (18)

If put o; = o for all j in Theorem 1, then Theorem 2 can be easily find.

Theorem 3 (Boundary) Let o; (j=1,2,...,n) be a collection of H-
ITFNs. Also, let h™" = min(h;), where h; = min(hj); and h™

max(h;r) where h; = max(hj) for j = 1,2,...,n. Again, let oy, =
([aminv bmina Cmin,dmin]; hmin’ (1 - hmin)) and

max = ([amax’ bmuxv Cmax,dmux]; hmax’ (1 - hmax))‘
Then
Upin <H—ITFPEWA(ay, 0, ...,0,) < Opax (19)

Proof Let y; be an element that is chosen arbitrarily from & ;. Since h™" < y; <
hm‘” for all j, then
h’”i” > 1 -y =1 —h”‘“" and 1 +h™" <14 y; <1+ h"™* forall j,

1—- I-y
Thus, T < 5y = i for all j

T
n S .
. 1 —pmax l_VI Zl 1 j 1—pmin .
ie., ({Hm) < ]_[1(—1+y/> < ( 155 ) forall j,
j=

_n

)221/

1_1_[;’ 1( TI+y
T (12) ) o

<

ie., KM < < h™* for all j
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T T

I—[}l:l (1 + Vj)zﬁ:lrj - 1—1}1:1 (1 - Vj)zj:' Y

Tj

i.e., hmin < —
) —_—J
H?:l(l +y) e+ Hjnzl(l —yj)h

< " for all j (20)

Since A" < h;r < k™M@ for all j, then in a similar way, it can be proved that

Tj

n ST,
20T (1 - 1)
7
n I T n I Tj
nj:1(1+hj+> T +1‘[j:1(1—hj+> .

1 — pmar < <1-— R for all j

7

2y

Since, Xpin < Xj < Xpin forx =a, b, ¢, d and for all j,

n
. T:
it can be shown that x,,;, < (Zn_ : T_X,-) < Xmax
j=1 j=14i

Now, let H-ITFPEWA (ay, o2, ..., 0,) = ([a, b,c,dl; h, (l — h*)) Then,

pmin < ﬁz y < h™¥ since K" < y < W% where y € h. On the other
' yeh

hand, since A™" < ht < W™ then | — K™" > 1 — ht > 1 — pme*,
From the above, it can now be easily shown that

S(amin) = S(H - ITFPEWA(O{I, g, ... 7“}1)) = S(amax)

And hence a;, < H— ITFPEWA(y, 02, ...,0,) < Qnax-

Theorem 4 (Additivity) Let a; = ([aj.bye;di]ihy. (1-h7))
(j=1,2,...,n) be a collection of H-ITFNs. Also, let « =
([a, b,c,d]; h, (1 — h+)) be another H-ITFN, then

H—ITFPEWA(a; ®:a,0r B, ...,0, B, @) =
H—ITFPEWA(a;,as,...,q,) @, a

Theorem 5 (Multiplicity) If o = ([ bj.c;d)] by, (1= 17))
(j=1,2,...,n) be acollection of H-ITFNs and A > 0, then

H—ITFPEWAQG@), ha, ..., hay) = A\H — ITEPEWA(1, aa, . .., @)
Theorem 6 (Monotonicity) Let a} = ([a}, b}, c}, d}]; h}, (1 — hj*)) and af =
Ji TP

C} < c?, d} < djz- and )»} < A%for all j, where k} IS h} and )\3 IS h?. Then,

([az- b2, 2 dz]; h?, (1 — h?Jr)) be a collection of H-ITFNs. Let ajl- < ajz-,bl- < b?,

H—ITFPEWA(a|,},...,ay) <H—ITFPEWA(cf, 03, ..., ;)

n n
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Theorems 4—-6 can also easily be proved.
Now, the concept of H-ITFPEWG operator has been introduced.

Definition 13 Let a; = ([a;. ;. c;d;]i by, (1= 7)) = 1.2.....m) be a col-
lection of H-ITFNs. Also, let H-ITFPEWG : V" — V be a function such
that

T

H—ITFPEWG(ay, 02, ..., o) = &Ly () ¥ (22)

Then the H-ITFPEWG (v, oz, ..., a,) is called an H-ITFPEWG operator,
j—1
where 7, = [ S()(j =2,3,...,n) and T} = 1. Also S(ay) represents the
k=1
score value of the H-ITFN «;.

Theorem7 Leto;(j =1,2,...,n)beacollectionof H-ITFNs, then the aggregated
value using H-ITFPEWG operator is also an H-ITFN and

T

H—ITFPEWG(ay, 00, ...,0,) = ®ng1 CHEEK

o 1 i | G G

T

U 201 (vy) ="
5 vichii=12...n Z’Tijr ; Z"Tj -
l_[j:l(z_ yj) =t +1_[,‘—1(7/j) =t
Tj T
?:1(2 _ hj—) XiaTi H’}—l(h+) =1 T

I
" (23)
Mo (2= ) 57 + T, (1) 57

where T; = H S(op)(j=2,3,....... ,n), Ty = 1, and S(oy) is the score value of
the H- ITFN ak

Proof The proof of this theorem is similar to the proof of Theorem 1.

Theorem 8 (Idempotency) Let o = ([aj, bj, cj,dj]; hj, <1 — h;’)) be a collec-
tion of H-ITFNs. If a; = o for all j, then

H—-ITFPEWG(aj,as,...,a,) =« 24)

Proof Similar to the proof of Theorem 2.
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5 An Approach to Multi-criteria Group Decision-Making
with H-ITF Information

In this section, H-ITFPEWA and H-ITFPEWG operators are used to solve MCDM
problems. A MCDM problem under H-ITF environment is described below.

Let X = {x1,x2, ..., x,,} be a set of alternatives. C = {C;,C,,...,C,} be a
collection of criteria and the linear ordering C; > C, > C3 > ... > C, represents a
prioritization between the criteria in such a manner that the criteria C; have a higher
priority than C;, if j < i. And E = {ey, €2, ..., ¢,} represents a set of decision-
makers and the linear ordering e; > e > e3 > ... > e, represents prioritization
between the decision-makers in such a manner that the decision-maker e; has a higher

priority to take the decision than decision-maker e; if i < j.
Let RY, = (4;”) (g=1,2,...,p) be a H-ITF decision matrix,
mxn
whose elements are represented by H-ITFNs with the form ri(jq) =
([rl(?,) , rz(?j), ré?i), ri;’j) ]; hf_'f), 1 — hf;’”) Each ri(]f’) designates the value of the alter-
native x; € X on the criteria C; € C provided by the decision-maker e,, where
hl(;’) represents the membership degree of the alternative x; that satisfies the attribute

C; expressed by the decision-maker e, ; and (1 — hf}]H) indicates the degree of the

alternative x; that does not satisfies the attribute C; expressed by the decision-maker
g where h$ € [0, 1]satisfies0 < max{n' |+ (1= h0%) < Li=1.2,..om;
j=1L2,...,n59=12,...,p.

Then, the developed H-ITFPEWA (and H-ITFPEWG) operators are used to
develop an approach for solving multi-criteria decision-making problems in a H-
ITF environment. The proposed methodology is described through the following
steps:

Step 1. Calculate the value of Tii-"), (g =1,2,..., p) with the following equa-
tions.

g—1
79 =] s(rl.g’.‘)), @=12....p),and T}V = 1. (25)
k=1
Step 2. To aggregate all the individual H-ITF decision matrices R,(,fin =
(r;;’)) (g=1,2,..., p) into the collective H-ITF decision matrix R, ., =
(rij)mxn’ i = 1,2,...,myj = 1,2,...,n, the following H-ITFPEWA and
H-ITFPEWG operators are used.
Thus using the H-ITFPEWA operator

ri=H— ITFPEWA(rl.(jD, r?, rfj'”)
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(q)
(q) lJ

r @ i
q=1 T q

(s

g=1

2

p
=1

q)
T (q)
Ty
T(q) ij

(q)
T3
T(q) ij

’

(11)
P P 7@
P= (1 +yl(q)) o lT” 5:1
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(q)
T(‘” r @ 2

’

T(q)

@)\ =l
y[ ) 7=
7@ ’

P 7@
1 1y

(1
T(q)

YT e

T(q)

v
P 7@
2T, (1= nip* ) =

U =
y’(jq)ehl{;()

p

P @
q= lTl_/

()
— Vi

=

(26)

T(q)

(1+h(q>+>zq |1 + 112 ( h(q)+)z

and using the H-ITFPEWG operator

(1) (2)
lj ) 1] [

rj=H— ITFPEWG(

» T(q)
(9)
1_[(”11]

I
b4 , (q)
Lyg=1Tij s
g=1
7@ 7@

% L 5
P 4q P q
| |(r3(;’j)> Tgm T | |(r(")) Zg=1Tij

4ij
g=1 g=1

q=1

T(q)

i
7@

.
2Tl )

(p)
N

@

7@

q=1"ij

)

@
i

P s (@)
(@) \xr_ 4
)7

(q)

U oo
Vi €hi

7@

1
p (@D+\xr_ 1@
q:l(z_hij ) =t — q 1

Al
(2 y,(")) EE A | 1(%3")

7-(q)

.
(h“”*) ST

7@’

ij
P @
) Xg=1 T

27)

7@

P
q=1

Step 3. Calculate the values of T;;(i = 1,2, ....,m), (j

the following equations,

7@

7@

(2 h(q)+) i : ¥ + H (h(q)+> z{jl i

=1,2,...,n) based on
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j—1
Tijzl_[S(r,-k)andTi, =1,G=12,....m;j=12,...,n) (28)
k=1

Step 4. Aggregate the H-ITFNs r;; for each alternative x; using the H-ITFPEWA
(and H-ITFPEWG) operator as follows:

rA=H—ITFPEWA(r, ria, ..., rin)

L

ij

2o (1= m5) " o)

Tij
I, (1 + h;) BT (1 - h;) L=t

and

18 =H —ITFPEWG (i1, i3, ... i)

n T n T n T
[T == [T 5= T T (rsig) 5
j=1 j=1 j=1
7,
n i 21T, () ST
(7'41]) SRR F ]:Tl - T,
! Yij€hij sl S
=l Y ITi= (2—v)) im i 4 [Ti= (vi7) Byt i
Tij Tij
n L n L
1‘[;!:1 (2 _ h;;) Yot _ l—[;le (;ﬁ;) Yo Tij
Tij Tij
1‘[';:1 2 _ h;;) il I—[Zle (hl+j> it
i=1,2,....m;j=12,...,n (30)

Step 5. Using the proposed score function as in definition 10 the rank of all
alternatives is evaluated.
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6 A Numerical Illustration

To establish the application potentiality of the developed methodology, a modified
version of a practical problem previously described by Yu [36] is considered.

The school of management in a Chinese university wants to introduce oversea
outstanding teachers to strengthen academic education. This introduction has raised
great attention from the school; university president (e ), dean of management school
(e2), and human resource officer (e3) sets up the panel of decision-makers which will
take the whole responsibility for this introduction. They made strict evaluation for
five candidates x; (i = 1, 2, 3, 4, 5) from four aspects, namely morality (C;), research
capability (C,), teaching skills (C3), educational background (C,4). University pres-
ident has the absolute priority for making decision, dean of the management school
comes next. Besides, this introduction will be strict accordance with the principle
of combined ability with political integrity. The prioritization relationship for the
criteria is as C; > C, > C3 > C4. Three decision-makers evaluated the can-
didates x; (i = 1,2, 3,4, 5) with respect to the attributes C;(j =1,2,...,4) and
constructed the following three decision matrices whose elements are represented

by H-ITF numbers:

R? :( (‘”) @=1,2,3). (Where)
[0.3,0.4,0.5,0.6]; \ { [0.1,0.2,0.3,0.4%: \ { [0.5,0.6,0.8,091; \ { [0.4,05,0.6,0.7]; \ |
(0.9), 0.1 (0.6), 0.4 ) (0.75,0.85), 0.15 (0.9),0.1 )
[0.6,0.7,0.8,0.9]: \ { [0.5,0.6,0.7,0.8]; \ { [0.4,0.5,0.7,0.8]: \ { [0.5,0.6,0.7, 0.8];
(0.9),0.1 (0.75),0.25 ) (0.75),0.25 (0.75, 0.85), 0.15 )
R0 _ | (107.08,09,1.01 ( 105,06,0.7,0.9% )([os 0.6,0.7, 08]) [0.4,0.6,0.8, 09)
Sxd (0.8,0.9),0.1 (0.75,0.85,0.9), 0.1 (0.75),0.25 (0.45), 0.55
[03,0.4,0.5,0.6]: \ [ [0.3,0.4,05,0.7]; \ { 0.1,0.3,0.5,0.7]: \ { [0.7, 0.8, 0.9, 1.0];

( (0.75),0.25 )( (0.75),0.25 )( (0.7,0.9), 0.1 )( 0.3),0.7 )

( [0.2,0.3,0.4,0.5]; ><03,044,0.5,06 ) [0.2,0.3,0.4,0.5]; ) [0.5,0.6,0.7, 08])

(0.6,0.75, 0.85), 0.15 (0.6), 0.4 (0.75),0.25 0.5,0.6),04 | |

([04 0.5, 0.6, 07],)(01 0.3,0.4, 0.6]; )(04 0.5,0.7,0.8]; ><o3 0.4,0.5,0.6]; )

(0.75, 0.85), 0.15 (0.75), 0.25 0.9),0.1 (0.3,0.4),0.6
[0.5,0.6,0.7,0.8]; \ { [0.4,0.5,0.6,0.7]: \ { [0.3,0.4,0.6,0.7]: \ { [0.4,0.5,0.6,0.8];

( (0.75),0.25 )( 0.9),0.1 )((075 0.8, 09)01)( (0.75),0.25 )
2D _ (06 0.7,0.8, 0.9]; <[05 0.7,0.8,0.9]; )(05 0.6,0.7,0.8]; \ { [0.6,0.7, 0.8, 0.9]; )
Sx4 (0.9),0.1 (0.9),0.1 (0.75),0.25 (0.6,0.8),0.2

[0.2,0.3,0.4,05]; \ { [0.1,0.2,0.3,0.5]; \ { [0.1,0.2,0.4,0.6]; \ { [0.5,0.6,0.7, 0.8];

( (0.9), 0.1 (0.3,0.4), 0.6 ) (0.75,0.85), 0.15 (0.6), 0.4

[0.1,0.2,0.3,04]; \ { [0.2,03,04,0.5]; \ { [0.1,0.2,0.3,0.4]; \ { [0.4,0.5,0.6, 0.7];
( (0.45),0.55 (0.6), 0.4 ) 0.9),0.1 ( (0.7,0.9),0.1
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(3)
R5><4

(

[0.6,0.7, 0.8, 0.9];
(0.75), 0.25
[0.7,0.8,0.9, 1.0];
(0.6),0.4
[0.6,0.7, 0.8, 0.9];
(0.9), 0.1
[0.4,0.5,0.6,0.7];
(0.6,0.7,0.9), 0.1

|
<<
[

(0.75), 0.25

[0.3,0.4,0.5,0.6];

)
)
)

(
(
(

[0.2,0.3,0.4,0.5];
(0.9),0.1
[0.6,0.7, 0.8, 0.9];
(0.75,0.8,0.9), 0.1
[0.5.0.6, 0.7, 0.8];
(0.6),0.4
[0.2,0.4,0.5,0.6];
(0.75), 0.25
[0.4,0.5,0.6, 0.7];
(0.75), 0.25

)
>><<
)
)

[0.6,0.7,0.9, 1.0];
(0.65,0.75), 0.25
[0.5,0.6, 0.8, 0.9];
(0.9),0.1
[0.6,0.7, 0.8, 0.9];
(0.75), 0.25
[0.2,0.4, 0.6, 0.8];
(0.75), 0.25
[0.3,0.4,0.5, 0.6];
(0.7,0.9), 0.1

[0.5,0.6,0.7, 0.8];
(0.3),0.7
[0.6,0.7, 0.8, 0.9];
(0.6),0.4
0.7,0.8,0.9, 1.0];
(0.8,0.9), 0.1
[0.7,0.8, 0.9, 1.0];
(0.75), 0.25
[0.6,0.7,0.8, 0.9];
(0.45), 0.55

(
((
[
(

']
|
)
)]

Using H-ITFPEWA operator, the preference ordering of the five candidates is
found by performing the following steps:

Step A1: In this step, the value of T 1@ T(3)

ij oL is calculated as described in (25).

0.6620 0.5150 0.6877 0.6980
0.7700 0.6219 0.6125 0.6743
0.7789 0.7145 0.6219 0.4848
11111 0.5844 0.5891 0.6190 0.4490
[ 11111 0.5808 0.5270 0.5656 0.5280

[0.4286 0.2913 0.4924 0.3343
0.4789 0.4341 0.4005 0.4098
0.5998 0.5437 0.3868 0.3106
0.3658 0.2870 0.3634 0.2420

| 0.2871 0.2746 0.3337 0.3504

(11111
11111

(2)
11111 .17 =

Step A2: The H-ITFPEWA operator is used to aggregate all the individual deci-

sion matrices R@ = (r,-(jq) >5X4, (g =1, 2,3). The following aggregated decision

matrix R = (r;j)s, , is found.
[ (10.3932,0.4932,0.5932,0.6932]; | ( [0.1161,0.2446, 0.3446, 0.4731];
(0.8372,0.8621), 0.1379 (0.7156), 0.2844
[0.5871,0.6871,0.7871, 0.8871]; | { [0.4909,0.5909, 0.6909, 0.7909];
(0.8129), 01871 (0.8089, 0.8179,0.8424), 0.1576
Rena— | (10:6420.0.7420,0.8420,0.94201: | ( [0.5000,0.6316,0.7316, 0.8759;

(0.8656, 0.9000), 0.1000
[0.2888, 0.3888, 0.4888, 0.5888];
(0.7895, 0.8015, 0.8385), 0.1615
[0.1843,0.2843, 0.3843, 0.4843];
(0.5859, 0.6757, 0.7499), 0.2501

(0.7870, 0.8303, 0.8577), 0.1423
[0.2219, 0.3372, 0.4372, 0.6219];
(0.6438, 0.6643), 0.3357
[0.2860, 0.3860, 0.4860, 0.5860];
(0.6266), 0.3734

|
)
(
(
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[0.4910, 0.5910, 0.7910, 0.8910]; [0.3821, 0.4821, 0.5821, 0.6821];
(0.7953, 0.8112, 0.8384, 0.8512), 0.1488 (0.7072, 0.7263), 0.2737

[0.3895, 0.4895, 0.6895, 0.7895]; [0.4873, 0.5873, 0.6873, 0.8197];

(0.7903, 0.8042, 0.8409), 0.1591 (0.7249, 0.7833), 0.2167

[0.5193,0.6193,0.7193, 0.8193]; [0.5059, 0.6616, 0.8173, 0.9173];
(0.7500), 0.2500 (0.5698,0.6118, 0.6391, 0.6758), 0.3242
[0.1183,0.2871,0.4871, 0.6871]; [0.6469, 0.7469, 0.8469, 0.9469];
(0.7257,0.7650, 0.8411, 0.8651), 0.1349 (0.4671), 0.5329
[0.1878,0.2878, 0.3878, 0.4878]; [0.4905, 0.5905, 0.6905, 0.7905];
(0.8016, 0.8365), 0.1635 (0.5557,0.6622, 0.6064, 0.7030), 0.2970 | |

Step A3: Using (28) the value of 7j; (i =1, 2,3,4,5), (j =1, 2, 3, 4) are found
as follows

1 0.6655 0.3630 0.2524
1 0.6875 0.4658 0.3070
T;; = | 10.7763 0.5408 0.6255
1 0.6172 0.3348 0.2040
1 0.5499 0.2940 0.1740

Step A4: Aggregate the H-ITFNs ry; for an alternative x; by the H-ITFPEWA

operator and get r;'.

ri = ([0.3267, 0.4350, 0.5509, 0.6592];
(0.7871, 0.7888, 0.7898, 0.7914, 0.7949, 0.7964,
0.7975, 0.7990, 0.8016, 0.8032, 0.8041, 0.8057, 0.8089,

0.8104,0.8113, 0.8128), 0.1872)
and in this similar way we find out r5',r5',r/! and r.
Step AS: The score value of riA (i =1,2,3,4,5) for each candidate is evaluated
using Eq. (13):

S(r{') = 0.6218, S(r3') = 0.6734, S(r3') = 0.6901, S(rj') = 0.5919, S(rs') = 0.5575.

since S (r3A) > S (r?) > S (rf‘) > S (rf) > S (rSA), the ordering of individuals
becomes x3 > X > X1 > X4 > Xs.

Now, the given problem is solved using H-ITFPEWG operator, for finding the
preference ordering of the candidates. The following steps are performed:

Step G1: Same as above step Al.

Step G2: Utilize the H-ITFPEWG operator to aggregate all the individual H-ITF

decision matrix R (rl-(jq)> (g=1,2,3)
5x4
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[ 10.3788, 0.4815, 0.5833, 0.6846]; [0.1118,0.2397,0.3411, 0.4655];

(0.8207, 0.8529), 0.1471 (0.6873),0.3127
[0.5825, 0.6832, 0.7837, 0.8840]; [0.4857, 0.5866, 0.6872, 0.7877];
(0.7813),0.2187 (0.7945, 0.8051, 0.8260), 0.1740
Rsq = [0.6402, 0.7404, 0.8406, 0.9408]; [0.5000, 0.6300, 0.7302, 0.8748];
(0.8576, 0.9000), 0.1000 (0.7580, 0.8020, 0.8237), 0.1763
[0.2804, 0.3826, 0.4839, 0.5848]; [0.1997, 0.3218, 0.4259, 0.6151];

(0.7640, 0.7843, 0.8221), 0.1779 (0.5801, 0.6262), 0.3738

[0.1716, 0.2764, 0.3785, 0.4797]; [0.2784, 0.3804, 0.4816, 0.5824];

L \ (0.5713,0.6475, 0.6973), 0.3027 (0.6218),0.3782

[0.4856, 0.5865, 0.7877, 0.8881]; [0.3759,0.4772, 0.5781, 0.6786];
(0.7727, 0.7964, 0.8185, 0.8427), 0.1573 (0.5459, 0.5946), 0.4054

[0.3831, 0.4844, 0.6859, 0.7864]; [0.4822, 0.5830, 0.6837, 0.8187];

(0.7791, 0.7944, 0.8245), 0.1755 (0.7193, 0.7660), 0.2340

[0.5179, 0.6181, 0.7182, 0.8184]; [0.4916, 0.6574, 0.8165, 0.9166];

(0.7500), 0.2500 (0.5427,0.5568, 0.5911, 0.6060), 0.3940

[0.1135, 0.2786, 0.4822, 0.6836]; [0.6402, 0.7412, 0.8419, 0.9425];
(0.7246, 0.7549, 0.8246, 0.8564), 0.1436 (0.4204), 0.5796

[0.1747,0.2797, 0.3818, 0.4831]; [0.4858, 0.5867, 0.6872, 0.7876];

(0.7847, 0.8200), 0.1800 (0.5420, 0.5897, 0.5964, 0.6468), 0.3532 | |

Step G3: Calculate the value of T;; (i =1,2,3,4,5), G =1,2,3,4)

1 0.6550 0.3519 0.2408
1 0.6612 0.4398 0.2850
T;; = | 10.7738 0.5192 0.3247
1 0.6068 0.3201 0.1932
1 0.5366 0.2858 0.1667

Step G4: Aggregate the H-ITFNs r;; for each alternative x; by the H-ITFPEWG
operator and get ¢ (i =1,2,3,4,5).

r& = ([0.2757, 0.4049, 0.5224, 0.6367];
(0.7423, 0.7483, 0.7460, 0.7520, 0.7493, 0.7553,
0.7530, 0.7590, 0.7561, 0.7621, 0.7598, 0.7658,
0.7632,0.7692, 0.7669, 0.7729), 0.2271)

Consecutively we find out r2G ,r3G ,rf and er_

Step GS5: Calculate the score value of riG (i=1,2,3,4,5) using (13) as follows
S(r{) = 0.5934, S(rs5’) = 0.6549, S(ry’) = 0.6725, S(ry’) = 0.5654, S(r{') = 0.5426

since S(r{’) > S(ry) > S(r{) > S(ry) > S(rf) the ordering becomes x3 > x; >
X1 > X4 > Xs5.
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using H-ITFPEWA operator using H-ITFPEWG operator
1 1
0.8 0.8
0.6 ‘/"\ 0.6 ./‘//‘\‘\‘
0.4 0.4
0.2 0.2
0 0
S(r1)  s(r2)  S(r3)  S(r4)  S(r5) S(r1)  S(r2)  S(r3)  S(r4)  S(r5)
—s— Proposed Yu [36] —+— Proposed Yu [36]

Fig. 2 The comparisons of results are provided through the following figures

It is worthy to mention here that the ranking achieved by Yu [36] is x3 > x; >
X] > x4 > x5 and xp > x3 > x; > x4 > x5 using IFPWA and IFPWG operators,
respectively. However, using the proposed approach it has been found that the ranking
of alternatives remains almost the same using averaging as well as geometric oper-
ators. Thus, the proposed method is more consistent than the method developed by
Yu [36]. Thus, the proposed method is flexible enough to establish decision-maker’s
preferences on the alternatives. The comparison results are graphically shown in
Fig. 2.

It is also clear from the figures and achieved results that the difference between
any two consecutive score values is increased. Hence, the ordering of the alternatives
using this proposed methodology can be performed more efficiently.

7 Conclusions and Scope for Future Studies

The traditional hesitant fuzzy aggregation operators are generally suitable for aggre-
gating the information in the form of fuzzy numbers with some degree of hesitancy;
and are unable to deal with hesitant-intuitionistic fuzzy information, which contains
some degree of non-membership also. In this paper, H-ITF information aggregation
is used to solve MCGDM problems. A new score function is introduced to overcome
the difficulties that arise [7] due to higher value of non-membership. A prioritization
relationship over the criteria is defined based on Einstein operations. H-ITFPEWA
and H-ITFPEWG operators are introduced to aggregate the H-ITFNs using the
newly defined score function and Einstein operations for making a reasonable deci-
sion in the H-ITF decision-making contexts. Some properties of those operators are
discussed in detail. Finally, an illustrative example is considered to demonstrate the
proposed methodology. The comparison of the results reflects betterment of the pro-
posed methodology over the existing techniques [36] and provides consistent results
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using both the operators. As the scope for future study the proposed method can be
extended to solve decision-making problems using dual hesitant fuzzy set [37], hesi-
tant Pythagorean fuzzy set [38], Pythagorean hesitant fuzzy set [39], interval-valued
dual hesitant fuzzy [40], and other areas.

However, it is hoped that the proposed methodology may open up new vistas into
the way of making a reasonable decision in the hesitant-intuitionistic fuzzy group
decision-making environments.

Acknowledgements The authors remain grateful to the reviewers for their valuable comments and
suggestions to improve the quality of the manuscript.
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Unsupervised Feature Selection Using )
Information-Theoretic Graph-Based L
Approach

Sagarika Saroj Kundu, Abhirup Das and Amit Kumar Das

Abstract Feature selection is a critical part of any machine learning project involv-
ing data sets with high dimensionality. Selecting n optimal subset consisting of impor-
tant features reduces the execution time and increases the predictive ability of the
machine learning model. This paper presents a novel graph-based feature selection
algorithm for unsupervised learning. Unlike many of the algorithms using correla-
tion as a measure of dependency between features, the proposed algorithm derives
feature dependency using information-theoretic approach. The proposed algorithm—
Graph-based Information-Theoretic Approach for Unsupervised Feature Selection
(GITAUFS) generates multiple minimal vertex covers (MVC) of the feature graph
and evaluates them to find the most optimal one in context of the learning task. In
our experimental setup comprising 13 benchmark data sets, GITAUFS has shown a
10% increase in the silhouette width value along with a significant feature reduction
of 90.62% compared to the next best performing algorithm.

Keywords Feature selection - Mutual information - Minimum vertex cover *
Graph-based visualization

1 Introduction

Feature selection is a critical area of research focus, especially in domains having a
large number of attributes. Such domains include processing of internet documents
[8], customer review analysis [23] and interpretation of data from genomic projects
[15, 25] to name a few. It is advantageous as it allows us to design cost-effective
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machine learning models as well as reduce model execution time in high-dimensional
data sets. An unsupervised machine learning algorithm draws inferences from data
without having any known labeled responses. In unsupervised learning, the grouping
of unlabeled data instances needs to be done based on some specific set of statistical
measures. In this context, feature selection is a combinatorial optimization problem
where the objective is to find an optimal feature subset from the entire feature set
such that no information is effectively lost from the data in question. The features
need to be selected on the basis of how informative they are and contribute to the
specific unsupervised learning task. Also, it is important to consider how redundant
the features are based on their similarity with other features.

In general, approaches adopted for feature selection are wrapper, filter, embed-
ded, and hybrid. The wrapper approach algorithmically learns and determines the
best suited subset of features depending on prediction accuracy. It is very accurate but
is prone to overfitting [4, 5, 9]. On the contrary, in the filter approach, statistical mea-
sures are used in place of learning algorithms, making it suitable for high-dimensional
data sets. The embedded approach chooses the optimal feature subset during training.
The hybrid approach exploits the benefits of both filter and wrapper approaches.

In feature selection, it is important to adopt a suitable similarity measure in order
to evaluate inter-feature similarity. It is also important to establish feature relevance in
order to decide which features should be selected as part of the final subset. A feature
is considered irrelevant when it contributes very minimal information and is thus
insignificant for tasks such as clustering of given data instances; it can be removed
if it does not significantly contribute to the learning task. Feature relevance can
be measured using measures like joint mutual information, symmetrical relevance,
entropy [16, 18, 26]. Features whose contribution is nearly the same as one or more
other features are considered to be potentially redundant. Such similarities can be
measured using different measures like Fisher score, Pearson’s correlation, mutual
information, etc. [12, 13].

In this paper, we have proposed a graph theory-based algorithm to represent the
combinatorial relationship between different features of an input data set. This allows
visualizing the degree of inter-feature similarity and hence feature redundancy. It
also derives a feature subset by using graph theoretic principles of finding subgraphs
from graphs [7]. In our algorithm, after rejecting features based on their entropy,
the features are represented as graph-based on their mutual information statistics.
Then the optimal subset of features is obtained by using the two-approximation
algorithm of minimal vertex cover. The use of mutual information to determine
the association between features is supported by its ability to measure the general
dependence between features and obtain a complete characterization of symbolic as
well as numeric sequences and features, as opposed to classical methods like PCA
(for dimensionality reduction), KMeans (for clustering) [19, 22] or measures like
Pearson’s correlation that are able to capture linear relations at best. Furthermore,
unlike mutual information, these classical methods are sensitive to scale effects and
necessitate the use of preprocessing measures like normalization prior to designing
models.
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In the following Sect.2, the existing literature of feature selection algorithms
related to the proposed work has been discussed. In Sect. 3, important insights into
different statistical concepts for determining relevance and redundancy have been
discussed. Our proposal has been described in Sect.4 with several relevant illustra-
tions in Sect. 5. Section 6 contains an analysis of our experiments with relevant tables
and graphs provided. Conclusions are in Sect. 7.

2 Related Work

Feature selection is a topic of great interest in research. Various methods have been
adopted by researchers for feature selection. However, very few papers have pro-
posed a graph-based feature selection approach. In graph-based feature selection,
features are represented as vertices of a graph and the edges represent the relation-
ship between features like inter-feature similarity, etc. Graph theoretic principle for
deriving subgraphs of graphs is used in graph-based feature selection.

In a related work [2], features have been mapped as vertices and weighted edges
represent inter-feature mutual information. In this paper, the first subset of features
are selected to minimize redundancy by selecting the densest subgraph. Then the
final feature subset is obtained by clustering the nonredundant features.

In [20], a community detection algorithm has been proposed. The features repre-
sented as vertices in the graph are clustered using community detection algorithm.
This reduces the feature subset. Then features from each cluster are selected, in iter-
ations, if they have value more than a threshold. This is done until there is no feature
having value more than the threshold.

Luetal. [17] proposed a feature selection algorithm where a subset of the available
features are chosen using the same criteria as PCA and applied it to tasks like face
tracking and content-based image retrieval. In another feature selection algorithm
[14], a Laplacian score is calculated which determines the locality preserving power.
The local structure of data space is the focus rather than the global structure. The
nearest neighbor graph is plotted to evaluate the local geometric structure. Feature
association mapping has been used as an underlying concept in [6] which applies to
both supervised and unsupervised learning. The approach uses maximal independent
set and graph theoretic approach of minimal vertex cover to derive the final set of
features.

Another work [21] has used an ant colony based search process, a nature inspired
optimization algorithm. The approach also uses graph-based modeling of the feature
set. Hill-climbing based approach with a graphical representation of the input data
set has been shown in [11].

In a recent work [10], a graph encoder based technique for feature selection has
been adopted. Different works related to graph-based feature selection involve finding
the feature-to-class or feature-to-feature relation.

The information contributed by a feature for the learning task has been a focus in
the work by [27]. The approach uses multidimensional interaction information (MII)
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as the selection criteria for features into the final feature subset. MII is measured based
on the mutual information between the feature subset selected and the target class.
Dominant-set clustering is used to group the feature vectors. The final feature subset
is made by selecting the features from the dominant-set using the MII criteria. This
ensures a final reduced feature set having maximum information about the class.

3 Background Concepts

This section highlights the concepts required for GITAUFS. In the proposed algo-
rithm, there are three stages. First, the irrelevant features are removed from the
candidate feature set. Then the association among selected features are measured
through the use of well-established algorithms and experimentally chosen threshold
values to determine the ones which are redundant and need to be excluded.

3.1 Feature Relevance

The entropy of a feature allows us to quantify the average information contributed
by it through measurement of the unpredictability of state; with higher information
content being indicated by lower probability. This information I is expressed as:

1
I(x;) = log, m = —log, P(x;) (1)

According to Shannon, entropy H of feature X = {x;};—;. , is defined as:

H(X)=Y P(x)I(x)=—Y_ P(x)log, P(x) ©)

i=1 i=1

Entropy value is used to remove features that carry little information relevant
to learning. Since this information measure is based on the probability distribution
of a random variable and does not depend on its actual values, it has been widely
used in feature selection [3, 24]. When P (X) is distributed uniformly, the maximum
entropy of X is reached. This means that it has the highest level of unpredictability
or maximum information content. For that reason, many methods employ some form
of entropy in the objective function for clustering.

For each feature x, the information I _(,, contributed by the entire set of features
is measured, i.e., & minus x using Eq. 2. All the features are thus ranked according to
the metric I and among these ones having higher value are considered to be potentially
irrelevant.
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3.2 Feature Redundancy

GITAUFS uses mutual information of candidate features as the starting component
of a pruning algorithm to strip away redundant features from the initial subset of
available ones. While measures like correlation allow us to understand the association
between different features and dimensionality reduction techniques like PCA that are
sufficient for patterns distributions across different classes, feature selection using
these fail in the case of classification or clustering tasks with complex decision
boundaries [3], since they consider only linear relations between features. On the
other hand, mutual information can measure arbitrary relations between variables and
is independent of the transformation done on them and is suitable for assessing their
“information content” for a robust estimation of redundancy. Hence, if two features
f; and f, are strongly similar, or one contributes significant amount of information
about the other, then their MI is large. If both f; and f, retained in the feature subset
for clustering, then the results obtained will be similar to the ones obtained when any
one of the features is used.
The mutual information M for a pair of features (X, Y), is defined as

P 9
MY =33 Plx, vy log ) (3)

xeX yeY P(X)P(y)

where P(x,y) represents the joint probability. In particular, Eq. 3 measures how
much information is communicated, on average, in one random variable about
another. Features having mutual information of O are considered statistically inde-
pendent. Based on this, matrix MI is constructed, as described in Sect. 5.

4 Proposed Approach

In the approach proposed, data set features represent the vertices in the graph. The
main stages of GITAUFS algorithm include selecting the relevant features, identify-
ing the potentially redundant features, and selecting the most optimal feature subset
based on silhouette width value after evaluating y minimal vertex covers derived
from the potentially redundant features.

e Step 1: Highlighting the irrelevant (or least informative) features.

Entropy can determine the information contribution of a feature in the data set for
a learning task. High entropy for a particular feature signifies high information
contribution by the feature for the clustering of data. Thus, features with high
entropy need to be considered for further evaluation. At this stage, high entropy
features are marked “green” and the rest are marked “red” as they are irrelevant
(due to low information contribution). The irrelevant features are thus highlighted
in this stage.
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e Step 2: Highlighting potentially redundant features.
The features marked “green” in the previous stage are evaluated in this stage
for potential similarity between them. Mutual Information between features is
calculated. The similarity matrix (MI,,,,,) generated holds each cell corresponding
to the Mutual Information value between features respective to the column and
row for that cell. The mean of the similarity matrix is used as the threshold to
indicate how high or low is the similarity between two features. Feature pairs
having mutual information value greater than the mean are considered similar and
below or equal to the mean are considered as dissimilar.
The adjacency matrix is derived using mutual information between features and the
threshold value (mean of the matrix). The cells having mutual information lesser
than or equal to the mean are made 0, and rest are made 1. The leading diagonal of
the matrix is made O as it represents the mutual information of a feature to itself.
The similar features are represented in the graph using the adjacency matrix. These
features are colored “blue” in the feature graph and they contain the potentially
redundant features. The rest of the features initially marked “green” are candidates
for the final subset of features without further evaluation because they have no
similarity with any other feature as well as high information contribution (due
to high entropy). These features are hence kept “green” in color. This stage thus
marks similar features with edges.

e Step 3: Highlighting the final feature subset.
Atthis stage, a feature subset is selected from the connected features marked “blue”
as arepresentative of the whole set. This ensures that the information content of the
features remains the same even though the number of features reduces. Minimal
Vertex Cover (MVC) algorithm has been used for this purpose. A subset of vertices
having edges incident to at least one of the vertices is identified. However, the
minimum subset is not always determined by the algorithm. Finding the minimum
feature subset is a NP hard problem. The proposed approach, however, tries to find
the best subset among multiple minimal vertex covers given by MVC algorithm.
The subsets are ranked based on the entropy (or information contribution) of the
features. The top y subsets having higher entropy value are selected. These subsets
are then evaluated based on the silhouette width value. The subset giving the highest
silhouette value is selected as the final subset. The features in this subset are then
marked “green” and the rest of the “blue” vertices are colored “red”.

By the conclusion of Step 3, the final set of features GITAUFS algorithm for the
data set is ready. The features represented by “red” colored vertices are the rejected
features and the final subset of selected features is represented in “green”. All the
three stages of GITAUFS generate graph which conveys important information about
the features in the respective data set (Figs. 1 and 2).
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Fig. 1 Illustration based on ‘mfeat’ data set
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Fig. 2 Flow of GITAUFS algorithm
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Algorithm: Graph-based Information-Theoretic Approach for Unsupervised
Feature Selection (GITAUFS)

Input: N-dimensional data set Dy having original feature set F =}, f;, ..., fy,
o - Relevance threshold
y - Number of MVCs to be compared for final feature set

Output: Optimal feature subset F,;.

Begin

/* Stage 1: Calculate feature entropy and color the top contributing features as
green.*/

l:Fori=1toN

2: E; = ENTROPY(f;)

3: Next

4: SORT(E)

5:Fori=1to (¢%)N

6: color(f;) = “green”

7: Next

8: Fori= ((«%)N)+1 toN

9: color(f;) = “red”

10: Next

11: g; = generateGITAUFS(F)

/* Stage 2: Color the similar features, among the possible optimal feature set, as
“blue”.*/

12: F' = {x: x € F and color(x) = “green”}

13: Ml ,,.; = mutual information(Dy [F'])

14: Fori=1to |F'|

15: Forj=1to |F'|

16: If((M1,,4; > mean(M1,,,,)) & (i # j)) then
17: add edge(F;, Fj, g1)

18: color(F;) = “blue”

19: color(F;) = “blue”

20: End If

21: Next

22: Next

/*Stage 3: The MVC algorithm generates possible minimal set of features from
“blue” marked features.

Top y subsets based on entropy ranking are further evaluated for silhouette width
value and the subset with highest silhouette width value is declared as the final
feature subset by GITAUFS and is marked by “green” color.*/

23: F” = {x: x C F and color(x) = “blue”}

24: V = {x: X € Minimal-Vertex-Covers(F")}

25: Fori=1 to length(V)

26: S; =" (ENTROPY(f))), {f;: f; ¢ V;, V; = Minimal-vertex-covers; (F”)}
27: Next
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28: SORT(S)

29:Fori=1toy

30: opt = max(silhouette width-value(S;))
31: color(V,p;) = “green”

32: color(F” - V) = “red”

33: F,, = {x: x € F and color(x) = “green”}
End

5 Illustration

In this section, the three stages of GITAUFS approach have been illustrated with
the help of generated graphs with color codes representing the selected and rejected
vertices after each pruning stage.

e Stage-1: The initial filtering is carried out according to the entropy E of each
attribute using Eq. 2 as described in Sect. 4. The top a% of attributes are chosen
for the next stages (they are colored “green”) and the rest are discarded (colored
“red”). In Fig. 3a, “At2” and “At4” are filtered out from the list of seven attributes.

e Stage-2: The mutual information (MT) of each of the “green” attributes is calculated
using Eq. 3 mentioned earlier. The mean M of the resulting similarity matrix is
used as threshold to distinguish potentially redundant features from others. An
adjacency matrix MI,4; is created having M1,4; =1, V;; it M1; ; > MT and
M1,4; =0, V;—;. The features having a higher than average mutual information
are grouped into a subset (colored “blue”). “At5” is not a redundant attribute and
is selected as a final attribute (colored “green”) for Stage 3, as shown in Fig. 3b.
After this, the attributes having mutual information M I; ; > M1 are connected by
edges to form the graph also depicted in the figure.

Aty Atz Ats Aty Aty
At; 1.34 0.12 0.24 0.69 0.56
At3 0.12 1.37 0.15 0.54 0.58

MI=1 4 024015138032017 | MI=046
Atg 0.69 0.54 0.32 1.38 0.68
Atz 0.56 0.58 0.17 0.68 1.37
Aty Aty Ats Atg Aty
AL O 0 0 1 1
las 0 0 0 1 1
M laaj = Ats 0 0 0 0 O
Ag 1 1 0 0 1
A 1 1 0 1 0

e Stage-3 : The final selection of vertices is done from the “blue” vertices. The
vertices/attributes marked “green” in Stage 2 are directly selected into the final
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Fig. 3 Illustration for GITAUFS

feature subset. Minimal vertex cover (MVC) is run on features marked ‘blue’ in
Stage 2. The minimal vertex algorithm returns all possible minimal vertex covers,
of which the top y minimal vertex covers having high entropy are further evaluated
along with features marked ‘green’ in Stage 2 on the basis of silhouette value. The
subset having highest silhouette width value is the most final feature subset derived
by GITAUFS. These features are marked ‘green’ such as “At7”, is chosen (colored
“green”’) while the others, such as “Atl”, “At3”, and “At6” are rejected (colored

“red”), as shown in Fig. 3c.

6 Experiments and Outcome

Our approach has been benchmarked on data sets obtained from the UCI Machine
Learning repository [1]. Our graphs have been generated using the ‘matplotlib’
library in Python. Table 1 presents the data sets used for experimenting. The value
of « is 10% in this experiment. GITAUFS has been compared with two graph-based
feature selection algorithms—DSUB [2] and UFAM [6] and two benchmark feature
selection algorithms—Laplacian [14] and Principal Feature Analysis (PFA) [17].
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Table 1 Description of UCI

data sets
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Data set # of features # of instances
apndcts 7 106
btissue 9 106
cleave 13 297
ecoli 336/
glass 214
ILPD 10 579
mfeat 649 2000
pima 8 768
sonar 60 208
vehicle 18 846
wbdc 30 569
wine 13 178
wiscon 9 682

6.1 Summary of Outcome

The proposed algorithm (GITAUFS) has been evaluated for its performance by com-
paring it with other competing algorithms based on three main aspects—silhouette
width value, percentage of feature reduction, and execution time. The following sub
sections describe the comparative results obtained in each of these aspects.

Table 2 Performance of silhouette width

Data set GITAUFS | UFAM ALL LAPLACIAN PFA DSUB
apndcts 0.66 0.6 0.46 0.44 0.48 0.43
btissue 0.65 0.62 0.58 0.56 0.53 0.58
cleave 0.55 0.31 0.27 0.57 0.58 0.27
ecoli 0.54 0.54 0.44 0.56 0.47 0.44
glass 0.59 0.61 0.52 0.54 0.53 0.52
ILPD 0.86 0.71 0.49 0.72 0.72 0.49
mfeat 0.20 0.2 0.24 0.18 0.14 0.19
pima 0.56 0.27 0.51 0.27 0.27 0.24
sonar 0.41 0.17 0.47 0.19 0.12 0.39
vehicle 0.62 0.52 0.32 0.43 0.38 0.47
wbdc 0.55 0.44 0.65 0.49 0.29 0.4
wine 0.57 0.4 0.002 0.35 0.31 0.32
wiscon 0.63 0.69 0.19 0.66 0.65 0.65
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6.1.1 Comparison of Silhouette Width Value

The silhouette width values for the proposed algorithm GITAUFS along with other
competing algorithms UFAM, LAPLACIAN, PFA, and DSUB have been recorded
in Table 2. The column corresponding to ALL contains silhouette width values for
all features of the dataset.

A graphical comparison of the performance of silhouette width value has been pre-
sented in Fig. 4. From Table 2 and Fig. 4 it is evident that GITAUFS has outperformed
the benchmark algorithms. GITAUFS has recorded the highest or the near highest
silhouette width value for all the data sets used. The summary of the comparison
based on silhouette width value is given below.
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Silhouette Width Value
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mm GTAUFS mmm ALL pra | DTS raurs  --- AL ——- PFA
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Fig. 4 Performance of silhouette width
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e GITAUFS has the highest silhouette width value for 6 out of 13 data sets used in
the experiment.

e For the other data sets where GITAUFS does not have highest silhouette width
value, it is giving value very close to the best value

e GITAUFS has outperformed both the benchmark algorithms—Laplacian and PFA
with respect to the silhouette width value

6.1.2 Comparison of Feature Reduction

The percentage of feature reduction for GITAUFS and other competing algorithms
has been presented in Table 3. Graphical representation of the comparison has been
shown in Fig.5.

GITAUEFS has shown a very high percentage of feature reduction for all the data
sets when compared to the benchmark algorithms. An overview of the comparison
for feature reduction is given below.

e GITAUFS has shown the highest reduction in the number of features compared
to the competing algorithms for all the data sets except ‘mfeat’ where DSUB has
a higher reduction in the number of features. However, GITAUFS has a better
silhouette width value than DSUB for ‘mfeat’ justifying its efficiency

e GITAUFS has the highest feature reduction as high as 96.67% and the lowest being
85.71% which is also very high compared to the other competing algorithms

e GITAUFS has performed extremely good for high-dimensional data set giving a
reduction in features exceeding 91%.

Table 3 Percentage feature reduction

Dataset GITAUFS UFAM PFA LAPLACIAN | DSUB
apndcts 85.71 50 57.14 57.14 71.43
btissue 88.89 62.5 55.56 55.56 66.67
cleave 92.31 25 23.08 23.08 76.92
Ecoli 85.71 33.33 28.57 28.57 71.43
glass 88.89 37.5 33.33 33.33 71.78
ILPD 90 44 30 30 70
mfeat 91.68 29.78 85.82 85.82 99.69
pima 87.5 14.29 12.5 12.5 75
sonar 95 44.07 63.33 63.33 68.33
vehicle 94.44 35.29 7222 72.22 88.89
wbdc 96.67 31.03 76.67 76.67 93.33
wine 92.31 25 38.46 38.46 84.62
wiscon 88.89 37.5 33.33 33.33 71.78
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6.1.3 Comparison of Execution Time

The values representing the execution time for GITAUFS and other competing algo-
rithm is shown in Table 4. Execution time for GITAUFS is very close to benchmark
algorithms. A summary of the conclusions drawn on comparing the execution time
is given below.

e The execution time for GITAUFS is almost similar to that of benchmark algorithms

e For high-dimensional data sets like ‘mfeat’ , GITAUFS has a fairly acceptable exe-
cution time. DSUB has almost double execution time for ‘mfeat’ and the execution
time of PFA is almost 48 times higher than GITAUFS.
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6.2 Overall Comparison of Performance

An overall comparison of GITAUFS has been done in Table 5 with benchmark algo-
rithms. Summary of the silhouette width performance is given in Table 6. A graphical
representation of mean rank for various competing algorithms based on silhouette
width value is shown in Fig. 6.

Observations made from the Tables 5, 6 and Fig. 6 are described below.

e GITAUFS has higher silhouette width value than all the other competing algo-
rithms. The mean rank for GITAUFS is the lowest which indicates that GITAUFS
has the best silhouette value for most of the data sets used. GITAUFS has the
highest number of wins based on its performance of silhouette width.

e Feature reduction is the highest for GITAUFS. GITAUFS has a mean feature
reduction of 90.62% which is very high in general and especially high when
compared with other competing algorithms.

Table 4 Execution time (in seconds)

Dataset GITAUFS UFAM PFA LAPLACIAN | DSUB

apndcts 0.17 0.39 0.15 0.12 0.58
btissue 0.25 04 0.18 0.15 0.09
cleave 0.90 0.4 1.74 0.17 0.16
ecoli 1.37 041 1.27 0.1 0.09
glass 0.61 0.41 0.46 0.12 0.11
ILPD 1.09 0.39 9.58 0.2 0.11
mfeat 854.13 2.63 41,034.06 25.99 1,531.69
pima 1.17 0.39 23.9 0.14 0.1

sonar 0.96 0.02 2.63 0.75 2.63
vehicle 2.74 0.47 65.5 0.14 0.3

wbdc 1.03 0.01 324 0.27 0.52
wine 0.34 0.38 0.62 0.16 0.14
wiscon 0.67 0.4 17.78 0.13 0.11

Table 5 Comparison of different algorithms

Algorithm Mean silhouette Mean execution Mean feature
width time (s) reduction (%)

GITAUFS 0.57 66.58 90.62

UFAM 0.47 0.52 36.1

LAPLACIAN 0.46 2.19 46.92

PFA 0.42 3168.48 46.92

DSUB 0.41 118.2 78.61
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Table 6 Summary of

. Algorithm Mean rank Number of
performance (Silhouette Wins/Ties
Width)

HITAUFS 1.85 6
UFAM 2.77 2
ALL 3.85 3
LAPLACIAN 3.23 1
PFA 4.15 1
DSUB 4.38 0
Fig. 6 Wins/Ties for 6 ]
silhouette width value [1.85]
54 [x] = Mean-Rank

(3.85]

No of Wins/Ties
[¥Y)

[3.23] [4.15]

[4.38]
HITAUFS  UFAM ALL  LAPLACIAN PFA DSUB

e The execution time for GITAUFS is similar to other competing algorithms as seen
in Table 4. For high-dimensional data sets, UFAM has best execution time. How-
ever, GITAUFS also has better than average execution time for high-dimensional
data sets.

7 Conclusion

The proposed approach, GITAUFS, has shown significant feature reduction of
90.62% which is 12% higher than the next best performing algorithm. GITAUFS
also gives a high silhouette width value of 57% with the lowest mean rank among
other competing algorithms and stands out as the best performer. GITAUFS is a
information-theoretic approach which captures the general dependency between fea-
tures. GITAUFS also addresses the challenge of finding the minimal vertex covers
being an NP hard problem by evaluating multiple minimum vertex cover. GITAUFS
has an added advantage of being a graph-based approach which provides the visual-
ization of all the stages of the algorithm. The graphical representation of features as
vertices of a graph gives a visual understanding of the relevance of features and sim-
ilarity between features. GITAUFS has the overall best performance when compared
to the benchmark algorithms for the experimental setup.
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Fact-Based Expert System for Supplier )
Selection with ERP Data oo

Kartick Chandra Mondal, Biswadeep Deb Nandy and Arunima Baidya

Abstract For any business enterprise, supply chain management (SCM) plays an
important role in an organization’s decision- and profit-making process. A very cru-
cial step in SCM is supplier selection. It is such a pivotal step because it deploys a
large amount of a firm’s financial resources. In return, the firms expect significant
interest from contracting with suppliers offering higher value. Any discrepancy in
this process can lead to low SCM performance which in turn may cause financial
losses as well as bring about a decline in the firm’s market performance. This paper
deals with the development of a strictly fact-based expert system for appropriate
supplier selection and shows how rules can be broken down into atomic clauses.

Keywords Supply chain management + Supplier selection - Knowledge based *
Fact based - Expert system

1 Introduction

A supply chain is basically a connected network of individuals, resources, activities,
and technologies involved in the manufacture and sale of a product which starts
with the delivery of raw materials from a supplier to a manufacturer and ends with
the delivery of the finished product to the consumer. Management of this network
plays a very important role in the firm’s financial benefit. Supply chain management
revolves around the flow of goods and comprises all the processes that transform raw
materials into final products [4, 13, 15]. Supplier Selection is defined in Westburn
Dictionary as, “The stage in the buying process where the intending buyer chooses
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the preferred supplier or suppliers from those qualified as suitable.” Supplying the
correct goods specified by the firm is a key requirement for the management system.
To ensure this, selection of the most coherent supplier, based on different criteria like
time for delivery, cost of resource, and reliability, is very crucial [1, 15].

In this modern era of automation and rapid growth, organizations are seeking
a reasonable, fast, and robust way of decision-making which would uplift main
performance criteria such as quality, service, speed, and cost. This decision-making
capability of such a system should also be as accurate as possible and comparable
with human expert [3-5]. In this paper, we have tried to develop an expert system
made in accordance with the past purchases of a firm. In the real world, every firm has
huge data from previous suppliers and the products supplied. We have tried to find
the relationship between the various databases in the dataset we have. This played a
key role in helping us generate facts which were properly processed to form accurate
Prolog clauses which have been used to build an appropriate knowledge base and
thus provide the most efficient supplier based on different situations as queried or
required by the user of this system.

In this paper, we have tried to develop a strictly fact-based expert system for
simplifying the process of supplier selection, thus, speeding up the entire supply chain
management as well as increasing its efficiency. According to our study, different
types of expert systems have been developed for supplier selection such as rule-
based, fuzzy rule-based, and fuzzy systems but an expert system only containing
facts as clauses in a knowledge base generated from a firm’s previous data has not
been proposed as per our study goes. In addition to this, we have shown how a single
rule can be separated to form multiple facts, which are atomic in nature, but keeps the
overall knowledge intact without causing any changes. This is also another novelty
of our work presented in this paper.

Without the presence of a rule base or a rule generation engine, a significant
amount of computation does not take place. For this, our proposed model consists
of three basic components which are knowledge base, inference engine, and user
interface. The jump comes in the way of accurate deductions in our model. Consider
a situation with a single erroneous rule in the rule base. It would provide multiple
erroneous results for multiple queries. But, facts are computed from historical and
present data. One erroneously generated fact will only affect one result of a particular
query out of a hundred possible queries that could be supplied to the expert system.

The data collected from an organization has been preprocessed at the beginning
which includes steps like avoiding incomplete data, removal of duplicate data, and
identifying proper primary and foreign keys. After this, facts have been developed
based on this processed data which forms the knowledge base of our expert system.
Prolog has been used for the knowledge base implementation while Python is used
for making the user interface, which helps in communicating with the end user. A
bridging package has been used called PySWIP which helps in the logical transfer
of input and output values between the two platforms.

Moreover, removing the heavy computational portion (rule based) from the gen-
eral CLIPS Expert System architecture makes our system way more lightweight in
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terms of memory consumption and processing speed when it comes to handling mul-
tiple dense datasets such as ours, thereby making the system more scalable as well;
we are not required to generate rules at all, even at the addition of new datasets.

The remaining of the paper is organized as follows: in Sect.2, a brief overview
of previous studies in which different types of expert systems are used to solve
supplier selection problems are presented. Structure of our proposed expert system
is explained in detail in Sect. 3. Section 4 showcases the dataset we worked with and
it is analyzed in detail in accordance with a star schema for a better understanding of
the simulation. In Sect. 5, the experiment, analysis, and results are discussed. Finally,
concluding remarks are presented in Sect. 6.

2 Related Work

Article [7] put forward the idea of using expert systems which can be beneficial in
determining suppliers for a single product. Their proposed model of an expert system
took into consideration different attribute types like price, due date, discount, and so
on. These attribute values increased the model’s reliability as well as complexity as
shown in [7]. Similarly, [8] presented a concept of the use of rule-based reasoning
systems for evaluation and classification of suppliers. Here, authors showed how an
expressive system of rule management can be used as an effective tool for supplier
evaluation. Experiment and analysis were done on Rebit system and a demonstration
has been given in article [8] as to how an individual evaluation criteria can be grouped
into sets of independent rules and how one may use tools to enhance knowledge
acquisition.

Authors in [3] claim that the success of a supply chain management depends
on various decisive factors and can be achieved by managing several components
efficiently. In article [3], authors continue their study on one such significant decisive
factor to design an expert system using Prolog which takes rational decisions for
vendor selection in the shoe industry.

Yunusoglu and Selim [18] developed a fuzzy rule-based expert system to support
portfolio managers in their investment decisions. The proposed expert system has
been validated by using the data of the Istanbul Stock Exchange (ISE) National 100
Index (XU100). It is also stated in the study that the performance of the proposed
expert system is relatively higher in risk-averse investor and middle-term investment
period cases. Again, Pitchipoo in his paper [11] showcases that supplier selection
problem is a multi-criteria decision problem in which both qualitative and quantitative
factors are involved. A fuzzy logic expert system was developed for supplier selection
in the chemical industry and the results obtained in [11] portrayed the efficiency and
effectiveness of an expert system in such decision-making problems.

Authors of article [12], have adopted a rather holistic and comprehensive view
of some of the organizational profiles and attempted to point out the relation-
ships between some organizational profiles and ERP System success. Their research
attempted to link the organizational profiles to the ERP success level by using the
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capability of artificial neural networks in articulating such relationships. Further, in
[14], authors have defined Enterprise resource planning as one of the major sets of
modules of enterprise systems being implemented in various organizations across
the globe. They programmed the knowledge base as an if ...then logical structure.
They further explained how an expert system usually contains two components, a
knowledge base, and an inference engine program, enabling it to suggest conclusions.

The research conducted in [2] has contributed to designing a system that is the
combination of an expert system and ANN. The customers can interact with the
interface of the expert system to ask and get advice from the system. In addition
to this, the knowledge received from the data analysis is used to identify a specific
customer’s behavior. The study conducted by Hokey Min in [10] gives us an insight
into the application of Artificial Intelligence in the field of supply chain process. The
paper [10] gives us a detailed view of the different applications conducted in this
field to automate the supply chain management process. Authors in [13] identified
the criteria for evaluation of two types of suppliers in the construction industry and
their fuzzy membership functions, distinctly, through literature review, questionnaire
survey, and statistical analysis of expert judgment. They utilized Mamdani’s inference
mechanism to develop a new methodology of the fuzzy expert system.

3 Development of Expert System

Expert systems (ES) or knowledge-based systems [6] solve problems and take deci-
sions concerning a specific field by using expert’s knowledge stored in a knowledge
base. They closely and effectively mimic human decision-makers or experts. ES
is interactive and is designed for solving complex problems by reasoning through
bodies of knowledge [17]. It utilizes data, provides an easy user interface, and it
also allows for the decision maker’s own insights. For showing the practical appli-
cation, the study of ES for supplier selection has been done. The expert system is
built to develop or to reduce the manual calculation risk faced by a firm [5, 15, 16].
Figure 1 demonstrates the model of an expert system in general. It consists of the
five components as explained here.

Facts:  They are used for the representation of expert’s knowledge [6, 9].

Rule: Itis referred to as an IF-THEN structure that relates the given facts in the IF
part, called the antecedent, with a particular action in the THEN part, called the
consequent [6, 9].

Database: It is a collection of data where data is organized into rows, columns,
and tables, and it is indexed to make it easier to find relevant information.

Inference engine: ~ Given the knowledge, the inference engine tries to derive a suit-
able result. It precedes using two techniques, namely, forward chaining and back-
ward chaining. Forward chaining starts with the given data and uses the inference
engine to extract more data until a possible solution or goal is reached. Backward
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chaining, on the other hand, is an inference method which starts from the goal
and ends as per user required solution [6].

User Interface: It helps the end users to interact with the inference engine, ask
relevant questions and thus, get the correct decision as output.

3.1 Modeling Our Proposed Expert System

e Given a set of queries, the user enters appropriate responses based on the program
requirements. Queries appear to be in the form of regular questions such as “Name
of the firm”, “Item requirement”, “location of the firm”, “Date of requirement”,
and “Payment methods looking out for”.

e The program searches for the best possible outcome based on the input parameters,
considering one or more than one simultaneously. Backward chaining is used to
find all possible solutions for each parameter.

e The user has the opportunity to tune the results based on multiple parameters like
quality, cost, reputation, speed of delivery, type of payment accepted, and location
or any number of parameters.

3.2 Components of Our Proposed Expert System

Based on the above modeling, our proposed ES framework contains three compo-
nents, namely, Knowledge base, Inference engine, and User interface (UI) where all
the flows are bidirectional in nature. Pictorial representation of the proposed system
is shown in Fig. 2.
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In our implementation as represented in Fig. 2, the knowledge base consists strictly
of facts as clauses. In fact, the presence of rules as clauses are not required if every
single rule is broken down into multiple facts of their specific relation. For exam-
ple, Rule 1: “All humans like food” can be patterned into facts as human(alice),
human(bob), likes(alice,food), likes(bob,food). More specific rules can also be
easily removed to imply the same using multiple facts which bring about the
same scenario without causing any change in the overall knowledge. For exam-
ple, Rule 2: “Few mammals eat meat, have stripes, and can swim” can be used
in a similar manner if facts like these are present—mammals(leopard), mam-
mals(cheetah), mammals(cow), eats(leopard, meat), eats(cheetah, meat), eats(cow,
grass), have_stripes(cheetah), have_stripes(leopard), can_swim(cheetah).

An inference engine helps to deduce, or infer new knowledge from a set of given
logical deductions, facts or rules. The inference method used in our case is backward
chaining where given a goal, it works upward toward facts to derive multiple solu-
tions, with the goal here being the input given by the user as the firm’s name, material
required, location, and other data. Thus, working up the inference engine finds the
most appropriate supplier given in a particular scenario [9]. For this work, Prolog
has been used for the knowledge base implementation and Python for the making of
the user interface. A Python—Prolog bridging package has been used named PySWIP
for the logical transfer of input and output values between the two platforms.
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4 Dataset

4.1 Database Naming

Six databases have been used for our study from which the facts have been generated
to form the knowledge base. Each record caters to some specific information for
a particular supplier. Every database contains different information about different
sections present in the supplier management process. Given below is an elaborate
description of all six databases and what each of them contains.

Database 1: Supply order cash purchase: Contains data related to suppliers per-
taining to only cash related purchases.

Database 2: Supply order contract based purchase: Contains data related to only
suppliers who deal with contract-based payment schemes.

Database 3: Supply order payments:  Contains information about the type of pay-
ment and document.

Database 4: Planning reports: ~ Contains the supplier name and their item descrip-
tions as well as the firms that previously bought products from them.

Database 5: Bills cleared and bills pending: ~ Contains all the previously paid bills
as well as bills yet to be cleared including every item price to tax value.

Database 6: Vendor registration details: ~Keeps a record of all the supplier infor-
mation.

4.2 Dataset Preparation

All the datasets had to be preprocessed before the generation of the facts from them.
The different databases went through the following preprocesses:

1. Analyzing the data thoroughly: This process helps in understanding the relation-
ship of one database with another to recognize proper primary and foreign keys.
2. Preprocessing: This includes the following steps:

Empty fields are hashed to remove noisy or incomplete data.

Delimiters are removed for the proper creation of predicates.

Duplicate data is removed to avoid the generation of redundant facts.

Proper letter case orientation is applied.

Found primary and foreign keys are used for forming appropriate relations
between the databases.
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Fig. 3 The star schema of the databases used in the development process

Figure 3 showcases the star schema diagram of the databases. We have combined
the first two databases, namely, Database 1 and Database 2 containing Demand num-
ber as the primary key and Supply order number, Supplier name, and Invoice number
as foreign keys. Database 3 contains information about the payment corresponding
to a single supply order number. The primary key is the supply order number and the
elements are the delivery date, inspection date, and ledger posting date, SO Document
type and payment type. Database 4 contains the planning reports with the primary
key as the supplier name and elements like item description and project description.
Database 5 accommodates information about the bills, containing invoice number as
the primary key and selling value as elements. Finally, Database 6 contains details of
the vendor registration. Supplier name is the primary key of Database 6 and it contains
elements like address, location, email id, phone number, and mobile number.

Table 1 displays a vivid analysis of all the databases present in the dataset. The
maximum number of rows is considered to give an estimation of the actual length of
each database. Foreign keys are considered to find a relation between each database,
understanding of this relationship plays an important role in the generation of facts.
Primary keys of each database help to specify a unique identifier for each record.
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Table 1 Details of used databases

Database No. Max. rows | Primary keys Foreign keys

Database 1 2170 Demand No. Supply Order Number, Supplier
Name, Invoice Number

Database 2 409 Demand No. Supply Order Number, Supplier
Name, Invoice Number

Database 3 10492 Supplier Order No. None

Database 4 3308 Supplier Name None

Database 5 1603 Invoice No. None

Database 6 4126 Supplier Name None

S Experiment and Analysis

5.1 Experiment

5.1.1 Experimental Setup

We have used a single machine for carrying out our experiments, whose configuration
is stated as follows:

e Processor: 6th Generation Intel Core 15-6 300HQ Quad Core (6M Cache, up to
3.2 GHz),

Memory: 8GB 1 DIMM (1 x 8GB) DDR3L 1600M hz,

Disk/Hard Drive: 1TB (5400rpm) Hybrid HDD with 8GB Flash,

System Type: 64 bit Operating System, x64-based Processor, and

Operating System: Windows 10 Home Single Language.

5.1.2 Implementation Setup

e Database processing and User interface(UI): Python,
e Knowledge base: Prolog, and
e Logical Interface: PySWIP.

5.2 Analysis

Working on six databases where the rows vary from 409 to 10,942, the total facts
constituting the knowledge base is over 2,00,000. The user interface has been made
such that it interacts with the user, asks intelligent questions, and provides the name
of the supplier based on various scenarios in an efficient manner, much like a human
expert but, at a higher speed and devoid of human errors.
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Below, an outlook of the overall system working is demonstrated in the form of
tables. Questions asked by the user interface of the expert system to the user are
used to get appropriate goal knowledge which in turn is used to generate appropriate
Prolog queries for running on the inference engine to give appropriate solutions.
Listing 1 shows the user interface where intelligent questions are asked to the user.
These questions are well formed such that there is limited and restricted searching
done on the knowledge base.

Listing 3.1 The User Interface and the intelligent questions asked from the user of this system.

Program: Name of the firm?
User: IIR Seekers Directorate.

Program: Item required?
User: Scopecorder.

Program: Document or purchase type required (Cash or
Contract)?
User: Cash Type.

Program: Within how many days do you want the item to
be delivered?
User: 14 days.

Program: Any particular attribute you would like to
select on? (speed/cost/location)
User: No.

These answers acquired from the user of the expert system are used to form appro-
priate Prolog queries through the Python interface to run on the Prolog knowledge
base. This forming of Prolog queries from user answers are showcased in Table 2.
For example, in “Name of the firm?” answered by the user to be “IIR Seekers Direc-
torate”, the query in the background generated by the Python interface for running on
the knowledge base is “suppliername (X, iirseekersdirectorate)” as shown in Result 1
of Table2. Based on this, the result generated is put up in the next column of that
table. Now, similarly moving on to a more complex scenario, based on two answers
given by the user, another query is generated as shown in Result 2 present in Table 2
where the cash purchase type and item requirement is taken into consideration as
given by the user in Listing 1 to generate the Prolog query “sodocumenttype (cash-
purchase, X), itemsupplier(scopecorder, X)”. The appropriate result is put forward
in the next column as well and explained. Similarly, Result 3 and Result 4 presented
in Table2 show us complex query generation based on the given firm name, item
requirement, and various purchase types. Moving forward, such user answers can be
replicated in the form of a useful Prolog query to generate a list of results.
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Table 2 The conversion of user input to a working Prolog query and the result generated by the
expert system for it

Result no. | English sentence | Query Generated output Explanation of
the output
Result 1 Gives results for | Suppliername(X, X = accesstechnologies; | List of all the
all the suppliers | iirseekersdirectorate) | X = adrystechnologies ; | suppliers by
that can or have X = agmatelindiapvtltd; | name which can
supplied items X = cisystemltd; X = supply items to
to the cmenvirosystemspvtltd; | this firm. A long
organization IIR etc. list of results
Seekers since it is a
Directorate single query and
as a more
specific question
has not been
asked by the
user
Result 2 Gives the names | Sodocumenttype X = accesstechnologies | Resulting
of suppliers (cashpurchase, X), supplier is the
which provide itemsupplier only supplier
scopecorder as (scopecorder, X) which sells
well as accepts scopecorder as
cash purchase well as accepts
cash payments,
according to the
knowledge base
prepared
Result 3 Gives the name | Suppliername X = southernsystems The resulting
of an (X,entestdirectorate), supplier name is
organization that | sodocumenttype the only supplier
requires (cashpurchase, X), which provides
accelerometers | itemsupplier accelerometers
as well as cash (accelerometers, X) and accepts cash
transactions payments
Result 4 Gives the name | Suppliername (X, X = southernsystems The resulting
of an entestdirectorate), supplier name is
organization that | sodocumenttype the only supplier
requires (cashpurchase, X), which provides
accelerometers sodocumenttype accelerometers
as well as cash (localpurchase, X), and accepts cash
transactions and | itemsupplier payments as
local purchase (accelerometers, X) well as local
schemes purchase
schemes

This list of results can be organized and given as output by the user interface of
the expert system, based on proper attribute selection criterion given by the user as
well, as shown in Table 3.
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Table 3 The final result of the expert system

. C. Mondal et al.

Appropriate | Address Location Email ID Contact details | Scenario

supplier

Supplier 1 <Address of | <Location of | <emailid of | <Phone no. of | Speed of
Supplier 1> Supplier 1> Supplier 1> Supplier 1> delivery

Supplier 2 <Address of | <Location of | <email id of | <Phone no. of | Quality of
Supplier 2> Supplier 2> Supplier 2> Supplier 2> product

Supplier 3 <Address of | <Location of | <email id of | <Phone no. of | Reputation
Supplier 3> Supplier 3> Supplier 3> Supplier 3>

Supplier 4 <Address of | <Location of | <email id of | <Phone no. of | Cost of item
Supplier 4> Supplier 4> Supplier 4> Supplier 4>

Supplier 5 <Address of | <Location of | <emailid of | <Phone no. of | Location
Supplier 5> | Supplier 5> | Supplier 5> | Supplier 5>

Supplier 6 <Address of | <Location of | <email id of | <Phone no. of | Inspection/
Supplier 6> Supplier 6> Supplier 6> Supplier 6> | Warranty date

6 Conclusion

In this paper, a strictly fact-based multi-criteria expert system was developed for
selecting the most efficient supplier which takes various scenarios into consideration.
The aim of this paper is to find an appropriate supplier for a particular product or
service using the previous data present at the firm’s end. Since this study also looks
into the various criteria for supplier selection like time of delivery, cost of good,
and reliability, it will help in providing the firm a competitive edge, thus, in turn,
increasing its profit at a significant scale. This expert system reduces human effort
to a large extent by automating the entire process of supplier selection which further
helps in reducing the time and human error. In addition to this, we also conclude
that in a rule-based expert system, if a rule is wrong by any means then, it will, in
turn, give an inefficient result for multiple scenarios that get covered by that rule in
particular. Whereas in our implementation, where knowledge base consists only of
facts, an erroneous fact may lead to only one such circumstance for an inefficient
result, the possibility of which is very low.

The study conducted opens up a new way of developing expert systems, which
can be used for further studies or implementations in other fields later on. The idea
of replacing a single rule of any type with many relational facts without altering the
overall knowledge present also opens up a new way of designing all relative systems
or algorithms that work only with clauses. Further research may help in deducing
knowledge which can be produced from rules or facts alternatively.
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Handling Seasonal Pattern m
and Prediction Using Fuzzy Time Series L
Model

Mahua Bose and Kalyani Mali

Abstract Seasonal variation is one of the important components of the time series.
There are many techniques available in the literature to deal with the problem of
seasonality. A few hybrid fuzzy time series models investigated the problem of fore-
casting in the presence of seasonal variation. But these techniques follow complex
computational procedures. The aim of this present study is to develop a new fuzzy
time series forecasting model that can process seasonal patterns present in the data
directly without any seasonal adjustment by applying certain mathematical tech-
niques. The proposed Neuro-uzzy model is capable of extracting the seasonal pat-
tern from the training set and forecasting the future pattern. This model makes use
of Self-organizing map (SOM) for clustering similar patterns. Performance of the
model is evaluated using Rainfall data and Milk Production data.

Keywords Cluster - Fuzzy - Pattern - Relationship + Seasonal

1 Introduction

Seasonal variation is periodic in nature. It occurs at regular intervals of time (within a
week, month, or quarterly, etc.) [1]. For example, India receives heavy rainfall during
the monsoon season. At the beginning of the year (in January), rainfall is low. Then
it starts rising. During rainy season, it reaches the maximum and then it decreases
gradually. The sale of certain products is very high during festivals (in the month of
October—November) in India. This is another example of seasonal data.

In fuzzy time series models [2—4], observed values are represented by a sequence
of fuzzy sets [5]. These models can process both fuzzy data and crisp data which a
limitation of traditional time series. Its another advantage is that it does not require
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large training samples as in statistical models. In these models, a relationship exists
between the present state and one or more previous states. If there is only a single
previous state in which the present state depends, then it is known as the first-order
relationship. In case of multiple previous states, the relationship is considered as high
order [2-4, 6, 7].

Generally, two different approaches [8] can be adopted for forecasting seasonal
time series: (1) remove the seasonal factor from the time series by a deseasonalization
technique and then apply any forecasting method and (2) generate forecast for all
the seasons directly.

The present study employs the second approach. In this paper, our focus is on
the issues related to handling and forecasting seasonal patterns present in the data
without applying any seasonal adjustment techniques. The objective of this study
is to develop a fuzzy time series forecasting model for this purpose. The proposed
Neuro-fuzzy technique is capable of generating the predicted values for all of the
seasons directly at a time. There is no need for seasonal adjustment.

This paper is divided into the following sections: Sect. 2 summarizes the previous
studies in this direction. Description of the proposed forecasting model is given in
Sect. 3.In Sect. 4, the performance of the proposed model is analyzed. The conclusion
is presented in Sect. 5.

2 Related Works

Fuzzy time series forecasting models (FTS) have been applied in various areas such
as Finance [9-18], Climatology [19-23], Enrollments [3, 4, 6, 13, 23], Electricity
[24, 25], Environment [26], and Unemployment [14, 18]. Accuracy of the forecast
of these models is dependent on three issues: (1) partitioning of data, (2) formulation
of Fuzzy logical relationship (FLR), and (3) defuzzification.

There is no forecasting approach that can forecast all types of time series data.
Almost all of the FTS models can work with the nonseasonal data only. But in
presence of seasonal patterns (Fig. 1a, b), these models cannot be applied. They are
suitable for handling the stationary or trend time series. Otherwise, they produce large
forecasting errors. To get accurate forecasts for different seasons, these nonseasonal
models need to be applied for each season separately.

A few seasonal forecasting models using fuzzy time series are available in the
literature also. The seasonal model by Song [27] is an extension of the basic model by
Song and Chissom [2, 3]. Fuzzy trend and seasonality are also analyzed in the con-
text of fuzzy regression [28]. “FSARIMA” model [29] is an improved version of the
Seasonal Autoregressive Integrated Moving Average (SARIMA) model. This model
integrates the SARIMA model with Tanaka’s fuzzy regression model. It is applied
to the prediction of production values of Taiwan’s machinery industry and the sales
volume of soft drinks. An FTS model using max-min composition has been pre-
sented to handle seasonal patterns in the presence of trend [8]. This study calculates
the seasonal indices using ratio-to-moving-average method [30] and then removes
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Fig. 1 a Seasonal pattern (Season = 4) without trend. b Seasonal pattern (Season = 12) with trend

seasonal variation from the time series by deseasonalization. To deal with nonlin-
ear forecasting problems (like electricity load forecasting), a “SARFIMA” model
based on seasonal long memory time series is developed [25]. A bivariate SARIMA
model [31] integrated with fuzzy time series is successfully implemented. Another
bivariate model called Seasonal fuzzy integrated logical forecasting (SFILF) model
is proposed [32] also. Recently, a novel fuzzy forecasting model [33] utilizing the
concept of decomposition model [34] is presented. In this model, each of the com-
ponents of time series, i.e., trend, seasonality, and irregular fluctuations are modeled
separately using the fuzzy technique and finally the results are combined.

Previous works on seasonal forecasting models integrating with fuzzy techniques
involve complex mathematical calculation due to parameter estimations or seasonal
factor elimination. The proposed Neuro-fuzzy technique is capable of handling sea-
sonal patterns present in the data and generating predicted values for all of the seasons
directly at a time. No seasonal adjustment is required.

3 Proposed Fuzzy Time Series Model

Step 1. Define Data Domain D in the following way:

D = [(D_val,i, — Z1) — (D_val,. — Z»)]
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Table 1 Rainfall data India (in cm.) from 1871-2014
Year | Jan. | Feb. | March | Apr. | May | June July Aug. | Sept. | Oct. Nov. | Dec.
1871 | 19.6 | 10.7 | 14.4 339 | 63.6 | 208 277.8 | 179.4 | 183.5 | 36.8 323 | 6.7
1872 | 7.6 7.5 7.3 24 43.8 | 189.2 | 291.3 | 245.1 | 1879 | 78.5 27.6 | 19.1
1873 | 3.6 135 | 15 243 | 42.8 | 113 264.4 | 2142 | 165.6 | 60.7 115 | 89
1874 | 8.6 15.8 | 10.6 169 | 68.3 | 227.8 | 306.9 | 2334 | 206.2 | 93.2 18.7 | 4

2012 | 174 | 3.1 33 347 | 235 | 1123 | 2438 | 241 183.6 | 57.5 38.1 | 5.5
2013 | 4.7 308 | 83 26.7 | 47.8 | 227 307.7 | 235.1 | 153.1 | 1339 | 13.7 | 42
2014 | 133 | 233 | 21.1 134 | 64.8 | 90.8 256.4 | 219 170.2 | 61.8 15 9.9

where Lower Bound(LB) = (D_val,;, — Z;) and Upper Bound(UB) =
(D_valmax - ZZ)

Z, and Z, are two positive values chosen arbitrarily.

Table 1 shows the monthly rainfall data of India. The graphical display is given
in Fig. 2. The dataset has seasonal pattern but there is no trend. It is clearly seen that
the amount of rainfall is high in June—September and it is very low during winter.

Step 2. Fuzzification of data values: let us consider n intervals (I}, I, . . . I) in which
dataset is to be partitioned. Fuzzy sets Z, Z,, ..., Z, are defined as follows:

Zy=1/1i+05/L+---0/1,_; +0/1,
Z,=05/Ti+1/L+---+0/1,.1 +0/1,
Zyoy=0/Li+0/L+---+1/1,.1 + 05/,
Z,=0/Li +0/L+---+05/1,_; + 1/1,

350
300 1875
250 — - 1900
A
= 200 - . «1925
< 150
S0 A NXN e 1950
& 100
50 === 1975
0 —— 2000
c 0 £ 5 > o0 > P - 4
252853238238
=
Month -->

Fig. 2 Rainfall pattern in India
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Table 2 Fuzzification of rainfall data

Year Season

1 2 3 4 5 6 7 8 9 10 11 12
1871 71 VA VA V) - - - - - - 7 VA
1872 VA VA 7 7 - - - - - - 7y 7
1873 Z4 Z Z Z - - - - - - Z VA
2013 7 Vs 7 V4 — — - — — - 71 71
2014 VA VA 7 VA - - - - - — 7 VA

In this example (Table 2), equal-sized intervals are created (interval length = 25).
Data values are fuzzified into an interval with the highest membership value.

Step 3. Defining Fuzzy Logical relationship

According to the basic model of FTS [2, 3], an FLR of first order between the present
state F_val (t + 1) and past state F_val (t) is represented as

F_val(t)— > F_val(t+ 1)

Following the concept of seasonal version of fuzzy time series model [27], it can
be written as, F_val (t) - > F_val (t + s)

where s is the number of seasons.

It means that each of the observations represents a time period and the relationship
(between two fuzzified values) is defined for each quarter separately. For example,
from the entries of the years 1871 and 1872 (Table 2), the following relationships
can be obtained.

Z,— >7Z; (Season 1)
Z,— > 7, (Season 3)
Z,— > 7, (Season 3)
Zo— > 7, (Season4)
Zr— > 7, (Season 11)
Zy— >7; (Season 12)

Novelty of this research work is that, it groups fuzzified values of all the seasons
into a pattern where each pattern represents a time period. First-order relationship
(FLR) between two patterns (for the year 1871 and 1872) is shown as follows:

2,721,721, ..., Lo, 2 (t — )= > 2y, 21,21, 2y, ..., 2o, 21 (D)

Step 4. Clustering patterns
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Fig. 3 Self-organizing e
feature map with two clusters
|
N
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Self-organizing feature map (SOFM) or Self-organizing map (SOM) uses unsuper-
vised learning for clustering similar patterns. It is also called or Kohonen network
[35]. Let the number of training patterns be n. These patterns will be grouped into ¢
clusters (Fig. 3).

In this paper, neighborhood = 0. The number of input nodes = s (season). In this
case, index values of the fuzzy sets in a pattern will be input to the system. From the
above example, the first input will be 1,1 1, 2, ..., 2,1.

Step 1. Initialize the weight vector randomly and the learning rate o.. Set the maximum
iteration number.

Step 2. Set iteration = 0. Set neighborhood = 0.

Step 3. Repeat Step 46 for every input pattern p.

Step 4. Calculate the Distance from pattern pi to each output node c;.

n c

Dist(j) = Z Z(l’i - wij)z

i=1 j=1

Step 5. Node corresponding to minimum Dist (j) is the winning unit.
Step 6. Update weight of the winning unit as follows:

W[ij] (new) = W[ij] (old) + a(pli] — W[ij] (old))

Step 7. Update the learning rate o.

Step 8. Increment the iteration number.

Step 9. If maximum iteration occurs, stop else goto Step 3.
Step 4. Forecasting future pattern

Step 4.1. Assign each pattern a group/cluster id (Table 3). From the sequence
of group-id, obtain the trend of occurrence of patterns and count the number of
occurrences in ¢ X ¢ pattern_transition matrix (Fig. 4). So, for five clusters, c = 5.
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Table 3 Clustering patterns with SOM (using five cluster)
Year 1871 1872 1873 1874 1875 1876 1877 -
Cluster _id 0 0 2 0 0 2 3 -

Fig. 4 Occurrence of
patterns in clusters Next
Clusters 1 ) 3 4 5
1 10 5 6 2 3
2 3 a4 7 3 0
3 7 3 2 3 S
4 3 3 3 0 2
Previous | 3 2 3 2 3 5

Step 4.2. Calculate average index value.

Let us consider “p” patterns in the first cluster (p < n). Total training pattern is
n. These patterns are stored in n x s matrix “mat”. Now take the average of entries
in the matrix column-wise. There will be “s” average values (one for each season).
This way, the average (integer) values of other clusters will be computed. These will
be stored in a ¢ X s matrix “avg_index”.

p
Avg_index[1][i] = | > (mat[jlli]) |/p @

j=1
wherei=1,2,...,s
In this example, there are 26 patterns in cluster 1 (Table 4). So, p = 26.

Step 4.3. Midpoints of intervals corresponding to avg_index values are stored in
another ¢ X s matrix. Middle values of fuzzy sets corresponding to average index
values are shown in Table 5.

Step 4.4. Defuzzification

In this step, the predicted value for all the seasons will be calculated at a time.

Table 4 Patterns in cluster 1 (example)

1 1 1 2 3 9 12 8 8 2 2 1
1 1 1 1 2 8 12 10 8 4 2 1
1 1 1 1 3 10 13 10 9 4 1 1
1 1 1 1 3 8 13 9 9 3 1 1
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Table 5 Middle values
13 13 13 13 38 188 288 213 163 63 13 13
13 13 13 13 38 163 263 263 138 38 38 13
13 13 13 13 38 113 263 213 188 63 13 13
13 13 13 13 38 163 213 188 113 63 13 13
13 13 13 13 63 163 263 263 188 113 13 13

Table 6 Season with predicted rainfall
1 2 3 4 5 6 7 8 9 10 11 12
13 13 13 13 | 409 161.1 269 | 226.5 163 | 63.96 17.8 13

Defuzz[j] = Y ((mid[cllj])  (pattern_trend(k][c]))/ Y _(pattern_trend([k][c])
i=1 i=1
(2)

where k is the group-id of the previous pattern. Each season is represented by j (j =
1,2,...,8).

Seasonal pattern for the year 2013 is in clusterl. From Fig. 4, numbers of occur-
rences of the next possible clusters are obtained. Using Eq. 2, predicted rainfall values
for the next 12 seasons (in 2014) are shown in Table 6.

4 Performance Evaluation

4.1 Data

We have collected the following datasets: (1) all India monthly rainfall data (1871
2014), from the website of the Indian Institute of Tropical Meteorology (http://www.
tropmet.res.in). Rainfall data for the years 1871-1960 are used as training samples.
Remaining data are used for evaluation performance of the proposed model; (2) Milk
Production data (monthly milk production: pounds per cow. January 62-December
75) [36].

4.2 Results and Discussion

Initially, the data values are partitioned into equal-length intervals and then fuzzy
patterns are generated. Then using SOM, training patterns are grouped into clusters.
For the experiment, 4—6 clusters are generated.
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Performance of the proposed model is compared with a recently presented FTS
model [14]. This model [14] is developed for nonseasonal data only. So, the model
is applied separately for each quarterly dataset. The proposed model generates a
forecast for all seasons in a single run. It is seen that average RMSE value is lower
than that of nonseasonal model [14]. For the estimation of forecast error, Root Mean
Square Error (RMSE) is chosen. Results are displayed in the tables [9, 10].

RMSE = Z((Actual — predicted) * (Actual — predicted))/n 3)

i=1

where n represents the number of test samples.

4.2.1 Rainfall Prediction

We have applied this model to rainfall data of India (1871-2014). The amount of
rainfall India receives is mainly dependent on South-West monsoon. About 70%
of the population is dependent on agriculture. Rainfall prediction is a matter of
great importance for economic development of the country and also for disaster
management activities.

RMSE values for s = 12 (with interval length 25) are shown in Table 7. It is seen
that average RMSE values using 4, 5, and 6 clusters are 21.97, 21.99, and 21.90,
respectively.

In India, we are concerned with monsoon rainfall only. We have also organized
the data into four quarters and predicted quarterly total rainfall also (Table 8). The
first quarter represents the total rainfall of the months (January—March). Similarly,
total rainfalls for other three quarters are calculated.

In Table 8, the Minimum and Maximum values are 12.7 and 845.7, respectively.

Here, LB = 0 and UB = 850. We have partitioned the dataset into 17 equal length
segments. The length of each interval is 50.

Data values are fuzzified into an interval with the highest membership value. For
example, rainfall value (Table 8) in the first quarter of 1971 is within the range of
the first interval (0-50). So, it is fuzzified into interval 1 and its fuzzified value is Z;.

It is evident from Table 9 that the average forecast accuracy of the proposed
seasonal model is better than that of the nonseasonal model [14]. Nonseasonal model

Table 7 RMSE values (s = 12) for rainfall data

Clusters | Season

1 2 3 4 5 6 7 8 9 10 11 12
4 6.85 | 847 | 9.07 | 1643 | 18.8 37.7 36.5 | 33.77 | 3229 | 30.94 | 22.49 | 10.34
5 6.85 | 847 | 9.07 | 1643 | 19.61 | 35.76 | 369 | 34.55 | 33.26 | 30.8 21.85 | 10.34
6 6.85 | 847 | 9.07 | 1643 | 20.74 | 38.05 | 37 3445 | 3229 | 284 20.79 | 10.34
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Table 8 Yearly Rainfall data of India (cm.) in four quarters

Year Q1 (Jan.—Mar.) Q2 (Apr.—June) Q3 (July-Sept.) Q4 (Oct.—Dec.)
1871 44.7 305.5 640.7 75.8

1872 22.4 257 724.3 125.2

1873 32.1 180.1 644.2 81.1

1874 35 313 746.5 1159

2012 23.8 170.5 668.4 101.1

2013 43.8 301.5 695.9 151.8

2014 57.7 169 645.6 86.7

Table 9 RMSE values (using s = 4)
Season 1 2 3 4 Average
Nonseasonal model [14] 19.5 64.65 85.55 38.36 | 52.015
Proposed Seasonal model (using 6 clusters) | 18.45 | 54.454 | 74.727 | 36.10 | 45.93
Proposed Seasonal model (using 5 clusters | 18.45 | 50.77 78.117 | 49.86 | 49.3
Proposed Seasonal model (using 4 clusters) | 18.45 | 48.97 72.44 41.94 | 4545

treats data for each season, a separate series and calculates predicted values. But the
proposed seasonal model generates the forecast for each season at a time.

4.2.2 Prediction of Milk Production

Milk Production data (Fig. 5a, b), has both trend and seasonality. So, first of all trend
is removed by first-order differencing (by computing the differences between each
two consecutive observations at time t and t—1). Then a positive number greater than
the highest negative value is added to each to the difference values. After that, the
proposed algorithm is applied. In the end, a positive value is subtracted from each
predicted value. This is the adjusted predicted value.

Forecast(t + 1) = Actual value(t) + Adjusted prediction (@)

Here, the first 12 years’ data is used for training and the last 2 years’ data is
identified as a test set. RMSE values (using four clusters) are displayed in Table 10.
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Table 10 RMSE values: Seasonal model (s = 12)
Interval | Season
length | 2 |3 4 |s 6 7 |8 |9 10 |1 12
30 292 | 4.1 | 255 7.07 2 10.12 5.1 47| 10.12 6.67 4.53 | 3.61
25 7.62 | 45 | 1395 | 2.24 | 12.02 6.519 | 10 11 6.519 | 9.19 | 14.6 4.24

5 Conclusion and Future Work

This paper presents a novel technique for forecasting fuzzy time series in the presence
of seasonal variation. The objective of this study is to forecast the entire pattern
without adjustment of the seasonal factor. Average forecast accuracy of the proposed
seasonal model is better than that of the recently developed fuzzy time series model
(nonseasonal model).

The proposed model can be applied to any kind of seasonal data series. Currently,
it deals with seasonal patterns only. It can handle seasonal patterns with trends also.
The problem of complex seasonal patterns or multiple seasonal patterns is to be
investigated in future.
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Automatic Classification of Fruits and )
Vegetables: A Texture-Based Approach L

Susovan Jana, Ranjan Parekh and Bijan Sarkar

Abstract Fruits and Vegetables are very important food product for the daily life
of the humans. Classification of fruits and vegetable is needed for every aspect of
the agricultural industry. It is quite challenging to automatically classify fruits and
vegetables from digital images. The task of automatic classification becomes more
difficult when the image is captured from a different viewing angle. This paper pro-
poses a complete texture-based approach for addressing the effect of viewing angle
change to classify fruits and vegetables automatically. At first, a grayscale image
is generated from the input color image. The grayscale version of the input image
is used to extract multiple threshold values using the multilevel Otsu thresholding
technique. Those threshold values are used to generate a set of binary images. The
binary images pass through a border extraction process to generate the border image
of every binary image. Finally, the border image is processed to calculate the frac-
tal dimension. In parallel flow, the same grayscale image is processed to compute
gray-level co-occurrence matrix based features. The fractal dimension and gray-
level co-occurrence matrix based features are combined to make a feature vector
for classifying the fruit and vegetable classes. Images are collected by covering the
entire range of 0°-360° angle for each class in our dataset. In total, 1656 images
of 23 classes of fruits and vegetables are used for experimentation. The maximum
accuracy of the system is 98.33% with Naive Bayes classifier.

Keywords Multilevel thresholding - Texture + Fractal - GLCM - Classification
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1 Introduction

Fruits and vegetables are very essential in our daily diet. It contains most of the
important vitamins, minerals, and antioxidants. A large number of fruit and vegetable
species exist [24] in the world. All the species are not edible. We are focusing only
on edible fruits and vegetables here. Although fruits and vegetables have different
tastes, many of them have similar appearances. The edible fruits and vegetables are
harvested, sorted, and packed for delivery to the customers. It needs a large number of
expert resources and a long time to process the fruits from the agricultural field to the
supermarket. Automation in the agricultural field and supermarket is a must to reduce
the time as well as the dependency on the manual resource. Classification among
different fruit and vegetable types is one of the major tasks to migrate to automation.
Automatic classification of fruit and vegetable types is a very challenging work using
the visual features [4] from an image. The challenges are addressed using image
processing techniques in many existing works. The color, shape, texture, and size
[19] features were extracted from the image and utilized for the classification of fruits
and vegetables. Fruit and vegetable identification in the mobile environment [15, 32]
is also helpful for a visually impaired person as well as one who is not aware of the
outlook of a fruit and vegetable species. In a conveyor belt, fruits and vegetables may
appear in a random orientation. It may face the camera from any side of the surface
as the camera is fixed in a position. This problem increases the challenges of the
classification task. This paper attempts to propose a solution of fruit and vegetable
classification addressing viewpoint changing problem. This work is a texture-based
classification of fruits and vegetables. The selection and processing of features have
been done in such a way that the classification result and performance will not be
affected by the change of viewing position for particular fruits and vegetables. The
proposed work has been designed to enable the classification of fruits and vegetables
from all viewing positions. The dataset also contains the images from 72 viewing
positions for a particular class to validate the proposed approach.

Section2 describes some of the previous works on fruit and vegetable classifi-
cation using image processing. Section3 contains the materials and the proposed
technique in details. Section4 brings up the results of the experimentations and the
discussion on the work. Section5 draws a conclusion of the work with the future
direction of work.

2 Previous Works

Classification is a very challenging work based on image analysis and machine
learning. A number of previous works attempt a classification of fruits and vegetables
by utilizing differences in their visual appearances, namely size, color, shape, and
texture. A fruits and vegetables classification system was proposed by Cornejo et al.
[6]. Features extracted from hue and saturation histograms have been utilized. They
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experimented with 15 different fruit and vegetable categories and achieved the best
accuracy with the SVM classifier. Rachmawati et al. [26] developed a color palette
from RGB fruit images using the k-means clustering technique. The color descriptor
of the fruit is selected from the clusters. Further, it was used for the classification
of fruit class. Quantization of the color histogram, which was extracted from the
RGB image, was used to differentiate between 32 classes [25] of fruits. The chi-
square method was used to select the most discriminating feature. Improved Sum
and Difference Histogram [8] features, which were extracted from a color image,
were applied for the classification of fruits. The SVM classifier showed a good
classification accuracy for 15 classes with these features. Mango fruit recognition
was proposed using shape analysis and backpropagation neural network [20].

One type of feature is not sufficient when the number of classes is large. It
requires lots of training data. To address this problem, a multiple feature and classifier
fusion [27] based approach was introduced by Rocha et al.; global color histogram,
Unser’s descriptor, color coherence vector, border/interior pixel classification, and
appearance descriptor were combined for classification. Naskar et al. proposed a
multiple-feature-based classification using a neural network [21]. They extracted
texture features after passing the image through log Gabor filter then mean of hue
used as a color feature, area, and perimeter used as a shape feature. Another mixed
approach [30] was given for fruit classification based on shape and color. The fea-
ture vector is formed with perimeter, area, roundness, and color means of each of
the RGB channels and obtained 90% accuracy with the k-NN classifier. Ninawe et
al. [22] added entropy features with Seng et al.’s approach and demonstrated 5%
improvement of accuracy. A technique for the classification of three fruit classes
was proposed by Zawbaa et al. [35] using two sets of features. The first set con-
tains statistical features like mean, variance and skewness, and kurtosis extracted
from color channels were combined with shape-based features like centroid, Euler
number, and eccentricity. SIFT was the only feature for the second set. A number of
features representing color, texture, and shape were first extracted and then PCA was
used to reduce the feature vector dimension by Zhang et al. [36]. Fruit classification
shows the best accuracy using multiclass SVM. Another mixed approach was used to
recognize vegetables in the supermarket and grocery store [2]. Color (HSV), texture
(LBP), shape (circumference, area, and roundness) features, and backpropagation
neural network were utilized for the classification of four classes of fruits [34]. A
combined approach [1] of color (standard deviation, mean, kurtosis, and skewness
are extracted from Hue and Saturation channels) and texture feature (energy, contrast,
local homogeneity, cluster prominence, and cluster shade are extracted from gray-
level co-occurrence matrix) were used to classify 15 classes of fruit. A multi-feature
fusion was used for classification of five fruit classes [16] and achieved a good clas-
sification result with histogram oriented gradient (HOG), local binary pattern (LBP),
global color histogram, and Gabour local binary pattern of multiple color channel
and LIBSVM. A visual feature based vegetable classification system was proposed
for blind people [5]. The system captures an image and informs the person about the
vegetable.
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The classification of the subtypes becomes more difficult for different fruit classes.
The features which were used for the classification of different fruit classes may not
be effective for the classification of subtypes of a fruit class. A shape-based approach
[29] was demonstrated to classify three subtypes of mango using the Naive Bayes
classifier. Another apple subtype classification method was proposed using color
and shape-based features [28]. Naive Bayes classifier recognizes most accurately
among the three types of apple in Ronald’s work. An improved intra-class [14] fruit
classification technique was proposed using statistical texture features, i.e., contrast,
correlation, energy, homogeneity, and standard deviation of the histogram for each
of the three color channels of the RGB image. It was observed that those features
and the neural network classifier are appropriate for subtype recognition of any fruit
class. A date fruit classification was introduced using a combination of color, texture,
shape, and size-related features [12]. They achieved the best accuracy of classification
among seven classes using the neural network classifier.

The classification of fruits and vegetables has already been explored by many
researchers. They have extracted the different types of features and proposed suitable
classifiers with those features. But, nobody considered the effect of viewing the
position change in the classification of fruits and vegetables. We observed that the
classification result degrades when position of viewing was changed. The reason
for this degradation is the variation of the feature pattern for a fruit or vegetable
image with viewing position change. The need is to propose a solution of viewpoint-
independent fruit and vegetable classification.

3 Materials and Methods

This paper addresses the problem of change in viewpoint for classification. It finds a
set of classification features to discriminate fruits and vegetables into multiple classes
even when their images have been captured from different viewpoints. The details
of this dataset and technique are elaborated in different subsections.

3.1 Dataset

The dataset was collected from the Amsterdam Library of Object Images (ALOI)
[11]. The fruits and vegetables are placed on a rotating wheel and the images are
captured from a fixed position. Each object is rotated by 360° in steps of 5° and 72
different images were captured. Figure 1 shows the appearance of cauliflower for 30°
variation in each snapshot. 23 classes of fruits and vegetables are selected to validate
the system. In total, there are 1656 images in this dataset.
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Fig. 1 Snapshots of a cauliflower from different viewpoints

3.2 System Overview

This subsection demonstrates the complete system overview. Figure2 indicates the
overall data flow of the proposed system. The dataset is separated into two parts, i.e.,
training images and testing images. Both training and testing images are processed
for feature extraction. Fractal dimension and GLCM-based features are merged to
generate a single vector. The training features are used to train the classifier. Finally,
test samples are fed to the trained classifier to get the classification result of fruits
and vegetables.

3.3 Conversion to Grayscale

RGB color image (/) has three channels, i.e., IR, I G, andI B. Three channels are
merged to generate a grayscale image (/g) using Eq. (1). This conversion is manda-
tory for both fractal analysis and GLCM analysis.

I, =0299 x IR+0.587 x IG+0.114 x IB (1)

3.4 Fractal Analysis

3.4.1 Multilevel Thresholding

Multilevel thresholding technique [17] is the advanced version of basic Otsu thresh-
olding [23]. This is a very popular algorithm for its faster processing and low storage
requirement. It has been applied on the grayscale image (/,) to extract the threshold
values. Assume that /, has M number of pixels, which has intensity level from 1 to
L. f; denotes the total count of pixel for gray level i. p; is the probability of intensity
level i in the grayscale image. Equation (2) depicts this probability.

pi= @)
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The number of threshold levels (N;) is given to the system as an input. The set
of N; threshold values {71, T, T3, ..., Ty, } is the output of this step. The output
depends on the distribution of gray-level histogram. The image has been divided
into K = N; 4 1 classes. The wy in Eq. (3) depicts the cumulative probability of kth
class and p in Eq. (4) represents the average intensity of kth class. pr represents the
average intensity of the entire image and obz represents the between class variance.
Equations (5) and (6) depict the formulations of pr and abz, respectively.
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The optimum threshold values {71, T>*, T5*, ..., Ty,*} are selected by maximizing
the value of obz. Refer to Eq. (7).

(I, T, T5%, ..., Ty,*} = Arg Max{o} (T, T», T,

7
o I} 2

3.4.2 Binarization

I, is converted to a binary image using Eq. (8) for each of the values from set 7',
which was extracted using multilevel thresholding techniques. It creates N; number of
binary images. The binary images using Eq. (8) of a cauliflower sample is represented
by Fig. 3, where N, is 4.

I, ifl,(x,y)>T

0, otherwise

Ipy(x,y) = ®)

Again, the grayscale image is converted to a binary image using Eq. (9) for each
threshold range. The lower threshold value is represented by 7; and the higher thresh-
old value is represented by 7j,. The count of threshold range will be N; — 1 when
N, is number of threshold level. A set of binary images are generated from an equal
number of threshold range. Figure 4 depicts the binary images with ranged threshold
value for cauliflower where N, is 4.

1, ifly(x,y) > Tiand I, (x,y) < Ty
0, otherwise

Iy (x,y) = { €))

Ny, in Eq.(10) denotes the total number of binary images generated from the
binarization. The reason for generating multiple binary images from a single input
image is to represent different levels of detailing of the surface texture.

Npyw =2N; — 1 (10)
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Fig. 4 Demonstration of the generated binary images by Eq. (9), where N; =4

3.4.3 Finding Borders

A pattern is hidden inside the segmented image for each class. The identification
of border pixels is necessary to find this pattern. The border pixel is selected by
analyzing the neighboring pixels. A pixel in a segmented image will be chosen as the
border pixel if a pixel (1, (X,y)) with value 1 is surrounded along any of its 8 sides
(Ng [(x,y)]) by pixels with value 0. The remaining pixels, which do not satisfy the
condition, are treated as non-border pixels. Border pixels are represented in white
while all other non-border pixels are converted to black. Equation (11) represents the
border image (/) generation process from the binary image (/). Figures5 and 6
depict the border images from Figs. 3 and 4, respectively.

1, if I, (x, y) = ]andlbw(x/’ y/) =0
Ip(x,y) = where(x’, y) € Ng[(x, y)] (11
0, otherwise

Fig. 5 Border image representation of Fig.3
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Fig. 6 Border image representation of Fig.4

3.4.4 Fractal Dimension Calculation

Fractal is a never-ending pattern. It was discovered by Mandelbrot [18]. The fractal
dimension (D) computation is done by Eq.(12). In this equation, N is the smaller
fragments used to replace a larger piece and F is the size of smaller fragments
compared with a larger piece.

logN

B log%

D (12)

Snaps of the first four stages of Koch snowflake are shown in Fig. 7. Koch snowflake
[33] is an example of a fractal pattern. The Koch curve is initiated as a triangle after
which each side of the triangle is replaced by four line segments, each having one-
third its original length. Hence the computed dimension of Koch snowflake is 1.231.
This fractal dimension can never be in integer form. It always comes in a fractional
form.

In this work, fractal dimensions [31] are computed using Hausdorff’s box-
counting method [7, 9]. Initial dimension of the border image (1) is (H x W).
Equation (13) represents the calculation of the box size (S) at the beginning.

S — pMlog, (max(H,W))] (13)

The I,[H x W] is padded by zero for (S — H) rows and (S — W) columns to make
I,[S x S].Itis splitinto square grids of size ¢ x ¢. The initial size of the gridis § x S.
The number of grids or boxes (N (¢)) with minimum one pixel of the object is counted.

) @) 3) (@)

Fig. 7 Snaps of the first four stages of Koch snowflake
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Fig. 8 log(1/e) versus log N (¢) plot for the images in Fig. 6

In the next stage, the grid size is made half of the prior stage in both directions. Again
the box count (N (¢)) is done with a similar criteria. The tasks will be repeated while
¢ >1. It will store log(1/¢) and log N (¢) as x and y coordinates, respectively, in every
stage. Figure 8 shows the sample plot of log(1/¢) versus log N (¢) for the images in
Fig. 6. The coordinates are fitted into a straight line with the least square technique.
The slope of the approximated line is considered as the fractal dimension (D). Refer
to Eq. (14).
_ A{logNge)} (14)
A{log -}
In Table 1, a sample study was done to see the effect of changing the viewing
position on box-counting based fractal dimension of a fruit or vegetable surface.
Fractal dimension was computed and recorded for a sample changing 30° viewing
angle every time, where N, equals 7. The study considered the lowest and highest
threshold values as well as the lowest and highest threshold range. The standard
deviation nearly equals 0.02 while the viewing angle changes. It states that the fractal
dimension is not varying too much when changing the viewing angle. A little variation
of the fractal dimension is also observed for a sample image when threshold value or
threshold range changes for the same viewing angle. This motivates us to compute
fractal dimension for multiple threshold values.
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Table 1 Sample study on fractal dimension of mango fruit (N; = 7)
Viewing angle Lowest threshold Highest threshold | Lowest range | Highest range
value value threshold threshold
0° 1.2664 1.3145 1.2916 1.4810
30° 1.3504 1.3066 1.3683 1.4226
60° 1.2880 1.2718 1.3107 1.4184
90° 1.3099 1.2827 1.3370 1.4118
120° 1.2745 1.2973 1.3127 1.4436
150° 1.2563 1.3174 1.2968 1.4389
180° 1.2393 1.4052 1.2740 1.4506
210° 1.2668 1.3168 1.2882 1.4402
240° 1.2559 1.3413 1.2843 1.4269
270° 1.2697 1.4315 1.2913 1.4678
300° 1.2639 1.2507 1.2891 1.4201
330° 1.2809 1.3030 1.3053 1.4085
Standard deviation | 0.0291 0.0519 0.0261 0.0224
Table 2 Algorithm: fractal dimension computation
Input: A GrayScale image (/) and the number of threshold levels (V;)
Output: Fractal dimensions (D)
1. Calculate N; number of optimum threshold values using the multilevel Otsu
thresholding technique and store them in set 7" in ascending order
2a. fori=1to N,
Generate binary image (/p,,;) for the threshold value 7; using Eq. (8)
end for
2b. forj=1to(N; — 1)
Generate binary image (/py(n,+)) for the threshold range 7; to T4 using
Eq.(9)
end for
3. fork=1to (2N; — 1)
Generate border image (/pr) from each of the binary images (/pyk) using
Eq.(11)
end for
4. fork=1to (2N; — 1)
Compute fractal dimension (Dy) for the border image (/,x) using Eq. (14)
end for




82 S. Jana et al.
3.4.5 Feature Vector from Fractal Analysis

Multiple fractal dimensions are extracted from the single input image. Combination
of fractal dimension directs toward perfect classification. A feature vector (F F) is
formed with the extracted fractal dimensions. F' F has 2(N,) — 1 number of features
as the number of segmented images for each input image. Refer to Eq. (15) (Table 2).

FF ={Dy,D;, D3, ..., Dyy_1} (15)

3.5 Gray-Level Co-occurrence Matrix (GLCM) Analysis

A gray-level co-occurrence matrix [3, 13] represents the spatial relationships among
the pixels. The probability of an intensity value i appears as the neighbor of another
intensity value j at a fixed distance d and fixed angle 6, considering that L (total
intensity levels in grayscale) is known. Refer to Eq.(16). The dimension of G is
decided by the number of gray levels (e.g., 256 x 256).

G = Pr(, j|d,0,L) (16)

Directions can be along 0°, 45°,90°, and 135°. A GLCM is converted to symmetrical
form by adding the transpose to the original. Then the normalization of the GLCM
is done by dividing all the elements by the sum of the entire matrix.

3.5.1 Contrast, Correlation, Energy, and Homogeneity Calculation
from GLCM

This gray-level co-occurrence matrix cannot be directly used as a classification fea-
ture. Rather, some statics are computed from the GLCM to provide texture properties
of an image. This scalar value of statics can be used as a feature for recognizing a
particular pattern. The scalar features [10] are used here, namely Contrast (Ct), Cor-
relation (Cn), Energy (Ey), and Homogeneity (Hy) as defined in Egs. (17)—(20).
S(i, j) is the value of (i, j)th position in the symmetrical normalized directional
GLCM, and the range of 7, j is from 1 to L.

L
Ct = Z li — jI2SG, j) 17

ij=1

L . . . . ..
Cn — Z (@ —pi)(j—uj)SA, j) (18)
ij=1

00
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L
Ey= Y SG,j) (19)
i j=1
Hy = ZL: _S6J) (20)
A T

ij=1

3.5.2 Feature Vector from GLCM Analysis

Each of the features is calculated with 1-pixel distance in four directions, i.e., 0°,
45°,90°, and 135°. It makes a feature vector (¥ G) of length 16. Refer to Eq. (21) for
the structure of the feature vector.

FG = {Ctye, Ctyso, Ctope, Cti350, Cnge, Cngse, Chope,
Cnisse, Eyoe, Eyase, Eyope, Eyi3se, (21
Hyoe, Hysse, Hyope, Hyi3s0}

3.6 Combined Feature Vector

A feature vector is usually represented by an n-dimensional vector of numerical
values and plays an important role in pattern recognition problems. Multiple features
are combined to form one feature vector and achieve better accuracy. In this work, it
is observed that accuracy gets increased when GLCM-based features are combined
with the fractal dimension. Here, the final feature vector(F T') is formed by merging
FF and FG. Refer to Eq. (22)

FT ={FF, FG} (22)

3.7 Classification

Classification of objects from images is mostly done by a set of classification fea-
tures and a classification algorithm. A perfect classification is not possible in practice
because of intra-class differences, inter-class similarities and undesirable noise intro-
duced in the image. The choice of the classifier and the decision rule play an important
role in accurate classification. The process of selection and extraction of classifica-
tion features should be decided very carefully by analyzing the problem domain.
The set of features is extracted from the training images and the corresponding class
labels are given to a classification algorithm to train the prediction model. The same
set of features as given during training are extracted from the test image and passed
to the trained prediction model. This model returns the class label of an unknown
test sample based on the matching probability with a particular class.
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4 Experimentation, Result, and Discussion

The complete system was developed in MATLAB R2017a 64-bit version. The entire
experimentations are performed in the Intel Core i5 processor with 3.00 GHz speed
and 4GB Random Access Memory with Windows 7 64-bit operating system. Every
fruit and vegetable class has 72 images in the dataset. Twelve images are selected
for training out of 72 for each class. The viewing angles of the training set are 0°,
30°, 60°, 90°, 120°, 150°, 180°, 210°, 240°, 270°, 300°, and 330°. The remaining
60 images from other directions are used for testing. In total, the training dataset
contains 276 images and the testing dataset contains 1380 images. The number of
testing images is five times that of the number of training images. The number of
images for training and testing can be selected in random order.

At first, experimentations are done to see the classification ability of the fractal
dimension. The classification algorithms are used for experimentation, namely Naive
Bayes (NB), Discriminant Analysis (DA), k-Nearest Neighbor (k-NN), and Support
Vector Machine (SVM). Table 3 shows the outcome of the complete system using
those classification algorithms and a different value of N,. It shows that the k-NN
classifier is performing consistently good for every level of threshold. The maximum
accuracy using the k-NN classifier is 96.01%. The efficiency is the problem with the
k-NN classifier. k-NN does not generate a trained model, rather it does the prediction

Table 3 Overall classification accuracy using fractal analysis and various classifiers

N; SVM NB DA k-NN
4 61.67 79.49 80.22 92.54
5 62.83 83.48 86.38 93.84
6 66.09 85.72 89.49 94.78
7 75.43 89.06 91.67 96.01
100 T T T T T

el
=

I
L

Classification Accuracy (%)
o0
= &
\\\\

—&—k-NN Classifier
DA Classifier -
—=e— NB Classifier
—e— SVM Classifier
1 1 1 1 1
4.5 5 5.5 6 6.5 7
Number of Threshold Level (N)

~J
=
I

=2}
=
oy

Fig. 9 Accuracy variation with the number of threshold levels (N;)
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at the time of execution with the involvement of the complete training dataset. This
issue is addressed by selecting very less data for training compared with testing
data. Naive Bayes classifier and Discriminant Analysis classifier also show good
results. Plots in Fig. 9 confirm that the overall system accuracy is improving with the
increment of N, for all the classifiers, which have been experimented here. Accuracy
degrades after a certain number of threshold levels because the grayscale image
has been oversegmented. Sometimes the segmented images are completely black
without any object pixel when the lower range of threshold is used for binarization.
Particularly for this dataset, the accuracy of classification starts degrading when N,
increases above 7. The same dataset is tested with GLCM-based features and the
same classifiers. The accuracy outcome is shown in Table4. Here also, the overall
classification result is good with k-NN, DA, and NB classifier.

The improvement of accuracy is observed when the features from fractal analysis
and GLCM analysis are merged. Table5 shows the overall classification accuracy
with a combined feature vector and different classifier. Figure 10 depicts the accu-
racy comparison of 23 classes using the combined feature vector and the number of

Table 4 Overall classification accuracy using GLCM analysis and various classifiers
SVM NB DA k-NN
40.29 92.54 94.06 93.91

Table 5§ Overall classification accuracy using combined feature vector and various classifiers

N; SVM NB DA k-NN
4 74.64 97.83 97.03 97.46
5 80.14 98.33 97.32 97.75
6 82.54 97.90 97.83 97.17
7 86.45 98.26 97.97 97.83
100 T : ¥
90
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=
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Fig. 10 Class-wise accuracy of the proposed approach using different classifiers when N, = 7
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Table 6 Classification time variation using different classifiers and different threshold levels. Image
Size: Width-384, Height-288

N; SVM NB DA k-NN

4 0.6274 0.6271 0.6271 0.6272
5 0.7873 0.7870 0.7870 0.7871
6 0.9553 0.9551 0.9551 0.9552
7 1.1761 1.1759 1.1759 1.1762

threshold levels (N;) as 7. The classification outcome is not good with the SVM clas-
sifier for most of the classes irrespective of the threshold level. Since SVM is mainly
designed for binary linear classification, it is not preferred due to poor performance
for large datasets and a large number of classes though it has been extended for
multi-class nonlinear problems by using kernel trick. The system accuracy ranged
between 97.03 and 98.33% except for the SVM classifier’s accuracy. So, we can say
that accuracy is stable and not varying too much with the change of classifier or the
number of threshold levels. The stability of accuracy is another reason for combining
features from both the fractal analysis and GLCM analysis. Table 6 shows the aver-
age time taken to classify a test fruit or vegetable sample with combined features.
The system takes approximately 1 sec to classify one sample, which is acceptable
for fruit and vegetable classification in real time. It is observed that the required clas-
sification time for each sample is increased with the increment of N,. The increment
of N, generates more binary images, which leads to more computation and more
processing time.

Table 7 Comparison of technique and the overall accuracy among different approaches

S1 no. Author and Techniques Overall
Approach percentage
of accuracy
[1] Roomi et al. [29] Circulatory ratio, major axis and minor 40.22
(Shape Based) axis ratio, and eccentricity features with

Naive Bayes classifier

[2] Ninawe et al. [22] Perimeter, area, roundness, mean value of | 54.49
(Mix Feature Based) | RGB channels, and grayscale entropy
features with k-NN classifier

[3] Cornejo et al. [6] Histogram features of hue, saturation 90
(Color Based) channel and census transformed grayscale
image with SVM classifier

[4] Proposed Approach | Combination of fractal dimensions and 98.33
contrast, correlation, energy, homogeneity
from GLCM with k-NN classifier,
discriminant analysis classifier, and Naive
Bayes classifier
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Fig. 11 Comparison of accuracy for each class using previous approaches and the proposed
approach

Table7 compares the proposed approach vis-a-vis some previous approaches.
Three papers, which are based on color, shape, and mixture of different types of
visual features, are selected for comparing with the proposed approach. Approach 1
[29] deals entirely with shape-based features, however, in most cases, contour shapes
of fruits and vegetables tend to change with change in viewing angles. This problem
leads to very bad performance with Approach 1. Approach 2 [22] uses a combination
of color, texture, and shape features, which however failed to capture the variations
arising from a large number of classes. Shape descriptors used by them vary with the
change of fruit size or camera distance, i.e., area and perimeter. Approach 3 [6] uses a
combination of color and intensity histograms which however works well only when
the number of colors is limited. Figure 11 depicts the comparison of accuracy for
each class using previous approaches and the proposed approach. Redline in the plot
proves the effectiveness of the proposed approach for every class over the previous
approaches.

5 Conclusion

A technique for viewpoint-independent classification of fruit and vegetable is pro-
posed in this paper. The input image is transformed into a grayscale image. The
grayscale image is split into a number of binary images based on the threshold values
generated during the segmentation phase. The border image is generated by exclud-
ing the non-border pixels from the binary image. Each of the border images passes
through a fractal dimension calculation process using the box-counting method. The
multiple dimension values are treated as classification features. In a parallel way,
some statistical texture features are computed from GLCM, which was generated
from the grayscale version of the input image. The features from the fractal analysis
and GLCM analysis are merged to get a stable and robust feature vector for classifica-
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tion. The algorithms that can be used for classification are k-Nearest Neighbor, Dis-
criminant Analysis, and Naive Bayes. The overall classification accuracy is between
97.03 and 98.33%. The novelty of this work is the identification and processing
of viewpoint-independent texture features and selection of proper machine learning
algorithms to make fruits and vegetables classification system robust by changing
the viewing position. The classification time is around 1 sec, which is acceptable
for an automated system. Another issue of fruit and vegetable classification is the
variation of illumination condition. This problem can be a direction toward future
research.
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