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Editorial Preface

With the advancement of human civilization there are various phases of transfor-
mation—Scientific, Technological, and others. Some of the phases, in general and
some of the inventions/discoveries in specific have left mark in the history of
mankind. Inventions of fire, electricity, wheel, are some such examples. Because of
dynamism inherent in the progress of civilization newer and newer findings come
up as a result of intense initiative of research community all and otherwise passive
computing system—popularly known as machine intelligence. It is needless to
mention that machine intelligence is the conclusive finding of the computing pro-
cess that requires providing adequate training of the computing system under
consideration—the process being popularly referred to machine learning. To be
precise, machine learning the process framework to achieve the task of machine
intelligence. Applications of machine learning encompass optimizations, health-
care, agriculture, remote sensing, financial services, IoT and Analytics, Virtual
Personal Assistants for example Alexa, Marketing and Sales, Recommendation
systems, Social Media Services, and what not. To be precise, in the present scope
of these treatise, editors find pleasure in accommodating such applications of
immense significance. They are considered as follows:

In chapter one, authors have reported a priority based Hesitant-Intuitionistic
Trapezoidal Fuzzy Einstein Operators and their use in multi-criteria group decision
making. In the next chapter authors have proposed a model for unsupervised feature
selection based on graph-oriented information-theoretic approach. In chapter three,
a fact-based Expert System being proposed for supplier selection in ERP envi-
ronment. In next chapter authors have modelled a fuzzy time series for handling
seasonal pattern and prediction. In chapter five, authors have proposed a
texture-based model for automatic classification of fruits and vegetables. In the next
chapter a deep learning based early sign detection model has been proposed for
proliferative diabetic retinopathy in neovascularization at the disc. In the next
chapter authors have proposed a predictionpolicy for live migration in cloud
computing. In the next two chapters authors have proposed a tracking and recog-
nizing systems of changing human emotions from facial image sequence. In chapter
ten, authors have devised a model to predict stable neighbor nodesin mobile ad hoc
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network. In the final chapter, authors have proposed anew model for optimizing
initial parameters of Lorenz attractor and its application in PRNG.

The editors desire to avail this opportunity to express their heartfelt thanks and
sincere gratitude to the contributing authors for their rich technical findings
reflected in their articles. But for their contributions, this initiative could not have
become a reality. The task of finalizing the articles of high technical merit could not
have been achieved without the active cooperation and support from the learned
reviewers, thankless albeit. Last but not the least, the editors feel obliged to
Springer Nature as publication partner for taking all the pain to provide the editors
the opportunity of making the present endeavor in the form of an edited volume a
success.

Happy reading!!!

Kalyani, India Jyotsna Kumar Mandal
Silchar, India Somnath Mukhopadhyay
Bolpur, India Paramartha Dutta
Kalyani, India Kousik Dasgupta

vi Editorial Preface



Contents

Hesitant-Intuitionistic Trapezoidal Fuzzy Prioritized Operators Based
on Einstein Operations with Their Application to Multi-criteria Group
Decision-Making . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Arun Sarkar and Animesh Biswas

Unsupervised Feature Selection Using Information-Theoretic
Graph-Based Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Sagarika Saroj Kundu, Abhirup Das and Amit Kumar Das

Fact-Based Expert System for Supplier Selection with ERP Data . . . . . 43
Kartick Chandra Mondal, Biswadeep Deb Nandy and Arunima Baidya

Handling Seasonal Pattern and Prediction Using Fuzzy Time
Series Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Mahua Bose and Kalyani Mali

Automatic Classification of Fruits and Vegetables: A Texture-Based
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Susovan Jana, Ranjan Parekh and Bijan Sarkar

Deep Learning-Based Early Sign Detection Model for Proliferative
Diabetic Retinopathy in Neovascularization at the Disc . . . . . . . . . . . . . 91
Nilanjana Dutta Roy and Arindam Biswas

A Linear Regression-Based Resource Utilization Prediction Policy
for Live Migration in Cloud Computing . . . . . . . . . . . . . . . . . . . . . . . . 109
Gopa Mandal, Santanu Dam, Kousik Dasgupta and Paramartha Dutta

Tracking Changing Human Emotions from Facial Image Sequence
by Landmark Triangulation: An Incircle-Circumcircle
Duo Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
Md Nasir, Paramartha Dutta and Avishek Nandi

vii



Recognizing Human Emotions from Facial Images by Landmark
Triangulation: A Combined Circumcenter-Incenter-Centroid Trio
Feature-Based Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
Avishek Nandi, Paramartha Dutta and Md Nasir

Stable Neighbor-Node Prediction with Multivariate Analysis in Mobile
Ad Hoc Network Using RNN Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
Arindrajit Pal, Paramartha Dutta, Amlan Chakrabarti
and Jyoti Prakash Singh

A New Approach for Optimizing Initial Parameters of Lorenz
Attractor and Its Application in PRNG . . . . . . . . . . . . . . . . . . . . . . . . . 181
Ramen Pal and Somnath Mukhopadhyay

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

viii Contents



About the Editors

Dr. Jyotsna Kumar Mandal is a Professor of Computer Science & Engineering,
and former Dean of FETM, Kalyani University, India. He holds an M.Sc. in Physics
from Jadavpur University, M.Tech. in Computer Science from the University of
Calcutta, and was awarded a Ph.D. in Computer Science & Engineering by Jadavpur
University. He has 32 years of teaching and research experience in various fields of
computer science and allied areas, and has published 170 articles in journals, more
than 300 articles at conferences, and edited 31 volumes and seven books. He is a
Fellow of IETE, life member of CRSI and CSI, and senior member of IEEE.

Dr. Somnath Mukhopadhyay is an Assistant Professor at the Department of
Computer Science and Engineering, Assam University, Silchar, India. He com-
pleted his M.Tech. and Ph.D. degrees in Computer Science and Engineering at the
University of Kalyani, India. He has co-authored one book and edited six books and
published over 25 papers in various international journals and conference pro-
ceedings, including three chapters in edited volumes. His research interests include
remote sensing and computational intelligence. He is a life member of the
Computer Society of India and currently the Regional Student Coordinator of
Region II, Computer Society of India.

Prof. (Dr.) Paramartha Dutta, FIE (India), FIETE, FOSI, SMIEEE, SMACM,
SMCSI, completed his bachelor’s and master’s in Statistics and Master of
Technology in Computer Science at the Indian Statistical Institute, and his Ph.D. in
Engineering at the Bengal Engineering and Science University, Shibpur. He has
co-authored eight books and twelve edited books, and published 250 papers in
various peer-reviewed journals and conference proceedings as well as several book
chapters. He holds six international and eleven national patents.

Dr. Dutta received (i) IRDP Lifetime Achievement Award 2018, (ii) Distinguished
Scientist Award in Computer Science and Engineering 2018 conferred by the Venus
International Research Foundation, (iii) Excellence in Science and Technology Award
2018–2019 conferred by the Indian Science Congress Association, Government of

ix



India, and (iv) INSA Teacher Award 2019 conferred by the Indian National Science
Academy, Government of India.

Dr. Kousik Dasgupta is an Assistant Professor of Computer Science &
Engineering, Kalyani Government Engineering College, West Bengal. He com-
pleted his B.Tech. in Electronics and Power Engineering at Nagpur University in
1993, M.Tech. in Computer Science at West Bengal University of Technology in
2007, and his Ph.D. at the Department of Computer Science and Engineering,
University of Kalyani, in 2017. Dr. Dasgupta has presented numerous papers at
various conferences and co-authored several books. He is a member of five sci-
entific and professional societies.

x About the Editors



Hesitant-Intuitionistic Trapezoidal Fuzzy
Prioritized Operators Based on Einstein
Operations with Their Application
to Multi-criteria Group Decision-Making

Arun Sarkar and Animesh Biswas

Abstract In this article, a ranking method for hesitant-intuitionistic trapezoidal
fuzzy (H–ITF) numbers (H–ITFNs) is proposed. After introducing H–ITFN, the
concept of score function and accuracy function of H–ITFN are defined and H–ITF
prioritized weighted averaging and geometric operators based on Einstein opera-
tions are developed. Some desirable properties of the proposed operators are inves-
tigated in detail. A method for ordering the alternatives in multi-criteria group
decision-making problems with H–ITF information based on different priority lev-
els of decision-makers and criteria is presented. An illustrative example concern-
ing academic resource deployment in educational institutions studied previously, is
considered and solved. The comparison of the results with earlier methods reflects
superiority of the proposed methodology.

Keywords Multi-criteria group decision-making · Trapezoidal intuitionistic fuzzy
number · Hesitant-intuitionistic fuzzy number · Einstein operations · Prioritized
aggregation operators

1 Introduction

Zadeh [1] introduced the concept of fuzzy sets. Afterward, the idea of intuitionistic
fuzzy sets (IFSs) was presented byAtanassov [2–4]. It is nowwell known that the ele-
ments of IFSare characterizedby amembership degree and anon-membership degree
through which it represents its respective belongingness and non-belongingness to a
set. Thus, IFS is more effective to deal with uncertainty and vagueness in many real-
life applications. Zhang [5] introduced a family of intuitionistic fuzzy Einstein hybrid
weighted averaging and geometric operators, the quasi-intuitionistic fuzzy Einstein
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2 A. Sarkar and A. Biswas

hybridweighted averaging and geometric operators. Sedef andBalaman [6] extended
ELimination Et Choice Translating REality I (ELECTRE I) with VlseKriterijum-
ska Optimizacijia I Kompromisno Resenje (VIKOR) to provide complete ranking
under intuitionistic fuzzy environment. Garg and Arora [7] introduced intuitionis-
tic fuzzy soft power averaging (IFSPA) and geometric (IFSPG) operators, weighted
IFSPA (WIFSPA) operator, orderedWIFSPA operator, and corresponding geometric
aggregation operators. Liu and Tang [8] proposed the intuitionistic fuzzy prioritized
interactive Einstein Choquet operator, which could consider the prioritization and
interaction among the criteria.

Like fuzzy numbers [9], the intuitionistic fuzzy numbers (IFNs) are also special
type of IFS defined on the real number set, seems to suitably describe an unknown
quantity [10]. Shu et al. [11] defined the concept of a triangular IFN (TIFN) and
developed an algorithm for intuitionistic fuzzy fault tree analysis. Li [12] introduced
the concept of the TIFN and ranking method on the basis of the concept of a ratio of
the value index to the ambiguity index as well as applications to multiple attributes
decision-making (MADM) problems in depth. Wan et al. [13] proposed triangular
intuitionistic fuzzy weighted average (TIF–WA) operator in which the weights of
the attributes and decision-makers (DMs) are completely unknown. Then, Wang
[14] defined trapezoidal intuitionistic fuzzy (TrIF) numbers (TrIFNs), which is the
extension of the TIFN. Wang and Zhang [15] presented TrIF weighted averaging
and geometric operators, and employed to intuitionistic fuzzymulti-criteria decision-
making. Wei [16] proposed TrIF ordered weighted averaging and hybrid aggregation
operators. Das and Guha [17] introduced a new rankingmethod of TrIFN by utilizing
the concept of a newly defined centroid point. All the methods described above did
not consider hesitancy associated with the IFNs.

However, inmany real-lifemulti-criteria groupdecision-making (MCGDM)prob-
lems DMs are unable to determine the exact membership degree of an element to a
set due to some sort of doubts among a few different possible values. To deal with
such cases, Torra and Narukawa [18] and Torra [19] introduced another variant of
fuzzy sets, viz., hesitant fuzzy set (HFS), allowing the membership degree having a
set of possible values. Xia and Xu [20] proposed a series of operators under various
situations and discussed the relationships among them. HFSs are applied to vari-
ous fields of decision-making [21–28]. Yu [29] developed some operations based on
Einstein operations for HFS and introduced a class of aggregation operators, viz.,
hesitant fuzzy Einsteinweighted averaging, hesitant fuzzy Einstein orderedweighted
averaging and hesitant fuzzy Einstein hybrid averaging operators and corresponding
to its geometric operators to aggregate HFEs. Inspired by the concept of IFS and
HFS, Zhou et al. [30] recently proposed a new IFN known as hesitant-intuitionistic
fuzzy (H–IF) numbers (H–IFNs) and delivered an idea of H–IF preference relation
(H–IFPR). Operational laws and comparative methods of H–IFNs are also described.
To aggregate fuzzy numbers, different types of aggregation operators are available in
the literature. Yager [31] first introduced the prioritized average (PA) operator, which
has characterized by the ability to deal with the decision-making problems where
the criteria differ in priority level. Motivated by the idea of prioritized aggregation
operators,Wei [32] developed some prioritized aggregation operators for aggregating
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hesitant fuzzy information, and somemodels for hesitant fuzzyMADMproblems are
also presented in which the attributes are in different priority levels. Apart from the
algebraic operations, viz., algebraic sum and algebraic product, Einstein operations
play an important role for aggregation. Yu et al. [33] proposed hesitant fuzzy Einstein
prioritized weighted and power weighted average as well as geometric operators.

In this article, the concept of hesitant-intuitionistic trapezoidal fuzzy (H–ITF)
numbers (H–ITFNs) is defined. Some operational laws of H–ITFN based on Einstein
operations have been introduced. To find the ordering of H–ITFNs a score function
is also defined. The proposed score definition can remove the drawback arise due
to the definition of score function given by Jianqiang and Zhong [15] in the con-
text of TrIFNs. Based on Einstein operations, H–ITF prioritized Einstein weighted
averaging (H–ITFPEWA) operator and H–ITF prioritized Einstein weighted geo-
metric (H–ITFPEWG) operator have been developed to aggregating the H–ITFNs.
A method for finding the rank of alternatives in a MCGDMwith H–ITF information
has been proposed. Finally, a numerical example has been provided to establish the
efficiency of the proposed models and achieved solutions are compared with other
existing methods.

2 Preliminaries

In this section, some basic concepts, which are essential to develop the proposed
methodologies, are described.

Definition 1 ([1]) Let X be a non-empty set. A fuzzy set F in X is characterized
by its membership function μF : X → [0, 1] such that for each x ∈ X , μF (x) is
interpreted as the degree of membership of the element x in fuzzy set F . Therefore,
it is clear that F is completely determined by the set of tuples

F = {(x, μF (x))|x ∈ X } (1)

Definition 2 ([2–4]) Let X = {x1, x2, . . . , xn} be fixed. An IFS β on X can be
represented as:

β = {(
xi , μβ(xi ), νβ(xi )

)|xi ∈ X
}

(2)

where the functions μβ(xi ) and νβ(xi ) denote, respectively, the membership and
non-membership degree of xi to X in β with the condition that 0 ≤ μβ(xi ) ≤ 1,0 ≤
νβ(xi ) ≤ 1 and 0 ≤ µβ(xi ) + νβ(xi ) ≤ 1. For computational convenience, Xu and
Yager [34] used the notation

(
μβ, νβ

)
to represent an IFN β.

Definition 3 ([14, 17]) An IFN β, defined on the set of real numbers is said to be
an TrIFN, denoted by T = ([a, b, c, d]; u),

([
a′, b, c, d ′]; v

)
if the membership

function of it is defined by
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μT (x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

f LT (x) = (x−a)u
(b−a)

, f or a ≤ x ≤ b,

u, f or b ≤ x ≤ c,
f RT (x) = (d−x)u

(d−c) , f or c ≤ x ≤ d,

0, f or x ≤ a, x ≥ d

(3)

and the non-membership function is defined as

νT (x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

gL
T (x) = (b−x)+(x−a′)v

(b−a)
, f or a′ ≤ x ≤ b,

v, f or b ≤ x ≤ c,

gR
T (x) = (x−c)+(d ′−x)v

(d ′−c) , f or c ≤ x ≤ d ′,
1, f or x ≤ a′, x ≥ d ′

(4)

where u and v represent the highest membership degree and lowest non-membership
degree of an element x ∈ T , respectively, such that u and v satisfies the conditions:

0 ≤ u, v ≤ 1 and 0 ≤ u + v ≤ 1. The function πT (x) = 1 − uT (x) −
νT (x) is called the hesitancy or indeterminacy of an element x belonging to T . For
computational convenience, it has been taken a = a′ and d = d ′. In such a case, a
TrIFN T can be simply denoted by T = ([a, b, c, d]; u, v).

The trust degree [15] of TrIFN T in between [u, 1 − v] is presented as:

Iθ (T ) = 1

2
×
(
u∫
0

{
(1 − θ)gLT (x) + θgR

T (x)
}
dy + 1−v∫

0

{
(1 − θ)gLT (x) + θgR

T (x)
}
dy

)

where θ ∈ [0, 1] expresses the decision-makers risk preference. Iθ (T ) is known
as the expected value of TrIFN T . If θ > 0.5, the decision-makers love risk, and
if θ < 0.5, the decision-makers hate risk, and if θ = 0.5, decision-makers have
indifferent risk preferences.

From the above expression, the expected value of the TrIFN
T = ([a, b, c, d]; u, v), is calculated [15] as I (T ) = 1

8 ×
[(a + b + c + d) × (1 + u − v)].

For ordering the TrIFNs, Jianqiang and Zhong [15] introduced the score and
accuracy function based on the expected value as follows:

Definition 4 ([15]) Let S(T ) and A(T ) denote, respectively, score function and
accuracy function of a TrIFN T = [a, b, c, d];w, u. Then using the expected value
those are defined as

S(T ) = I (T )(u − v) (5)

and

A(T ) = I (T )(u + v) (6)

For comparing TrIFNs, the following method is applied.
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Let T1 and T2 be any two TrIFNs

(i) if S(T1) < S(T2), then T1 < T2;
(ii) if S(T1) = S(T2), then

• if A(T1) < A(T2), then T1 < T2;
• if A(T1) = A(T2), then T1 = T2

As an extension of fuzzy sets, Torra and Narukawa [18] and Torra [19] introduced
the concept of hesitant fuzzy sets (HFSs).

Definition 5 ([18, 19]) Let X be a fixed set, an HFS defined on X can be represented
in the form of a function that maps each element of X with a subset consisting of a
finite number of elements of [0, 1]. Symbolically, it is denoted as

E = {〈x, hE (x)〉|x ∈ X } (7)

where hE (x) is a collection of some finite values in [0, 1], representing the possible
membership degrees of the element x ∈ X to the set E . For simplicity, Xia and Xu
[20] denoted h = hE (x) as hesitant fuzzy elements (HFE).

Considering both the concepts of IFS and HFS, Zhou et al. [30] introduced the
concept of Hesitant-intuitionistic fuzzy set (H–IFS) in the recent past.

Definition 6 ([30]) If X is a fixed set, then a H–IFS K on X is defined as follows:

K = {〈x, hK (x), vK (x)〉|x ∈ X } (8)

where hK (x) =
{⋃

γ∈h(x) γ
}
represent the membership degree of element x in K ,

and membership degree hK (x) is an HFE with the condition that all possible finite
values of hK (x) belong to [0, 1]. and vK (x) define the non-membership degree.

Zhou et al. [30] called
({⋃

γ∈h(x) γ
}
, v(x)

)
as an H–IFN, to simplify a H–IFN

Zhou et al. [30] further provided v(x) = 1−max
{⋃

γ∈h(x) γ
}
and for convenience

denoted as k = (
h, 1 − h+) where h =

{⋃
γ∈h γ

}
and h+ = max

{⋃
γ∈h γ

}
.

Definition 7 Zhou et al. [30] introduced the score function of a H–IFN k =(
h, 1 − h+) as
S(k) = (1/ lh)

∑

γ∈h
γ − 1 + h+ and the accuracy function of k by A(k) = 1 +

(1/ lh)
∑

γ∈h
γ − h+

Let k1 = (
h1, 1 − h+

1

)
and k2 = (

h2, 1 − h+
2

)
be two H–IFNs, then

(i) k1 < k2 whenever S(k1) < S(k2);
(ii) if S(k1) = S(k2), then
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• k1 < k2 whenever A(k1) < A(k2);
• k1 = k2 whenever A(k1) = A(k2).

2.1 The Prioritized Average Operators

The prioritized average operator originally introduced by Yager [31], which has
defined as follows:

Definition 8 ([31]) Let C = {C1,C2, . . . .,Cn} be a collection of criteria and a set
of alternatives, X = {x1, x2, . . . , xm}. There is a prioritization between the criteria
expressed by the linear ordering C1 
 C2 
 C3 
 . . . 
 Cn , indicates criteria C j

has a higher priority than Ck if j < k. The value C j (x) is the performance of any
alternative x under criteria C j , and satisfies C j (x) ∈ [0, 1]. One commonly used
approach is to calculate for each alternative x , a score C(x) as an aggregation of the
C j (x). If

PA
(
C j (x)

) = C(x) =
n∑

J=1

w jC j (x) (9)

Wherew j = Tj∑n
j=1 Tj

, Tj =
j−1∏

k=1
Ck(x), ( j = 2, . . . , n), T1 = 1. Then PA is called

the prioritized average operator.

2.2 Einstein Operations

The set theoretical operators play an important role in combining fuzzy sets. All
types of aggregation operators convey the general concepts of the t-norms and t-
conorms,which satisfy the requirements of the conjunction anddisjunction operators,
respectively. There are various types of t-norms and t-conorms in the literature.
Einstein operations include the Einstein sum and Einstein product, which acts as
t-conorms and t-norms, respectively.

The operations are defined as follows [35].
For all (a, b) ∈ [0, 1]2, the Einstein sum ⊕ε and Einstein product ⊗ε is defined

respectively as:

a ⊕ε b = a + b

1 + a.b
and a ⊗ε b = a.b

1 + (1 − a)(1 − b)
(10)

Based on the above preliminary concepts, H–ITFN is developed in the following
section.
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3 Hesitant-Intuitionistic Trapezoidal Fuzzy Number

Inspired by the concept of TrIFN and H–IFN, an extended H–IFN, viz., the H–ITFNs
are introduced and its Einstein-based operation is also discussed in the following
section.

Definition 9 AnH–IFN k, defined on the set of the real lineR, is said to be aH–ITFN,
denoted by α = 〈

([a, b, c, d]; h),
([
a′, b, c, d ′]; 1 − h+)〉 in which the membership

function φα(x) and non-membership function ψα(x) are defined as follows:

φα(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(x−a)h
(b−a)

, f or a ≤ x ≤ b,

h, f or b ≤ x ≤ c,
(d−x)h
(d−c) , f or c ≤ x ≤ d,

0, f or x ≤ a, x ≥ d

(11)

and the non-membership function is defined as

ψα(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(b−x)+(x−a′)(1−h+)
(b−a)

, f or a′ ≤ x ≤ b,

1 − h+, f or b ≤ x ≤ c,
(x−c)+(d ′−x)(1−h+)

(d ′−c) , f or c ≤ x ≤ d ′,
1, f or x ≤ a′, x ≥ d ′

(12)

Where h =
{⋃

γ∈h γ
}
defined as a HFE, possible membership degrees, and

(
1 − h+) is a non-membership degree in which h+ represents the maximum

membership degree in
{⋃

γ∈h γ
}
.

For the sake of simplicity in computation and without any loss of generality, we
considered a = a′ and d = d ′. A H–ITFN α can be symbolically defined as by
α = (

[a, b, c, d]; h, 1 − h+). If b = c, H–ITFN reduces to a triangular hesitant-
intuitionistic fuzzy number (TH–IFN), i.e., TH–IFN is a special case of H–ITFN.

Diagrammatically, an H–ITFN is represented by the following Fig. 1.

The expectation degree of an H–ITFN α in between

[
1
lh

∑

γ∈h
γ, h+

]

is defined as

follows:

Iθ (α) = 1

2

⎛

⎜⎜⎜
⎝

∑
γ∈h γ

lh∫
0

{
(1 − θ)

(x−a)
∑

γ∈h γ

lh(b−a)
+ θ

(d−x)
∑

γ∈h γ

lh(d−c)

}
dy

+ h+
∫
0

{
(1 − θ)

(x−a)
∑

γ∈h γ

lh(b−a)
+ θ

(d−x)
∑

γ∈h γ

lh(d−c)

}
dy

⎞

⎟⎟⎟
⎠

where lh is the number of values in h and θ ∈ [0, 1] expresses the decision-makers
risk preference.
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Fig. 1 Representation of H-ITFN α = 〈
[a, b, c, d]; h,

(
1 − h+)〉

Now considering θ = 0.5 in the above expression, the expected value of the
H–ITFN α = 〈

[a, b, c, d]; h,
(
1 − h+)〉, is calculated as

I (α) = 1
8

[

(a + b + c + d) ×
(

1
lh

∑

γ∈h
γ + h+

)]

. Considering this I (α) score

function and accuracy function of H–ITFNs are defined as follows:

Definition 10 Let α = 〈
[a, b, c, d]; h,

(
1 − h+)〉 be a H–ITFN. The score function

S(α) of α is defined as

S(α) = 1

2

⎛

⎝1 + I(α) ×
⎛

⎝ 1

lh

∑

γ∈h
γ − 1 + h+

⎞

⎠

⎞

⎠ (13)

and the accuracy function A(α̃) of α̃ is given by

A(α) = 1

2

⎛

⎝1 + I(α) ×
⎛

⎝ 1

lh

∑

γ∈h
γ + 1 − h+

⎞

⎠

⎞

⎠ (14)

It is worthy to mention here that for different values of θ various scores and
accuracy functions can be defined. Further, the above definition of score function
includes the score function defined by Jianqiang and Zhong [15] in the context of
IFN; Zhou et al. [30] in the context of H–IFNs and the score function defined by Liu
[12] in the context of TrIFNs. Further, the above definition removes the drawback of
the score function defined by Jianqiang and Zhong [15] as described earlier. Another
advantage of the proposed score function is that the value of S(α) would not be
negative in any circumstances.

Using the score function as defined above, the comparative laws of two H–ITFNs
are described as follows:

Let α1 and α2 be two H–ITFNs.
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If S(α1) < S(α2), then α1 < α2;
If S(α1) = S(α2), then

(i) α1 < α2 whenever A(α1) < A(α2)

(ii) α1 = α2 whenever A(α1) = A(α2).

The Einstein operations on H–ITFNs are described as follows.

Definition 11 Let α j =
〈[
a j , b j , c j,d j

]; h j ,
(
1 − h+

j

)〉
( j = 1, 2) and α =

〈
[a, b, c, d]; h,

(
1 − h+)〉 be any three H–ITFNs and λ > 0. Based on Einstein

operations, the following operations on H–ITFNs are introduced.

•
α1 ⊕ε α2 = ([a1 + a2, b1 + b2, c1 + c2, d1 + d2] ;

⋃

γ1∈h1,γ2∈h2
γ1 + γ2

1 + γ1γ2
,

(
1 − h+

1

)(
1 − h+

2

)

1 + h+
1 h

+
2

)

•
α1 ⊗ε α2 = ([a1a2, b1b2, c1c2, d1d2];

⋃

γ1∈h1,γ2∈h2
γ1γ2

1 + (1 − γ1)(1 − γ2)
,

2 − h+
1 − h+

2

1 + (
1 − h+

1

)(
1 − h+

2

)

)

• λα =
(

[λa, λb, λc, λd];
⋃

γ∈h
(1 + γ )λ − (1 − γ )λ

(1 + γ )λ + (1 − γ )λ
,

2
(
1 − h+)λ

(1 + h+)λ + (1 − h+)λ

)

• αλ =
(
[
aλ, bλ, cλ, dλ

];
⋃

γ∈h
2γ λ

(2 − γ )λ + γ λ
,

(
2 − h+)λ − (

h+)λ

(2 − h+)λ + (h+)λ

)

Using the concept of the newly introduced H–ITFN and Einstein operations,
the H–ITF prioritized Einstein weighted averaging (H–ITFPEWA) and the H–ITF
prioritized Einstein weighted geometric (H–ITFPEWG) operators are developed in
the subsequent section.

4 Hesitant-Intuitionistic Trapezoidal Fuzzy Prioritized
Einstein-Based Aggregation Operators

In this section, the prioritized averaging and geometric operators based on Einstein
operations under H–ITF environment are investigated. The definition of the H–ITF
prioritized Einstein weighted averaging (H–ITFPEWA) operator and the H–ITF pri-
oritized Einstein weighted geometric (H–ITFPEWG) operators are defined and some
of their properties are described in details.

Definition 12 Let α j =
([
a j , b j , c j,d j

]; h j ,
(
1 − h+

j

))
, j = 1, 2, . . . , n be a col-

lection of H–ITFNs, and also let H–ITFPEWA : V n → V , be a function such
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that

H − I T FPEW A(α1, α2, . . . , αn) = ⊕n
ε j=1

(
Tj∑n
j=1 Tj

α j

)

(15)

Then H–ITFPEWA (α1, α2, . . . , αn) is called an H–ITFPEWA operator, where

Tj =
j−1∏

k=1

S(αk)for j = 1, 2, . . . , n; and T1 = 1 (16)

and S(αk) denotes the score value of the H–ITFN αk .

From the definition of score function, it is clear that the value of Tj would never
be negative unlike the situation may arise in Jianqiang and Zhong [15].

Several properties of H–ITFNs using H–ITFPEWA and H–ITFPEWG operators
are described subsequently.

Theorem1 Let α j ( j = 1, 2, . . . , n)bea collection ofH–ITFNs, then the aggregated
value using H–ITFPEWA operator represents also H–ITFN and is given by

H − I T FPEW A(α1, α2, . . . , αn) =
⎛

⎝

⎡

⎣
n∑

j=1

(
Tj∑n
j=1 Tj

a j

)

,

n∑

j=1

(
Tj∑n
j=1 Tj

b j

)

,

n∑

j=1

(
Tj∑n
j=1 Tj

c j

)

,

n∑

j=1

(
Tj∑n
j=1 Tj

d j

)⎤

⎦;

⋃

γi∈hi ,i=1,2,...,n

∏n
j=1

(
1 + γ j

)
T j∑n
j=1 T j −∏n

j=1

(
1 − γ j

)
T j∑n
j=1 T j

∏n
j=1

(
1 + γ j

)
T j∑n
j=1 T j +∏n

j=1

(
1 − γ j

)
T j∑n
j=1 T j

,

2
∏n

j=1

(
1 − h+

j

) T j∑n
j=1 T j

∏n
j=1

(
1 + h+

j

) T j∑n
j=1 T j +∏n

j=1

(
1 − h+

j

) T j∑n
j=1 T j

⎞

⎟⎟
⎠ (17)

Proof The proof of the theorem is executed using the mathematical induction
method.

The theorem obviously holds for n = 1.

It is assumed that the theorem is true for n = k. Then it has to be proved that it is
true also for n = k + 1.

Now, for n = k,

H − I T FPEW A(α1, α2, . . . , αk ) = ⊕k
ε j=1

(
Tj∑n
j=1 Tj

α j

)

⎛

⎝
k∑

j=1

(
Tj∑n
j=1 Tj

a j

)

,

k∑

j=1

(
Tj∑n
j=1 Tj

b j

)

,
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k∑

j=1

(
Tj∑n
j=1 Tj

c j

)

,

k∑

j=1

(
Tj∑n
j=1 Tj

d j

)

⋃

γi∈hi ,i=1,2,...,k

∏k
j=1(1 + γ j )

T j∑n
j=1 T j −∏k

j=1(1 − γ j )

T j∑n
j=1 T j

∏k
j=1(1 + γ j )

T j∑n
j=1 T j +∏k

j=1(1 − γ j )

T j∑n
j=1 T j

,

2
∏k

j=1

(
1 − h+

j

) T j∑n
j=1 T j

∏k
j=1

(
1 + h+

j

) T j∑n
j=1 T j +∏k

j=1

(
1 − h+

j

) T j∑n
j=1 T j

⎞

⎟⎟
⎠

So, for n = k + 1,

H − I T FPEW A(α1, α2, . . . , αk , αk+1) =

H − I T FPEW A(α1, α2, . . . , αk , αk+1) ⊕ε

(
Tk+1∑n
j=1 Tj

αk+1

)

=
⎛

⎝

⎡

⎣
k∑

j=1

(
Tj∑n
j=1 Tj

a j

)

,

k∑

j=1

(
Tj∑n
j=1 Tj

b j

)

,

k∑

j=1

(
Tj∑n
j=1 Tj

c j

)

,

k∑

j=1

(
Tj∑n
j=1 Tj

d j

)⎤

⎦ ;

⋃

γi∈hi ,i=1,2,...,k

∏k
j=1(1 + γ j )

T j∑n
j=1 T j −∏k

j=1(1 − γ j )

T j∑n
j=1 T j

∏k
j=1(1 + γ j )

T j∑n
j=1 T j +∏k

j=1(1 − γ j )

T j∑n
j=1 T j

,

2
∏k

j=1

(
1 − h+

j

) T j∑n
j=1 T j

∏k
j=1

(
1 + h+

j

) T j∑n
j=1 T j +∏k

j=1

(
1 − h+

j

) T j∑n
j=1 T j

⎞

⎟⎟
⎠⊕ε

([
Tk+1∑n
j=1 Tj

ak+1,
Tk+1∑n
j=1 Tj

bk+1,
Tk+1∑n
j=1 Tj

ck+1,
Tk+1∑n
j=1 Tj

dk+1

]

;

⋃

γk+1∈hk+1

(1 + γk+1)

Tk+1∑n
j=1 T j − (1 − γk+1)

Tk+1∑n
j=1 T j

(1 + γk+1)

Tk+1∑n
j=1 T j + (1 − γk+1)

Tk+1∑n
j=1 T j

,
2
(
1 − h+

k+1

) Tk+1∑n
j=1 T j

(
1 + h+

k+1

) Tk+1∑n
j=1 T j + (

1 − h+
k+1

) Tk+1∑n
j=1 T j

⎞

⎟
⎠

=
⎛

⎝
k+1∑

j=1

(
Tj∑n
j=1 Tj

a j

)

,

k+1∑

j=1

(
Tj∑n
j=1 Tj

b j

)

,

k+1∑

j=1

(
Tj∑n
j=1 Tj

c j

)

,

k+1∑

j=1

(
Tj∑n
j=1 Tj

d j

)

;

⋃

γi∈hi ,i=1,2,...,k,k+1

∏k
j=1(1+γ j )

T j∑n
j=1 T j −∏k

j=1(1−γ j )

T j∑n
j=1 T j

∏k
j=1(1+γ j )

T j∑n
j=1 T j +∏k

j=1(1−γ j )

T j∑n
j=1 T j

+ (1+γk+1)

Tk+1∑n
j=1 T j −(1−γk+1)

Tk+1∑n
j=1 T j

(1+γk+1)

Tk+1∑n
j=1 T j +(1−γk+1)

Tk+1∑n
j=1 T j

1 +
∏k

j=1(1+γ j )

T j∑n
j=1 T j −∏k

j=1(1−γ j )

T j∑n
j=1 T j

∏k
j=1(1+γ j )

T j∑n
j=1 T j +∏k

j=1(1−γ j )

T j∑n
j=1 T j

.
(1+γk+1)

Tk+1∑n
j=1 T j −(1−γk+1)

Tk+1∑n
j=1 T j

(1+γk+1)

Tk+1∑n
j=1 T j +(1−γk+1)

Tk+1∑n
j=1 T j

,

2
∏k

j=1

(
1−h+

j

)
T j∑n
j=1 T j

∏k
j=1

(
1+h+

j

)
T j∑n
j=1 T j +∏k

j=1

(
1−h+

j

)
T j∑n
j=1 T j

.
2
(
1−h+

k+1

)
Tk+1∑n
j=1 T j

(
1+h+

k+1

)
Tk+1∑n
j=1 T j +(1−h+

k+1

)
Tk+1∑n
j=1 T j

1 +

⎛

⎜⎜
⎝1 − 2

∏k
j=1

(
1−h+

j

)
T j∑n
j=1 T j

∏k
j=1

(
1+h+

j

)
T j∑n
j=1 T j +∏k

j=1

(
1−h+

j

)
T j∑n
j=1 T j

⎞

⎟⎟
⎠

⎛

⎜
⎝1 − 2

(
1−h+

k+1

)
Tk+1∑n
j=1 T j

(
1+h+

k+1

)
Tk+1∑n
j=1 T j +(1−h+

k+1

)
Tk+1∑n
j=1 T j

⎞

⎟
⎠

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠
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=
⎛

⎝

⎡

⎣
k+1∑

j=1

(
Tj∑n
j=1 Tj

a j

)

,

k+1∑

j=1

(
Tj∑n
j=1 Tj

b j

)

,

k+1∑

j=1

(
Tj∑n
j=1 Tj

c j

)

,

k+1∑

j=1

(
Tj∑n
j=1 Tj

d j

)⎤

⎦ ;

⋃

γi∈hi
i=1,2,...,k,k+1

∏k+1
j=1(1 + γ j )

T j∑n
j=1 T j −∏k+1

j=1(1 − γ j )

T j∑n
j=1 T j

∏k+1
j=1(1 + γ j )

T j∑n
j=1 T j +∏k+1

j=1(1 − γ j )

T j∑n
j=1 T j

,

2
∏k+1

j=1

(
1 − h+

j

) T j∑n
j=1 T j

∏k+1
j=1

(
1 + h+

j

) T j∑n
j=1 T j +∏k+1

j=1

(
1 − h+

j

) T j∑n
j=1 T j

⎞

⎟⎟
⎠

Hence, the above is true for n = k + 1 also. Thus, the theorem is true for all
integers.

This completes the proof of the theorem.

Theorem2 (Idempotency)Let α j = ([
a j , b j , c j,d j

]; h j ,
(
1 − h+

j

))
bea collection

of H–ITFNs. If all α j are equal, i.e., α j = α for all j , then

H − I T FPEW A(α1, α2, . . . , αn) = α (18)

If put α j = α for all j in Theorem 1, then Theorem 2 can be easily find.

Theorem 3 (Boundary) Let α j ( j = 1, 2, . . . , n) be a collection of H–

ITFNs. Also, let hmin = min
(
h−
j

)
, where h−

j = min
(
h j
)
; and hmax =

max
(
h+
j

)
where h+

j = max
(
h j
)
for j = 1, 2, . . . , n. Again, let αmin =

([
amin, bmin, cmin,dmin

]; hmin,
(
1 − hmin

))
and

αmax = ([
amax , bmax , cmax,dmax

]; hmax ,
(
1 − hmax

))
.

Then

αmin ≤ H − I T FPEW A(α1, α2, . . . , αn) ≤ αmax (19)

Proof Let γ j be an element that is chosen arbitrarily from h j . Since hmin ≤ γ j ≤
hmax for all j , then

1 − hmin ≥ 1 − γ j ≥ 1 − hmax and 1 + hmin ≤ 1 + γ j ≤ 1 + hmax for all j ,
Thus, 1−hmax

1+hmax ≤ 1−γ j

1+γ j
≤ 1−hmin

1+hmin for all j

i.e.,
(
1−hmax

1+hmax

) ≤
n∏

j=1

(
1−γ j

1+γ j

) Tj∑n
j=1 Tj ≤

(
1−hmin

1+hmin

)
, for all j ,

i.e., hmin ≤ 1−∏n
j=1

(
1−γ j
1+γ j

) Tj∑n
j=1 Tj

1+∏n
j=1

(
1−γ j
1+γ j

) Tj∑n
j=1 Tj

≤ hmax , for all j
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i.e., hmin ≤
∏n

j=1

(
1 + γ j

) Tj∑n
j=1 Tj −∏n

j=1

(
1 − γ j

) Tj∑n
j=1 Tj

∏n
j=1

(
1 + γ j

) Tj∑n
j=1 Tj +∏n

j=1

(
1 − γ j

) Tj∑n
j=1 Tj

≤ hmax , for all j (20)

Since hmin ≤ h+
j ≤ hmax , for all j , then in a similar way, it can be proved that

1 − hmax ≤
2
∏n

j=1

(
1 − h+

j

) Tj∑n
j=1 Tj

∏n
j=1

(
1 + h+

j

) Tj∑n
j=1 Tj +∏n

j=1

(
1 − h+

j

) Tj∑n
j=1 Tj

≤ 1 − hmin for all j

(21)

Since, xmin ≤ x j ≤ xmin for x = a, b, c, d and for all j ,

it can be shown that xmin ≤
n∑

j=1

(
Tj∑n
j=1 Tj

x j

)
≤ xmax

Now, let H–ITFPEWA (α1, α2, . . . , αn) = 〈
[a, b, c, d]; h,

(
1 − h+)〉. Then,

hmin ≤ 1
lh

∑

γ∈h
γ ≤ hmax , since hmin ≤ γ ≤ hmax , where γ ∈ h. On the other

hand, since hmin ≤ h+ ≤ hmax then 1 − hmin ≥ 1 − h+ ≥ 1 − hmax .
From the above, it can now be easily shown that

S(αmin) ≤ S(H − I T FPEW A(α1, α2, . . . , αn)) ≤ S(αmax )

And hence αmin ≤ H − I T FPEW A(α1, α2, . . . , αn) ≤ αmax .

Theorem 4 (Additivity) Let α j = ([
a j , b j , c j,d j

]; h j ,
(
1 − h+

j

))

( j = 1, 2, . . . , n) be a collection of H–ITFNs. Also, let α =(
[a, b, c, d]; h,

(
1 − h+)) be another H–ITFN, then

H − I T FPEW A(α1 ⊕ε α, α2 ⊕ε α, . . . , αn ⊕ε α) =
H − I T FPEW A(α1, α2, . . . , αn) ⊕ε α

Theorem 5 (Multiplicity) If α j = ([
a j , b j , c j,d j

]; h j ,
(
1 − h+

j

))

( j = 1, 2, . . . , n) be a collection of H-ITFNs and λ > 0, then

H − I T FPEW A(λα1, λα2, . . . , λαn) = λH − I T FPEW A(α1, α2, . . . , αn)

Theorem 6 (Monotonicity) Let α1
j =

([
a1j , b

1
j , c

1
j , d

1
j

]
; h1j ,

(
1 − h1+j

))
and α2

j =
([

a2j , b
2
j , c

2
j , d

2
j

]
; h2j ,

(
1 − h2+j

))
be a collection of H-ITFNs. Let a1j ≤ a2j , b

1
j ≤ b2j ,

c1j ≤ c2j , d
1
j ≤ d2

j and λ1
j ≤ λ2

j for all j , where λ1
j ∈ h1j and λ2

j ∈ h2j . Then,

H − I T FPEW A
(
α1
1, α

1
2, . . . , α

1
n

) ≤ H − I T FPEW A
(
α2
1, α

2
2, . . . , α

2
n

)
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Theorems 4–6 can also easily be proved.
Now, the concept of H–ITFPEWG operator has been introduced.

Definition 13 Let α j =
〈[
a j , b j , c j,d j

]; h j ,
(
1 − h+

j

)〉
( j = 1, 2, . . . , n) be a col-

lection of H–ITFNs. Also, let H–ITFPEWG : V n → V be a function such
that

H − I T FPEWG(α1, α2, . . . , αn) = ⊗n
ε j=1

(
α j
) Tj∑n

j=1 Tj (22)

Then the H–ITFPEWG (α1, α2, . . . , αn) is called an H–ITFPEWG operator,

where Tj =
j−1∏

k=1
S(αk)( j = 2, 3, . . . , n) and T1 = 1. Also S(αk) represents the

score value of the H–ITFN αk .

Theorem7 Let α j ( j = 1, 2, . . . , n)bea collection ofH–ITFNs, then the aggregated
value using H–ITFPEWG operator is also an H–ITFN and

H − I T FPEWG(α1, α2, . . . , αn) = ⊗n
ε j=1

(
α j
) Tj∑n

j=1 Tj

=
⎛

⎝

⎡

⎣
n∏

j=1

a

Tj∑n
j=1 Tj

j ,

n∏

j=1

b

Tj∑n
j=1 Tj

j ,

n∏

j=1

c

Tj∑n
j=1 Tj

j ,

n∏

j=1

d

Tj∑n
j=1 Tj

j

⎤

⎦

;
⋃

γi∈hi ,i=1,2,...,n

2
∏n

j=1

(
γ j
) Tj∑n

j=1 Tj

∏n
j=1(2 − γ j )

Tj∑n
j=1 Tj +∏n

j=1

(
γ j
) Tj∑n

j=1 Tj

,

∏n
j=1

(
2 − h+

j

) Tj∑n
j=1 Tj −∏n

j=1

(
h+
j

) Tj∑n
j=1 Tj

∏n
j=1

(
2 − h+

j

) Tj∑n
j=1 Tj +∏n

j=1

(
h+
j

) Tj∑n
j=1 Tj

⎞

⎟⎟
⎠ (23)

where Tj =
j−1∏

k=1
S(αk)( j = 2, 3, . . . . . . ., n), T1 = 1, and S(αk) is the score value of

the H–ITFN αk .

Proof The proof of this theorem is similar to the proof of Theorem 1.

Theorem 8 (Idempotency) Let α j = ([
a j , b j , c j,d j

]; h j ,
(
1 − h+

j

))
be a collec-

tion of H-ITFNs. If α j = α for all j , then

H − I T FPEWG(α1, α2, . . . , αn) = α (24)

Proof Similar to the proof of Theorem 2.
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5 An Approach to Multi-criteria Group Decision-Making
with H–ITF Information

In this section, H–ITFPEWA and H–ITFPEWG operators are used to solve MCDM
problems. A MCDM problem under H–ITF environment is described below.

Let X = {x1, x2, . . . , xm} be a set of alternatives. C = {C1,C2, . . . ,Cn} be a
collection of criteria and the linear ordering C1 
 C2 
 C3 
 . . . 
 Cn represents a
prioritization between the criteria in such a manner that the criteria C j have a higher
priority than Ci , if j < i . And E = {

e1, e2, . . . , ep
}
represents a set of decision-

makers and the linear ordering e1 
 e2 
 e3 
 . . . 
 ep represents prioritization
between the decision-makers in such amanner that the decision-maker ei has a higher
priority to take the decision than decision-maker e j if i < j .

Let R(q)
m×n =

(
r (q)

i j

)

m×n
(q = 1, 2, . . . , p) be a H–ITF decision matrix,

whose elements are represented by H–ITFNs with the form r (q)

i j =([
r (q)

1i j , r
(q)

2i j , r
(q)

3i j , r
(q)

4i j

]
; h(q)

i j , 1 − h(q)+
i j

)
. Each r (q)

i j designates the value of the alter-

native xi ∈ X on the criteria C j ∈ C provided by the decision-maker eq , where
h(q)

i j represents the membership degree of the alternative xi that satisfies the attribute

C j expressed by the decision-maker eq ; and
(
1 − h(q)+

i j

)
indicates the degree of the

alternative xi that does not satisfies the attribute C j expressed by the decision-maker

eq , where h
(q)

i j ⊆ [0, 1] satisfies 0 ≤ max
{
h(q)

i j

}
+
(
1 − h(q)+

i j

)
≤ 1, i = 1, 2, . . . ,m;

j = 1, 2, . . . , n; q = 1, 2, . . . , p.
Then, the developed H–ITFPEWA (and H–ITFPEWG) operators are used to

develop an approach for solving multi-criteria decision-making problems in a H–
ITF environment. The proposed methodology is described through the following
steps:

Step 1. Calculate the value of T (q)

i j , (q = 1, 2, . . . , p) with the following equa-
tions.

T (q)

i j =
q−1∏

k=1

S
(
r (k)
i j

)
, (q = 1, 2, . . . , p), and T (1)

i j = 1. (25)

Step 2. To aggregate all the individual H–ITF decision matrices R(q)
m×n =(

r (q)

i j

)

m×n
(q = 1, 2, . . . , p) into the collective H–ITF decision matrix Rm×n =

(
ri j
)
m×n, i = 1, 2, . . . ,m; j = 1, 2, . . . , n, the following H–ITFPEWA and

H–ITFPEWG operators are used.
Thus using the H–ITFPEWA operator

ri j = H − I T FPEW A
(
r (1)
i j , r (2)

i j , . . . , r (p)
i j

)
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=
⎛

⎝

⎡

⎣
p∑

q=1

(
T (q)

i j
∑p

q=1 T
(q)

i j

r (q)

1i j

)

,

p∑

q=1

(
T (q)

i j
∑p

q=1 T
(q)

i j

r (q)

2i j

)

,

p∑

q=1

(
T (q)

i j
∑p

q=1 T
(q)

i j

r (q)

3i j

)

,

p∑

q=1

(
T (q)

i j
∑p

q=1 T
(q)

i j

r (q)

4i j

)⎤

⎦;

⋃

γ
(q)

i j ∈h(q)

i j

∏p
q=1

(
1 + γ

(q)

i j

) T
(q)
i j

∑p
q=1 T

(q)
i j −∏p

q=1

(
1 − γ

(q)

i j

) T
(q)
i j

∑p
q=1 T

(q)
i j

∏p
q=1

(
1 + γ

(q)

i j

) T
(q)
i j

∑p
q=1 T

(q)
i j +∏p

q=1

(
1 − γ

(q)

i j

) T
(q)
i j

∑p
q=1 T

(q)
i j

,

2
∏p

q=1

(
1 − h(q)+

i j

) T
(q)
i j

∑p
q=1 T

(q)
i j

∏p
q=1

(
1 + h(q)+

i j

) T
(q)
i j

∑p
q=1 T

(q)
i j +∏p

q=1

(
1 − h(q)+

i j

) T
(q)
i j

∑p
q=1 T

(q)
i j

⎞

⎟⎟⎟⎟
⎠

(26)

and using the H–ITFPEWG operator

ri j = H − I T FPEWG
(
r (1)
i j , r (2)

i j , . . . , r (p)
i j

)

=
⎛

⎝

⎡

⎣
p∏

q=1

(
r (q)

1i j

) T
(q)
i j

∑p
q=1 T

(q)
i j ,

p∏

q=1

(
r (q)

2i j

) T
(q)
i j

∑p
q=1 T

(q)
i j ,

p∏

q=1

(
r (q)

3i j

) T
(q)
i j

∑p
q=1 T

(q)
i j ,

p∏

q=1

(
r (q)

4i j

) T
(q)
i j

∑p
q=1 T

(q)
i j

⎤

⎦;

⋃

γ
(q)

i j ∈h(q)

i j

2
∏p

q=1

(
γ

(q)

i j

) T
(q)
i j

∑p
q=1 T

(q)
i j

∏p
q=1

(
2 − γ

(q)

i j

) T
(q)
i j

∑p
q=1 T

(q)
i j +∏p

q=1

(
γ

(q)

i j

) T
(q)
i j

∑p
q=1 T

(q)
i j

,

∏p
q=1

(
2 − h(q)+

i j

) T
(q)
i j

∑p
q=1 T

(q)
i j −∏p

q=1

(
h(q)+
i j

) T
(q)
i j

∑p
q=1 T

(q)
i j

∏p
q=1

(
2 − h(q)+

i j

) T
(q)
i j

∑p
q=1 T

(q)
i j +∏p

q=1

(
h(q)+
i j

) T
(q)
i j

∑p
q=1 T

(q)
i j

⎞

⎟⎟⎟⎟
⎠

(27)

Step 3. Calculate the values of Ti j (i = 1, 2, . . . .,m), ( j = 1, 2, . . . , n) based on
the following equations,
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Ti j =
j−1∏

k=1

S(rik) and Ti1 = 1, (i = 1, 2, . . . ,m; j = 1, 2, . . . , n) (28)

Step 4. Aggregate the H–ITFNs ri j for each alternative xi using the H–ITFPEWA
(and H–ITFPEWG) operator as follows:

r Ai = H − I T FPEW A(ri1, ri2, . . . , rin)

=
⎛

⎝

⎡

⎣
n∑

j=1

(
Ti j∑n
j=1 Ti j

r1i j

)

,

n∑

j=1

(
Ti j∑n
j=1 Ti j

r2i j

)

,

n∑

j=1

(
Ti j∑n
j=1 Ti j

r3i j

)

,

n∑

j=1

(
Ti j∑n
j=1 Ti j

r4i j

)⎤

⎦;
⋃

γi j∈hi j

∏n
j=1

(
1 + γi j

) Ti j∑n
j=1 Ti j −∏n

j=1

(
1 − γi j

) Ti j∑n
j=1 Ti j

∏n
j=1

(
1 + γi j

) Ti j∑n
j=1 Ti j +∏n

j=1

(
1 − γi j

) Ti j∑n
j=1 Ti j

,

2
∏n

j=1

(
1 − h+

i j

) Ti j∑n
j=1 Ti j

∏n
j=1

(
1 + h+

i j

) Ti j∑n
j=1 Ti j +∏n

j=1

(
1 − h+

i j

) Ti j∑n
j=1 Ti j

⎞

⎟⎟
⎠ (29)

and

rGi = H − I T FPEWG(ri1, ri2, . . . , rin)
⎛

⎝

⎡

⎣
n∏

j=1

(
r1i j
) Ti j∑n

j=1 Ti j ,

n∏

j=1

(
r2i j
) Ti j∑n

j=1 Ti j ,

n∏

j=1

(
r3i j
) Ti j∑n

j=1 Ti j ,

n∏

j=1

(
r4i j
) Ti j∑n

j=1 Ti j

⎤

⎦;
⋃

γi j∈hi j
2
∏n

j=1

(
γi j
) Ti j∑n

j=1 Ti j

∏n
j=1

(
2 − γi j

) Ti j∑n
j=1 Ti j +∏n

j=1

(
γi j
) Ti j∑n

j=1 Ti j

,

∏n
j=1

(
2 − h+

i j

) Ti j∑n
j=1 Ti j −∏n

j=1

(
h+
i j

) Ti j∑n
j=1 Ti j

∏n
j=1

(
2 − h+

i j

) Ti j∑n
j=1 Ti j +∏n

j=1

(
h+
i j

) Ti j∑n
j=1 Ti j

⎞

⎟⎟
⎠

i = 1, 2, . . . ,m; j = 1, 2, . . . , n. (30)

Step 5. Using the proposed score function as in definition 10 the rank of all
alternatives is evaluated.
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6 A Numerical Illustration

To establish the application potentiality of the developed methodology, a modified
version of a practical problem previously described by Yu [36] is considered.

The school of management in a Chinese university wants to introduce oversea
outstanding teachers to strengthen academic education. This introduction has raised
great attention from the school; university president (e1), dean ofmanagement school
(e2), and human resource officer (e3) sets up the panel of decision-makers which will
take the whole responsibility for this introduction. They made strict evaluation for
five candidates xi (i = 1, 2, 3, 4, 5) from four aspects, namelymorality (C1), research
capability (C2), teaching skills (C3), educational background (C4). University pres-
ident has the absolute priority for making decision, dean of the management school
comes next. Besides, this introduction will be strict accordance with the principle
of combined ability with political integrity. The prioritization relationship for the
criteria is as C1 
 C2 
 C3 
 C4. Three decision-makers evaluated the can-
didates xi (i = 1, 2, 3, 4, 5) with respect to the attributes C j ( j = 1, 2, . . . , 4) and
constructed the following three decision matrices whose elements are represented
by H–ITF numbers:

R(q)
m×n =

(
r (q)

i j

)

5×4
(q = 1, 2, 3). (Where)

R(1)
5×4 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

(
[0.3, 0.4, 0.5, 0.6];

(0.9), 0.1

)(
[0.1, 0.2, 0.3, 0.4];

(0.6), 0.4

)(
[0.5, 0.6, 0.8, 0.9];
(0.75, 0.85), 0.15

)(
[0.4, 0.5, 0.6, 0.7];

(0.9), 0.1

)

(
[0.6, 0.7, 0.8, 0.9];

(0.9), 0.1

)(
[0.5, 0.6, 0.7, 0.8];

(0.75), 0.25

)(
[0.4, 0.5, 0.7, 0.8];

(0.75), 0.25

)(
[0.5, 0.6, 0.7, 0.8];
(0.75, 0.85), 0.15

)

(
[0.7, 0.8, 0.9, 1.0];

(0.8, 0.9), 0.1

)(
[0.5, 0.6, 0.7, 0.9];

(0.75, 0.85, 0.9), 0.1

)(
[0.5, 0.6, 0.7, 0.8];

(0.75), 0.25

)(
[0.4, 0.6, 0.8, 0.9]

(0.45), 0.55

)

(
[0.3, 0.4, 0.5, 0.6];

(0.75), 0.25

)(
[0.3, 0.4, 0.5, 0.7];

(0.75), 0.25

)(
[0.1, 0.3, 0.5, 0.7];

(0.7, 0.9), 0.1

)(
[0.7, 0.8, 0.9, 1.0];

(0.3), 0.7

)

(
[0.2, 0.3, 0.4, 0.5];

(0.6, 0.75, 0.85), 0.15

)(
[0.3, 0.4, 0.5, 0.6];

(0.6), 0.4

)(
[0.2, 0.3, 0.4, 0.5];

(0.75), 0.25

)(
[0.5, 0.6, 0.7, 0.8];

(0.5, 0.6), 0.4

)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

R(2)
5×4 =

⎡

⎢⎢
⎢⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢⎢⎢
⎢
⎣

(
[0.4, 0.5, 0.6, 0.7];
(0.75, 0.85), 0.15

)(
[0.1, 0.3, 0.4, 0.6];

(0.75), 0.25

)(
[0.4, 0.5, 0.7, 0.8];

(0.9), 0.1

)(
[0.3, 0.4, 0.5, 0.6];

(0.3, 0.4), 0.6

)

(
[0.5, 0.6, 0.7, 0.8];

(0.75), 0.25

)(
[0.4, 0.5, 0.6, 0.7];

(0.9), 0.1

)(
[0.3, 0.4, 0.6, 0.7];
(0.75, 0.8, 0.9), 0.1

)(
[0.4, 0.5, 0.6, 0.8];

(0.75), 0.25

)

(
[0.6, 0.7, 0.8, 0.9];

(0.9), 0.1

)(
[0.5, 0.7, 0.8, 0.9];

(0.9), 0.1

)(
[0.5, 0.6, 0.7, 0.8];

(0.75), 0.25

)(
[0.6, 0.7, 0.8, 0.9];

(0.6, 0.8), 0.2

)

(
[0.2, 0.3, 0.4, 0.5];

(0.9), 0.1

)(
[0.1, 0.2, 0.3, 0.5];

(0.3, 0.4), 0.6

)(
[0.1, 0.2, 0.4, 0.6];
(0.75, 0.85), 0.15

)(
[0.5, 0.6, 0.7, 0.8];

(0.6), 0.4

)

(
[0.1, 0.2, 0.3, 0.4];

(0.45), 0.55

)(
[0.2, 0.3, 0.4, 0.5];

(0.6), 0.4

)(
[0.1, 0.2, 0.3, 0.4];

(0.9), 0.1

)(
[0.4, 0.5, 0.6, 0.7];

(0.7, 0.9), 0.1

)

⎤

⎥⎥
⎥⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦
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R(3)
5×4 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢
⎣

(
[0.6, 0.7, 0.8, 0.9];

(0.75), 0.25

)(
[0.2, 0.3, 0.4, 0.5];

(0.9), 0.1

)(
[0.6, 0.7, 0.9, 1.0];
(0.65, 0.75), 0.25

)(
[0.5, 0.6, 0.7, 0.8];

(0.3), 0.7

)

(
[0.7, 0.8, 0.9, 1.0];

(0.6), 0.4

)(
[0.6, 0.7, 0.8, 0.9];
(0.75, 0.8, 0.9), 0.1

)(
[0.5, 0.6, 0.8, 0.9];

(0.9), 0.1

)(
[0.6, 0.7, 0.8, 0.9];

(0.6), 0.4

)

(
[0.6, 0.7, 0.8, 0.9];

(0.9), 0.1

)(
[0.5.0.6, 0.7, 0.8];

(0.6), 0.4

)(
[0.6, 0.7, 0.8, 0.9];

(0.75), 0.25

)(
[0.7, 0.8, 0.9, 1.0];

(0.8, 0.9), 0.1

)

(
[0.4, 0.5, 0.6, 0.7];
(0.6, 0.7, 0.9), 0.1

)(
[0.2, 0.4, 0.5, 0.6];

(0.75), 0.25

)(
[0.2, 0.4, 0.6, 0.8];

(0.75), 0.25

)(
[0.7, 0.8, 0.9, 1.0];

(0.75), 0.25

)

(
[0.3, 0.4, 0.5, 0.6];

(0.75), 0.25

)(
[0.4, 0.5, 0.6, 0.7];

(0.75), 0.25

)(
[0.3, 0.4, 0.5, 0.6];

(0.7, 0.9), 0.1

)(
[0.6, 0.7, 0.8, 0.9];

(0.45), 0.55

)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥
⎦

Using H–ITFPEWA operator, the preference ordering of the five candidates is
found by performing the following steps:

Step A1: In this step, the value of T (1)
i j ,T (2)

i j , T (3)
i j is calculated as described in (25).

T (1)
i j =

⎡

⎢⎢⎢⎢⎢
⎣

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1

⎤

⎥⎥⎥⎥⎥
⎦

, T (2)
i j =

⎡

⎢⎢⎢⎢⎢
⎣

0.6620 0.5150 0.6877 0.6980
0.7700 0.6219 0.6125 0.6743
0.7789 0.7145 0.6219 0.4848
0.5844 0.5891 0.6190 0.4490
0.5808 0.5270 0.5656 0.5280

⎤

⎥⎥⎥⎥⎥
⎦

T (3)
i j =

⎡

⎢⎢⎢⎢⎢
⎣

0.4286 0.2913 0.4924 0.3343
0.4789 0.4341 0.4005 0.4098
0.5998 0.5437 0.3868 0.3106
0.3658 0.2870 0.3634 0.2420
0.2871 0.2746 0.3337 0.3504

⎤

⎥⎥⎥⎥⎥
⎦

Step A2: The H–ITFPEWA operator is used to aggregate all the individual deci-

sion matrices R(q) =
(
r (q)

i j

)

5×4
, (q = 1, 2, 3). The following aggregated decision

matrix R = (
ri j
)
5×4 is found.

R5×4 =

⎡

⎢⎢⎢
⎢⎢⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢⎢
⎣

(
[0.3932, 0.4932, 0.5932, 0.6932];

(0.8372, 0.8621), 0.1379

) (
[0.1161, 0.2446, 0.3446, 0.4731];

(0.7156), 0.2844

)

(
[0.5871, 0.6871, 0.7871, 0.8871];

(0.8129), 0.1871

) (
[0.4909, 0.5909, 0.6909, 0.7909];
(0.8089, 0.8179, 0.8424), 0.1576

)

(
[0.6420, 0.7420, 0.8420, 0.9420];

(0.8656, 0.9000), 0.1000

) (
[0.5000, 0.6316, 0.7316, 0.8759];
(0.7870, 0.8303, 0.8577), 0.1423

)

(
[0.2888, 0.3888, 0.4888, 0.5888];
(0.7895, 0.8015, 0.8385), 0.1615

) (
[0.2219, 0.3372, 0.4372, 0.6219];

(0.6438, 0.6643), 0.3357

)

(
[0.1843, 0.2843, 0.3843, 0.4843];
(0.5859, 0.6757, 0.7499), 0.2501

) (
[0.2860, 0.3860, 0.4860, 0.5860];

(0.6266), 0.3734

)
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(
[0.4910, 0.5910, 0.7910, 0.8910];

(0.7953, 0.8112, 0.8384, 0.8512), 0.1488

) (
[0.3821, 0.4821, 0.5821, 0.6821];

(0.7072, 0.7263), 0.2737

)

(
[0.3895, 0.4895, 0.6895, 0.7895];
(0.7903, 0.8042, 0.8409), 0.1591

) (
[0.4873, 0.5873, 0.6873, 0.8197];

(0.7249, 0.7833), 0.2167

)

(
[0.5193, 0.6193, 0.7193, 0.8193];

(0.7500), 0.2500

) (
[0.5059, 0.6616, 0.8173, 0.9173];

(0.5698, 0.6118, 0.6391, 0.6758), 0.3242

)

(
[0.1183, 0.2871, 0.4871, 0.6871];

(0.7257, 0.7650, 0.8411, 0.8651), 0.1349

) (
[0.6469, 0.7469, 0.8469, 0.9469];

(0.4671), 0.5329

)

(
[0.1878, 0.2878, 0.3878, 0.4878];

(0.8016, 0.8365), 0.1635

) (
[0.4905, 0.5905, 0.6905, 0.7905];

(0.5557, 0.6622, 0.6064, 0.7030), 0.2970

)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥
⎦

Step A3: Using (28) the value of Ti j (i = 1, 2, 3, 4, 5), ( j = 1, 2, 3, 4) are found
as follows

Ti j =

⎡

⎢⎢⎢⎢⎢
⎣

1 0.6655 0.3630 0.2524
1 0.6875 0.4658 0.3070
1 0.7763 0.5408 0.6255
1 0.6172 0.3348 0.2040
1 0.5499 0.2940 0.1740

⎤

⎥⎥⎥⎥⎥
⎦

Step A4: Aggregate the H–ITFNs r1 j for an alternative x1 by the H–ITFPEWA
operator and get r A1 .

r A1 = ([0.3267, 0.4350, 0.5509, 0.6592];
(0.7871, 0.7888,0.7898, 0.7914, 0.7949, 0.7964,

0.7975, 0.7990, 0.8016, 0.8032, 0.8041, 0.8057, 0.8089,

0.8104, 0.8113, 0.8128), 0.1872)

and in this similar way we find out r A2 ,r
A
3 ,r

A
4 and r A5 .

Step A5: The score value of r Ai (i = 1, 2, 3, 4, 5) for each candidate is evaluated
using Eq. (13):

S
(
r A1
) = 0.6218, S

(
r A2
) = 0.6734, S

(
r A3
) = 0.6901, S

(
r A4
) = 0.5919, S

(
r A5
) = 0.5575.

since S
(
r A3
)

> S
(
r A2
)

> S
(
r A1
)

> S
(
r A4
)

> S
(
r A5
)
, the ordering of individuals

becomes x3 > x2 > x1 > x4 > x5.
Now, the given problem is solved using H–ITFPEWG operator, for finding the

preference ordering of the candidates. The following steps are performed:
Step G1: Same as above step A1.
Step G2: Utilize the H–ITFPEWG operator to aggregate all the individual H–ITF

decision matrix R(q)
m×n =

(
r (q)

i j

)

5×4
, (q = 1, 2, 3)
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R5×4 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢
⎣

(
[0.3788, 0.4815, 0.5833, 0.6846];

(0.8207, 0.8529), 0.1471

) (
[0.1118, 0.2397, 0.3411, 0.4655];

(0.6873), 0.3127

)

(
[0.5825, 0.6832, 0.7837, 0.8840];

(0.7813), 0.2187

) (
[0.4857, 0.5866, 0.6872, 0.7877];
(0.7945, 0.8051, 0.8260), 0.1740

)

(
[0.6402, 0.7404, 0.8406, 0.9408];

(0.8576, 0.9000), 0.1000

) (
[0.5000, 0.6300, 0.7302, 0.8748];
(0.7580, 0.8020, 0.8237), 0.1763

)

(
[0.2804, 0.3826, 0.4839, 0.5848];
(0.7640, 0.7843, 0.8221), 0.1779

) (
[0.1997, 0.3218, 0.4259, 0.6151];

(0.5801, 0.6262), 0.3738

)

(
[0.1716, 0.2764, 0.3785, 0.4797];
(0.5713, 0.6475, 0.6973), 0.3027

) (
[0.2784, 0.3804, 0.4816, 0.5824];

(0.6218), 0.3782

)

(
[0.4856, 0.5865, 0.7877, 0.8881];

(0.7727, 0.7964, 0.8185, 0.8427), 0.1573

) (
[0.3759, 0.4772, 0.5781, 0.6786];

(0.5459, 0.5946), 0.4054

)

(
[0.3831, 0.4844, 0.6859, 0.7864];
(0.7791, 0.7944, 0.8245), 0.1755

) (
[0.4822, 0.5830, 0.6837, 0.8187];

(0.7193, 0.7660), 0.2340

)

(
[0.5179, 0.6181, 0.7182, 0.8184];

(0.7500), 0.2500

) (
[0.4916, 0.6574, 0.8165, 0.9166];

(0.5427, 0.5568, 0.5911, 0.6060), 0.3940

)

(
[0.1135, 0.2786, 0.4822, 0.6836];

(0.7246, 0.7549, 0.8246, 0.8564), 0.1436

) (
[0.6402, 0.7412, 0.8419, 0.9425];

(0.4204), 0.5796

)

(
[0.1747, 0.2797, 0.3818, 0.4831];

(0.7847, 0.8200), 0.1800

) (
[0.4858, 0.5867, 0.6872, 0.7876];

(0.5420, 0.5897, 0.5964, 0.6468), 0.3532

)

⎤

⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

Step G3: Calculate the value of Ti j (i = 1,2,3,4,5), (j = 1,2,3,4)

Ti j =

⎡

⎢⎢⎢⎢⎢
⎣

1 0.6550 0.3519 0.2408
1 0.6612 0.4398 0.2850
1 0.7738 0.5192 0.3247
1 0.6068 0.3201 0.1932
1 0.5366 0.2858 0.1667

⎤

⎥⎥⎥⎥⎥
⎦

Step G4: Aggregate the H–ITFNs ri j for each alternative xi by the H–ITFPEWG
operator and get rGi (i = 1, 2, 3, 4, 5).

rG1 = ([0.2757, 0.4049, 0.5224, 0.6367];
(0.7423, 0.7483, 0.7460, 0.7520 , 0.7493, 0.7553,

0.7530, 0.7590, 0.7561, 0.7621, 0.7598, 0.7658,

0.7632, 0.7692, 0.7669, 0.7729), 0.2271)

Consecutively we find out rG2 ,r
G
3 ,r

G
4 and rG5 .

Step G5: Calculate the score value of rGi (i = 1, 2, 3, 4, 5) using (13) as follows

S
(
rG1
) = 0.5934, S

(
rG2
) = 0.6549, S

(
rG3
) = 0.6725, S

(
rG4
) = 0.5654, S

(
rG5
) = 0.5426

since S
(
rG3
)

> S
(
rG2
)

> S
(
rG1
)

> S
(
rG4
)

> S
(
rG5
)
the ordering becomes x3 > x2 >

x1 > x4 > x5.
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Fig. 2 The comparisons of results are provided through the following figures

It is worthy to mention here that the ranking achieved by Yu [36] is x3 > x2 >

x1 > x4 > x5 and x2 > x3 > x1 > x4 > x5 using IFPWA and IFPWG operators,
respectively.However, using the proposed approach it has been found that the ranking
of alternatives remains almost the same using averaging as well as geometric oper-
ators. Thus, the proposed method is more consistent than the method developed by
Yu [36]. Thus, the proposed method is flexible enough to establish decision-maker’s
preferences on the alternatives. The comparison results are graphically shown in
Fig. 2.

It is also clear from the figures and achieved results that the difference between
any two consecutive score values is increased. Hence, the ordering of the alternatives
using this proposed methodology can be performed more efficiently.

7 Conclusions and Scope for Future Studies

The traditional hesitant fuzzy aggregation operators are generally suitable for aggre-
gating the information in the form of fuzzy numbers with some degree of hesitancy;
and are unable to deal with hesitant-intuitionistic fuzzy information, which contains
some degree of non-membership also. In this paper, H–ITF information aggregation
is used to solve MCGDM problems. A new score function is introduced to overcome
the difficulties that arise [7] due to higher value of non-membership. A prioritization
relationship over the criteria is defined based on Einstein operations. H–ITFPEWA
and H–ITFPEWG operators are introduced to aggregate the H–ITFNs using the
newly defined score function and Einstein operations for making a reasonable deci-
sion in the H–ITF decision-making contexts. Some properties of those operators are
discussed in detail. Finally, an illustrative example is considered to demonstrate the
proposed methodology. The comparison of the results reflects betterment of the pro-
posed methodology over the existing techniques [36] and provides consistent results
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using both the operators. As the scope for future study the proposed method can be
extended to solve decision-making problems using dual hesitant fuzzy set [37], hesi-
tant Pythagorean fuzzy set [38], Pythagorean hesitant fuzzy set [39], interval-valued
dual hesitant fuzzy [40], and other areas.

However, it is hoped that the proposed methodology may open up new vistas into
the way of making a reasonable decision in the hesitant-intuitionistic fuzzy group
decision-making environments.

Acknowledgements The authors remain grateful to the reviewers for their valuable comments and
suggestions to improve the quality of the manuscript.
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Unsupervised Feature Selection Using
Information-Theoretic Graph-Based
Approach

Sagarika Saroj Kundu, Abhirup Das and Amit Kumar Das

Abstract Feature selection is a critical part of any machine learning project involv-
ing data setswith high dimensionality. Selecting n optimal subset consisting of impor-
tant features reduces the execution time and increases the predictive ability of the
machine learning model. This paper presents a novel graph-based feature selection
algorithm for unsupervised learning. Unlike many of the algorithms using correla-
tion as a measure of dependency between features, the proposed algorithm derives
feature dependencyusing information-theoretic approach.Theproposed algorithm—
Graph-based Information-Theoretic Approach for Unsupervised Feature Selection
(GITAUFS) generates multiple minimal vertex covers (MVC) of the feature graph
and evaluates them to find the most optimal one in context of the learning task. In
our experimental setup comprising 13 benchmark data sets, GITAUFS has shown a
10% increase in the silhouette width value along with a significant feature reduction
of 90.62% compared to the next best performing algorithm.

Keywords Feature selection · Mutual information · Minimum vertex cover ·
Graph-based visualization

1 Introduction

Feature selection is a critical area of research focus, especially in domains having a
large number of attributes. Such domains include processing of internet documents
[8], customer review analysis [23] and interpretation of data from genomic projects
[15, 25] to name a few. It is advantageous as it allows us to design cost-effective
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machine learningmodels aswell as reducemodel execution time in high-dimensional
data sets. An unsupervised machine learning algorithm draws inferences from data
without having any known labeled responses. In unsupervised learning, the grouping
of unlabeled data instances needs to be done based on some specific set of statistical
measures. In this context, feature selection is a combinatorial optimization problem
where the objective is to find an optimal feature subset from the entire feature set
such that no information is effectively lost from the data in question. The features
need to be selected on the basis of how informative they are and contribute to the
specific unsupervised learning task. Also, it is important to consider how redundant
the features are based on their similarity with other features.

In general, approaches adopted for feature selection are wrapper, filter, embed-
ded, and hybrid. The wrapper approach algorithmically learns and determines the
best suited subset of features depending on prediction accuracy. It is very accurate but
is prone to overfitting [4, 5, 9]. On the contrary, in the filter approach, statistical mea-
sures are used in place of learning algorithms,making it suitable for high-dimensional
data sets. The embedded approach chooses the optimal feature subset during training.
The hybrid approach exploits the benefits of both filter and wrapper approaches.

In feature selection, it is important to adopt a suitable similarity measure in order
to evaluate inter-feature similarity. It is also important to establish feature relevance in
order to decide which features should be selected as part of the final subset. A feature
is considered irrelevant when it contributes very minimal information and is thus
insignificant for tasks such as clustering of given data instances; it can be removed
if it does not significantly contribute to the learning task. Feature relevance can
be measured using measures like joint mutual information, symmetrical relevance,
entropy [16, 18, 26]. Features whose contribution is nearly the same as one or more
other features are considered to be potentially redundant. Such similarities can be
measured using different measures like Fisher score, Pearson’s correlation, mutual
information, etc. [12, 13].

In this paper, we have proposed a graph theory-based algorithm to represent the
combinatorial relationship between different features of an input data set. This allows
visualizing the degree of inter-feature similarity and hence feature redundancy. It
also derives a feature subset by using graph theoretic principles of finding subgraphs
from graphs [7]. In our algorithm, after rejecting features based on their entropy,
the features are represented as graph-based on their mutual information statistics.
Then the optimal subset of features is obtained by using the two-approximation
algorithm of minimal vertex cover. The use of mutual information to determine
the association between features is supported by its ability to measure the general
dependence between features and obtain a complete characterization of symbolic as
well as numeric sequences and features, as opposed to classical methods like PCA
(for dimensionality reduction), KMeans (for clustering) [19, 22] or measures like
Pearson’s correlation that are able to capture linear relations at best. Furthermore,
unlike mutual information, these classical methods are sensitive to scale effects and
necessitate the use of preprocessing measures like normalization prior to designing
models.
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In the following Sect. 2, the existing literature of feature selection algorithms
related to the proposed work has been discussed. In Sect. 3, important insights into
different statistical concepts for determining relevance and redundancy have been
discussed. Our proposal has been described in Sect. 4 with several relevant illustra-
tions in Sect. 5. Section6 contains an analysis of our experiments with relevant tables
and graphs provided. Conclusions are in Sect. 7.

2 Related Work

Feature selection is a topic of great interest in research. Various methods have been
adopted by researchers for feature selection. However, very few papers have pro-
posed a graph-based feature selection approach. In graph-based feature selection,
features are represented as vertices of a graph and the edges represent the relation-
ship between features like inter-feature similarity, etc. Graph theoretic principle for
deriving subgraphs of graphs is used in graph-based feature selection.

In a related work [2], features have been mapped as vertices and weighted edges
represent inter-feature mutual information. In this paper, the first subset of features
are selected to minimize redundancy by selecting the densest subgraph. Then the
final feature subset is obtained by clustering the nonredundant features.

In [20], a community detection algorithm has been proposed. The features repre-
sented as vertices in the graph are clustered using community detection algorithm.
This reduces the feature subset. Then features from each cluster are selected, in iter-
ations, if they have value more than a threshold. This is done until there is no feature
having value more than the threshold.

Lu et al. [17] proposed a feature selection algorithmwhere a subset of the available
features are chosen using the same criteria as PCA and applied it to tasks like face
tracking and content-based image retrieval. In another feature selection algorithm
[14], a Laplacian score is calculated which determines the locality preserving power.
The local structure of data space is the focus rather than the global structure. The
nearest neighbor graph is plotted to evaluate the local geometric structure. Feature
association mapping has been used as an underlying concept in [6] which applies to
both supervised and unsupervised learning. The approach uses maximal independent
set and graph theoretic approach of minimal vertex cover to derive the final set of
features.

Another work [21] has used an ant colony based search process, a nature inspired
optimization algorithm. The approach also uses graph-based modeling of the feature
set. Hill-climbing based approach with a graphical representation of the input data
set has been shown in [11].

In a recent work [10], a graph encoder based technique for feature selection has
been adopted.Differentworks related to graph-based feature selection involvefinding
the feature-to-class or feature-to-feature relation.

The information contributed by a feature for the learning task has been a focus in
the work by [27]. The approach uses multidimensional interaction information (MII)
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as the selection criteria for features into the final feature subset.MII ismeasured based
on the mutual information between the feature subset selected and the target class.
Dominant-set clustering is used to group the feature vectors. The final feature subset
is made by selecting the features from the dominant-set using the MII criteria. This
ensures a final reduced feature set having maximum information about the class.

3 Background Concepts

This section highlights the concepts required for GITAUFS. In the proposed algo-
rithm, there are three stages. First, the irrelevant features are removed from the
candidate feature set. Then the association among selected features are measured
through the use of well-established algorithms and experimentally chosen threshold
values to determine the ones which are redundant and need to be excluded.

3.1 Feature Relevance

The entropy of a feature allows us to quantify the average information contributed
by it through measurement of the unpredictability of state; with higher information
content being indicated by lower probability. This information I is expressed as:

I (xi ) = log2
1

P(xi )
= − log2 P(xi ) (1)

According to Shannon, entropy H of feature X = {xi }i=1...n is defined as:

H(X) =
n∑

i=1

P(xi ) I (xi ) = −
n∑

i=1

P(xi ) log2 P(xi ) (2)

Entropy value is used to remove features that carry little information relevant
to learning. Since this information measure is based on the probability distribution
of a random variable and does not depend on its actual values, it has been widely
used in feature selection [3, 24]. When P(X) is distributed uniformly, the maximum
entropy of X is reached. This means that it has the highest level of unpredictability
or maximum information content. For that reason, many methods employ some form
of entropy in the objective function for clustering.

For each feature x , the information IE −{x} contributed by the entire set of features
is measured, i.e., E minus x using Eq. 2. All the features are thus ranked according to
themetric I and among these ones having higher value are considered to be potentially
irrelevant.
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3.2 Feature Redundancy

GITAUFS uses mutual information of candidate features as the starting component
of a pruning algorithm to strip away redundant features from the initial subset of
available ones.Whilemeasures like correlation allowus to understand the association
between different features and dimensionality reduction techniques like PCA that are
sufficient for patterns distributions across different classes, feature selection using
these fail in the case of classification or clustering tasks with complex decision
boundaries [3], since they consider only linear relations between features. On the
other hand,mutual information canmeasure arbitrary relations between variables and
is independent of the transformation done on them and is suitable for assessing their
“information content” for a robust estimation of redundancy. Hence, if two features
f1 and f2 are strongly similar, or one contributes significant amount of information
about the other, then their MI is large. If both f1 and f2 retained in the feature subset
for clustering, then the results obtained will be similar to the ones obtained when any
one of the features is used.

The mutual information M for a pair of features (X, Y ), is defined as

M(X, Y ) =
∑

x∈X

∑

y∈Y

P(x, y) log
P(x, y)

P(x)P(y)
(3)

where P(x, y) represents the joint probability. In particular, Eq. 3 measures how
much information is communicated, on average, in one random variable about
another. Features having mutual information of 0 are considered statistically inde-
pendent. Based on this, matrix MI is constructed, as described in Sect. 5.

4 Proposed Approach

In the approach proposed, data set features represent the vertices in the graph. The
main stages of GITAUFS algorithm include selecting the relevant features, identify-
ing the potentially redundant features, and selecting the most optimal feature subset
based on silhouette width value after evaluating γ minimal vertex covers derived
from the potentially redundant features.

• Step 1: Highlighting the irrelevant (or least informative) features.
Entropy can determine the information contribution of a feature in the data set for
a learning task. High entropy for a particular feature signifies high information
contribution by the feature for the clustering of data. Thus, features with high
entropy need to be considered for further evaluation. At this stage, high entropy
features are marked “green” and the rest are marked “red” as they are irrelevant
(due to low information contribution). The irrelevant features are thus highlighted
in this stage.
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• Step 2: Highlighting potentially redundant features.
The features marked “green” in the previous stage are evaluated in this stage
for potential similarity between them. Mutual Information between features is
calculated. The similarity matrix (MImat ) generated holds each cell corresponding
to the Mutual Information value between features respective to the column and
row for that cell. The mean of the similarity matrix is used as the threshold to
indicate how high or low is the similarity between two features. Feature pairs
having mutual information value greater than the mean are considered similar and
below or equal to the mean are considered as dissimilar.
The adjacencymatrix is derived usingmutual information between features and the
threshold value (mean of the matrix). The cells having mutual information lesser
than or equal to the mean are made 0, and rest are made 1. The leading diagonal of
the matrix is made 0 as it represents the mutual information of a feature to itself.
The similar features are represented in the graph using the adjacencymatrix. These
features are colored “blue” in the feature graph and they contain the potentially
redundant features. The rest of the features initially marked “green” are candidates
for the final subset of features without further evaluation because they have no
similarity with any other feature as well as high information contribution (due
to high entropy). These features are hence kept “green” in color. This stage thus
marks similar features with edges.

• Step 3: Highlighting the final feature subset.
At this stage, a feature subset is selected from the connected featuresmarked “blue”
as a representative of thewhole set. This ensures that the information content of the
features remains the same even though the number of features reduces. Minimal
Vertex Cover (MVC) algorithm has been used for this purpose. A subset of vertices
having edges incident to at least one of the vertices is identified. However, the
minimum subset is not always determined by the algorithm. Finding the minimum
feature subset is a NP hard problem. The proposed approach, however, tries to find
the best subset among multiple minimal vertex covers given by MVC algorithm.
The subsets are ranked based on the entropy (or information contribution) of the
features. The top γ subsets having higher entropy value are selected. These subsets
are then evaluatedbasedon the silhouettewidth value.The subset giving the highest
silhouette value is selected as the final subset. The features in this subset are then
marked “green” and the rest of the “blue” vertices are colored “red”.

By the conclusion of Step 3, the final set of features GITAUFS algorithm for the
data set is ready. The features represented by “red” colored vertices are the rejected
features and the final subset of selected features is represented in “green”. All the
three stages of GITAUFS generate graphwhich conveys important information about
the features in the respective data set (Figs. 1 and 2).
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Fig. 1 Illustration based on ‘mfeat’ data set

Fig. 2 Flow of GITAUFS algorithm
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Algorithm: Graph-based Information-Theoretic Approach for Unsupervised
Feature Selection (GITAUFS)

Input: N-dimensional data set DN having original feature set F = f1, f2, ...., fN ,
α - Relevance threshold
γ - Number of MVCs to be compared for final feature set

Output: Optimal feature subset Fopt .

Begin
/* Stage 1: Calculate feature entropy and color the top contributing features as
green.*/
1: For i = 1 to N
2: Ei = ENTROPY(fi )
3: Next
4: SORT(E)
5: For i = 1 to (α%)N
6: color(fi ) = “green”
7: Next
8: For i = ((α%)N)+1 to N
9: color(fi ) = “red”
10: Next
11: g1 = generateGITAUFS(F)
/* Stage 2: Color the similar features, among the possible optimal feature set, as
“blue”.*/
12: F′ = {x: x ⊆ F and color(x) = “green”}
13: MImat = mutual information(DN [F′])
14: For i = 1 to |F ′|
15: For j = 1 to |F ′|
16: If((MImat > mean(MImat )) & (i �= j)) then
17: add edge(Fi , F j , g1)
18: color(Fi ) = “blue”
19: color(F j ) = “blue”
20: End If
21: Next
22: Next
/*Stage 3: The MVC algorithm generates possible minimal set of features from
“blue” marked features.
Top γ subsets based on entropy ranking are further evaluated for silhouette width
value and the subset with highest silhouette width value is declared as the final
feature subset by GITAUFS and is marked by “green” color.*/
23: F′′ = {x: x ⊆ F and color(x) = “blue”}
24: V = {x: x ε Minimal-Vertex-Covers(F′′)}
25: For i = 1 to length(V)
26: Si =

∑
(ENTROPY(f j )), {f j : fi ε Vi , Vi = Minimal-vertex-coversi (F′′)}

27: Next
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28: SORT(S)
29: For i = 1 to γ

30: opt = max(silhouette width-value(Si ))
31: color(Vopt ) = “green”
32: color(F′′ - Vopt ) = “red”
33: Fopt = {x: x ⊆ F and color(x) = “green”}
End

5 Illustration

In this section, the three stages of GITAUFS approach have been illustrated with
the help of generated graphs with color codes representing the selected and rejected
vertices after each pruning stage.

• Stage-1: The initial filtering is carried out according to the entropy E of each
attribute using Eq. 2 as described in Sect. 4. The top α% of attributes are chosen
for the next stages (they are colored “green”) and the rest are discarded (colored
“red”). In Fig. 3a, “At2” and “At4” are filtered out from the list of seven attributes.

• Stage-2: Themutual information (MI) of each of the “green” attributes is calculated
using Eq. 3 mentioned earlier. The mean M I of the resulting similarity matrix is
used as threshold to distinguish potentially redundant features from others. An
adjacency matrix M Iad j is created having M Iad j = 1, ∀i �= j if M Ii, j > M I and
M Iad j = 0, ∀i= j . The features having a higher than average mutual information
are grouped into a subset (colored “blue”). “At5” is not a redundant attribute and
is selected as a final attribute (colored “green”) for Stage 3, as shown in Fig. 3b.
After this, the attributes having mutual information M Ii, j > M I are connected by
edges to form the graph also depicted in the figure.

M I =

⎛

⎜⎜⎜⎜⎜⎜⎝

At1 At3 At5 At6 At7
At1 1.34 0.12 0.24 0.69 0.56
At3 0.12 1.37 0.15 0.54 0.58
At5 0.24 0.15 1.38 0.32 0.17
At6 0.69 0.54 0.32 1.38 0.68
At7 0.56 0.58 0.17 0.68 1.37

⎞

⎟⎟⎟⎟⎟⎟⎠
, M I = 0.46

M Iad j =

⎛

⎜⎜⎜⎜⎜⎜⎝

At1 At3 At5 At6 At7
At1 0 0 0 1 1
At3 0 0 0 1 1
At5 0 0 0 0 0
At6 1 1 0 0 1
At7 1 1 0 1 0

⎞

⎟⎟⎟⎟⎟⎟⎠

• Stage-3 : The final selection of vertices is done from the “blue” vertices. The
vertices/attributes marked “green” in Stage 2 are directly selected into the final
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Fig. 3 Illustration for GITAUFS

feature subset. Minimal vertex cover (MVC) is run on features marked ‘blue’ in
Stage 2. The minimal vertex algorithm returns all possible minimal vertex covers,
of which the top γ minimal vertex covers having high entropy are further evaluated
along with features marked ‘green’ in Stage 2 on the basis of silhouette value. The
subset having highest silhouette width value is themost final feature subset derived
by GITAUFS. These features are marked ‘green’ such as “At7”, is chosen (colored
“green”) while the others, such as “At1”, “At3”, and “At6” are rejected (colored
“red”), as shown in Fig. 3c.

6 Experiments and Outcome

Our approach has been benchmarked on data sets obtained from the UCI Machine
Learning repository [1]. Our graphs have been generated using the ‘matplotlib’
library in Python. Table1 presents the data sets used for experimenting. The value
of α is 10% in this experiment. GITAUFS has been compared with two graph-based
feature selection algorithms—DSUB [2] and UFAM [6] and two benchmark feature
selection algorithms—Laplacian [14] and Principal Feature Analysis (PFA) [17].
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Table 1 Description of UCI
data sets

Data set # of features # of instances

apndcts 7 106

btissue 9 106

cleave 13 297

ecoli 7 336′

glass 9 214

ILPD 10 579

mfeat 649 2000

pima 8 768

sonar 60 208

vehicle 18 846

wbdc 30 569

wine 13 178

wiscon 9 682

6.1 Summary of Outcome

The proposed algorithm (GITAUFS) has been evaluated for its performance by com-
paring it with other competing algorithms based on three main aspects—silhouette
width value, percentage of feature reduction, and execution time. The following sub
sections describe the comparative results obtained in each of these aspects.

Table 2 Performance of silhouette width

Data set GITAUFS UFAM ALL LAPLACIAN PFA DSUB

apndcts 0.66 0.6 0.46 0.44 0.48 0.43

btissue 0.65 0.62 0.58 0.56 0.53 0.58

cleave 0.55 0.31 0.27 0.57 0.58 0.27

ecoli 0.54 0.54 0.44 0.56 0.47 0.44

glass 0.59 0.61 0.52 0.54 0.53 0.52

ILPD 0.86 0.71 0.49 0.72 0.72 0.49

mfeat 0.20 0.2 0.24 0.18 0.14 0.19

pima 0.56 0.27 0.51 0.27 0.27 0.24

sonar 0.41 0.17 0.47 0.19 0.12 0.39

vehicle 0.62 0.52 0.32 0.43 0.38 0.47

wbdc 0.55 0.44 0.65 0.49 0.29 0.4

wine 0.57 0.4 0.002 0.35 0.31 0.32

wiscon 0.63 0.69 0.19 0.66 0.65 0.65
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6.1.1 Comparison of Silhouette Width Value

The silhouette width values for the proposed algorithm GITAUFS along with other
competing algorithms UFAM, LAPLACIAN, PFA, and DSUB have been recorded
in Table2. The column corresponding to ALL contains silhouette width values for
all features of the dataset.

A graphical comparison of the performance of silhouettewidth value has been pre-
sented in Fig. 4. FromTable2 and Fig. 4 it is evident that GITAUFS has outperformed
the benchmark algorithms. GITAUFS has recorded the highest or the near highest
silhouette width value for all the data sets used. The summary of the comparison
based on silhouette width value is given below.

Fig. 4 Performance of silhouette width
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• GITAUFS has the highest silhouette width value for 6 out of 13 data sets used in
the experiment.

• For the other data sets where GITAUFS does not have highest silhouette width
value, it is giving value very close to the best value

• GITAUFS has outperformed both the benchmark algorithms—Laplacian and PFA
with respect to the silhouette width value

6.1.2 Comparison of Feature Reduction

The percentage of feature reduction for GITAUFS and other competing algorithms
has been presented in Table3. Graphical representation of the comparison has been
shown in Fig. 5.

GITAUFS has shown a very high percentage of feature reduction for all the data
sets when compared to the benchmark algorithms. An overview of the comparison
for feature reduction is given below.

• GITAUFS has shown the highest reduction in the number of features compared
to the competing algorithms for all the data sets except ‘mfeat’ where DSUB has
a higher reduction in the number of features. However, GITAUFS has a better
silhouette width value than DSUB for ‘mfeat’ justifying its efficiency

• GITAUFS has the highest feature reduction as high as 96.67% and the lowest being
85.71% which is also very high compared to the other competing algorithms

• GITAUFS has performed extremely good for high-dimensional data set giving a
reduction in features exceeding 91%.

Table 3 Percentage feature reduction

Dataset GITAUFS UFAM PFA LAPLACIAN DSUB

apndcts 85.71 50 57.14 57.14 71.43

btissue 88.89 62.5 55.56 55.56 66.67

cleave 92.31 25 23.08 23.08 76.92

Ecoli 85.71 33.33 28.57 28.57 71.43

glass 88.89 37.5 33.33 33.33 77.78

ILPD 90 44 30 30 70

mfeat 91.68 29.78 85.82 85.82 99.69

pima 87.5 14.29 12.5 12.5 75

sonar 95 44.07 63.33 63.33 68.33

vehicle 94.44 35.29 72.22 72.22 88.89

wbdc 96.67 31.03 76.67 76.67 93.33

wine 92.31 25 38.46 38.46 84.62

wiscon 88.89 37.5 33.33 33.33 77.78
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Fig. 5 Feature reduction

6.1.3 Comparison of Execution Time

The values representing the execution time for GITAUFS and other competing algo-
rithm is shown in Table4. Execution time for GITAUFS is very close to benchmark
algorithms. A summary of the conclusions drawn on comparing the execution time
is given below.

• The execution time forGITAUFS is almost similar to that of benchmark algorithms
• For high-dimensional data sets like ‘mfeat’ , GITAUFS has a fairly acceptable exe-
cution time. DSUB has almost double execution time for ‘mfeat’ and the execution
time of PFA is almost 48 times higher than GITAUFS.
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6.2 Overall Comparison of Performance

An overall comparison of GITAUFS has been done in Table5 with benchmark algo-
rithms. Summary of the silhouette width performance is given in Table6. A graphical
representation of mean rank for various competing algorithms based on silhouette
width value is shown in Fig. 6.

Observations made from the Tables5, 6 and Fig. 6 are described below.

• GITAUFS has higher silhouette width value than all the other competing algo-
rithms. The mean rank for GITAUFS is the lowest which indicates that GITAUFS
has the best silhouette value for most of the data sets used. GITAUFS has the
highest number of wins based on its performance of silhouette width.

• Feature reduction is the highest for GITAUFS. GITAUFS has a mean feature
reduction of 90.62% which is very high in general and especially high when
compared with other competing algorithms.

Table 4 Execution time (in seconds)

Dataset GITAUFS UFAM PFA LAPLACIAN DSUB

apndcts 0.17 0.39 0.15 0.12 0.58

btissue 0.25 0.4 0.18 0.15 0.09

cleave 0.90 0.4 1.74 0.17 0.16

ecoli 1.37 0.41 1.27 0.1 0.09

glass 0.61 0.41 0.46 0.12 0.11

ILPD 1.09 0.39 9.58 0.2 0.11

mfeat 854.13 2.63 41,034.06 25.99 1,531.69

pima 1.17 0.39 23.9 0.14 0.1

sonar 0.96 0.02 2.63 0.75 2.63

vehicle 2.74 0.47 65.5 0.14 0.3

wbdc 1.03 0.01 32.4 0.27 0.52

wine 0.34 0.38 0.62 0.16 0.14

wiscon 0.67 0.4 17.78 0.13 0.11

Table 5 Comparison of different algorithms

Algorithm Mean silhouette
width

Mean execution
time (s)

Mean feature
reduction (%)

GITAUFS 0.57 66.58 90.62

UFAM 0.47 0.52 36.1

LAPLACIAN 0.46 2.19 46.92

PFA 0.42 3168.48 46.92

DSUB 0.41 118.2 78.61
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Table 6 Summary of
performance (Silhouette
Width)

Algorithm Mean rank Number of
Wins/Ties

HITAUFS 1.85 6

UFAM 2.77 2

ALL 3.85 3

LAPLACIAN 3.23 1

PFA 4.15 1

DSUB 4.38 0

Fig. 6 Wins/Ties for
silhouette width value

• The execution time for GITAUFS is similar to other competing algorithms as seen
in Table4. For high-dimensional data sets, UFAM has best execution time. How-
ever, GITAUFS also has better than average execution time for high-dimensional
data sets.

7 Conclusion

The proposed approach, GITAUFS, has shown significant feature reduction of
90.62% which is 12% higher than the next best performing algorithm. GITAUFS
also gives a high silhouette width value of 57% with the lowest mean rank among
other competing algorithms and stands out as the best performer. GITAUFS is a
information-theoretic approach which captures the general dependency between fea-
tures. GITAUFS also addresses the challenge of finding the minimal vertex covers
being an NP hard problem by evaluating multiple minimum vertex cover. GITAUFS
has an added advantage of being a graph-based approach which provides the visual-
ization of all the stages of the algorithm. The graphical representation of features as
vertices of a graph gives a visual understanding of the relevance of features and sim-
ilarity between features. GITAUFS has the overall best performance when compared
to the benchmark algorithms for the experimental setup.
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Fact-Based Expert System for Supplier
Selection with ERP Data

Kartick Chandra Mondal, Biswadeep Deb Nandy and Arunima Baidya

Abstract For any business enterprise, supply chain management (SCM) plays an
important role in an organization’s decision- and profit-making process. A very cru-
cial step in SCM is supplier selection. It is such a pivotal step because it deploys a
large amount of a firm’s financial resources. In return, the firms expect significant
interest from contracting with suppliers offering higher value. Any discrepancy in
this process can lead to low SCM performance which in turn may cause financial
losses as well as bring about a decline in the firm’s market performance. This paper
deals with the development of a strictly fact-based expert system for appropriate
supplier selection and shows how rules can be broken down into atomic clauses.

Keywords Supply chain management · Supplier selection · Knowledge based ·
Fact based · Expert system

1 Introduction

A supply chain is basically a connected network of individuals, resources, activities,
and technologies involved in the manufacture and sale of a product which starts
with the delivery of raw materials from a supplier to a manufacturer and ends with
the delivery of the finished product to the consumer. Management of this network
plays a very important role in the firm’s financial benefit. Supply chain management
revolves around the flow of goods and comprises all the processes that transform raw
materials into final products [4, 13, 15]. Supplier Selection is defined in Westburn
Dictionary as, “The stage in the buying process where the intending buyer chooses
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the preferred supplier or suppliers from those qualified as suitable.” Supplying the
correct goods specified by the firm is a key requirement for the management system.
To ensure this, selection of the most coherent supplier, based on different criteria like
time for delivery, cost of resource, and reliability, is very crucial [1, 15].

In this modern era of automation and rapid growth, organizations are seeking
a reasonable, fast, and robust way of decision-making which would uplift main
performance criteria such as quality, service, speed, and cost. This decision-making
capability of such a system should also be as accurate as possible and comparable
with human expert [3–5]. In this paper, we have tried to develop an expert system
made in accordance with the past purchases of a firm. In the real world, every firm has
huge data from previous suppliers and the products supplied. We have tried to find
the relationship between the various databases in the dataset we have. This played a
key role in helping us generate facts which were properly processed to form accurate
Prolog clauses which have been used to build an appropriate knowledge base and
thus provide the most efficient supplier based on different situations as queried or
required by the user of this system.

In this paper, we have tried to develop a strictly fact-based expert system for
simplifying the process of supplier selection, thus, speeding up the entire supply chain
management as well as increasing its efficiency. According to our study, different
types of expert systems have been developed for supplier selection such as rule-
based, fuzzy rule-based, and fuzzy systems but an expert system only containing
facts as clauses in a knowledge base generated from a firm’s previous data has not
been proposed as per our study goes. In addition to this, we have shown how a single
rule can be separated to formmultiple facts, which are atomic in nature, but keeps the
overall knowledge intact without causing any changes. This is also another novelty
of our work presented in this paper.

Without the presence of a rule base or a rule generation engine, a significant
amount of computation does not take place. For this, our proposed model consists
of three basic components which are knowledge base, inference engine, and user
interface. The jump comes in the way of accurate deductions in our model. Consider
a situation with a single erroneous rule in the rule base. It would provide multiple
erroneous results for multiple queries. But, facts are computed from historical and
present data. One erroneously generated fact will only affect one result of a particular
query out of a hundred possible queries that could be supplied to the expert system.

The data collected from an organization has been preprocessed at the beginning
which includes steps like avoiding incomplete data, removal of duplicate data, and
identifying proper primary and foreign keys. After this, facts have been developed
based on this processed data which forms the knowledge base of our expert system.
Prolog has been used for the knowledge base implementation while Python is used
for making the user interface, which helps in communicating with the end user. A
bridging package has been used called PySWIP which helps in the logical transfer
of input and output values between the two platforms.

Moreover, removing the heavy computational portion (rule based) from the gen-
eral CLIPS Expert System architecture makes our system way more lightweight in
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terms of memory consumption and processing speed when it comes to handling mul-
tiple dense datasets such as ours, thereby making the system more scalable as well;
we are not required to generate rules at all, even at the addition of new datasets.

The remaining of the paper is organized as follows: in Sect. 2, a brief overview
of previous studies in which different types of expert systems are used to solve
supplier selection problems are presented. Structure of our proposed expert system
is explained in detail in Sect. 3. Section4 showcases the dataset we worked with and
it is analyzed in detail in accordance with a star schema for a better understanding of
the simulation. In Sect. 5, the experiment, analysis, and results are discussed. Finally,
concluding remarks are presented in Sect. 6.

2 Related Work

Article [7] put forward the idea of using expert systems which can be beneficial in
determining suppliers for a single product. Their proposedmodel of an expert system
took into consideration different attribute types like price, due date, discount, and so
on. These attribute values increased the model’s reliability as well as complexity as
shown in [7]. Similarly, [8] presented a concept of the use of rule-based reasoning
systems for evaluation and classification of suppliers. Here, authors showed how an
expressive system of rule management can be used as an effective tool for supplier
evaluation. Experiment and analysis were done on Rebit system and a demonstration
has been given in article [8] as to how an individual evaluation criteria can be grouped
into sets of independent rules and how one may use tools to enhance knowledge
acquisition.

Authors in [3] claim that the success of a supply chain management depends
on various decisive factors and can be achieved by managing several components
efficiently. In article [3], authors continue their study on one such significant decisive
factor to design an expert system using Prolog which takes rational decisions for
vendor selection in the shoe industry.

Yunusoglu and Selim [18] developed a fuzzy rule-based expert system to support
portfolio managers in their investment decisions. The proposed expert system has
been validated by using the data of the Istanbul Stock Exchange (ISE) National 100
Index (XU100). It is also stated in the study that the performance of the proposed
expert system is relatively higher in risk-averse investor and middle-term investment
period cases. Again, Pitchipoo in his paper [11] showcases that supplier selection
problem is amulti-criteria decision problem inwhichboth qualitative andquantitative
factors are involved.A fuzzy logic expert systemwas developed for supplier selection
in the chemical industry and the results obtained in [11] portrayed the efficiency and
effectiveness of an expert system in such decision-making problems.

Authors of article [12], have adopted a rather holistic and comprehensive view
of some of the organizational profiles and attempted to point out the relation-
ships between some organizational profiles and ERP System success. Their research
attempted to link the organizational profiles to the ERP success level by using the
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capability of artificial neural networks in articulating such relationships. Further, in
[14], authors have defined Enterprise resource planning as one of the major sets of
modules of enterprise systems being implemented in various organizations across
the globe. They programmed the knowledge base as an if …then logical structure.
They further explained how an expert system usually contains two components, a
knowledge base, and an inference engine program, enabling it to suggest conclusions.

The research conducted in [2] has contributed to designing a system that is the
combination of an expert system and ANN. The customers can interact with the
interface of the expert system to ask and get advice from the system. In addition
to this, the knowledge received from the data analysis is used to identify a specific
customer’s behavior. The study conducted by Hokey Min in [10] gives us an insight
into the application of Artificial Intelligence in the field of supply chain process. The
paper [10] gives us a detailed view of the different applications conducted in this
field to automate the supply chain management process. Authors in [13] identified
the criteria for evaluation of two types of suppliers in the construction industry and
their fuzzymembership functions, distinctly, through literature review, questionnaire
survey, and statistical analysis of expert judgment. TheyutilizedMamdani’s inference
mechanism to develop a new methodology of the fuzzy expert system.

3 Development of Expert System

Expert systems (ES) or knowledge-based systems [6] solve problems and take deci-
sions concerning a specific field by using expert’s knowledge stored in a knowledge
base. They closely and effectively mimic human decision-makers or experts. ES
is interactive and is designed for solving complex problems by reasoning through
bodies of knowledge [17]. It utilizes data, provides an easy user interface, and it
also allows for the decision maker’s own insights. For showing the practical appli-
cation, the study of ES for supplier selection has been done. The expert system is
built to develop or to reduce the manual calculation risk faced by a firm [5, 15, 16].
Figure1 demonstrates the model of an expert system in general. It consists of the
five components as explained here.

Facts: They are used for the representation of expert’s knowledge [6, 9].
Rule: It is referred to as an IF-THEN structure that relates the given facts in the IF

part, called the antecedent, with a particular action in the THEN part, called the
consequent [6, 9].

Database: It is a collection of data where data is organized into rows, columns,
and tables, and it is indexed to make it easier to find relevant information.

Inference engine: Given the knowledge, the inference engine tries to derive a suit-
able result. It precedes using two techniques, namely, forward chaining and back-
ward chaining. Forward chaining starts with the given data and uses the inference
engine to extract more data until a possible solution or goal is reached. Backward
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Fig. 1 The outline of an
expert system

chaining, on the other hand, is an inference method which starts from the goal
and ends as per user required solution [6].

User Interface: It helps the end users to interact with the inference engine, ask
relevant questions and thus, get the correct decision as output.

3.1 Modeling Our Proposed Expert System

• Given a set of queries, the user enters appropriate responses based on the program
requirements. Queries appear to be in the form of regular questions such as “Name
of the firm”, “Item requirement”, “location of the firm”, “Date of requirement”,
and “Payment methods looking out for”.

• The program searches for the best possible outcome based on the input parameters,
considering one or more than one simultaneously. Backward chaining is used to
find all possible solutions for each parameter.

• The user has the opportunity to tune the results based on multiple parameters like
quality, cost, reputation, speed of delivery, type of payment accepted, and location
or any number of parameters.

3.2 Components of Our Proposed Expert System

Based on the above modeling, our proposed ES framework contains three compo-
nents, namely, Knowledge base, Inference engine, and User interface (UI) where all
the flows are bidirectional in nature. Pictorial representation of the proposed system
is shown in Fig. 2.



48 K. C. Mondal et al.

Fig. 2 The model of our
proposed expert system

In our implementation as represented in Fig. 2, the knowledge base consists strictly
of facts as clauses. In fact, the presence of rules as clauses are not required if every
single rule is broken down into multiple facts of their specific relation. For exam-
ple, Rule 1: “All humans like food” can be patterned into facts as human(alice),
human(bob), likes(alice,food), likes(bob,food). More specific rules can also be
easily removed to imply the same using multiple facts which bring about the
same scenario without causing any change in the overall knowledge. For exam-
ple, Rule 2: “Few mammals eat meat, have stripes, and can swim” can be used
in a similar manner if facts like these are present—mammals(leopard), mam-
mals(cheetah), mammals(cow), eats(leopard, meat), eats(cheetah, meat), eats(cow,
grass), have_stripes(cheetah), have_stripes(leopard), can_swim(cheetah).

An inference engine helps to deduce, or infer new knowledge from a set of given
logical deductions, facts or rules. The inference method used in our case is backward
chaining where given a goal, it works upward toward facts to derive multiple solu-
tions, with the goal here being the input given by the user as the firm’s name, material
required, location, and other data. Thus, working up the inference engine finds the
most appropriate supplier given in a particular scenario [9]. For this work, Prolog
has been used for the knowledge base implementation and Python for the making of
the user interface. A Python–Prolog bridging package has been used named PySWIP
for the logical transfer of input and output values between the two platforms.
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4 Dataset

4.1 Database Naming

Six databases have been used for our study fromwhich the facts have been generated
to form the knowledge base. Each record caters to some specific information for
a particular supplier. Every database contains different information about different
sections present in the supplier management process. Given below is an elaborate
description of all six databases and what each of them contains.

Database 1: Supply order cash purchase: Contains data related to suppliers per-
taining to only cash related purchases.

Database 2: Supply order contract based purchase: Contains data related to only
suppliers who deal with contract-based payment schemes.

Database 3: Supply order payments: Contains information about the type of pay-
ment and document.

Database 4: Planning reports: Contains the supplier name and their item descrip-
tions as well as the firms that previously bought products from them.

Database 5: Bills cleared and bills pending: Contains all the previously paid bills
as well as bills yet to be cleared including every item price to tax value.

Database 6: Vendor registration details: Keeps a record of all the supplier infor-
mation.

4.2 Dataset Preparation

All the datasets had to be preprocessed before the generation of the facts from them.
The different databases went through the following preprocesses:

1. Analyzing the data thoroughly: This process helps in understanding the relation-
ship of one database with another to recognize proper primary and foreign keys.

2. Preprocessing: This includes the following steps:

• Empty fields are hashed to remove noisy or incomplete data.
• Delimiters are removed for the proper creation of predicates.
• Duplicate data is removed to avoid the generation of redundant facts.
• Proper letter case orientation is applied.
• Found primary and foreign keys are used for forming appropriate relations
between the databases.
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Fig. 3 The star schema of the databases used in the development process

Figure3 showcases the star schema diagram of the databases. We have combined
the first two databases, namely, Database 1 and Database 2 containing Demand num-
ber as the primary key and Supply order number, Supplier name, and Invoice number
as foreign keys. Database 3 contains information about the payment corresponding
to a single supply order number. The primary key is the supply order number and the
elements are the delivery date, inspection date, and ledger posting date, SODocument
type and payment type. Database 4 contains the planning reports with the primary
key as the supplier name and elements like item description and project description.
Database 5 accommodates information about the bills, containing invoice number as
the primary key and selling value as elements. Finally, Database 6 contains details of
the vendor registration. Supplier name is the primary key ofDatabase 6 and it contains
elements like address, location, email id, phone number, and mobile number.

Table1 displays a vivid analysis of all the databases present in the dataset. The
maximum number of rows is considered to give an estimation of the actual length of
each database. Foreign keys are considered to find a relation between each database,
understanding of this relationship plays an important role in the generation of facts.
Primary keys of each database help to specify a unique identifier for each record.



Fact-Based Expert System for Supplier Selection with ERP Data 51

Table 1 Details of used databases

Database No. Max. rows Primary keys Foreign keys

Database 1 2170 Demand No. Supply Order Number, Supplier
Name, Invoice Number

Database 2 409 Demand No. Supply Order Number, Supplier
Name, Invoice Number

Database 3 10492 Supplier Order No. None

Database 4 3308 Supplier Name None

Database 5 1603 Invoice No. None

Database 6 4126 Supplier Name None

5 Experiment and Analysis

5.1 Experiment

5.1.1 Experimental Setup

Wehave used a singlemachine for carrying out our experiments, whose configuration
is stated as follows:

• Processor: 6th Generation Intel Core i5-6 300HQ Quad Core (6M Cache, up to
3.2 GHz),

• Memory: 8GB 1 DIMM (1 × 8GB) DDR3L 1600M hz,
• Disk/Hard Drive: 1TB (5400rpm) Hybrid HDD with 8GB Flash,
• System Type: 64 bit Operating System, x64-based Processor, and
• Operating System: Windows 10 Home Single Language.

5.1.2 Implementation Setup

• Database processing and User interface(UI): Python,
• Knowledge base: Prolog, and
• Logical Interface: PySWIP.

5.2 Analysis

Working on six databases where the rows vary from 409 to 10,942, the total facts
constituting the knowledge base is over 2,00,000. The user interface has been made
such that it interacts with the user, asks intelligent questions, and provides the name
of the supplier based on various scenarios in an efficient manner, much like a human
expert but, at a higher speed and devoid of human errors.
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Below, an outlook of the overall system working is demonstrated in the form of
tables. Questions asked by the user interface of the expert system to the user are
used to get appropriate goal knowledge which in turn is used to generate appropriate
Prolog queries for running on the inference engine to give appropriate solutions.
Listing 1 shows the user interface where intelligent questions are asked to the user.
These questions are well formed such that there is limited and restricted searching
done on the knowledge base.

Listing 3.1 The User Interface and the intelligent questions asked from the user of this system.

Program: Name of the firm?
User: IIR Seekers Directorate .

Program: Item required?
User: Scopecorder .

Program: Document or purchase type required (Cash or
Contract)?
User: Cash Type.

Program: Within how many days do you want the item to
be delivered?
User: 14 days .

Program: Any particular attribute you would like to
select on? (speed/ cost / location )
User: No.

These answers acquired from the user of the expert system are used to form appro-
priate Prolog queries through the Python interface to run on the Prolog knowledge
base. This forming of Prolog queries from user answers are showcased in Table2.
For example, in “Name of the firm?” answered by the user to be “IIR Seekers Direc-
torate”, the query in the background generated by the Python interface for running on
the knowledge base is “suppliername (X, iirseekersdirectorate)” as shown in Result 1
of Table2. Based on this, the result generated is put up in the next column of that
table. Now, similarly moving on to a more complex scenario, based on two answers
given by the user, another query is generated as shown in Result 2 present in Table2
where the cash purchase type and item requirement is taken into consideration as
given by the user in Listing 1 to generate the Prolog query “sodocumenttype (cash-
purchase, X), itemsupplier(scopecorder, X)”. The appropriate result is put forward
in the next column as well and explained. Similarly, Result 3 and Result 4 presented
in Table2 show us complex query generation based on the given firm name, item
requirement, and various purchase types. Moving forward, such user answers can be
replicated in the form of a useful Prolog query to generate a list of results.
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Table 2 The conversion of user input to a working Prolog query and the result generated by the
expert system for it

Result no. English sentence Query Generated output Explanation of
the output

Result 1 Gives results for
all the suppliers
that can or have
supplied items
to the
organization IIR
Seekers
Directorate

Suppliername(X,
iirseekersdirectorate)

X = accesstechnologies;
X = adrystechnologies ;
X = agmatelindiapvtltd;
X = cisystemltd; X =
cmenvirosystemspvtltd;
etc.

List of all the
suppliers by
name which can
supply items to
this firm. A long
list of results
since it is a
single query and
as a more
specific question
has not been
asked by the
user

Result 2 Gives the names
of suppliers
which provide
scopecorder as
well as accepts
cash purchase

Sodocumenttype
(cashpurchase, X),
itemsupplier
(scopecorder, X)

X = accesstechnologies Resulting
supplier is the
only supplier
which sells
scopecorder as
well as accepts
cash payments,
according to the
knowledge base
prepared

Result 3 Gives the name
of an
organization that
requires
accelerometers
as well as cash
transactions

Suppliername
(X,entestdirectorate),
sodocumenttype
(cashpurchase, X),
itemsupplier
(accelerometers, X)

X = southernsystems The resulting
supplier name is
the only supplier
which provides
accelerometers
and accepts cash
payments

Result 4 Gives the name
of an
organization that
requires
accelerometers
as well as cash
transactions and
local purchase
schemes

Suppliername (X,
entestdirectorate),
sodocumenttype
(cashpurchase, X),
sodocumenttype
(localpurchase, X),
itemsupplier
(accelerometers, X)

X = southernsystems The resulting
supplier name is
the only supplier
which provides
accelerometers
and accepts cash
payments as
well as local
purchase
schemes

This list of results can be organized and given as output by the user interface of
the expert system, based on proper attribute selection criterion given by the user as
well, as shown in Table3.
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Table 3 The final result of the expert system

Appropriate
supplier

Address Location Email ID Contact details Scenario

Supplier 1 <Address of
Supplier 1>

<Location of
Supplier 1>

<email id of
Supplier 1>

<Phone no. of
Supplier 1>

Speed of
delivery

Supplier 2 <Address of
Supplier 2>

<Location of
Supplier 2>

<email id of
Supplier 2>

<Phone no. of
Supplier 2>

Quality of
product

Supplier 3 <Address of
Supplier 3>

<Location of
Supplier 3>

<email id of
Supplier 3>

<Phone no. of
Supplier 3>

Reputation

Supplier 4 <Address of
Supplier 4>

<Location of
Supplier 4>

<email id of
Supplier 4>

<Phone no. of
Supplier 4>

Cost of item

Supplier 5 <Address of
Supplier 5>

<Location of
Supplier 5>

<email id of
Supplier 5>

<Phone no. of
Supplier 5>

Location

Supplier 6 <Address of
Supplier 6>

<Location of
Supplier 6>

<email id of
Supplier 6>

<Phone no. of
Supplier 6>

Inspection/
Warranty date

6 Conclusion

In this paper, a strictly fact-based multi-criteria expert system was developed for
selecting themost efficient supplier which takes various scenarios into consideration.
The aim of this paper is to find an appropriate supplier for a particular product or
service using the previous data present at the firm’s end. Since this study also looks
into the various criteria for supplier selection like time of delivery, cost of good,
and reliability, it will help in providing the firm a competitive edge, thus, in turn,
increasing its profit at a significant scale. This expert system reduces human effort
to a large extent by automating the entire process of supplier selection which further
helps in reducing the time and human error. In addition to this, we also conclude
that in a rule-based expert system, if a rule is wrong by any means then, it will, in
turn, give an inefficient result for multiple scenarios that get covered by that rule in
particular. Whereas in our implementation, where knowledge base consists only of
facts, an erroneous fact may lead to only one such circumstance for an inefficient
result, the possibility of which is very low.

The study conducted opens up a new way of developing expert systems, which
can be used for further studies or implementations in other fields later on. The idea
of replacing a single rule of any type with many relational facts without altering the
overall knowledge present also opens up a new way of designing all relative systems
or algorithms that work only with clauses. Further research may help in deducing
knowledge which can be produced from rules or facts alternatively.



Fact-Based Expert System for Supplier Selection with ERP Data 55

References

1. Boer LD, Labro E, Morlacchi P (2001) A review of methods supporting supplier selection. Eur
J Purch Supply Manag 7(2):75–89

2. Devi PI, Rajagopalan SP (2011) The expert system designed to improve customer satisfaction.
Adv Comput: Int J 2(6)

3. Ersoz S, Yuzukirmizi M, Turker A, Birgoren B (2009) Vendor selection in supply chain man-
agement by expert systems and a case study. Int J Eng Res Dev 1(2):61–66

4. Ghodsypour SH, OBrien C (1998) A decision support system for supplier selection using an
integrated analytic hierarchy process and linear programming. Int J Prod Econ 56:199–212

5. Jalao ERL, Martinez IAG (2009) The contract expert system: a proposal for long-term supplier
evaluation, selection and performance monitoring, vol 1. CRC Press

6. Lucas P, Gaag LVD (1991) Principles of expert systems. Addison-Wesley, Wokingham
7. Luji R, łLari T, Heffer G (2009) Application of expert system for determination of the most

beneficial suppliers in single production. Tehničkivjesnik 16(4):81–86
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Handling Seasonal Pattern
and Prediction Using Fuzzy Time Series
Model

Mahua Bose and Kalyani Mali

Abstract Seasonal variation is one of the important components of the time series.
There are many techniques available in the literature to deal with the problem of
seasonality. A few hybrid fuzzy time series models investigated the problem of fore-
casting in the presence of seasonal variation. But these techniques follow complex
computational procedures. The aim of this present study is to develop a new fuzzy
time series forecasting model that can process seasonal patterns present in the data
directly without any seasonal adjustment by applying certain mathematical tech-
niques. The proposed Neuro-uzzy model is capable of extracting the seasonal pat-
tern from the training set and forecasting the future pattern. This model makes use
of Self-organizing map (SOM) for clustering similar patterns. Performance of the
model is evaluated using Rainfall data and Milk Production data.

Keywords Cluster · Fuzzy · Pattern · Relationship · Seasonal

1 Introduction

Seasonal variation is periodic in nature. It occurs at regular intervals of time (within a
week, month, or quarterly, etc.) [1]. For example, India receives heavy rainfall during
the monsoon season. At the beginning of the year (in January), rainfall is low. Then
it starts rising. During rainy season, it reaches the maximum and then it decreases
gradually. The sale of certain products is very high during festivals (in the month of
October–November) in India. This is another example of seasonal data.

In fuzzy time series models [2–4], observed values are represented by a sequence
of fuzzy sets [5]. These models can process both fuzzy data and crisp data which a
limitation of traditional time series. Its another advantage is that it does not require
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large training samples as in statistical models. In these models, a relationship exists
between the present state and one or more previous states. If there is only a single
previous state in which the present state depends, then it is known as the first-order
relationship. In case of multiple previous states, the relationship is considered as high
order [2–4, 6, 7].

Generally, two different approaches [8] can be adopted for forecasting seasonal
time series: (1) remove the seasonal factor from the time series by a deseasonalization
technique and then apply any forecasting method and (2) generate forecast for all
the seasons directly.

The present study employs the second approach. In this paper, our focus is on
the issues related to handling and forecasting seasonal patterns present in the data
without applying any seasonal adjustment techniques. The objective of this study
is to develop a fuzzy time series forecasting model for this purpose. The proposed
Neuro-fuzzy technique is capable of generating the predicted values for all of the
seasons directly at a time. There is no need for seasonal adjustment.

This paper is divided into the following sections: Sect. 2 summarizes the previous
studies in this direction. Description of the proposed forecasting model is given in
Sect. 3. In Sect. 4, the performance of the proposedmodel is analyzed. The conclusion
is presented in Sect. 5.

2 Related Works

Fuzzy time series forecasting models (FTS) have been applied in various areas such
as Finance [9–18], Climatology [19–23], Enrollments [3, 4, 6, 13, 23], Electricity
[24, 25], Environment [26], and Unemployment [14, 18]. Accuracy of the forecast
of these models is dependent on three issues: (1) partitioning of data, (2) formulation
of Fuzzy logical relationship (FLR), and (3) defuzzification.

There is no forecasting approach that can forecast all types of time series data.
Almost all of the FTS models can work with the nonseasonal data only. But in
presence of seasonal patterns (Fig. 1a, b), these models cannot be applied. They are
suitable for handling the stationary or trend time series. Otherwise, they produce large
forecasting errors. To get accurate forecasts for different seasons, these nonseasonal
models need to be applied for each season separately.

A few seasonal forecasting models using fuzzy time series are available in the
literature also. The seasonal model by Song [27] is an extension of the basicmodel by
Song and Chissom [2, 3]. Fuzzy trend and seasonality are also analyzed in the con-
text of fuzzy regression [28]. “FSARIMA” model [29] is an improved version of the
Seasonal Autoregressive Integrated Moving Average (SARIMA) model. This model
integrates the SARIMA model with Tanaka’s fuzzy regression model. It is applied
to the prediction of production values of Taiwan’s machinery industry and the sales
volume of soft drinks. An FTS model using max-min composition has been pre-
sented to handle seasonal patterns in the presence of trend [8]. This study calculates
the seasonal indices using ratio-to-moving-average method [30] and then removes
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Fig. 1 a Seasonal pattern (Season = 4) without trend. b Seasonal pattern (Season = 12) with trend

seasonal variation from the time series by deseasonalization. To deal with nonlin-
ear forecasting problems (like electricity load forecasting), a “SARFIMA” model
based on seasonal long memory time series is developed [25]. A bivariate SARIMA
model [31] integrated with fuzzy time series is successfully implemented. Another
bivariate model called Seasonal fuzzy integrated logical forecasting (SFILF) model
is proposed [32] also. Recently, a novel fuzzy forecasting model [33] utilizing the
concept of decomposition model [34] is presented. In this model, each of the com-
ponents of time series, i.e., trend, seasonality, and irregular fluctuations are modeled
separately using the fuzzy technique and finally the results are combined.

Previous works on seasonal forecasting models integrating with fuzzy techniques
involve complex mathematical calculation due to parameter estimations or seasonal
factor elimination. The proposed Neuro-fuzzy technique is capable of handling sea-
sonal patterns present in the data and generating predicted values for all of the seasons
directly at a time. No seasonal adjustment is required.

3 Proposed Fuzzy Time Series Model

Step 1. Define Data Domain D in the following way:

D = [(D_valmin − Z1) − (D_valmax − Z2)]
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Table 1 Rainfall data India (in cm.) from 1871–2014

Year Jan. Feb. March Apr. May June July Aug. Sept. Oct. Nov. Dec.

1871 19.6 10.7 14.4 33.9 63.6 208 277.8 179.4 183.5 36.8 32.3 6.7

1872 7.6 7.5 7.3 24 43.8 189.2 291.3 245.1 187.9 78.5 27.6 19.1

1873 3.6 13.5 15 24.3 42.8 113 264.4 214.2 165.6 60.7 11.5 8.9

1874 8.6 15.8 10.6 16.9 68.3 227.8 306.9 233.4 206.2 93.2 18.7 4

– – – – – – – – – – – – –

– – – – – – – – – – – – –

2012 17.4 3.1 3.3 34.7 23.5 112.3 243.8 241 183.6 57.5 38.1 5.5

2013 4.7 30.8 8.3 26.7 47.8 227 307.7 235.1 153.1 133.9 13.7 4.2

2014 13.3 23.3 21.1 13.4 64.8 90.8 256.4 219 170.2 61.8 15 9.9

where Lower Bound(LB) = (D_valmin − Z1) and Upper Bound(UB) =
(D_valmax − Z2).

Z1 and Z2 are two positive values chosen arbitrarily.
Table 1 shows the monthly rainfall data of India. The graphical display is given

in Fig. 2. The dataset has seasonal pattern but there is no trend. It is clearly seen that
the amount of rainfall is high in June–September and it is very low during winter.

Step 2. Fuzzification of data values: let us consider n intervals (I1, I2, . . . In) in which
dataset is to be partitioned. Fuzzy sets Z1,Z2, . . . ,Zn are defined as follows:

Z1 = 1
/
I1 + 0.5

/
I2 + · · · 0/ In−1 + 0

/
In
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/
I1 + 1

/
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Table 2 Fuzzification of rainfall data

Year Season

1 2 3 4 5 6 7 8 9 10 11 12

1871 Z1 Z1 Z1 Z2 – – – – – – Z2 Z1

1872 Z1 Z1 Z1 Z1 – – – – – – Z2 Z1

1873 Z1 Z1 Z1 Z1 – – – – – – Z1 Z1

– – – – – – – – – – – – –

2013 Z1 Z2 Z1 Z2 – – – – – – Z1 Z1

2014 Z1 Z1 Z1 Z1 – – – – – – Z1 Z1

In this example (Table 2), equal-sized intervals are created (interval length = 25).
Data values are fuzzified into an interval with the highest membership value.

Step 3. Defining Fuzzy Logical relationship

According to the basic model of FTS [2, 3], an FLR of first order between the present
state F_val (t + 1) and past state F_val (t) is represented as

F_val(t)− > F_val(t + 1)

Following the concept of seasonal version of fuzzy time series model [27], it can
be written as, F_val (t) - > F_val (t + s)

where s is the number of seasons.
It means that each of the observations represents a time period and the relationship

(between two fuzzified values) is defined for each quarter separately. For example,
from the entries of the years 1871 and 1872 (Table 2), the following relationships
can be obtained.

Z1− > Z1 (Season 1)
Z1− > Z1 (Season 3)
Z1− > Z1 (Season 3)
Z2− > Z1 (Season 4)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Z2− > Z2 (Season 11)
Z1− > Z1 (Season 12)

Novelty of this research work is that, it groups fuzzified values of all the seasons
into a pattern where each pattern represents a time period. First-order relationship
(FLR) between two patterns (for the year 1871 and 1872) is shown as follows:

Z1,Z1,Z1,Z2, . . . ,Z2,Z1(t − 1)− > Z1,Z1,Z1,Z1, . . . ,Z2,Z1(t)

Step 4. Clustering patterns
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Fig. 3 Self-organizing
feature map with two clusters

Cluster 1

Cluster 2
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N 
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U 

T 

Self-organizing feature map (SOFM) or Self-organizing map (SOM) uses unsuper-
vised learning for clustering similar patterns. It is also called or Kohonen network
[35]. Let the number of training patterns be n. These patterns will be grouped into c
clusters (Fig. 3).

In this paper, neighborhood = 0. The number of input nodes = s (season). In this
case, index values of the fuzzy sets in a pattern will be input to the system. From the
above example, the first input will be 1,1 1, 2, …, 2,1.

Step 1. Initialize theweight vector randomly and the learning rateα. Set themaximum
iteration number.
Step 2. Set iteration = 0. Set neighborhood = 0.
Step 3. Repeat Step 4–6 for every input pattern p.
Step 4. Calculate the Distance from pattern pi to each output node cj.

Dist(j) =
n∑

i=1

c∑

j=1

(
pi − wi j

)2

Step 5. Node corresponding to minimum Dist (j) is the winning unit.
Step 6. Update weight of the winning unit as follows:

W
[
ij
]
(new) = W

[
ij
]
(old) + α(p[i] − w

[
ij
]
(old))

Step 7. Update the learning rate α.
Step 8. Increment the iteration number.
Step 9. If maximum iteration occurs, stop else goto Step 3.
Step 4. Forecasting future pattern

Step 4.1. Assign each pattern a group/cluster id (Table 3). From the sequence
of group-id, obtain the trend of occurrence of patterns and count the number of
occurrences in c X c pattern_transition matrix (Fig. 4). So, for five clusters, c = 5.
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Table 3 Clustering patterns with SOM (using five cluster)

Year 1871 1872 1873 1874 1875 1876 1877 –

Cluster _id 0 0 2 0 0 2 3 –

Fig. 4 Occurrence of
patterns in clusters

Step 4.2. Calculate average index value.

Let us consider “p” patterns in the first cluster (p < n). Total training pattern is
n. These patterns are stored in n x s matrix “mat”. Now take the average of entries
in the matrix column-wise. There will be “s” average values (one for each season).
This way, the average (integer) values of other clusters will be computed. These will
be stored in a c X s matrix “avg_index”.

Avg_index[1][i] =
⎛

⎝
p∑

j=1

(mat[ j][i])

⎞

⎠/p (1)

where i = 1, 2,…, s
In this example, there are 26 patterns in cluster 1 (Table 4). So, p = 26.

Step 4.3. Midpoints of intervals corresponding to avg_index values are stored in
another c X s matrix. Middle values of fuzzy sets corresponding to average index
values are shown in Table 5.
Step 4.4. Defuzzification

In this step, the predicted value for all the seasons will be calculated at a time.

Table 4 Patterns in cluster 1 (example)

1 1 1 2 3 9 12 8 8 2 2 1

1 1 1 1 2 8 12 10 8 4 2 1

1 1 1 1 3 10 13 10 9 4 1 1

1 1 1 1 3 8 13 9 9 3 1 1

– – – – – – – – – – – –
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Table 5 Middle values

13 13 13 13 38 188 288 213 163 63 13 13

13 13 13 13 38 163 263 263 138 38 38 13

13 13 13 13 38 113 263 213 188 63 13 13

13 13 13 13 38 163 213 188 113 63 13 13

13 13 13 13 63 163 263 263 188 113 13 13

Table 6 Season with predicted rainfall

1 2 3 4 5 6 7 8 9 10 11 12

13 13 13 13 40.9 161.1 269 226.5 163 63.96 17.8 13

Defuzz
[
j
] =

c∑

i=1

((mid[c][ j]) ∗ (pattern_trend[k][c]))/
c∑

i=1

(pattern_trend[k][c])

(2)

where k is the group-id of the previous pattern. Each season is represented by j (j =
1, 2,…, s).

Seasonal pattern for the year 2013 is in cluster1. From Fig. 4, numbers of occur-
rences of the next possible clusters are obtained.UsingEq. 2, predicted rainfall values
for the next 12 seasons (in 2014) are shown in Table 6.

4 Performance Evaluation

4.1 Data

We have collected the following datasets: (1) all India monthly rainfall data (1871–
2014), from the website of the Indian Institute of Tropical Meteorology (http://www.
tropmet.res.in). Rainfall data for the years 1871–1960 are used as training samples.
Remaining data are used for evaluation performance of the proposed model; (2)Milk
Production data (monthly milk production: pounds per cow. January 62–December
75) [36].

4.2 Results and Discussion

Initially, the data values are partitioned into equal-length intervals and then fuzzy
patterns are generated. Then using SOM, training patterns are grouped into clusters.
For the experiment, 4–6 clusters are generated.

http://www.tropmet.res.in
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Performance of the proposed model is compared with a recently presented FTS
model [14]. This model [14] is developed for nonseasonal data only. So, the model
is applied separately for each quarterly dataset. The proposed model generates a
forecast for all seasons in a single run. It is seen that average RMSE value is lower
than that of nonseasonal model [14]. For the estimation of forecast error, Root Mean
Square Error (RMSE) is chosen. Results are displayed in the tables [9, 10].

RMSE =
√√√√

n∑

i=1

((Actual − predicted) ∗ (Actual − predicted))/n (3)

where n represents the number of test samples.

4.2.1 Rainfall Prediction

We have applied this model to rainfall data of India (1871–2014). The amount of
rainfall India receives is mainly dependent on South-West monsoon. About 70%
of the population is dependent on agriculture. Rainfall prediction is a matter of
great importance for economic development of the country and also for disaster
management activities.

RMSE values for s = 12 (with interval length 25) are shown in Table 7. It is seen
that average RMSE values using 4, 5, and 6 clusters are 21.97, 21.99, and 21.90,
respectively.

In India, we are concerned with monsoon rainfall only. We have also organized
the data into four quarters and predicted quarterly total rainfall also (Table 8). The
first quarter represents the total rainfall of the months (January–March). Similarly,
total rainfalls for other three quarters are calculated.

In Table 8, the Minimum and Maximum values are 12.7 and 845.7, respectively.
Here, LB= 0 and UB= 850. We have partitioned the dataset into 17 equal length

segments. The length of each interval is 50.
Data values are fuzzified into an interval with the highest membership value. For

example, rainfall value (Table 8) in the first quarter of 1971 is within the range of
the first interval (0–50). So, it is fuzzified into interval 1 and its fuzzified value is Z1.

It is evident from Table 9 that the average forecast accuracy of the proposed
seasonal model is better than that of the nonseasonal model [14]. Nonseasonal model

Table 7 RMSE values (s = 12) for rainfall data

Clusters Season

1 2 3 4 5 6 7 8 9 10 11 12

4 6.85 8.47 9.07 16.43 18.8 37.7 36.5 33.77 32.29 30.94 22.49 10.34

5 6.85 8.47 9.07 16.43 19.61 35.76 36.9 34.55 33.26 30.8 21.85 10.34

6 6.85 8.47 9.07 16.43 20.74 38.05 37 34.45 32.29 28.4 20.79 10.34
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Table 8 Yearly Rainfall data of India (cm.) in four quarters

Year Q1 (Jan.–Mar.) Q2 (Apr.–June) Q3 (July–Sept.) Q4 (Oct.–Dec.)

1871 44.7 305.5 640.7 75.8

1872 22.4 257 724.3 125.2

1873 32.1 180.1 644.2 81.1

1874 35 313 746.5 115.9

– – – – –

– – – – –

2012 23.8 170.5 668.4 101.1

2013 43.8 301.5 695.9 151.8

2014 57.7 169 645.6 86.7

Table 9 RMSE values (using s = 4)

Season 1 2 3 4 Average

Nonseasonal model [14] 19.5 64.65 85.55 38.36 52.015

Proposed Seasonal model (using 6 clusters) 18.45 54.454 74.727 36.10 45.93

Proposed Seasonal model (using 5 clusters 18.45 50.77 78.117 49.86 49.3

Proposed Seasonal model (using 4 clusters) 18.45 48.97 72.44 41.94 45.45

treats data for each season, a separate series and calculates predicted values. But the
proposed seasonal model generates the forecast for each season at a time.

4.2.2 Prediction of Milk Production

Milk Production data (Fig. 5a, b), has both trend and seasonality. So, first of all trend
is removed by first-order differencing (by computing the differences between each
two consecutive observations at time t and t−1). Then a positive number greater than
the highest negative value is added to each to the difference values. After that, the
proposed algorithm is applied. In the end, a positive value is subtracted from each
predicted value. This is the adjusted predicted value.

Forecast(t + 1) = Actual value(t) + Adjusted prediction (4)

Here, the first 12 years’ data is used for training and the last 2 years’ data is
identified as a test set. RMSE values (using four clusters) are displayed in Table 10.
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Fig. 5 a Milk Production
data with trend and seasonal
component. bMilk
Production data after
removal of trend component
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Table 10 RMSE values: Seasonal model (s = 12)

Interval
length

Season

1 2 3 4 5 6 7 8 9 10 11 12

30 2.92 4.1 25.5 7.07 2 10.12 5.1 4.7 10.12 6.67 4.53 3.61

25 7.62 4.5 13.95 2.24 12.02 6.519 10 11 6.519 9.19 14.6 4.24

5 Conclusion and Future Work

This paper presents a novel technique for forecasting fuzzy time series in the presence
of seasonal variation. The objective of this study is to forecast the entire pattern
without adjustment of the seasonal factor. Average forecast accuracy of the proposed
seasonal model is better than that of the recently developed fuzzy time series model
(nonseasonal model).

The proposed model can be applied to any kind of seasonal data series. Currently,
it deals with seasonal patterns only. It can handle seasonal patterns with trends also.
The problem of complex seasonal patterns or multiple seasonal patterns is to be
investigated in future.
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Automatic Classification of Fruits and
Vegetables: A Texture-Based Approach

Susovan Jana, Ranjan Parekh and Bijan Sarkar

Abstract Fruits and Vegetables are very important food product for the daily life
of the humans. Classification of fruits and vegetable is needed for every aspect of
the agricultural industry. It is quite challenging to automatically classify fruits and
vegetables from digital images. The task of automatic classification becomes more
difficult when the image is captured from a different viewing angle. This paper pro-
poses a complete texture-based approach for addressing the effect of viewing angle
change to classify fruits and vegetables automatically. At first, a grayscale image
is generated from the input color image. The grayscale version of the input image
is used to extract multiple threshold values using the multilevel Otsu thresholding
technique. Those threshold values are used to generate a set of binary images. The
binary images pass through a border extraction process to generate the border image
of every binary image. Finally, the border image is processed to calculate the frac-
tal dimension. In parallel flow, the same grayscale image is processed to compute
gray-level co-occurrence matrix based features. The fractal dimension and gray-
level co-occurrence matrix based features are combined to make a feature vector
for classifying the fruit and vegetable classes. Images are collected by covering the
entire range of 0◦–360◦ angle for each class in our dataset. In total, 1656 images
of 23 classes of fruits and vegetables are used for experimentation. The maximum
accuracy of the system is 98.33% with Naive Bayes classifier.

Keywords Multilevel thresholding · Texture · Fractal · GLCM · Classification
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1 Introduction

Fruits and vegetables are very essential in our daily diet. It contains most of the
important vitamins, minerals, and antioxidants. A large number of fruit and vegetable
species exist [24] in the world. All the species are not edible. We are focusing only
on edible fruits and vegetables here. Although fruits and vegetables have different
tastes, many of them have similar appearances. The edible fruits and vegetables are
harvested, sorted, and packed for delivery to the customers. It needs a large number of
expert resources and a long time to process the fruits from the agricultural field to the
supermarket. Automation in the agricultural field and supermarket is amust to reduce
the time as well as the dependency on the manual resource. Classification among
different fruit and vegetable types is one of the major tasks to migrate to automation.
Automatic classification of fruit and vegetable types is a very challenging work using
the visual features [4] from an image. The challenges are addressed using image
processing techniques in many existing works. The color, shape, texture, and size
[19] features were extracted from the image and utilized for the classification of fruits
and vegetables. Fruit and vegetable identification in the mobile environment [15, 32]
is also helpful for a visually impaired person as well as one who is not aware of the
outlook of a fruit and vegetable species. In a conveyor belt, fruits and vegetables may
appear in a random orientation. It may face the camera from any side of the surface
as the camera is fixed in a position. This problem increases the challenges of the
classification task. This paper attempts to propose a solution of fruit and vegetable
classification addressing viewpoint changing problem. This work is a texture-based
classification of fruits and vegetables. The selection and processing of features have
been done in such a way that the classification result and performance will not be
affected by the change of viewing position for particular fruits and vegetables. The
proposed work has been designed to enable the classification of fruits and vegetables
from all viewing positions. The dataset also contains the images from 72 viewing
positions for a particular class to validate the proposed approach.

Section2 describes some of the previous works on fruit and vegetable classifi-
cation using image processing. Section3 contains the materials and the proposed
technique in details. Section4 brings up the results of the experimentations and the
discussion on the work. Section5 draws a conclusion of the work with the future
direction of work.

2 Previous Works

Classification is a very challenging work based on image analysis and machine
learning. A number of previous works attempt a classification of fruits and vegetables
by utilizing differences in their visual appearances, namely size, color, shape, and
texture. A fruits and vegetables classification system was proposed by Cornejo et al.
[6]. Features extracted from hue and saturation histograms have been utilized. They
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experimented with 15 different fruit and vegetable categories and achieved the best
accuracy with the SVM classifier. Rachmawati et al. [26] developed a color palette
from RGB fruit images using the k-means clustering technique. The color descriptor
of the fruit is selected from the clusters. Further, it was used for the classification
of fruit class. Quantization of the color histogram, which was extracted from the
RGB image, was used to differentiate between 32 classes [25] of fruits. The chi-
square method was used to select the most discriminating feature. Improved Sum
and Difference Histogram [8] features, which were extracted from a color image,
were applied for the classification of fruits. The SVM classifier showed a good
classification accuracy for 15 classes with these features. Mango fruit recognition
was proposed using shape analysis and backpropagation neural network [20].

One type of feature is not sufficient when the number of classes is large. It
requires lots of training data. To address this problem, amultiple feature and classifier
fusion [27] based approach was introduced by Rocha et al.; global color histogram,
Unser’s descriptor, color coherence vector, border/interior pixel classification, and
appearance descriptor were combined for classification. Naskar et al. proposed a
multiple-feature-based classification using a neural network [21]. They extracted
texture features after passing the image through log Gabor filter then mean of hue
used as a color feature, area, and perimeter used as a shape feature. Another mixed
approach [30] was given for fruit classification based on shape and color. The fea-
ture vector is formed with perimeter, area, roundness, and color means of each of
the RGB channels and obtained 90% accuracy with the k-NN classifier. Ninawe et
al. [22] added entropy features with Seng et al.’s approach and demonstrated 5%
improvement of accuracy. A technique for the classification of three fruit classes
was proposed by Zawbaa et al. [35] using two sets of features. The first set con-
tains statistical features like mean, variance and skewness, and kurtosis extracted
from color channels were combined with shape-based features like centroid, Euler
number, and eccentricity. SIFT was the only feature for the second set. A number of
features representing color, texture, and shape were first extracted and then PCAwas
used to reduce the feature vector dimension by Zhang et al. [36]. Fruit classification
shows the best accuracy usingmulticlass SVM. Another mixed approach was used to
recognize vegetables in the supermarket and grocery store [2]. Color (HSV), texture
(LBP), shape (circumference, area, and roundness) features, and backpropagation
neural network were utilized for the classification of four classes of fruits [34]. A
combined approach [1] of color (standard deviation, mean, kurtosis, and skewness
are extracted fromHue and Saturation channels) and texture feature (energy, contrast,
local homogeneity, cluster prominence, and cluster shade are extracted from gray-
level co-occurrence matrix) were used to classify 15 classes of fruit. A multi-feature
fusion was used for classification of five fruit classes [16] and achieved a good clas-
sification result with histogram oriented gradient (HOG), local binary pattern (LBP),
global color histogram, and Gabour local binary pattern of multiple color channel
and LIBSVM. A visual feature based vegetable classification system was proposed
for blind people [5]. The system captures an image and informs the person about the
vegetable.
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The classification of the subtypes becomesmore difficult for different fruit classes.
The features which were used for the classification of different fruit classes may not
be effective for the classification of subtypes of a fruit class. A shape-based approach
[29] was demonstrated to classify three subtypes of mango using the Naive Bayes
classifier. Another apple subtype classification method was proposed using color
and shape-based features [28]. Naive Bayes classifier recognizes most accurately
among the three types of apple in Ronald’s work. An improved intra-class [14] fruit
classification technique was proposed using statistical texture features, i.e., contrast,
correlation, energy, homogeneity, and standard deviation of the histogram for each
of the three color channels of the RGB image. It was observed that those features
and the neural network classifier are appropriate for subtype recognition of any fruit
class. A date fruit classification was introduced using a combination of color, texture,
shape, and size-related features [12]. They achieved the best accuracy of classification
among seven classes using the neural network classifier.

The classification of fruits and vegetables has already been explored by many
researchers. They have extracted the different types of features and proposed suitable
classifiers with those features. But, nobody considered the effect of viewing the
position change in the classification of fruits and vegetables. We observed that the
classification result degrades when position of viewing was changed. The reason
for this degradation is the variation of the feature pattern for a fruit or vegetable
image with viewing position change. The need is to propose a solution of viewpoint-
independent fruit and vegetable classification.

3 Materials and Methods

This paper addresses the problem of change in viewpoint for classification. It finds a
set of classification features to discriminate fruits and vegetables intomultiple classes
even when their images have been captured from different viewpoints. The details
of this dataset and technique are elaborated in different subsections.

3.1 Dataset

The dataset was collected from the Amsterdam Library of Object Images (ALOI)
[11]. The fruits and vegetables are placed on a rotating wheel and the images are
captured from a fixed position. Each object is rotated by 360◦ in steps of 5◦ and 72
different images were captured. Figure1 shows the appearance of cauliflower for 30◦
variation in each snapshot. 23 classes of fruits and vegetables are selected to validate
the system. In total, there are 1656 images in this dataset.
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Fig. 1 Snapshots of a cauliflower from different viewpoints

3.2 System Overview

This subsection demonstrates the complete system overview. Figure2 indicates the
overall data flow of the proposed system. The dataset is separated into two parts, i.e.,
training images and testing images. Both training and testing images are processed
for feature extraction. Fractal dimension and GLCM-based features are merged to
generate a single vector. The training features are used to train the classifier. Finally,
test samples are fed to the trained classifier to get the classification result of fruits
and vegetables.

3.3 Conversion to Grayscale

RGB color image (I ) has three channels, i.e., I R, IG, and I B. Three channels are
merged to generate a grayscale image (Ig) using Eq. (1). This conversion is manda-
tory for both fractal analysis and GLCM analysis.

Ig = 0.299 × I R + 0.587 × IG + 0.114 × I B (1)

3.4 Fractal Analysis

3.4.1 Multilevel Thresholding

Multilevel thresholding technique [17] is the advanced version of basic Otsu thresh-
olding [23]. This is a very popular algorithm for its faster processing and low storage
requirement. It has been applied on the grayscale image (Ig) to extract the threshold
values. Assume that Ig has M number of pixels, which has intensity level from 1 to
L . fi denotes the total count of pixel for gray level i . pi is the probability of intensity
level i in the grayscale image. Equation (2) depicts this probability.

pi = fi
M

(2)
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Fig. 2 Overview of the
proposed system

The number of threshold levels (Nt ) is given to the system as an input. The set
of Nt threshold values {T1, T2, T3, . . . , TNt } is the output of this step. The output
depends on the distribution of gray-level histogram. The image has been divided
into K = Nt + 1 classes. The ωk in Eq. (3) depicts the cumulative probability of kth
class andμk in Eq. (4) represents the average intensity of kth class.μT represents the
average intensity of the entire image and σ 2

b represents the between class variance.
Equations (5) and (6) depict the formulations of μT and σ 2

b , respectively.
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ωk =
∑

i∈ck
pi (3)

μk =
∑

i∈ck

i · pi
ωk

(4)

μT =
L∑

i=1

i · pi =
K∑

k=1

μk · ωk (5)

σ 2
b =

K∑

k=1

ωk(μk − μT )2 (6)

The optimum threshold values {T1∗, T2∗, T3∗, . . . , TNt
∗} are selected by maximizing

the value of σ 2
b . Refer to Eq. (7).

{T1∗, T2∗, T3∗, . . . , TNt
∗} = Arg Max{σ 2

b (T1, T2, T3,

. . . , TNt )}
(7)

3.4.2 Binarization

Ig is converted to a binary image using Eq. (8) for each of the values from set T ,
whichwas extracted usingmultilevel thresholding techniques. It creates Nt number of
binary images. The binary images using Eq. (8) of a cauliflower sample is represented
by Fig. 3, where Nt is 4.

Ibw(x, y) =
{
1, if Ig(x, y) > T

0, otherwise
(8)

Again, the grayscale image is converted to a binary image using Eq. (9) for each
threshold range. The lower threshold value is represented by Tl and the higher thresh-
old value is represented by Th . The count of threshold range will be Nt − 1 when
Nt is number of threshold level. A set of binary images are generated from an equal
number of threshold range. Figure4 depicts the binary images with ranged threshold
value for cauliflower where Nt is 4.

Ibw(x, y) =
{
1, if Ig(x, y) > Tl and Ig(x, y) < Th
0, otherwise

(9)

Nbw in Eq. (10) denotes the total number of binary images generated from the
binarization. The reason for generating multiple binary images from a single input
image is to represent different levels of detailing of the surface texture.

Nbw = 2Nt − 1 (10)
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Fig. 3 Demonstration of the generated binary images by Eq. (8), where Nt = 4

Fig. 4 Demonstration of the generated binary images by Eq. (9), where Nt = 4

3.4.3 Finding Borders

A pattern is hidden inside the segmented image for each class. The identification
of border pixels is necessary to find this pattern. The border pixel is selected by
analyzing the neighboring pixels. A pixel in a segmented image will be chosen as the
border pixel if a pixel (Ibw (x,y)) with value 1 is surrounded along any of its 8 sides
(N8 [(x,y)]) by pixels with value 0. The remaining pixels, which do not satisfy the
condition, are treated as non-border pixels. Border pixels are represented in white
while all other non-border pixels are converted to black. Equation (11) represents the
border image (Ib) generation process from the binary image (Ibw). Figures5 and 6
depict the border images from Figs. 3 and 4, respectively.

Ib(x, y) =

⎧
⎪⎨

⎪⎩

1, if Ibw(x, y) = 1 and Ibw(x ′, y′) = 0

where(x ′, y′) ∈ N8[(x, y)]
0, otherwise

(11)

Fig. 5 Border image representation of Fig. 3
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Fig. 6 Border image representation of Fig. 4

3.4.4 Fractal Dimension Calculation

Fractal is a never-ending pattern. It was discovered by Mandelbrot [18]. The fractal
dimension (D) computation is done by Eq. (12). In this equation, N is the smaller
fragments used to replace a larger piece and F is the size of smaller fragments
compared with a larger piece.

D = logN

log 1
F

(12)

Snaps of the first four stages of Koch snowflake are shown in Fig. 7. Koch snowflake
[33] is an example of a fractal pattern. The Koch curve is initiated as a triangle after
which each side of the triangle is replaced by four line segments, each having one-
third its original length. Hence the computed dimension of Koch snowflake is 1.231.
This fractal dimension can never be in integer form. It always comes in a fractional
form.

In this work, fractal dimensions [31] are computed using Hausdorff’s box-
counting method [7, 9]. Initial dimension of the border image (Ib) is (H × W ).
Equation (13) represents the calculation of the box size (S) at the beginning.

S = 2�log2(max(H,W ))� (13)

The Ib[H × W ] is padded by zero for (S − H ) rows and (S − W ) columns to make
Ib[S × S]. It is split into square grids of size ε × ε. The initial size of the grid is S × S.
The number of grids or boxes (N̄ (ε))withminimumone pixel of the object is counted.

Fig. 7 Snaps of the first four stages of Koch snowflake
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Fig. 8 log(1/ε) versus log N (ε) plot for the images in Fig. 6

In the next stage, the grid size is made half of the prior stage in both directions. Again
the box count (N̄ (ε)) is done with a similar criteria. The tasks will be repeated while
ε >1. It will store log(1/ε) and log N (ε) as x and y coordinates, respectively, in every
stage. Figure8 shows the sample plot of log(1/ε) versus log N (ε) for the images in
Fig. 6. The coordinates are fitted into a straight line with the least square technique.
The slope of the approximated line is considered as the fractal dimension (D). Refer
to Eq. (14).

D = �{log N (ε)}
�{log 1

ε
} (14)

In Table1, a sample study was done to see the effect of changing the viewing
position on box-counting based fractal dimension of a fruit or vegetable surface.
Fractal dimension was computed and recorded for a sample changing 30◦ viewing
angle every time, where Nt equals 7. The study considered the lowest and highest
threshold values as well as the lowest and highest threshold range. The standard
deviation nearly equals 0.02 while the viewing angle changes. It states that the fractal
dimension is not varying toomuchwhen changing the viewing angle.A little variation
of the fractal dimension is also observed for a sample image when threshold value or
threshold range changes for the same viewing angle. This motivates us to compute
fractal dimension for multiple threshold values.
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Table 1 Sample study on fractal dimension of mango fruit (Nt = 7)

Viewing angle Lowest threshold
value

Highest threshold
value

Lowest range
threshold

Highest range
threshold

0◦ 1.2664 1.3145 1.2916 1.4810

30◦ 1.3504 1.3066 1.3683 1.4226

60◦ 1.2880 1.2718 1.3107 1.4184

90◦ 1.3099 1.2827 1.3370 1.4118

120◦ 1.2745 1.2973 1.3127 1.4436

150◦ 1.2563 1.3174 1.2968 1.4389

180◦ 1.2393 1.4052 1.2740 1.4506

210◦ 1.2668 1.3168 1.2882 1.4402

240◦ 1.2559 1.3413 1.2843 1.4269

270◦ 1.2697 1.4315 1.2913 1.4678

300◦ 1.2639 1.2507 1.2891 1.4201

330◦ 1.2809 1.3030 1.3053 1.4085

Standard deviation 0.0291 0.0519 0.0261 0.0224

Table 2 Algorithm: fractal dimension computation

Input: A GrayScale image (Ig) and the number of threshold levels (Nt )

Output: Fractal dimensions (D)

1. Calculate Nt number of optimum threshold values using the multilevel Otsu
thresholding technique and store them in set T in ascending order

2a. for i = 1 to Nt
Generate binary image (Ibwi ) for the threshold value Ti using Eq. (8)
end for

2b. for j = 1 to (Nt − 1)
Generate binary image (Ibw(Nt+ j)) for the threshold range Tj to Tj+1 using
Eq. (9)
end for

3. for k = 1 to (2Nt − 1)
Generate border image (Ibk ) from each of the binary images (Ibwk ) using
Eq. (11)
end for

4. for k = 1 to (2Nt − 1)
Compute fractal dimension (Dk ) for the border image (Ibk ) using Eq. (14)
end for
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3.4.5 Feature Vector from Fractal Analysis

Multiple fractal dimensions are extracted from the single input image. Combination
of fractal dimension directs toward perfect classification. A feature vector (FF) is
formed with the extracted fractal dimensions. FF has 2(Nt ) − 1 number of features
as the number of segmented images for each input image. Refer to Eq. (15) (Table2).

FF = {D1, D2, D3, . . . , D2Nt−1} (15)

3.5 Gray-Level Co-occurrence Matrix (GLCM) Analysis

A gray-level co-occurrence matrix [3, 13] represents the spatial relationships among
the pixels. The probability of an intensity value i appears as the neighbor of another
intensity value j at a fixed distance d and fixed angle θ , considering that L (total
intensity levels in grayscale) is known. Refer to Eq. (16). The dimension of G is
decided by the number of gray levels (e.g., 256 × 256).

G = Pr(i, j |d, θ, L) (16)

Directions can be along 0◦, 45◦, 90◦, and 135◦. A GLCM is converted to symmetrical
form by adding the transpose to the original. Then the normalization of the GLCM
is done by dividing all the elements by the sum of the entire matrix.

3.5.1 Contrast, Correlation, Energy, and Homogeneity Calculation
from GLCM

This gray-level co-occurrence matrix cannot be directly used as a classification fea-
ture. Rather, some statics are computed from the GLCM to provide texture properties
of an image. This scalar value of statics can be used as a feature for recognizing a
particular pattern. The scalar features [10] are used here, namely Contrast (Ct), Cor-
relation (Cn), Energy (Ey), and Homogeneity (Hy) as defined in Eqs. (17)–(20).
S(i, j) is the value of (i, j)th position in the symmetrical normalized directional
GLCM, and the range of i, j is from 1 to L .

Ct =
L∑

i, j=1

|i − j |2S(i, j) (17)

Cn =
L∑

i, j=1

(i − μi)( j − μj)S(i, j)

σiσ j
(18)
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Ey =
L∑

i, j=1

S(i, j)2 (19)

Hy =
L∑

i, j=1

S(i, j)

1 + |i − j | (20)

3.5.2 Feature Vector from GLCM Analysis

Each of the features is calculated with 1-pixel distance in four directions, i.e., 0◦,
45◦, 90◦, and 135◦. It makes a feature vector (FG) of length 16. Refer to Eq. (21) for
the structure of the feature vector.

FG = {Ct0◦ ,Ct45◦ ,Ct90◦ ,Ct135◦ ,Cn0◦ ,Cn45◦ ,Cn90◦ ,

Cn135◦ , Ey0◦ , Ey45◦ , Ey90◦ , Ey135◦ ,

Hy0◦ , Hy45◦ , Hy90◦ , Hy135◦ }
(21)

3.6 Combined Feature Vector

A feature vector is usually represented by an n-dimensional vector of numerical
values and plays an important role in pattern recognition problems. Multiple features
are combined to form one feature vector and achieve better accuracy. In this work, it
is observed that accuracy gets increased when GLCM-based features are combined
with the fractal dimension. Here, the final feature vector(FT ) is formed by merging
FF and FG. Refer to Eq. (22)

FT = {FF, FG} (22)

3.7 Classification

Classification of objects from images is mostly done by a set of classification fea-
tures and a classification algorithm. A perfect classification is not possible in practice
because of intra-class differences, inter-class similarities and undesirable noise intro-
duced in the image. The choice of the classifier and the decision rule play an important
role in accurate classification. The process of selection and extraction of classifica-
tion features should be decided very carefully by analyzing the problem domain.
The set of features is extracted from the training images and the corresponding class
labels are given to a classification algorithm to train the prediction model. The same
set of features as given during training are extracted from the test image and passed
to the trained prediction model. This model returns the class label of an unknown
test sample based on the matching probability with a particular class.
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4 Experimentation, Result, and Discussion

The complete system was developed in MATLAB R2017a 64-bit version. The entire
experimentations are performed in the Intel Core i5 processor with 3.00GHz speed
and 4GB Random Access Memory with Windows 7 64-bit operating system. Every
fruit and vegetable class has 72 images in the dataset. Twelve images are selected
for training out of 72 for each class. The viewing angles of the training set are 0◦,
30◦, 60◦, 90◦, 120◦, 150◦, 180◦, 210◦, 240◦, 270◦, 300◦, and 330◦. The remaining
60 images from other directions are used for testing. In total, the training dataset
contains 276 images and the testing dataset contains 1380 images. The number of
testing images is five times that of the number of training images. The number of
images for training and testing can be selected in random order.

At first, experimentations are done to see the classification ability of the fractal
dimension. The classification algorithms are used for experimentation, namelyNaive
Bayes (NB), Discriminant Analysis (DA), k-Nearest Neighbor (k-NN), and Support
Vector Machine (SVM). Table3 shows the outcome of the complete system using
those classification algorithms and a different value of Nt . It shows that the k-NN
classifier is performing consistently good for every level of threshold. The maximum
accuracy using the k-NN classifier is 96.01%. The efficiency is the problem with the
k-NN classifier. k-NN does not generate a trained model, rather it does the prediction

Table 3 Overall classification accuracy using fractal analysis and various classifiers

Nt SVM NB DA k-NN

4 61.67 79.49 80.22 92.54

5 62.83 83.48 86.38 93.84

6 66.09 85.72 89.49 94.78

7 75.43 89.06 91.67 96.01

Fig. 9 Accuracy variation with the number of threshold levels (Nt )
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at the time of execution with the involvement of the complete training dataset. This
issue is addressed by selecting very less data for training compared with testing
data. Naive Bayes classifier and Discriminant Analysis classifier also show good
results. Plots in Fig. 9 confirm that the overall system accuracy is improving with the
increment of Nt for all the classifiers, which have been experimented here. Accuracy
degrades after a certain number of threshold levels because the grayscale image
has been oversegmented. Sometimes the segmented images are completely black
without any object pixel when the lower range of threshold is used for binarization.
Particularly for this dataset, the accuracy of classification starts degrading when Nt

increases above 7. The same dataset is tested with GLCM-based features and the
same classifiers. The accuracy outcome is shown in Table4. Here also, the overall
classification result is good with k-NN, DA, and NB classifier.

The improvement of accuracy is observed when the features from fractal analysis
and GLCM analysis are merged. Table5 shows the overall classification accuracy
with a combined feature vector and different classifier. Figure10 depicts the accu-
racy comparison of 23 classes using the combined feature vector and the number of

Table 4 Overall classification accuracy using GLCM analysis and various classifiers

SVM NB DA k-NN

40.29 92.54 94.06 93.91

Table 5 Overall classification accuracy using combined feature vector and various classifiers

Nt SVM NB DA k-NN

4 74.64 97.83 97.03 97.46

5 80.14 98.33 97.32 97.75

6 82.54 97.90 97.83 97.17

7 86.45 98.26 97.97 97.83

Fig. 10 Class-wise accuracy of the proposed approach using different classifiers when Nt = 7
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Table 6 Classification time variation using different classifiers and different threshold levels. Image
Size: Width-384, Height-288

Nt SVM NB DA k-NN

4 0.6274 0.6271 0.6271 0.6272

5 0.7873 0.7870 0.7870 0.7871

6 0.9553 0.9551 0.9551 0.9552

7 1.1761 1.1759 1.1759 1.1762

threshold levels (Nt ) as 7. The classification outcome is not good with the SVM clas-
sifier for most of the classes irrespective of the threshold level. Since SVM is mainly
designed for binary linear classification, it is not preferred due to poor performance
for large datasets and a large number of classes though it has been extended for
multi-class nonlinear problems by using kernel trick. The system accuracy ranged
between 97.03 and 98.33% except for the SVM classifier’s accuracy. So, we can say
that accuracy is stable and not varying too much with the change of classifier or the
number of threshold levels. The stability of accuracy is another reason for combining
features from both the fractal analysis and GLCM analysis. Table6 shows the aver-
age time taken to classify a test fruit or vegetable sample with combined features.
The system takes approximately 1 sec to classify one sample, which is acceptable
for fruit and vegetable classification in real time. It is observed that the required clas-
sification time for each sample is increased with the increment of Nt . The increment
of Nt generates more binary images, which leads to more computation and more
processing time.

Table 7 Comparison of technique and the overall accuracy among different approaches

Sl no. Author and
Approach

Techniques Overall
percentage
of accuracy

[1] Roomi et al. [29]
(Shape Based)

Circulatory ratio, major axis and minor
axis ratio, and eccentricity features with
Naive Bayes classifier

40.22

[2] Ninawe et al. [22]
(Mix Feature Based)

Perimeter, area, roundness, mean value of
RGB channels, and grayscale entropy
features with k-NN classifier

54.49

[3] Cornejo et al. [6]
(Color Based)

Histogram features of hue, saturation
channel and census transformed grayscale
image with SVM classifier

90

[4] Proposed Approach Combination of fractal dimensions and
contrast, correlation, energy, homogeneity
from GLCM with k-NN classifier,
discriminant analysis classifier, and Naive
Bayes classifier

98.33
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Fig. 11 Comparison of accuracy for each class using previous approaches and the proposed
approach

Table7 compares the proposed approach vis-a-vis some previous approaches.
Three papers, which are based on color, shape, and mixture of different types of
visual features, are selected for comparing with the proposed approach. Approach 1
[29] deals entirely with shape-based features, however, in most cases, contour shapes
of fruits and vegetables tend to change with change in viewing angles. This problem
leads to very bad performance with Approach 1. Approach 2 [22] uses a combination
of color, texture, and shape features, which however failed to capture the variations
arising from a large number of classes. Shape descriptors used by them vary with the
change of fruit size or camera distance, i.e., area and perimeter. Approach 3 [6] uses a
combination of color and intensity histograms which however works well only when
the number of colors is limited. Figure11 depicts the comparison of accuracy for
each class using previous approaches and the proposed approach. Redline in the plot
proves the effectiveness of the proposed approach for every class over the previous
approaches.

5 Conclusion

A technique for viewpoint-independent classification of fruit and vegetable is pro-
posed in this paper. The input image is transformed into a grayscale image. The
grayscale image is split into a number of binary images based on the threshold values
generated during the segmentation phase. The border image is generated by exclud-
ing the non-border pixels from the binary image. Each of the border images passes
through a fractal dimension calculation process using the box-counting method. The
multiple dimension values are treated as classification features. In a parallel way,
some statistical texture features are computed from GLCM, which was generated
from the grayscale version of the input image. The features from the fractal analysis
andGLCManalysis aremerged to get a stable and robust feature vector for classifica-
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tion. The algorithms that can be used for classification are k-Nearest Neighbor, Dis-
criminant Analysis, and Naive Bayes. The overall classification accuracy is between
97.03 and 98.33%. The novelty of this work is the identification and processing
of viewpoint-independent texture features and selection of proper machine learning
algorithms to make fruits and vegetables classification system robust by changing
the viewing position. The classification time is around 1 sec, which is acceptable
for an automated system. Another issue of fruit and vegetable classification is the
variation of illumination condition. This problem can be a direction toward future
research.
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Diabetic Retinopathy
in Neovascularization at the Disc
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Abstract The patients with diabetes for many years are prone to have Diabetic
Retinopathy (DR) which is one of the leading causes of blindness. Proliferative
Diabetic Retinopathy (PDR) is the advanced stage out of four major progressive
stages of DR, where high risk of visual impairments occur. This work shows a
deep learning-based automated method for detection of early signs of Proliferative
Diabetic Retinopathy at the optic disc area in human retina. Here, we propose the
design and implementation of a deep neural network model in replacement of the
semi-automated and automated retinal vascular feature extraction methods. Finding
the optic disc (OD) center, followed by artery and vein classification from segmented
images are essentially important to focus on Neovascularization at the Disc (NVD).
A count on the number of major vessels and their width measurement around the
OD center are the two indicative parameters for disease diagnosis. Finally, the major
vessels are classified as artery and vein sets to differentiate from the newly generated
and unwanted blood vessels. This network was trained with the training and testing
images of DRIAVE/RITE database for segmentation and artery vein classification.
Also, some of our previously published result sets on automated center of optic disc
detection on DRIVE dataset have been used to train the model on NVIDIA Titan Xp
8 GB GPU. Finally, the images fromMESSIDOR and DIARETDB0 databases were
used for testing in detection of Neovascularization at the Disc.
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1 Introduction

The patients with diabetes for many years are prone to have Diabetic Retinopa-
thy (DR), which is one of the leading causes of blindness. Proliferative Diabetic
Retinopathy (PDR) is the advanced stage out of four major progressive stages of
DR where high risk of visual impairments occur. Proliferation of tiny and abnormal
blood vessels at this stage makes the situation more complex. And it needs a fast
and robust automated system to extract the quantitative measures for analysis of
large amount of data from different sources. Deficiency of oxygen supply in blood
vessels is one of the major reasons for proliferation of abnormal and fragile blood
vessels. Neovascularization at the Disc (NVD) is a possible case in this situation,
where abnormal vessels often grow and rupture. These tiny vessels, which grow
abruptly around few diameters of the optic disc (OD) region, have a tendency to leak
and bleed. This stage of proliferation is classified as Neovascularization at the Disc
(NVD). Neovascularization Elsewhere (NVE) is another form of the disease where
they grow anywhere in the vascular structure. Both the classes are equally responsi-
ble for vessel proliferation and vitreous hemorrhage, which further trigger chances
of vision loss. There are many algorithms exist in the literature for PDR detection
in retina [1–4] etc,. But, in comparison to Non-proliferative Diabetic Retinopathy
(NPDR), the number is significantly less. A method for vessel pattern and OD region
extraction forNVD/NVE classification has been shown in [5] bymultilayered thresh-
old. Some structural and intensity-based features have been used in this method for
classification. Another method for monitoring major temporal arcade openness was
shown in [6]. For normal and PDR images, they have used single and dual parabolic
methods. For stage classification of Neovascularization, Gaussian filtering and mor-
phological operations were followed in [7]. But the problem with these methods is
that they are prone to show high false positive rates. This happens due to proper anal-
ysis of feature classification for NVD/NVE separately. Also, NPDR lesions detection
was performed by the authors of [8] using Hessian-based filtering. But there is a lack
of analysis on setting the value of the filters. Vascular feature selection bears signifi-
cance in diagnosis of early signs of Neovascularization at the Disc (NVD) and other
ophthalmic diseases also. Accurate and robust automated system with deep neural
network boosts the diagnosis process than the manual and other automated methods.
But it needs large amount of data from different sources to extract the quantitative
measures for analysis. Therefore, detection of early signs of NVDwith deep learning
by using convolutional neural network shows an evolutionary step toward fast and
accurate ophthalmic disease diagnosis.

Last couple of years has seen a tremendous surge in transferring various fields
toward deep learning. Human brain’s biological structure and function are the source
of inspiration for deep learning. Deep learning contains various features of machine
learning and artificial intelligence [9]. The term “deep” in deep learning comes from
the fact that the models used in deep learning are constructed of several layers,
where the number of layers coins the above term. Though large datasets are required
to train the neural network models, they have pretty fast computational speed. The
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neural network models which are large, require more data to show better results
and alongside, need more number of computations to train itself. Raw data provide
several features which contribute to feature learning quality of deep learning models.
The condition to be met is that the inputs are fed to the layers need to be labeled.
To make the systems capable of learning complex functions at any level, we require
unsupervised learning techniques.

DEEP NEURAL NETWORK 

OBSERVATION 

Segmented fundus images

Original image for NVD diagnosis

Segmentation CNN model OD CNN model A/V classification CNN model

Abrupt changes in vessel count

Abnormality 
found? Healthy eye

Final image with colored vessels

NVD detected

NO YES

OD center detected images A/V classified images

Segmented output images OD detected output images A/V classified output images

Thin and tiny vessels found at OD

Fig. 1 Flow diagram of the NVD diagnosis method
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In this work, we have shown the design and implementation of a convolutional
neural network (CNN) model to replace the manual, semiautomated and automated
ophthalmic disease diagnosis. This work shows a deep learning-based approach to
diagnose the early signs of PDR at the disc which occurs around OD in retina. For
accurate, fast and robust NVD diagnosis, the model has been trained accordingly.
The architecture of the CNN model always assumes images as the inputs. To avoid
the use of handcrafted methods, the model has been trained with some of the labeled
datasets fromRITEdatabase on aNVIDIATitanXp8GBGPUwith 100 epochs,with

Fig. 2 Normal and PDR affected eye images at various stages of NVD (a), (b) healthy eye images
(c), (d) proliferation of fragile vessels around OD and (e), (f) after rupture of the fragile vessels
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a training time for 24h. The final results for segmentation after 1day of training have
been shown in Fig. 11. This work could be helpful for the ophthalmologists to assess
the symptoms and take preventive measures accordingly. An overall diagrammatic
representation of the complete method is shown in Fig. 1. Healthy eye images and
PDR affected images are shown in Fig. 2 where fragile vessels (Fig. 2c, d) and eye
health condition after rupture (Fig. 2e, f) are also pointed out.

Here, Sect. 2 describes the working methodology which includes overview, data
preparation, segmentation, feature identification, network architecture, and observa-
tion. The experimental results and comparison with existing methods are shown in
Sect. 3. Finally, an overall conclusion is drawn at Sect. 4.

2 Method

2.1 Overview

The task for NVD-PDR diagnosis is accomplished by segmentation, followed by
OD center detection, artery–vein (A/V) classification, count on arterial–venous ves-
sels around OD and width measurement techniques. The vasculature of the images
is enhanced by preprocessing and segmentation steps to ensure the quality of the
images. Within few diameter areas around OD, regular analysis of diabetic patient’s
eye is indicative of the abrupt and unusual changes. The purpose of this work is
to diagnose early signs of Neovascularization at the Disc (NVD). So the center of
OD, from where the vessels emanate, has been used as the major reference point.
A/V classification further helps in finding major vessels of vasculature. Repetitive
count on artery and veins at OD and their width measurement are helpful as signif-
icant indications toward the abnormal situation. Abrupt changes in vessel count are
indicative to unusual changes whereas latter help in finding newly generated thin
and unwanted fragile vessels. The framework finally decides an abnormal situation
based on observing the number and width of blood vessels which have generated
abnormally at the disc area.

The vessel structure from the retinal image is extracted and the vascular skeleton,
consisting of centreline pixels, is generated by removing tiny and disconnected ves-
sels. The purpose of providing this as an input is to assign different feature labels to
the target pixel. The whole vessel segment is then marked with different features by
the labels of the centreline pixels.

The initial framework for the proposed methodology has been described in
[10, 11]. So, the Sects. 2.3 and 2.4 have been kept brief. Additional detailing has
been shown in the Sects. 2.2, 2.5 and 2.6 for CNN to replace the feature extraction
methods by a supervised classifiermodel. An overall impression of the paper is drawn
in Algorithm 1.
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Algorithm 1 Overview of the NVD detection method

1: Result: Artery–vein classified images from CNN
2: Set accuracy (Acc), Threshold (Thr)
3: for All A/V classi f ied images f rom databse as input do
4: Train the CNN model by each image
5: end for
6: Count the average width and number of arteries and veins
7: Calculate the accuracy of the trained CNN
8: if Acc ≥ Thr then
9: Use the same model for testing
10: Use testing datasets for validation of the CNN model
11: Note down the results with abnormality after processing
12: end if

2.2 Data Preparation

The classifier proposed in this paper has been designedwith the aim to label every ves-
sel centerline pixel in accordance with various features of retinal vascular structure.
Huge amount of data needs to be provided to CNNs for training of the model. From
DRIAVE dataset which include both training and testing sets, 40 retinal images have
been used to train the model for the purpose of segmentation. Also, the hand driven
A/V classified images from DRIAVE/RITE (Retinal Images vessel Tree Extrac-
tion) [12] database have been used to train the proposed CNN model to differentiate
between arteries and veins. RITE is a database, which shows A/V classified images
inherited from DRIVE. Some of the training images from DRIAVE/RITE database
are shown in Fig. 4. Overfitting situations may occur in deep learning due to size of
the network. This issue can be resolved with data augmentation where the training
dataset is enlarged artificially. A training set of 7200 images has been chosen to
avoid overfitting which has been obtained by cropping arbitrary patches of 64 × 64
from a dataset of 20 records of the DRIAVE/RITE datasets. Our formerly published
work (displayed in Fig. 5) for center of optic disc detection [10] has been reused
for our proposed classifier (CNN) as a training dataset. For detection of Neovascu-
larization at the Disc, the images from the other two databases, MESSIDOR [13]
and DIARETDB0 [14], have also been used here. A glimpse of the MESSIDOR
images is shown in Fig. 3. All the 1200 fundus images of MESSIDOR were cap-
tured in a 8-bit per color plane at 1440 × 960, 2240 × 1488 or 2304 × 1536 pix-
els [15]. DIARETDB0 database contains 130 images altogether with 20 normal and
110 images with signs of diabetic retinopathy (hard and soft exudates, hemorrhages,
micronaneuyrysms, and neovascularization). 10% images from all the training sets
have been used for creating a test set that has been used for validation. It has taken
1h on a NVIDIA Titan Xp 8GB GPU for initial training of the model that has been
shown in Fig. 7. Computation has been done in 100 epochs. Figure11 shows the final
segmentation result that has been computed from the model after a day training.
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Fig. 3 Fundus images from MESSIDOR database

Fig. 4 Sample training A/V classified images from DRIAVE/RITE database
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Fig. 5 Sample training OD center located images from our previous work [10] were fed as input
to the CNN classifier

2.3 Preprocessing and Vessel Segmentation

To prepare RGB images for segmentation (Fig. 6), a small number of preprocessing
steps are implemented on images here which are described in [16]. To make image’s
content rich, one may use grayscale conversion, normalization of dataset, (using

zero mean and unit variance (x ′ = x − x

σ
) and CLAHE (Contrast Limited Adaptive

Histogram Equalization) for sharpening. These methods will be followed by Gamma

correction (O = I y

255
× 255). The abovementioned preprocessing techniques have

been used in the following images which comprise blood vessels that can be clearly
seen. Otsu’s thresholding [17] is useful for initial stage segmentation. 2D median
filter following binarization leads to denoising and binary conversion. The final result
comprises a well-shaped image coupled with smooth texture [18].
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Fig. 6 Initial stage of segmentation shownwhere original data (Left) with three channels converted
into one channel by data preprocessing techniques (Right)

2.4 Feature Identification for NVD Diagnosis

Finding right feature at right time accelerates the performance of any algorithm.
Here, some of the crucial features present on retinal vascular network have been
identified as reliable parameters toward diagnosis of NVD at early stage. Center of
optic disc (OD) [10], classification into artery and vein sets, averagewidth calculation
and count on artery and vein vessels have been chosen as working parameters. Our
previously published results on optic disc center localization (few samples shown in
Fig. 12) are comparablewith other well-known optic disc center localizationmethods
[19–21]. For artery and vein classification, methods described in [22] have been used
as initial working platform. Then the training images from RITE database are fed
into the system for model learning. Finally, observation on average width and count
on artery and vein vessels have been used to diagnose the NVD at its early stage. All
these features are served as labels for our neural network models.

2.5 Network Architecture for NVD Diagnosis

Weights and biases are learnable parameters of neurons in Convolution neural net-
works. They look similar to biological neural network. Layers are formed of neurons
where they accept input followed by dot product computation and in some cases,
follow the same with nonlinearity. For CNN architecture explicitly, an assumption
is made that the inputs are in the form of digital image. The connection between
every neuron is formed in a local region. This local region camouflages itself as
the receptor field of the neuron. The weights that the receptors provide are taken as
inputs by the neuron. This is done to lessen the burden in the network on param-
eters. Weight, height, and depth are the three parameters as per which a neuron is
presented in three dimensions. The width and height of a neuron’s receptive field
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are pretty small. But the model’s former layer has complete extension of the neuron
in its depth. Every neuron at the depth slice (single depth) share weight (parameter
sharing). Therefore, at single depth for every layer, the convolution of the weight of
the neuron and the volume of the input gives the output. Hence, as filter in every
layer, the number of weights coupled with the inputs are used. Number of filters
that have been used determines the depth of every layer. There are various layers
like softmax, dropout, fully connected, ReLU (rectified linear units), pooling, and
convolutional cross-channel normalization. These layers can be used to construct a
CNN architecture [23]. Compared to tanh and sigmoid function, the ReLU activation
function is preferred because of the computational efficiency that this layer provides
with training dataset. To prevent overfitting, pooling coupled with cross-channel nor-
malization and dropout is used. Pooling helps in reducing the number of parameters
in a network. The fully connected final layer produces probability distribution on the
output class labels where this layer is followed by softmax layer.

In this paper, we propose three distinct CNN models for segmentation, center of
OD detection and A/V classification, respectively. The CNNmodel architecture used
in this paper for segmentation, serves as the building block for the rest of the two
models. In the segmentation model (Fig. 7), for downsampling three convolutional
blocks are used and for upsampling three transpose convolutional(deconvolutional)
blocks are used. In comparison to the segmentation model, the A/V classification
model (shown in Fig. 8) consists of one more convolutional and deconvolutional
block. The difference between the model for OD detection and first convolutional
block and second last deconvolutional block from the segmentation model is only

Fig. 7 Our Model Architecture for Segmentation with input channel size 1 and results in output of
channel size 1
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Fig. 8 OurA/VclassificationModelArchitecture.Green color block are addedonourSegmentation
Model

Fig. 9 Our OD detection Model Architecture. Green color block shows the changes from Segmen-
tation Model

in the number of filters (Fig. 9). A filter size of 4 × 4 and stride of 2 is chosen for
convolutional blocks and deconvolutional blocks. Except the last layer, batch nor-
malization and ReLU activation are used at every layer. To stabilize the performance,
training batch normalization is used. This leads to faster convergence and other help-
ful properties. The optimization algorithm that has been used is Adam and Mean
Squared Error is used to train the network for loss.
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2.6 Observation for NVD Diagnosis

We notice that the CNN classifier accomplishes the NDV detection with an accuracy
of 0.96% and achieves low false positive rates. After successful detection of OD
center by the CNN model for fixing range of diameters, the model classifies the
arteries and veins as well in red and blue colors, respectively. At this stage, an
automated verification for tracking the count and width of arteries and veins are
done. Abrupt changes in number of vessels and less than a fixed threshold width are
indicative toward the abnormal situation. Thus, diagnosis of Proliferative Diabetic
Retinopathy in Neovascularization at the Disc becomes easier at its early stage in
regular analysis of a patient’s eye.

The results from DIARETDB0 and MESSIDOR databases are shown in Table1
in average case and Table2 depicts a clear figure of comparison with existing works
in terms of its accuracy, sensitivity, and specificity. We found the Fig. 10b as an
abnormal one in finding abrupt changes in vessels count, drastic width mismatch
and presence of some tiny vessels (shown in yellow color) around the optic disc
center area. We, therefore, suggest to provide medical attention to this PDR image
where proliferation has already started.

Table 1 Results of Neovascularization at the Disc detection on retinal images

Database No. of images Accuracy Sensitivity Specificity

DIARETDB0 130 0.96 0.94 0.95

MESSIDOR 1200 0.97 0.94 0.96

Table 2 Comparison with other PDR detection methods

Methods Accuracy Sensitivity Specificity Level

Jack [15] 0.985 0.963 0.991 –

Agurto [25] 0.94 0.96 0.83 Image

Saranya [1] 0.966 0.962 0.896 –

Goatman [26] 0.91 0.84 0.85 Image

Akram [5] 0.983 0.963 0.989 –

Hassan [7] 0.70 0.63 0.89 Pixel

Jelinek [3] 0.90 0.94 0.82 Image

Nithyaa [2] – 0.92 – –

Welikala [4] 0.97 1 0.90 Image

Proposed method 0.96 0.94 0.95 Image
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Fig. 10 Showing proliferation of fragile vessels a test image for diagnosis b proliferation found
(yellow colored thin vessels) around optic disc center

3 Result and Discussion

The designed model’s performance shows a commendable accuracy improvement
in detecting NVD signs. These features are robust enough against rotation, scaling,
and poor illumination as the focus is given on major blood vessels of the vascular

Fig. 11 Segmented results from the classifier
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Fig. 12 OD center detected images from DRIVE [24] database

network. Our proposed model has been evaluated on performance and quantitative
parameters like accuracy, sensitivity, and specificity with several existing state-of-
the art techniques on MESSIDOR and DIARETDB0 databases. Our method has
significant improvement over other existing techniques (Table2).

In the first step, the methodology was evaluated for the training set of 720,000
images, made by cropping a random patch of 64 × 64 from the 20 training images
of the DRIAVE/RITE dataset. A test set for validation is created by taking 10%
images of the training sets. It shows a direct sight of the classifier’s performance.
The system’s performance in terms of accuracy and loss is presented in Fig. 14. More
detailing of the model has been shown in Sect. 2.2. ReLU activation and batch nor-
malization are used at all layers except the last layer. Batch normalization stabilizes
training, leads to faster convergence and other useful properties. The loss used to
train the network is Mean Squared Error and the optimization algorithm used is
Adam. The model was trained for 100 epochs with batch size of 1200. The model
was trained with a starting learning rate of 1e − 4 and learning rate decay was used
which monitored the test loss. The segmentation model converged with a training
loss of 0.0248 and test loss of 0.0329 (Fig. 14a) and training accuracy of 96.89% and
test accuracy of 95.63% (Fig. 14b). After the segmentation model was trained, the
20 test images from DRIAVE folder were taken and resized to 512 × 512 resolution
which were then passed to the classifier to get the desirable outputs (Fig. 11). The
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Fig. 13 Showing proliferation of fragile vessels around optic disc center, marked with yellow color
in artery vein separated images

Fig. 14 System’s performance in terms of a accuracy b loss

A/V classification model and the OD detection models were trained with the same
number of epochs, batch size, and learning rate. The performance of the CNN clas-
sifiers on DIARETDB0 andMESSIDOR databases has been shown in Table1. After
training, desirable outputs from the A/V classification model (Fig. 13) and the OD
center detection model (Fig. 12) were derived. Additionally, the training and testing
loss and accuracy for all the models have been reported in Table3.
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Table 3 Loss and accuracy of all the Models

Loss and accuracy

Network Train loss Test loss Train accuracy
(%)

Test accuracy
(%)

Segmentation model 0.0357 0.0414 95.23 94.47

OD detection model 0.0217 0.0304 97.03 95.93

AV classification model 0.0215 0.0310 97.01 95.03

4 Conclusion

Proliferative Diabetic Retinopathy is the ultimate stage of Diabetic Retinopathy
where proliferation of unwanted blood vessels obstructs vision and leads to per-
manent vision loss. In this work, we focus on early diagnosis of the signs of NVD
where thin and unwanted vessels develop abruptly at the center of optic disc. This
is undeniable that the percentage of cure from Diabetic Retinopathy is very less.
Photocoagulation is actually a laser analysis which is an effective treatment if it is
started before the disease aggravates. Vitrectomy, which is the surgical elimination
of vitreous gel, is also followed to improve vision. But this method fails when the
retina has already been affected by massive damage. An anti-inflammatory medicine
for new blood vessel contraction process, or antivascular endotherial growth factor
medication injection is also useful. But, as a preventive measure, this work helps in
diagnosis of the early signs Neovascularization at the Disc (NVD) by detecting rel-
evant features present in human retina. Also, for fast and accurate disease diagnosis
work on huge data has been accomplished by deep neural network. Ophthalmolo-
gists may get immense benefit out of it as this automated method is completely a
fast, reliable, and robust one. Also, in future, this will show a ray of hope to many
patients with diabetes. Since there is no symptom noticed for PDR until the dis-
ease turns severe, periodic analysis on patient’s eye is absolutely essential to prevent
vision loss. An application development of this framework would be worthwhile in
detecting early signs of PDR in future.

Acknowledgements The authors would like to gratefully acknowledge the support of NVIDIA
Corporation for donating Titan Xp GPU used in this research.

References

1. Saranya KB, Mohideen SK (2012) A novel approach for the detection of new vessels in the
retinal images for screening Diabetic Retinopathy. In: Proceedings of the 2012 international
conference on communications and signal processing (ICCSP). IEEE, pp 57–61



Deep Learning-Based Early Sign Detection Model … 107

2. Nithyaa S (2012) Karthikeyen S identification of the Diabetic Retinopathy By detecting new
retinal vessel using fundus image. IJART 2(4):55–59

3. Jelinek HF, Cree MJ, Leandro JJ, Soares JV, Cesar RM Jr, Luckie A (2007) Automated seg-
mentation of retinal blood vessels and identification of proliferative diabetic retinopathy. J Opt
Soc Am Opt Image Sci Vis 1448–1456

4. Welikala R, Dehmeshki J (2014) Automated detection of proliferative diabetic retinopathy
using a modified line operator and dual classification. Comput Methods Programs Biomed
114(3):247–261

5. Akram MU, Khalid S, Tariq A, Javed MY (2013) Detection of neovascularization in retinal
images usingmultivariatem-mediods based classifier. ComputMed ImagingGraph 37(5):346–
357

6. Oloumi F, Rangayyan RM, Ells AL (2012) Computer-aided diagnosis of proliferative diabetic
retinopathy. In: Proceedings of the international conference of the IEEEengineering inmedicine
and biology society (EMBC), pp 1438–1441

7. Hassan SSA, Bong DB, Premsenthil M (2012) Detection of neovascularization in diabetic
retinopathy. J Digit Imaging 25(3):437–444

8. Srivastava R,WongDW,Duan L, Liu J,Wong TY. Red lesion detection in retinal fundus images
using frangi-based filters. In: Proceedings of the IEEE engineering in medicine and biology
society (EMBC), pp 5663–5666

9. Lan K, Wang D, Fong S, Liu L, Wong KL, Dey N (2018) Survey of data mining and deep
learning in bioinformatics. J Med Syst 42(8):139

10. Dutta Roy N, Biswas A (2018) Finding center of optic disc from fundus images for image
characterization and analysis. In: Proceedings of ISMAC-CVB, 2018, Springer’s lecture notes
in computational vision and biomechanics, vol 30, pp 1451–1460

11. Dutta RoyN,BiswasA (2018) Early detection of proliferative diabetic retinopathy in neovascu-
larization at the disc by observing retinal vascular structure. In: Proceedings of ISMAC-CVB,
2018, Springer’s lecture notes in computational vision and biomechanics, vol 30, pp 1441–1450

12. Hu Q, Garvin MK, Abrmoff MD (2015) Rite dataset. http://www.medicine.uiowa.edu/eye/
RITE/

13. MESSIDOR database (2011). http://messidor.crihan.fr. Accessed 28 Feb 2011
14. DIARETDB0 database (2011). http://www2.it.lut.fi/project/imageret/diaretdb0/index.html.

Accessed 29 Feb 2011
15. Lee J, Chung YZB, Li Q (2013) Detection of Neovascularization based on fractal and texture

analysis with interaction effects in Diabetic Retinopathy. Plos One 8(12):1–9
16. Chaki J, Dey N (2018) A beginners guide to image preprocessing techniques. ISBN

9781138339316
17. Otsu N (1979) A threshold selection method from gray-level histograms. IEEE Trans Syst Man

Cybern 9(1):62–66
18. Dutta Roy N, Goswami S, Goswami S, Biswas A (2018) Biometric template generation frame-

work using retinal vascular structure. In: Proceedings of CICBA 2018, Springer’s CCIS book
series, vol 1031, pp 245–256

19. Wang R, Zheng L, Xiong C, Qiu C, Li H, Hound X, Li P, Wu Q (2017) Retinal optic disc
localization using convergence tracking of blood vessels. Multimed Tools Appl 76(22):23309–
23331

20. Muhammed LA (2018) Localizing optic disc in retinal image automatically with entropy based
algorithm. Int J Biomed Imaging Article ID 2815163, 7

21. AbdullahMA, Barman SA (2016) Localization and segmentation of optic disc in retinal images
using circular hough transform and grow-cut algorithm. Peer J. 4

22. Joshi VS, Reinhardt JM, Garvin MK, Abramoff MD (2014) Automated method for identifi-
cation and artery-venous classification of vessel trees in retinal vessel networks. PLoS One
9(2)

23. Welikala RA, Foster P, Whincup PH, Owen CG, Strachan DP, Barman SA (2017) Automated
arteriole and venule classification using deep learning for retinal images from the uk biobank
cohort. Comput Biol Med 90:23–32

http://www.medicine.uiowa.edu/eye/RITE/
http://www.medicine.uiowa.edu/eye/RITE/
http://messidor.crihan.fr
http://www2.it.lut.fi/project/imageret/diaretdb0/index.html


108 N. D. Roy and A. Biswas

24. The DRIVE database (2017) Image sciences institute, university medical center utrecht. The
Netherlands. http://www.isi.uu.nl/Research/Databases/DRIVE/. Accessed 7th July 2007

25. Agurto C, Honggang Y, Murray V, Pattichis MS, Barriga S, Bauman W (2012) Detection of
neovascularization in the optic disc using an AMFM representation, granulometry, and vessel
segmentation. In: Annual international conference of the IEEE, engineering in medicine and
biology society (EMBC), pp 4946–4949

26. Goatman KA, Fleming AD, Philip S, Williams GJ, Olson JA et al (2011) Detection of New
Vessels on the optic disc using retinal photographs. IEEE Trans Med Imaging 30(4):972

http://www.isi.uu.nl/Research/Databases/DRIVE/


A Linear Regression-Based Resource
Utilization Prediction Policy for Live
Migration in Cloud Computing

Gopa Mandal, Santanu Dam, Kousik Dasgupta and Paramartha Dutta

Abstract A new emerging state-of-the-art challenging research area has been found
in cloud computing. Cloud Computing is an idea, rely on service and delivery, it is
distributed over the Internet and governed by appropriate set of protocol. In last few
decades, Internet is growing rapidly as a result cloud computing and also expanded
exponentially. Cloud computing is said to provide resoruces such as Software, Plat-
form, and Infrastructure as services, namely, Software as a Service (SaaS), Platform
as a Service (PaaS), and Infrastructure as a Service (IaaS). Cloud profaned the infras-
tructure resources like CPU, bandwidth, and memory to its end users as a part of its
IaaS service. To meet the end users’ heterogeneous needs for resources it profaned
and unprofane the resources dynamically, with minimal management effort of the
service providers over the Internet. Thus, eliminating the need to manage the expen-
sive hardware resources by companies and institutes. However, to satisfy the need for
resources of the users on time, Cloud Service Provider (CSP) must have to maintain
the Quality of Service (QoS). Service Level Agreement (SLA) is done between the
Datacenters and its end users.Minimization of the violation of the SLA ensures better
QoS. Research fraternity has proposed that one of the main reasons for violation of
SLA is inefficient load balancing approaches in hosts that fail to ensure QoS, without
missing the deadline by the distribution of dynamic workload evenly. In this paper,
we propose to extend our previous work of simulated annealing-based optimized
load balancing [1] by adding VM migration policy from one host to another on the
basis of linear regression-based prediction policy for futuristic resource utilization.
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In our approach, we are going to predict short-time future resource utilization using
linear regression based on the history of the previous utilization of resources by each
host. We further use it in migration process to predict the overloaded hosts to under-
loaded ones. Experiments were simulated in CloudAnalyst and the results are quite
encouraging and outperform some previous existing strategies of load balancing for
ensuring QoS.

1 Introduction

As the computationalworld is growing aggressively, so to fulfill the need for resources
today, huge amount of computational resources is highly required. Cloud computing
nowadays is becoming very popular for its extensive use to provide resources to its
external users. As a result, it emerges as themost promising technology in industry as
well as academia. It is a model, backboned over the distributed system use to disperse
user’s task from resident computer to distant virtualized performance-isolated com-
puter clusters known as virtual machines or VMs. To envision the VMs from the host
and to provision to its users it needs high-speed Internet. Cloud also de-provisions
the resources whenever the need is over. Cloud provides its services in very flex-
ible manner which enables elasticity and scalability of resources by following the
pay-as-you-go model. Commercial cloud providers like Google, Amazon, Yahoo,
and Microsoft provide such services all over the world to their users. Virtualization
techniques are used effectively to share physical machine (host) among multiple
performance-isolated platform. Cloud Service Providers (CSP) are responsible to
enable the cloud services to its users. Basically, the service providers are responsible
to provide processor, memory, and software as a service to their end users on proper
time.

Basically, cloud uses a meter-enabled services where not only the end users man-
age to reduce the capital cost of hardware or software while maintain QoS. This
is also called as the “‘pay- as-you-go” model on subscription basis. Thus, cloud
computing fulfills the following need of the end users by:

a. Dynamism: One of the most important needs of computing resource that may be
scaled up or down due to heterogeneous user’s demand.

b. Abstraction: The end users are completely abstracted from the core functionality
of cloud computing they do not need to take care of OS, plug-ins, web-security,
software, or platform all these things are totally abstracted from end users.

c. Resource Sharing: Cloud shares its resources by not only ensuring usage opti-
mality of the resources but making the resource adaptive to share application and
multifaceted network resources.

The above needs should be provided by CSP within stipulated to ensure efficient
cloud service to its users with QoS. Also, SLA are signed among CSP and cloud
users. However, this requires quite a bit of involvement in research fraternity and
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business houses. There are many parallel fields which are been evolved and tested to
provide the SLA. Domain like security, resource provisioning, load balancing, etc.
are being studied and reported in the literature. One of the main issues identified in
load balancing in Cloud.

1.1 Load Balancing in Cloud Computing

Load balancing is a process of assigning load to individual node from collective
system to make resource utilization more effective and improve the response time of
the user’s job. Simultaneously load balancing algorithms ensure equal distribution
of workloads by removing the overloaded or underloaded condition across all the
node that may arise in cloud environment. Due to the dynamic nature we cannot
predict number of requests that are issued at each second. This unpredictive nature
is the ever-changing behavior of the cloud. A good load-balancing algorithm is very
needful to find out the way to maximize the resource utilization and enhance the
throughput, performance, scalability, fault-tolerance, and response time by avoiding
the bottleneck. By effective utilization of resources, it not only saves the energy but
also increases the green computing. These parameters are also used to check the
proposed load balancer’s is good enough or not to balance the load. So, the efficient
load balancing must ensure the enhancement of user service, which directly affects
the service, provided by the CSP to make profit. Many load balancing algorithms
have been proposed so far [2–4]. But none of them ensures the best result so far. Allo-
cating the task evenly in the entire system is a NP-complete problem [5]. Cloud uses
virtualization technology [6] to utilize its resources optimally by sharing physical
computational resources as virtual machine. Each VM can run separate users’ job so
multiple users’ job simultaneously can run on single host. As, VM is the most power-
ful feature of load balancing, management of online infrastructure and advanced fault
tolerances can be seen in the literarure [6–8]. So, a good load balancing technique
must be dynamic and adaptive in contrast to any situation that may arise in distributed
environment [9]. Depending upon the initiation whether it is initiated by sender or
receiver it can be divided into two parts, senders initiated-where a sender initiates
the load balancing algorithms or receiver initiated-the receiver is initiator of the load
balancing algorithms. Symmetric-It combines both the above-stated policies [10].

Further, load balancing algorithm is broadly categorized as static and dynamic
based on its working strategy. Static load balancing algorithm finds out the best
possible solution if the environment is stable and compatible. Static algorithm can-
not adapt in dynamic environment due to its inflexibility that leads to use of adapt
dynamic load balancing strategies. Dynamic algorithm is mostly preferred in the sit-
uation where the parameters are changing due to its flexible nature and adaptability,
in contrast to the heterogeneous environments. Dynamic algorithm can further be
classified as centralized, decentralized, and hierarchical.
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According to Escalante et al. [11], any good load balancing strategy must have
the following:

I. Improve the overall performance of the entire system at very lower cost.
II. To improve the performance always set a backup plan to recover from failure of

the system. Failure may be partial or total failure or it will be single or multipoint
failure.

III. Increase the scalability of the system to make the system more stable.
IV. Setting the priority of the resources and the jobs so that high priority jobs will

get better chance to be executed.
V. Minimizes the average waiting time of the jobs and also the migration time if

required.

Based on the above strategies, there are two types of migration policy found in
virtual machines, Cold Migration and Live migration. The former migration is a
preemptive strategy, where the virtual machines are shut down before migrate from
one host to another. After migration, it will restart on another host. Whereas in Live
migration, preemption is a very important feature of virtualization, where wemigrate
a running VM seamlessly from one physical host to another without disconnecting
the services provided by the VMs like storage memory and CPU. VMs continue to
run after recopy the dirty pages on the destination host. In this proposed work, we
have adapted a live migration procedure which dynamically migrate the VMs from
overloaded host to underloaded one. The literature survey on Live migration policy
we have found in [12] to meet the Service Level Agreement (SLA) and managing
power consumption effectively, though there was a trade-off noticed in between
consumption of the power and QoS. In this approach, we have noticed VMs have
migrated from overloaded to underloaded host if the number of requested CPU
becomes greater than the current capacity of the host. This work has some issues
such as

• How to spot out the overloaded host?
• Figure out the proper VM that needs to be migrated.
• The way to know the selected host for the particular VMs that are migrated?

In this paper, we try to focus on first two problems by predicting future require-
ments of expected CPU usage of a host. If the host has adequate resources to meet its
requirements or not. From this, the host is determined as overloaded or underloaded.
To make provision for incorporating the prediction the existing load balancing strat-
egy using simulated annealing [13] has been further expanded by adding migration
policy as an attribute. The prediction of CPU requirements is proposed by imple-
menting linear regression-based resource utilization prediction. It is going to predict
the resource utilization of each host using the concept of linear regression method.
The next section details the use of linear regression as a prerequisite.
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2 Prerequisite to the Proposed Work-Linear Regression

The proposed work in this paper uses regression as a machine learning approach for
prediction of resources. Regression used as a popular statistical technique to calculate
the relationship between one or more inputs and the output variables. To establish a
linear regression model in between input x and output y variable we can take help of
the equation of straight line. The line is chosen so that it will best fit the data. The best
fit line tries to eliminate total prediction error as much as possible. Prediction error
for all data point may retain as small as possible between the point and regression
line.

y = β0 + β1x (1)

whereβ0,β1 are regression coefficient is used tomeasure how they are best to fit based
on the prediction from the k previous utilization. The output variable y (dependent
variable) is predicted or expected value of utilization also it is the magnitude of the
residual ξi which is basically the contrast between predicted outcome and actual
outcome at the data point i . We find x is the predictor or current resource utilization
value. The parameter k is assigned to 12 empirically in our model thus the utilization
time slot is set on 5(five) minutes in our proposed model.

ξi = yi − yi (2)

Initially, if it is assumed that for all the data point ξi = 0 then from the equation, we
can say the all points lie on themodel. To find the regression coefficient,minimization
residual is required. Least square method [14, 15] may be used for this purpose. Here
the coefficient parameters are selected in a way such that sum of the square for all
residuals are minimized [16].

S(β0, β1) =
n∑

i=1

ξi =
n∑

i=1

(yi − β̂0 − β̂1xi )
2 (3)

The least squares estimators of β0 and β1 are β̂0 and β̂1 will be satisfied.

∂s

∂β0
= −2

n∑

i=1

(yi − β̂0 − β̂1xi ) = 0 (4)

∂s

∂β1
= −2

n∑

i=1

(yi − β̂0 − β̂1xi ) = 0 (5)

Simplifying Eqs. 4 and 5 yield
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β̂0 = 1

n

n∑

i=1

yi − β̂1

n

n∑

i=1

xi = Y − β̂1X (6)

β̂1 =
∑n

1=1 yi xi − 1
n (

∑n
i=1 yi )(

∑n
i=1 xi )∑n

i=1 x
2
i − 1

n (
∑n

i=1 xi )
2

=
∑n

i=1(Xi − X)(Yi − Y )
∑n

i=1(Xi − X)2
(7)

where X and Y are the means of the Xi and Yi observations, respectively.

3 Problem Formulation Using Simulated Annealing (SA)
and Linear Regression (LR)

Wehave already proposed SA- [1] based load-balancing strategy. But we found some
limitations in our previous work.

i. We assumed the network is homogeneous so the host has the same resource
capacity. (i.e., same CPU, memory, and bandwidth).

ii. In case of heterogeneous host-based network, the resource capacity will not be
the same as homogeneous network.

iii. Whenever a VM is provisioned to any host the amount of available or residual
resource of individual machine will be reduced for next allocation. So, there will
be always an error in calculation of residual capacity if the hosts are heteroge-
neous in nature.

iv. Simulated Annealing is a local search algorithm and it has been reported in the
literature survey that the such localized search algorithm is mostly best fitted for
finding localized optimum; achievement of global optimum is difficult.

v. Migration policy for VM’s from overloaded to underloaded host is also not
considered here.

Basic objective of the work is to propose mire effective load balancing technique
by eliminating the above limitation in [1]. So, we further extended our existing work
with the machine learning-based prediction technique to migrate VM from one host
to another. We consider N number of Datacentres with M number of heterogeneous
hosts. Initially, the VMs are allocated based on Simulated Annealing-based load
balancing strategy. To meet the variable need of the end users resource usage of the
VMsmay experience a dynamic workload which means usage of resources also may
vary over the time period.

Let, J = 1, 2, 3, . . . ,m are the set of different hosts where I = 1, 2, 3, . . . , n are
set of VMs needed to be deployed over the time on the host. As per our assumption,
the environment is homogeneous in nature so from [1] we can say collective load
balancing factor of all VMs deployed on a particular host must be lesser than the
residual capacity (rcap), thus we can say that the load is balanced for a particular
host, otherwise we must initiate our load balancing algorithm.
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rcap = c − pj (8)

rcap ≤
n∑

i=1

CPU − LBi1 (9)

We also proposed a cost function to allocate these N number of jobs into M
number of processors such that the objective or cost function is minimized.

f (C) = W1 ∗ ci(N IC ÷ MI PS) + W2 ∗ delay_cost (10)

� E = C( j) − C(i) (11)

where the control parametersW1 andW2 have been set hereW1 = 0.6 andW2 = 0.4
based on their output found after rigorous test run on the testbed. In Eq. 10 C(i) is
the execution cost and delay_cost defines calculated delay cost that has to be given
by the CSP to any cloud user as penalty when it is found that job ending time is more
than the estimated completion time of CSP. The acceptance probability pri j as per
simulated annealing may be defined by,

pri j = min

[
1, exp(−(C( j) − C(i)

c

]
(12)

3.1 Linear Regression-Based Resource Utilization Procedure
for VM Migration

As we proposed, resource usage prediction method to optimize the overloaded and
underloaded host by the help of live migration process. On the first step, it forecasts
the overloaded host and all VMs can be migrated from the overloaded hosts before
the violation of service level agreement. In second step, it forecasts the underloaded
hosts and in final step all the VMs migrated from overloaded to underloaded hosts.
Predicting the future requirements of the resources is very essential for efficient
resource management in Datacenters. Our regression model uses a linear function
to guesstimate the prediction function. With the help of the prediction function, it is
possible to show the linear relationship between the hereafter and current resource
utilization. To assess the prediction function in contrast to the past resource utilization
history we take 1-h interval initially. In this section, we try to describe the resource
utilization methodology is as follows.

1. Detection of overloaded host using resource utilization procedure.
2. Detection of overloaded host using resource utilization procedure.
3. Host selection to place the VMs.
4. Live migration process.
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3.1.1 Methodology to Resource Utilization Prediction
of the Host-Based on Linear Regression

To calculate the current load, we have examined current resource demand, i.e., CPU,
memory, and bandwidth. VMs are provisioned on a host by acquiring the resources
from the host. Load of an individual VM can be calculated as prediction of future
resource demands is very much important for cloud Datacenter. This future resource
prediction can be done with the help of LR model. History of the past resource
requirements of the host is required to predict the resource utilization. Past 1-h
resource requirement is considered here. Further we will discuss how LR model
helps to predict the resource requirements then it will be applied to detect overload-
ing and underloading condition detection. To calculate total load on a host we can
accumulate all VM’s currently acquired resources running on a host. If m number of
VMs deployed over nth host then the average load on the nth host we examine these
three main parameters and load on VM can be calculated as given in [17].

V M(cpu)used =
∑

V Mmips
j∑

PMmips
i

(13)

V M(bw)used =
∑

V Mbps
j∑

PMbps
i

(14)

V M(ram)used =
∑

V Mram
j∑

PMram
i

(15)

Hosts resource utilization has a linear relationship with the deployed VMs entire load
utilization along with CPU, memory bandwidth based on abovementioned multiple
parameters (as given in 16).

V M(util) = V M(cpu)used + V M(bw)used + V M(ram)used (16)

To provisioning a VM, CPU plays the most important role. So, we can say any
load on VM is directly proportionate to CPU need.

V M(load) = V L =
∑

V Mmips
j∑

PMmips
i

(17)

So, the total load on host is equal to total VMs currently running on host. So, the
average load on a physical machine’s nth host is

PM(load) =
∑m

j=1 V L j

m
(18)
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Though summing up the resources directly may not guarantee accurate host utiliza-
tion. To calculate host utilization, multiple factors like CPU, memory, and bandwidth
are considered by taking the product and combined them for virtual and as well as
physical machines also.

h(u) = V Mj (cpu)used)

1 − pm(cpu)
∗ V Mj (ram)used)

1 − pm(ram)
∗ V Mj (bw)used)

1 − pm(bw)
,wherej = 1, 2, . . . ,m

(19)
Our proposed algorithm 1 predicts the CPU utilization of the host far past 1 h

with 5-min interval. The history of 1-h CPU utilization is significant to increase
short-term future utilization. Then it analyzes the host whether it is now overloaded
or underloaded and perform migration based on the different resource parameters of
the physical machine. The LR-based algorithm is initiated to constructs the function
in between past CPU utilization and upcoming CPU need of the each and every host
by the Eq.1 as discussed earlier.

Algorithm 1: UPLRegA-Utility Prediction Linear Regression Analysis Algo-
rithm
Input: Host List h
Output: Predict_utili zation

1 Perquisite: k past utilization interval to approximate the prediction function;
2 Initialize the β0 and β1 by availing minimal randomized values;
3 For i = 1 to k interval do;
4 xi ← Utili z_History(i);
5 yi ← Utili z_History(i + 1);
6 ŷi = β0 + β1x ;
7 /∗ Go for loss calculation ∗/;
8 ξ 2

i = ∑n
i=1(yi − ŷ j )2;

9 Revise the β0 value using Eq.6 with the help of i samples of k;
10 Revise the β1 value using Eq.7 with the help of i samples of k;
11 End For;
12 // Using regression function;
13 Predict_utili zation = β0 + β1 ∗ Current_total_Utili zation(h);
14 return Predict_utili zation;

In Algorithm 1, initially, we predict small random for the coefficient parameters
and β1 in next phase the prediction function is determined from the k previously
utilized history in the host h. From line 3 to 11 of 1, the LR model calculates the
dissimilarities in between the actual and anticipated exertion at each data point i
here it may be the succeeding exertion value which is actual for the previous data
point (line 4 and 5 of Algorithm 1). Anticipated utilization is estimated based on the
current utilization and the β0 and β1’s value (in line 6 of 1). To calculate the loss sum
of square of the residuals are used overall i past data point (line 7 and 8 of 1). The
β0 and β1’s values are updated on line 9 and 10 to minimize the difference between
actual and predicted utilization. Finally, the Predict_utili zation function is used to
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forecast the utilization based on recent total utilization. In 2MigrateLive_V Ms are
used to initiate two different queues first one is the underloaded host pool consisted
host id which are underloaded and second one the list of VMs that need migration
as their host become overloaded.

Algorithm 2: MigrateLive_V Ms
Input: host List h
Output: queue1 : V Mlistthatareneedtomigrate, queue2 :

underloadedhostwhereV Mscanbemigrated
1 For each hostlist do;
2 If(Detect_overload(host) is true) ;
3 Select VM with host id(V M, h) to migrate from the corresponding host and
put it into the queue1;

4 ELSE If(Detect_underload(host) is true));
5 Select host id h and put back into the queue2;
6 queue2 := h;
7 End For;

Algorithm 3 is used here to detect the overloaded host h its return value is true if
the host is seemed to be overloaded and return value is false till further allocation of
VMs is possible on the host h. Here, a host is considered overloaded when the present
use of resources in a host is 85% (the value has been found empirical measures
and experimental analysis) of the total usage in initial 1h, then the host becomes
overloaded. Also, from Algorithm 1, if we get the predicted_util value greater
than current total utilization value then a particular host becomes overloaded.

Algorithm 3: Detection of overloaded host
Input: host h
Output: 1 if host is overloaded else 0

1 If (utli z_history_length < 12);
2 If (current_total_utilz(host) > 0.85 ∗ (total_utili z(host));
3 return TRUE;
4 else;
5 return FALSE;
6 end if;
7 end if;
8 else;
9 predicted_utill := UPLRegA(host);

10 If (predicted_utill > curent_total_utilz(host));
11 return TRUE;
12 Else;
13 return FALSE;
14 end if;
15 end else
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Algorithm 4: Detection of underloaded host
Input: host h
Output: Boolean 1: if host is underloaded else 0

1 If (utli z_history_length < 12);
2 If (Current_Total_Utilz(host) = 0;
3 return TRUE;
4 else;
5 return FALSE;
6 end if;
7 end if;
8 else;
9 prediction_Util := UPLRegA(host);

10 If (prediction_Util > Curent_Total_Util(host));
11 return TRUE;
12 Else;
13 return FALSE;
14 end if;
15 end else;
16 prediction_Util := UPLRegA(host);
17 If((prediction_Utili zation) < 0.15 ∗ (Total_Utilz(host));
18 return TRUE;
19 else;
20 return FALSE;
21 end If;
22 end else;

Algorithm 4 is used to detect the underloaded host, to detect this underloaded con-
dition we consider the current total utilization is equal to zero. Now, if in line 11 and
12 (of Algorithm 4) after 1h past 12 utilization by using Algorithm 1(UPLRegA)
we predict the host utilization. That will be less than equal to 15% as we con-
sider 85% total utilization in overloaded condition so it is complement, i.e., 15% is
considered for underloaded condition. Algorithm 3 is used to select the virtual
machines to migrate and to maintain the QoS without violation of SLA.

Algorithm 5: Algorithm for Load balancing in VMs using Simulated
Annealing
Input: I ndex_map_table consisting of V Mid and associated job′s request id
Output: Load balanced VMs

1 Allocate V M ′s in the available host h by checking the hosts residual capacity using Eq.8;
2 If (rcap ≤ ∑n

i=1 CPU − LBi1) then go to next step;
3 Initialize a random set of control parameters and process unit vectors with large positive value;
4 Do While value of control parameters value touches the minimality;
5 induce and invoke another cost function f (J ′) from f (J );
6 calculate �E using Eq.11;

7 if �E = 0 and exp(−(C( j)−C(i))
C ) > allocaterandomly (0, 1) do f (J ′) from f (J );

8 reduce the temperature with certain rate;
9 end while;

10 end if
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To increase the efficiency of the simulated annealing-based load balancing we
incorporated live migration policy in the proposed work, where initially VMs are
allocated using Algorithm 5 until the first 1h is passed. Later, the live migration of
VMs is performed among the hosts which are detected overloaded using Algorithm
3 to underloaded host using Algorithm 4 using the live migration using Algorithm 6.

Algorithm 6: Linear regression-based live migration
Input: (utli z_history_length
) Output: live migration of VMs based on prediction

1 while (utli z_history_length < 12) ;
2 Call Algorithm 5;
3 Increase utli z_history_length;
4 current optimal solution stored and index table updated globally;
5 End while;
6 If (utli z_historylength > 12) then;
7 Send the current hostlist to UPLRegA(hostlist);
8 Call Algorithm 5 to predict host condition;
9 End if;

4 Overview of Simulation Tool CloudAnalyst

Cloud computing infrastructure demands the deployment of the environment in such
a way that a remarkable number of users can get cloud-enabled services simulta-
neously. This is the prime objective of cloud computing. Cloud Computing infras-
tructure is allotted and expanded in different geographic locations. There are several
parameters like resources, memory, multiple numbers of network components, etc.
which must be considered. Most of the parameters have firsthand influence in the
performance of any load balancing approach. It is themost inconvenient for the devel-
oper to predict these parameters before. So, examining the result of the execution of
the proposed algorithm based on real-world condition on physical infrastructure is
not possible. The obvious solution is to use a simulator where virtually setup of a
real-world environment is possible. Among different available simulators CloudAn-
alyst [13] is used here for simulation. This simulator was first proposed by University
of Melbourne. The researchers can test their algorithm visually and can arrange dif-
ferent experiments by setting different control parameters. The flexibility and the
different configuring capabilities are the best feature of the CloudAnalyst. The out-
put of the simulator is pictorial representation in form of tables and charts which
facilitate the developer to understand and analyze their result (Fig. 1).
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Fig. 1 A view showing a GUI b Framework of CloudAnalyst

5 Simulation with Results and Analysis

To check the performance of our proposed algorithm we implement our proposed
algorithm on CloudAnalyst which is designed and deployed over the CloudSim
toolkit. CloudAnalyst considers the scenario of social networking site like FaceBook
by partitioning the world into six different “Regions” as given in Table1.

All Userbase (UB) has been formulated at a single timezone for the geographic
distributed UBs. There will be timeslot when there are many users (defiend as peak
hours) and timelsot when there is normal or less users (defiend as off-peak hours.
The value of off-peak hours has been set as one-tenth of online users by empirical
study. Each Datacenter consists of 8GB RAM, 200GB storage space and 10000
MB available bandwidth. Each Datacenter has 4 CPU which consist 10000MI PS
capacity. The simulation study uses the X86 architecture in Linux platform. It is
also assessed that each user’s job needs atleast 100 instructions to be executed.
Our proposed approach is compared with five already proposed algorithms among
them two are traditional scheduling policy-based algorithm. (I) First Come First
Serve (FCFS), (II) Round Robin (RR), and the three others are soft computing-
based optimization technique. (III) Genetic Algorihm(GA) [18], (IV) Stothastic Hill
Climbing (SHC) [19] and V) Simulated Annealing (SA) [1]. We found all these

Table 1 Overall Setup of the simulation environment

S. no User base Region Concurrent online users
during peak hrs.

Online concurrent users
during off-peak hrs.

1. UB1 0—N. America 4,75,000 82,000

2. UB2 1—S. America 6,25,000 2,00,000

3. UB3 2—Europe 3,75,000 74,000

4. UB4 3—Asia 8,45,000 1,14,000

5. UB4 4—Africa 1,24,000 14,000

6. UB4 5—Oceania 1,84,000 44,200
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Table 2 Testing environment settings and measured average Response Time (RT ) in (ms) using
one DC
S. no Cloud

configura-
tion

Configuration
of Datacenter
(One DC with)

Measured
RT in ms
for SA
with
migration
policy

Measured
RT in ms
for
SA-based
load
balancing

Measured
RT in ms
for
GA-based
load
balancing

measured
RT in ms
for SHC-
based load
balancing

Measured
RT in ms
for
RR-based
load
balancing

RT in ms
for FCFS-
based load
balancing

1. CC1 25 VMs 325.32 326.86 329.01 329.02 330 330.11

2. CC2 50 VMs 325.1 326.24 328.97 329.01 329.42 329.65

3. CC3 75 VMs 231.02 235.46 244 329.34 329.67 329.44

Fig. 2 Graph depicting of effectiveness of proposed algorithmwith SA, ACO,GA, SHC, and FCFS
using one Datacenters

Table 3 Testing environment settings and measured average Response Time (RT ) in (ms) using
two DCs
S. no Cloud

configura-
tion

Configuration
of Datacenter
(One DC with)

Measured
RT in ms
for SA
with
migration
policy

Measured
RT in ms
for
SA-based
load
balancing

RT in ms
for
GA-based
load
balancing

RT in ms
for SHC-
based load
balancing

RT in ms
for
RR-based
load
balancing

RT in ms
for FCFS-
based load
balancing

1. CC1 25 VMs each 349.81 352.31 360.77 365.44 376.27 376.34

2. CC2 50 VMs each 343.61 347.51 355.72 360.15 372.49 372.52

3. CC3 75 VMs each 341.08 346.05 355.32 359.73 369.48 370.56

4. CC4 25, 50 VMs
each

338.32 345.21 350.58 356.72 367.91 368.87

5. CC5 25, 75 VMs
each

338.11 345.52 351.56 357.23 369.45 36.23

6. CC6 75, 50 VMs
each

337.87 34.86 352.01 357.04 356.01 361.01
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Fig. 3 Graph depicting of effectiveness of proposed algorithmwith SA, ACO,GA, SHC, and FCFS
using two Datacenters

load-balancing algorithm is working effectively but no one considered migration
of VM if required from overloaded to underloaded host. So, our proposed modi-
fied simulated annealing strategy maybe become very useful when we introduced
LR-based migration policy which predicts the host’s future resource requirement
and allocates VM accordingly to the proper host. We found the proposed strategy
is not only good but also outperforms those five existing strategies when compared.
We consider several scenarios initially starting with one DC with 25, 50, 75 VMs as
given in Table2. Further the proposed algorithm is tested for two DCs, three DCs,
four DCs, five DCs, and six DCs. The results are tabulated in Tables3, 4, 5, 6, and 7,
respectively. The comparison of the proposed work with existing methods (as named
above) are depicted in corresponding Figs. 6, 2, 3, 4, 5 and 7.

Table 4 Testing environment settings and measured average Response Time (RT ) in (ms) using
three Datacenters
S. no Cloud con-

figuration
Datacenter
configura-
tion (One
DC with)

Measured
RT in ms
for SA
with
migration
policy

measured
RT in ms
for SA

Measured
RT in ms
for
GA-based
load
balancing

Measured
RT in ms
for SHC-
based load
balancing

RT in ms
for
RR-based
load
balancing

Measured
RT in ms
for FCFS-
based load
balancing

1. CC1 25 VMs
each

336.38 342.13 350.32 356.82 366.17 363.34

2. CC2 50 VMs
each

332.5 340.86 350.19 355.25 363.52 363.52

3. CC3 75 VMs
each

331.03 338.34 346.01 350.73 360.18 361.56

4. CC4 25, 50, 75
VMs each

328.72 336.89 345.98 350.01 361.21 360.87
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Fig. 4 Graph depicting of effectiveness of proposed Algorithm with SA, ACO, GA, SHC, and
FCFS using three Datacenters

Table 5 Testing environment settings and measured average Response Time (RT ) in (ms) using
four Datacenters
S. no Cloud

configura-
tion

Configuration
of Datacenter
(One DC with)

Measured
RT in ms
for SA
with
migration
policy

Measured
RT in ms
for
SA-based
load
balancing

RT in ms
for
GA-based
load
balancing

Measured
RT in ms
for SHC-
based load
balancing

RT in ms
for
RR-based
load
balancing

Measured
RT in ms
for FCFS-
based load
balancing

1. CC1 25 VMs each 329.1 336.89 348.85 354.35 359.35 360.95

2. CC2 50 VMs each 330.33 337.25 345.54 350.71 356.93 359.97

3. CC3 75 VMs each 326.67 332.32 340.65 346.46 352.09 358.44

4. CC4 25, 50, 75
VMs each

324.71 331.23 337.88 344.31 351 355.94

Fig. 5 Graph depicting of effectiveness of proposed Algorithm with SA, ACO, GA, SHC, and
FCFS using four Datacenters
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Table 6 Testing environment settings and measured average Response Time (RT ) in (ms) using
five Datacenters
S. no Cloud

configura-
tion

Configuration
for Datacenter
(One DC with)

Measured
RT in ms
for SA
with
migration
policy

Measured
RT in ms
for SA
-based
load
balancing

Measured
RT in ms
for
GA-based
load
balancing

measured
RT in ms
for SHC-
based load
balancing

Measured
RT in ms
for
RR-based
load
balancing

RT in ms
for FCFS-
based load
balancing

1. CC1 25 VMs each 323.13 329.02 335.64 342.86 348.57 352.05

2. CC2 50 VMs each 314.24 318.45 326.02 332.84 339.76 345.44

3. CC3 75 VMs each 312.61 317.2 322.93 329.46 335.88 342.79

4. CC4 25, 50, 75
VMs each

311.2 314.24 319.98 326.64 334.01 338.01

Fig. 6 Graph depicting effectiveness of proposed algorithm with SA, ACO, GA, SHC, and FCFS
using five Datacenter

Table 7 Testing environment settings with values of measured average Response Time (RT ) in
(ms) using six Datacenters
S. no Cloud

configura-
tion

Configuration
of Datacenter
(One DC with)

Measured
RT in ms
for SA
with
migration
policy

Measured
RT in ms
for
SA-based
load
balancing

Measured
RT in ms
for
GA-based
load
balancing

RT in ms
for SHC-
based load
balancing

Measured
RT in ms
for
RR-based
load
balancing

measured
RT in ms
for FCFS
based load
balancing

1. CC1 25 VMs each 311.82 320.45 330.54 336.96 341.87 349.26

2. CC2 50 VMs each 309.56 314.23 321.01 331.56 338.14 344.04

3. CC4 25, 50, 75
VMs each

307.23 311.21 321.54 327.78 333.67 339.87

4. CC3 75 VMs each 301.23 305.87 315.33 323.56 334.01 338.29
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Fig. 7 Graph depicting of effectiveness of the proposed Algorithm with SA, ACO, GA, SHC, and
FCFS using six Datacenters

Fig. 8 Comparative analysis of the proposed LR prediction for load balancing using SA with
existing Ant Colony Optimization (ACO), Genetic Algorithm (GA), SHC, and FCFS using 75 VMs
and varying values of Datacenter

The proposed algorithm UPLRegA was compared with SA [1], GA [18], SHC
[19], RR, andFCFS in case of oneDCwith 75VM.The result showed that the average
response got reduced time by 1.71, 5.31, 29.85, 29.92, and 29.87% as depicted in
Fig. 8.
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6 Conclusion and Future Work

The algorithmUPLRegA presented in this paper highlights a load predictionmethod
in every physical host, based on LR technique. The proposed technique analyzes the
future resource requirements from the past 1-h resource utilization and approximates
the effective function which is used to predict short-term future requirement on the
basis of the present requested utilization of each host. The policy is compared with
someexisting strategy and the result is quite encouraging. Incorporation of livemigra-
tion policy has become very effective and also outperforms existing strategy those
are not considered the migration time. Choosing of simulated annealing ensures the
algorithm may be failed to find the best global solution but at least it can reach the
most optimal or effective one. In this work, it has been considered that the all users
jobs have equal priority but the social world milieu may differ, such cases need to be
tested in future study. Variation of the simulated annealing or hybridization of other
approaches may produce more encouraging results. Linear regression is sensitive to
outliers for this reason we use multiple LR taking CPU usage, memory usage, band-
width usage as independent variables, which can perform better than simple linear
regression, combining other predictive models may produce more effective results
also considering the ranking of different users requests, based upon time, throughput
and other parameters may provide a better prediction which can be included as future
scope of our present work.
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Tracking Changing Human Emotions
from Facial Image Sequence by
Landmark Triangulation: An
Incircle-Circumcircle Duo Approach

Md Nasir, Paramartha Dutta and Avishek Nandi

Abstract Intelligent recognition of human emotions from face images is a challeng-
ing proposition in the field of affective computing which becomes evenmore difficult
when one has to deal with characterizing the nature of transition of human emotion
from a relevant sequence of face images. In the present scope, we considered a trian-
gulation mechanism derived from the landmark points of the face images. Resulting
in a number of triangle formulations which are found to be sensitive to different emo-
tions like anger, disgust, fear, happiness, sadness, and surprise. Accordingly a pair of
circles, viz, incircle and circumcircle corresponding to these triangles are taken into
account and geometric features arising out of such pair are utilized for classification
of different emotional transitions from various face image sequences. Results of the
proposed method obtained by application on various benchmark image databases are
found to be quite impressive and encouraging compared to existing state-of-the-art
technique.

Keywords Facial feature points (FFP) · Geometric area signature matrix
(GASM) · Active appearance model (AAM) · Multilayer perceptron (MLP)

1 Introduction

Automatic facial expression recognition is a viable way to describe individual char-
acteristics of human emotions. In [7], authors have introduced six different basic
categories of human emotion: anger, disgust, fear, happiness, sadness, and surprise.
In [13], authors have argued against the universal relationship between core facial
expression and emotion by supplying examples of variations between different cul-
tures. Ekman et al. have provided a framework that categorizes facial expressions
such that some expressions are universal and some of those are culture specific.
In the study [6], authors have found universality in the relationship between facial
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muscles and basic emotions (anger, disgust, fear, happiness, sadness, and surprise).
They also mentioned in their study that there are constants natures in facial behavior
across the culture, religion, sex, and for both adults and children. Nonuniversal emo-
tional expressions are not constant in nature, they are modified by cultural factor [3].
Our research indicates the study on universal facial behavior associated with basic
emotions. For a person, it is possible to sense the face and interprets actual informa-
tion of facial expression but it is very challenging task for a machine to recognize
facial expression accurately. In [14] it is observed that in a message communication
between humans, 7% of effect of communication is contributed by verbal part of the
message, 38% is contributed by vocal part and facial expression contributes 55% of
effect of the message. In [8], they used geometric feature-based approach for human
emotion recognition. Two different techniques they applied for facial expression
recognition: one has used Support Vector Machine (SVM) as classifier and another
technique has used multiclass AdaBoost with dynamic time warping on boosted fea-
ture vectors. They tested their techniques on popular image sequence database CK+
by giving a well performance. In [4], active appearance-based model is utilized to
identify the features, viz, shape and texture used to track expression label. In the
study [10], it is found that feature extraction play the vital role in facial expression
recognition. Authors in [5, 9] they used Artificial Neural Network(ANN) as classi-
fier to recognize human emotion with the advantage that if any element of ANN is
unable to do the computation, network can continue the task without any interruption
due to their parallel nature. According to [21] several approaches have been applied
to static images to recognize human emotion and provided very well performances.
Static-based approaches have some limitations. They are unable to retrieve real facial
information properly because an emotion might be changed with respect to several
time stages. Dynamic-based approaches are very useful to detect such missing infor-
mation. In recent years, many several approaches [5, 8, 11, 21] have used image
sequences to recognize dynamic nature of an emotion. In [5], they only focused on
neutral and peak expression of image sequence to analyze the dynamic behavior of
emotion. For peak expression detection from the video, they applied double local
binary pattern (DLBP) and to compute effective facial feature for the expression they
employed Taylor expansion theorem in their recognition system. DLBP is a variant
of Local Binary Pattern (LBP) that describes the feature of local region of an image.
According to DLBP algorithm it basically divide the image into different blocks
first, next it computes pixel-level information in each block, after that generates his-
togram of each block and finally concatenates all histograms into single vector to
represent an image. Unlike LBP, DLBP reduces the dimension of the feature as well
as improve the recognition performance. LU et al. [11] proposed facial expression
recognition system which used facial feature points to extract facial feature from
image sequences and computed canonical correlation to classify a sequence into one
of the basic expressions.

Motivation: Above mentioned studies motivated us to give focus on finding tem-
poral changes of an emotion so that it can be recognized perfectly. Our proposed
technique is different from [5] as authors used only neutral and peak expression on
the image sequence as input to discriminate human emotions. As a result, it would
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be difficult to analyze the time-variant behavior of an emotion due to missing of
information related to intermediate frames. To overcome from this difficulty, we
considered image sequences as input with intermediate frames including neutral
face is represented by the first frame and the last frame in a sequence represents
peak expression which is nothing but a basic emotion. Authors in [11, 21], they
experimented their facial expression recognition method only on Extended Cohn-
Kanade (CK+) image sequence database. But our proposed method implemented
on different image sequence databases CK+, MUG, and MMI.

Contributions: (1) Location detection of Facial Feature points: Active Appear-
ance Model (AAM) [18] is applied on each frame in every sequence to get landmark
points on face images. Among them we only considered the important landmarks
on major portions: eyebrows, eyes, nose, and mouth regions according to authors
in [16]. (2) Geometric shape formation: Those crucial landmarks are taken into the
account to form geometric shapes on face like triangle, circumcircle, and incircle. A
triangulation mechanism used to generate the area of both circles, viz, circumcircle
and incircle. (3) Generation of geometric feature: For every frame in each sequence,
geometric area signatures are computed by taking the ratio between areas of both
circles formed by triangulation mechanism. These area signatures are used as promi-
nent feature vectors representing a sequence to explore the time-variant nature of
an expression and those are fed into MultiLayer Perceptron (MLP) to categorize a
sequence into basic expression.

This paper is organized as follows: Sect. 2 describes the proposed methodology
including facial points detection, facial feature extraction, and recognition of facial
expression. Experiment and results are presented in Sect. 3. Comparison of our results
with other state-of-the-art method is described in Sect. 4. Finally, we draw the con-
clusion of our work in Sect. 5.

2 Proposed Methodology

In this study, we have proposed an effective dynamic-based approach for facial
expression recognition. It has three major components to build automatic facial
expression recognition system [5]. To fix the limitation of static-based approaches
we used popular image sequence databases CK+, MUG, and MMI. We have taken
10 frames into the account from each sequence to analyze temporal changes of facial
expression. Figure1 shows a sequence of images taken from CK+ database. First
frame contains facial information of neutral face, last frame contains information of
fear expression. Among three components, [22] Feature extraction is a very power-
ful policy to make our Facial Expression Recognition System more robust. We have
chosen geometric area-based information to retrieve features on face images. That is
why we need Facial Feature Points on every frame in each sequence with geometric
positions.
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Fig. 1 Image sequence data start with neutral image and end with fear expression image

2.1 Facial Feature Points Detection

Due to changes in human emotions over the timeperiods, themovement of facialmus-
cle points plays the vital role in detection of dynamic behavior of an emotion.Wehave
applied Active AppearanceModel for each frame of the sequence to identify the geo-
metric location of those Facial Feature Points on face. AAMmodel is a combination
of shape, motion, and appearance models. The main aim of this model is to compute
a parametric description of a deformable object through optimization. A deformable
shape instance of an object is indicated by a vector S = [x1, y1, ......, xL , yL ] of size
2L . This vector contains L landmark points coordinates (xi , yi )where i = 1, 2, .., L .
It uses N number of training images I1, I2, .., IN for annotating all L landmark
points. The training shapes [S1, S2, ...., SN ] are obtained by using Procrustes Anal-
ysis to get N-similarity free shapes through discarding similarity transformation
from original image. After that by using Principal Component Analysis (PCA) it
computes mean shape and n shape eigenvectors s̄ and Us , respectively. Finally, it
computes new shape instance with parameter P by using formula Sp = s̄ +Us P ,
here P = [p1, p2, ..., pn]. It generates common shape from newly generated shape
instance by warping the texture associated with the shape. Next, holistic feature
function, i.e., F(Ii ), where i = 1, 2, .., N is used for extracting features from train-
ing images and reference shape is created by warping those features. A vector of
warped images is calculated as ai = F(Ii )(W (pi )),∀i = 1, ...., N . By using PCA
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on resultant vector, it calculates mean appearance vector ā and n appearance eigen-
vectors Ua . At last a new appearance instance ac is computed by augmenting mean
appearance vector ā with eigenvectorsUa , here ac = ā +Uacmathematical formula
is used, where c = [c1, c2, ..., cm] are appearance vector parameters. We got 68 fea-
ture points that cover entire face for each frame of the sequence. Through analyzing
every sequence we have noticed that only 23 points among them are very sensitive
with respect to facial expressions [17]. Over the frames, movement of other feature
points is very negligible. They have no significant role in changing the expression
from neutral to one of the basic emotions: anger, disgust, fear, happiness, sadness,
and surprise. Those 23 points are selected from major portions of the face. Three
points are taken from left eyebrow, three points are from right eyebrow, four points
are taken from left eye, four points are from right eye, three points chosen from nose,
and six points are selected from mouth region.

2.2 Facial Feature Extraction

Our proposed method extracts facial features from face image sequence by using
geometric area signature.We have considered 10 frames from the sequence of various
basic expressions as input to detect the changes in emotional transition from neutral
to other basic expressions. We have used 23 facial informative landmark points for
every frame to construct triangle shape on face. By taking every combination of three
landmark points from them, we have formed total n = 1771 triangles for the neutral
image which is start frame of the sequence. For each triangle we have extracted area
of circumcircle and incircle as geometric feature vector of length n. In this way,
all possible triangles and feature vectors are generated for remaining frames in the
sequence up to the basic expressions. Finally we got the complete feature vector of
sizem × n = 10 × 1771 = 17710 by concatenating each frame feature vector. Here
m = 10 is number of frames per sequence and the complete feature vector represents
the sequence. Figure2 shows formation of incircle and circumcircle from landmarks.

(a) landmarks (b) Traingles (c) circumcircle-incircle

Fig. 2 Circumcircle and incircle formation from landmarks
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A. Formation of Geometric Area Signature Matrix
We have computed three side lengths a, b, and c of the triangle by using Euclidean
distance between possible pairs of every three landmark coordinates. Then we have
calculated perimeter of the triangle p = a + b + c, s = p/2 and area of triangle

Δi = √
s(s − a)(s − b)(s − c) (1)

Next, we have determined the radiuses of incircle (r) and circumcircle (R) of the
triangle by the following formulas:

ri = Δi

s
(2)

and

Ri = a × b × c

4 × Δi
(3)

We have chosen area of circumcircle (κ) and incircle (τ ) as the geometric feature
and areas of both circles are calculated as follows:

κi = πR2
i (4)

and
τi = πr2i (5)

Each frame is represented by the normalized feature vector computed as below

ϑi = κi − τi

κi
(6)

Finally, geometric shape signaturematrix is generated by concatenating all feature
vectors of the sequence like as

GASMk =
10∑

m=1

1771∑

n=1

ϑm
n (7)

Here, k is used to denote a specific sequence and a particular triangle is denoted by
i.

2.3 Recognition of Facial Expression

We have used MultiLayer Perceptron as a classifier to recognize facial expression
from image sequence data. It is a three-layer neural network [2] consisting one input
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layer, one hidden layer, and one output layer. Size of input neuron depends on size
of feature vector and number of output neurons is related to the number of facial
expressions to be recognized.

MLPs are utilized for supervised learning problems with the capability to approx-
imate nonlinear functions, they train on a set of input–output pairs and learn to model
the correlation between those inputs and outputs. It is a feedforword network that
works in two passes, wherein the forward pass, input signal comes from the input
layer and it is passed through the hidden layers to the output layer, and the decision
of the output layer is measured by comparing its outcomes with known outcomes. In
the backward pass, backpropagation is used to adjust weights and biases repeatedly
to get minimum error. Here, activation function is used for passing the outputs to
next layer and it is formulated by y = φ(

∑l
i=1 wi xi + b) where w is the weights

vector, x is the inputs vector, b is the bias and φ is the nonlinear activation function.
An arbitrary number of hidden layers that are the actual computational engine of

the MLP and it is one of the various dependencies of network performance to get
better recognition results. In the implementation of our proposedmethod on different
databases, it is observed that usage of 10 hidden neurons in the hidden layers gives
better results than usage of other number of hidden neurons.

We have used 10 hidden neurons to take input signal from input layer and passes
its output signal to the output layer to classify emotions. Scaled Conjugate Gradient
backpropagation is used as a network training function that updates weight and bias
values according to the scaled conjugate gradient method. Network gives the best
performance on expression recognition by minimizing Mean Squared Error (MSE).
MSE is a statistical estimator that computes the difference between predicted output
and actual output. The formula of MSE computation is

ek = 1

2

∑
(tk − yk)

2 (8)

where k is number of output neurons, t denotes actual output and y denotes predicted
output. Algorithm1 shows the network training process.

3 Experiment and Results

For the verification of our proposedmethod, it is experimented on popular benchmark
image sequence databases: Extended Cohn-Kanade (CK+), MUG, and MMI. We
have utilized Dlib Shape Predictor Model implementation library for 68 landmark
points of FAST-AAM for Python code available on GitHub link “https://github.com/
davisking/dlib-models” [15]. We have considered those databases for classification
of image sequences into different basic classes in following order: 70% of total
sequences are used for training phase, 15% are taken for validation phase, and 15%
are reserved for testing phase.Here 15%of total size of dataset is held out as validation
dataset for detecting the effect of overfitting of MLP classifier. During the training

https://github.com/davisking/dlib-models
https://github.com/davisking/dlib-models
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Algorithm 1: Network Training Algorithm
Input: Image Sequence data D.
Output: Emotion recognized into basic expressions.

1 begin
2 for each sequence s in D
3 for each frame f in s
4 Extract landmark points from f;
5 Load those points into single array A;
6 for every three points in A
7 Generate triangle;
8 Compute area of incircle & circumcircle;
9 Normalize area values;

10 Store normalized area values into feature vector v;
11 end
12 Store vector v into GASM;
13 end
14 Concatenate each column in GASM into single vector;
15 Store this single vector into SCORE Matrix;
16 end
17 SCORE Matrix is fed into MLP;
18 end

periods of the classifiermodel, thoseheldout dataset is used to check the improvement
of results by comparing the accuracy derived at validation phase with the accuracy
obtained from the dataset used in training phase. If no improvement is occured,
then it stop the training process immediately and following which the model can
be generalized. In this way overfitting of the MLP model is overruled. We have
earmarked 10 frames for every image sequence start with neutral image and end
with basic expression. Geometric features extracted from both databases are fed
into MLP to categorize emotions and it provides recognition results after network is
trained 50 times. Figure3 shows the recognition rates of our method under training,
validation, and testing phases implemented on CK+, MUG, and MMI databases
and Fig. 4 shows the graphical representation of the emotions classified for all three
datasets CK+, MMI, and MUG.

Details analysis of results on CK+, MUG, and MMI databases are given in
Sects. 3.1, 3.2 and 3.3 respectively.

3.1 Results on CK+ Database

In [12], it is found that 327 of 593 image sequences fromCK+ database were labeled
with seven emotions. They are anger (AN), contempt (CON), disgust (DI), fear (FE),
happiness (HA), sadness (SA), and surprise (SU). This dataset contains both posed
and non-posed facial expressions of 210 adults captured by PanasonicAg-7500 video
recorder with Horita synchronized time-code generator. They were 18–50 years of
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Fig. 3 Comparison in different recognition results

Fig. 4 Graphical representation of the emotions classified for all three datasets CK+, MMI, and
MUG

age, among them 69% female, 81%, Euro-American, 13% Afro-American, and 6%
other groups. It contains the following number of sequences of individual expres-
sion anger (45), contempt (18), disgust (59), fear (25), happiness (69), sadness(28),
and surprise (83). Our method performed on CK+ database and it gives 98.77% as
average recognition rate. Table1 shows confusion matrix generated by our approach
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Table 1 Confusion matrix on CK+ database

AN CON DI FE HA SA SU

AN 45 0 0 0 0 0 0

CON 0 18 0 0 0 0 0

DI 0 0 59 0 0 0 0

FE 0 0 0 23 1 1 0

HA 0 1 0 0 68 0 0

SA 0 0 0 0 0 28 0

SU 0 1 0 0 0 0 82

Table 2 The recall, precision, and F-score of area signature on CK+ database using MLP

Recall Precision F-score

AN 1 1 1

CON 1 0.9 0.95

DI 1 1 1

FE 0.92 1 0.96

HA 0.99 1 0.99

SA 1 0.97 0.98

SU 0.99 1 0.99

on this database where the rows correspond to the predicted class (Output Class),
and the columns show the actual class (Target Class). We have computed the Table1
by considering diagonal elements of the matrix as number of image sequences are
properly classified and elements of other cell as number of misclassification of image
sequences. Anger, contempt, disgust, and sadness these image sequences are individ-
ually recognized with 100% recognition rate. In case of fear image sequences, they
are classified with 92% classification rate. Happiness and surprise, these sequences
are recognizedwith 98.55% and 98.79% recognition rate, respectively. Table2 shows
the sensitivity of our method in classification by measuring Recall, Precision, and
F-score computed from confusion matrix on CK+ database. Recall is formulated by
Recall = T P

T P+FN , Precision is computed by Precision = T P
T P+FP , and F-score is

calculated by F − score = 2×Precision×Recall
Precision+Recall . Here TP(True Positive)= expressions

are correctly identified, FP(False Positive)= expressions are incorrectly identified as
actual class and FN(False Negative) = expressions are incorrectly identified into
other classes except actual class. Table3 shows the sample pictorial representation
of emotions classified for CK+ dataset.
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Table 3 Pictorial representation of emotions classified on CK+
Image Actual class Predicted class Outcome

Anger Anger Properly classified

Disgust Disgust Properly classified

Fear Happiness Misclassified

Happiness Happiness Properly classified

Sadness Sadness Properly classified

Surprise Surprise Properly classified
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Table 4 Confusion matrix on MUG database

AN DI FE HA SA SU

AN 149 0 0 0 0 0

DI 0 115 0 0 0 2

FE 1 0 148 0 0 1

HA 4 0 0 103 0 0

SA 0 0 0 0 133 0

SU 0 1 0 0 0 144

Table 5 The recall, precision, and F-score of area signature on MUG database using MLP

Recall Precision F-score

An 1 0.97 0.98

DI 0.98 0.99 0.98

FE 0.99 1 0.99

HA 0.96 1 0.98

SA 1 1 1

SU 0.99 0.98 0.98

3.2 Results on MUG Database

MUGdatabase [1] consists of 801 image sequences with six basic expressions: anger
(AN), disgust (DI), fear (FE), happiness (HA), sadness (SA), and surprise (SU). All
such sequences are taken from 86 different subjects, among them 35 women and 51
men participated. They are of 20–35 years age. Videos are captured by the camera
with rate of 19 frames per second. Subjects are not wearing glasses and no occlusions
are there except for a few hair falling on the face.

Table4 shows confusion matrix on MUG database where the rows correspond
to the predicted class (Output Class), and the columns show the actual class (Target
Class). Here anger and sadness, these are perfectly recognizedwith 100% recognition
rate. Disgust sequences are identified with 98.29% recognition rate. Fear is classified
with 98.66% classification rate. Happiness and surprise are recognized with 96.26%
and 99.31% recognition rate, respectively. Overall performance of our technique on
this database is achieved with average recognition rate 98.87%. Further, performance
justification of our proposed method on MUG database is shown in Table5. Table6
shows the sample pictorial representation of emotions classified for MUG dataset.



Tracking Changing Human Emotions from Facial Image Sequence … 141

Table 6 Pictorial representation of emotions classified on MUG

Image Actual class Predicted class Outcome

Anger Anger Properly classified

Disgust Surprise Misclassified

Fear Anger Misclassified

Happiness Anger Misclassified

Sadness Sadness Properly classified

Surprise Surprise Properly classified
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Table 7 Confusion matrix on MMI database

AN DI FE HA SA SU

AN 28 1 0 0 2 0

DI 1 31 0 0 0 0

FE 0 0 26 1 0 1

HA 0 0 0 42 0 0

SA 2 1 0 0 25 0

SU 0 0 3 0 0 38

Table 8 The recall, precision, and F-score of area signature on MMI database using MLP

Recall Precision F-score

AN 0.9 0.9 0.9

DI 0.97 0.94 0.95

FE 0.93 0.89 0.91

HA 1 0.98 0.99

SA 0.89 0.93 0.91

SU 0.93 0.97 0.95

3.3 Results on MMI Database

Experimentation onMMI database [20] is very challenging task for facial expression
analysis compared to CK+ and MUG databases. Our proposed method is imple-
mented on this database by considering 202 image sequences with six basic emo-
tions: anger (AN), disgust (DI), fear (FE), happiness (HA), sadness (SA), and sur-
prise (SU).This dataset consists of expressions of both frontal images and side view
images and data are organized in session units of audiovisual recording. Total 238
recording clips are taken from 28 different subjects and all expressions are captured
by two attempts, one is wearing glasses and another is without wearing glasses.
Experimental results on MMI database are obtained by considering frontal images
for every sequence. Table7 shows the confusion matrix generated by implementing
our approach on MMI database where the rows correspond to the predicted class
(Output Class), and the columns show the actual class (Target Class).

Our proposed system achieved average recognition rate 94.05% onMMI database
withmaximum recognition rate 100% in case of happiness andminimum recognition
rate 89.28% in case of sadness. Table8 shows the Recall, Precision, and F-score of
area signature of MLP classifier. Table9 shows the sample pictorial representation
of emotions classified for MMI dataset.
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Table 9 Pictorial representation of emotions classified on MUG

Image Actual class Predicted class Outcome

Anger Sadness Misclassified

Disgust Anger Misclassified

Fear Surprise Misclassified

Happiness Happiness Properly classified

Sadness Anger Misclassified

Surprise Surprise Properly classified
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Table 10 Comparison with existing method [21] using CK+ Database

Input Method Feature type Recognizer Avg recognition
rate

Sequence
database

Yaddaden et al.
[21]

Variance-based
feature

KNN 88.34%

Distance-based
feature

SVM 92.54%

Sequence
Database

Our approach Circumcircle-
Incircle
area-based
feature

MLP 98.77%

4 Comparison of Our Results with Other State-of-the-Art
Method

Wehave compared the discrimination power of ourmethodwith [21] by investigating
on CK+ database. In [21], 309 sequences are used for classification with six basic
expressions excluding contempt expression and 10–60 frames of each sequence are
utilized by them. But in our approach, 327 sequences are considered with seven
expressions including contempt expression and we have utilized exactly 10 frames
for every sequence.Authors in [21], they introduced twogeometric based approaches.
One is classification through SVM classifier with distance-based features achieved
average classification rate 92.54% and another approach is classification through
KNN recognizer with variance-based features reached 88.34% average accuracy.
Our proposed method obtained better performance than these two procedures which
has reached 98.77% as average classification rate. Table10 shows that our method
performs better than existing method Yaddaden et al. [21]

5 Conclusion

In this article, we observed that the best representation of image sequences by
extracting powerful discriminating geometric features [19] arising out of the areas
of incircle-circumcircle pair applied on triangles derived from landmark triangula-
tion. The efficiency of our geometric shape-based method is vindicated by compar-
ing the outcomes with other existing method [21]. Analysis of results on different
image sequence databases provides potential insights on emotional transition of facial
expression. Recognition rate computed by our proposed procedure encourages us to
find out optimum features for every sequence in order to ensure improved accuracy.
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Recognizing Human Emotions
from Facial Images by Landmark
Triangulation: A Combined
Circumcenter-Incenter-Centroid Trio
Feature-Based Method

Avishek Nandi, Paramartha Dutta and Md Nasir

Abstract Human emotion reflected in facial expression is generated by coordi-
nated operation of muscular movement of facial tissue which associates with the
emotional state of the human subject. Facial expression is one of the most significant
non-articulated forms of social communication and it is highly adopted by scientific
community for the purpose of automated emotion analysis. In the present scope, a
triangular structure is induced with three points, viz., circumcenter, incenter, and
centroid are considered as the geometric primitive for extraction of relevant features.
Information extracted from such features is utilized for the purpose of discrimina-
tion of one expression from another using MultiLayer Perceptron (MLP) classifier
in images containing facial expressions available in various benchmark databases.
Results obtained by applying this method found to be extremely encouraging.

Keywords Active appearance model (AAM) · Triangulation · Facial expressions ·
Circumcenter-incenter-centroid trio feature · Multilayer perceptron (MLP)

1 Introduction

Expression recognition in human face has much significance in the field of affective
computing from intelligent emotional assistance, interest estimation for e-learning
system to criminal tendency estimation [25]. The human face is capable of generating
7,000 different kinds of facial expression, only Six of these expressions are recog-
nized by behavioral scientist Ekman at el, namely, Anger (AN), Disgust (DI), Fear
(FE), Happiness (HA), Sadness (SA), and Surprise (SU) as “atomic expressions”
[14, 15]. They also proved that these six expressions are unique among different
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Fig. 1 Reference image for each of the basic emotions of faces

races, religions, cultures, and groups [13]. These six basic expressions are portrayed
in Fig. 1.

The universality of the basic facial expressions and emotion is argued in [6, 11,
22]. Ekman et al. tried to settle the issue of universality dichotomy in their research
facial expression across different cultures in [14] but they also mentioned that the
universality phenomena of basic emotions are only valid when subjects are having
strong emotional behavior. In the strong emotional condition, the facial expressions
are not masked by the cultural influences and the expressions are static across reli-
gion, sex, race, culture, and educational background. But according to Russell, the
facial expressions are sensitive to the context of the situation inwhich expressions are
displayed [26]. But our research follows the universality of facial expressions which
is argued by the Ekman and well accepted in the research community. This paper
is organized as follows, apart from the first introductory section, Sect. 2 contains a
survey of relevant literature. Section3 emphasizes the motivation and contribution
of our work. Section4 discusses about the methodologies along with the essen-
tial flow diagram and algorithm. Landmark points generated by Active Appearance
Model (AAM), the landmark selection and triangulation formation are emphasized in
Sects. 4.1, 4.2 and 4.3, respectively. The circumcenter-incenter-centroid trio feature
descriptor, MultiLayer Perceptron (MLP), and Classification Learning are discussed
in Sects. 4.4, 4.5 and 5, respectively. Results and comprehensive analysis with respect
to CK+, JAFFE, MMI, and MUG databases are reported in Sects. 6 and 7, respec-
tively. Section8 figures overall conclusions.
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2 Literature Survey

Some recent studies of automatic facial expression recognition include the follow-
ing researches. The work of Happy and Routray introduced salient facial patches
to differentiate one expression to another; they also have used their own learning
free landmark localization method for detection of facial landmarks in a robust and
autonomous way [17]. In contrast to that Almaev and Valstar used local Gabor pat-
terns to extract local dynamic features for detecting facial action units in a real-time
manner in [2]. Another significant work of Yuan et al. introduces a hybrid combi-
nation of Local binary Patterns (LBP) with Principal Component Analysis (PCA)
features which describes local and holistic facial features in a fusedmanner [30]. The
Histogram oriented Gradients (HoG) features of facial components also explored by
Chen et al. which are used to detect deformation features respective to facial expres-
sions [9]. Martin et al. used Active Appearance Model (AMM) features of gray scale
and edge images to achieve a greater robustness in a varying light condition [23]. The
work of Cheon and kim introduce a differential AAM feature which is the computa-
tion of the Directed Hausdorff Distance (DHD) in between neutral face image and
Excited face image with K-Nearest Neighbor (KNN) classifier [10]. Another inter-
esting work by Barman and Dutta also uses AAM features to compute shape and
distance signature along with statistical features to boost up expression recognition
performance [3]. They also have extended their work of distance signature generated
out of AMM landmark points with newly introduced texture the signature generated
out of salient facial patched localized by AAM landmarks along with stability index
[4, 5]. Most of the facial expression recognizer uses MultiLayer Perceptron (MLP),
Radial Basis Function Network(RBF), Support Vector Machine (SVM) for the pur-
pose of classification of facial expressions [8, 16, 19]. In comparison with MLP the
fuzzyMLP classifier performs better because it can identify decision surfaces in case
of nonlinear overlapping classes, whereas an MLP is restricted to crisp boundaries
only [7].

3 Motivation and Contribution

Themethodsmentioned previously have amajor drawback that it does not effectively
classify facial expressions in a robust manner. To overcome this issue, we proposed a
circumcenter-incenter-centroid trio feature as amore accurate shape descriptor in this
context which is able to recognize facial expressions in a person independent manner.
The circumcenter-incenter-centroid trio feature shows that it inherently captures the
person independent information and also ensures good accuracy in different groups
and ages of people.
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The contribution of the present article has the following points of merits.

– An effective triangulation formation on the face is proposed.
– A novel feature descriptor based on circumcenter, incenter, and centroid of a face
triangulation is introduced.

– A good person independent expression recognition with distance slope measure
of circumcenter-incenter-centroid trio feature is achieved.

4 Methodology

The flow of the computation involves image space and feature space operations as
depicted in Fig. 2. The algorithm with steps of computations is given below.

Algorithm 1: Proposed Training Algorithm for Facial Expression Recognition

1 INPUT: A set of N expression images of size n × m.
2 STEP1: Extract the Landmark points using AAM fitting algorithm.
3 STEP2: Select the salient landmark points L = [(x1, y1), (x2, y2), ..., (xL , yL)]
4 STEP3: Generate the set of Triangulation T using Landmark points, where
T = [(xi , yi ), (x j , y j ), (xk, yk)] and i, j, k ∈ [1, L].

5 STEP4: for ti in T Compute three triangle center
pi jk = [(p1, p2), (p3, p4), (p5, p6)]

6 Compute distance triplet Di jk = [d1, d2, d3] and slope triplet Si jk = [s1, s2, s3]
as

7 d1 = dist ((p1, p2), (p3, p4))
8 d2 = dist ((p3, p4), (p5, p6))
9 d3 = dist ((p1, p2), (p5, p6))

10 s1 = slope((p1, p2), (p3, p4))
11 s2 = slope((p3, p4), (p5, p6))
12 s3 = slope((p1, p2), (p5, p6))
13 STEP5: Combine distance D and slope S to get enhanced feature set.
14 STEP6: Divide the dataset in 70%,15% and 15% ratio for the purpose of

training, validation and testing.
15 STEP7: Train MLP classifier with training data and use validation data to

overcome overfitting.
16 STEP8: Test the Classifier on the basis of test database.
17 OUTPUT: Classified expression level for input image database.

4.1 Active Appearance Model (AAM)

AAMs are shape predictor model works by optimizing the geometric parameters
of deformable bodies of a class of shape models [12]. We have used AAM by
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Fig. 2 Image space and feature space flow of computation

Tzimiropoulo et al for generating face description by inducing sixty-eight landmark
points on the face [27, 28]. Python and Dlib implementation of [27] can be found on
“https://github.com/davisking/dlib-models”. We have used Python implementation
of [27] for our research.

A deformable shape object can be expressed as S = [(x1, y1), ..., (xL , yL)]T , a L
element vector comprising L landmark coordinate points (xi , yi ),∀i = 1, ..., L . The
AAMmodel is trainedwith amanually annotated set of N training images I1, I2, ...IN
where each image consisting of L landmark points. The training of AAM has four
steps of computation.

1. First holistic features are extracted using the F() operator, i.e. F(Ii ),∀i =
1, ..., T .

2. Warping of extracted features from candidate image Ii according to the refer-
ence shape byW () operator, i.e. F(Ii )(W (si )),∀i = 1, ..., N .Where vector shape
parameters are defined as a = [a1, a2, ..., an]T .

3. The Warped images are vectorized as ai = F(Ii )(W (si )),∀i = 1, ..., N where
ai ∈ R

M×1.
4. Finally, PCA is computed on the extracted vectors generating

{ā,Ua} (1)

where ā is mean appearance vector and Ua is orthonormal basis eigenvectors.
ac = ā +Uac is the new appearance model instance where c = [c1, c2, ..., cm] are
appearance vector parameters.

https://github.com/davisking/dlib-models
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4.2 AAM Landmark Selection

The landmarks generated by AMM describe geometrical positions and the shape of
facial components. We have selected 21 principal landmark points as Barman and
Dutta identified these points as salient landmark points in their research [3]. These
points are mainly corner points and mid-points of facial components. The selected
principal landmark points are as follows—two corner points and one midpoint on
both eyebrows, two corner points of eyes and twomiddle points of eyelids, two corner
points on nostril and one on middle of nose, four points on outer lips region and four
on inner lips region as depicted on Fig. 3a. We left out outer points intentionally
because those points are very less sensitive toward expressional changes.

4.3 Triangulation

The triangulation structure is formed by fixing three pivot points from the set of
21 points γ = [(x1, y1), (x1, y1), ..., (x21, y21)]. Triangulation is formed using the
formula (2).

δ =< σi , σ j , σk > (2)

where σi , σ j and σk are ∈ γ and σi �= σ j �= σk . The possible number of triangulation
using 21 points is

(21
3

) = 1330. Figure3b depicts the formed triangulation constitut-
ing principal landmark points.

It is needless tomention that the shape information of the triangulations is sensitive
toward the expressional variation on the face. The shape of a triangle is highly
correlated to geometrical positions of different types of centers. We have considered
three types of classical triangle center as centroid, incenter, and circumcenter for
this work. Triangle centers have this property that they are immune to similarity
transformation (rotation, reflection, and translation) so only the change of shape is
reflected irrespective of size and position of the triangle.

4.4 Circumcenter-Incenter-Centroid Trio

We have considered three types of triangle centers as Centroid, Incenter, and Cir-
cumcenter of to form the triangulation.

– Centroid of a triangle is the “Center of Gravity” point of the triangle and also the
single intersection point of three lines bisecting in middle point of each side.

– Incenter of a triangle is the meeting point of three angel bisector and also the
center of incircle of the triangle.

– Circumcenter of a triangle is the point of congruence of three side normal and
also the center of circumcircle encompassing the triangle.
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(a)

(b)

Fig. 3 Principal Landmark selection and Triangle formation Example. a Principal landmark points
plotted on Face. b Triangulation formation

Incenter and centroid of a triangle always remain inside the triangle whereas circum-
center may get outside for obtuse triangles. The features we have considered are three
types of distance and three types of slope vectors originating from centroid-incenter,
centroid-circumcenter, and incenter-circumcenter pair of the centers of a triangle.
These three distances and three slope features are combined to make a six-feature
set and which are computed for each triangle in the triangulation set δ of Eq.2.

4.5 MultiLayer Perceptron

MultiLayer perceptron is a feedforward neural network having at least three layers
one input layer, one or more hidden layer, and one output layer. MLP is learned with
a backpropagation algorithm which uses supervised methods of learning. MLP uses
nonlinear synaptic activation function to learn the properties of high dimensional
data. The sigmoid y(vi ) = 1

(1+e−vi )
and hyperbolic tangent y(vi ) = tanh(vi ) activa-

tion function is most popular activation function in the literature. Layers of MLP are
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interconnected with a weight matrixW where wi j is the weight connecting i’th node
of current layer to the j’th node of the following layer.

Backpropagation learning ofMLP is done by changing the connectionweight after
processing each single input vector on basis of error computed in the output layer.
The error is formulated as e j (n) = di (n) − y j (n) where d is target value and y the
value computer by the MLP and this error is backpropagated to output layer to input
layer. Connection weights wi j is adjusted to minimize the error η(n) = 1

2

∑
e2j (n).

The change of weight is computed using Eq.3

Δw j i (n) = −η
∂E(n)

∂v j (n)
yi (n) (3)

η is the learning rate and yi output of the previous neuron. The output layer weight
are updated using the formulae (4) from Chap.4 of the book [18].

− ∂E(n)

∂v j (n)
= e j (n)φ′(v j (n)) (4)

The derivative of activation function is φ′. The hidden layer weights are updated
using the formulae (5) from Chap.4 of the book [18].

− ∂E(n)

∂v j (n)
= φ′(v j (n))

∑

k

− ∂E(n)

∂vk(n)
wk j (n) (5)

5 Classification Learning

These three-distance feature and three-slope feature are combined and learned with
MultiLayer Perceptron (MLP) with scale conjugate backpropagation learning for
classification of expressions to six different atomic expression classes [24]. We have
used MATLAB implementation of [24] is used for the training the model for the
purpose of pattern recognition and classification learning. The 70% of dataset is
used for training purposes, 15% of the dataset is used for testing purposes and the
rest of the 15% of the dataset is used for validation checking. Validation dataset used
to overrule the overfitting of MLP classifier at the time of training.

6 Results

We have tested the proposed machine with four well-known expression database,
the CK+ [20], JAFFE [21], MMI [29] and MUG [1] database. The computing envi-
ronment we have used is Intel(R) Core(TM) i3-3217U CPU @ 1.80GHz with 4GB
RAM. Dlib Shape Predictor Model implementation library for 68 landmark points

http://dx.doi.org/10.1007/978-981-15-1041-0_4
http://dx.doi.org/10.1007/978-981-15-1041-0_4
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of AAM for Python can be found on GitHub link “https://github.com/davisking/
dlib-models” [27] used for landmark extraction. The AAMmodel achieved an 100%
detection accuracy in CK+, JAFFE, MUG database and 99.2% in MMI database.

6.1 Extended Cohn-Kanade (CK+) Database

The CK+ expression dataset is a combination of posed and spontaneous expressions
having 327 image sequences from neural to peak expression. This dataset is consist
of six basic expressions Anger (AN), Disgust (DI), Fear (FE), Happiness (HA),
Sadness (SA), Surprise (SU) and also Contempt (CO) expression. Only the peak
expressions are selected form this database. The proposed MLP classifier achieved
a 99% overall accuracy in this database. We have also computed N-Fold accuracy
for training, testing, validation, and overall dataset reflected in Fig. 4. Some example
images with their true class level and predicted class levels are added for reference
in Table1.

6.2 Japanese Female Facial Expression (JAFFE) Database

The JAFFE database is a posed expression database containing 213 images of 10
different female adults showing six atomic facial expressions and there is noocclusion
like spectacle, hair falling on face in JAFFE dataset. This dataset is consist of six
basic expressions Anger (AN), Disgust (DI), Fear (FE), Happiness (HA), Sadness
(SA), Surprise (SU) and also Neutral (NE) expression. In this dataset, the system
obtained an overall precision of 97.18%. We have also computed N-Fold accuracy

Fig. 4 N-Fold training, testing, validation, and overall accuracy of CK+ database [20]

https://github.com/davisking/dlib-models
https://github.com/davisking/dlib-models
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Table 1 Visual representation of sample images of CK+ database with expression levels predicted
by our system
Input image

True expression
level

Anger Disgust Fear

Expression level
predicted by our
system

Anger Disgust Fear

Verdict Truly classified Truly classified Truly classified
Input image

True expression
level

Happiness Sadness Surprise

Expression level
predicted by our
system

Happiness Anger Surprise

Verdict Truly classified Misclassified Truely classified

for training, testing, validation, and overall dataset reflected in Fig. 5. Some example
images with their true class level and predicted class levels are added for reference
in Table2.

6.3 MMI Database

MMI is a posed expression dataset having multiple phases of data collection. The
Phase-III of the MMI dataset contains 400 images with single Facial Action Unit
(FAU) coded expression levels we have manually annotated 222 of them to six basic
expression levels Anger (AN), Disgust (DI), Fear (FE), Happiness (HA), Sadness
(SA) andSurprise (SU). Effective learning of the systemwith 222manually annotated
expressions results in an overall 96.87% accuracy. We have also computed N-Fold
accuracy for training, testing, validation, and overall dataset reflected in Fig. 6. Some
example images with their true class level and predicted class levels are added for
reference in Table3.
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Fig. 5 N-Fold accuracy plot for training, testing, validation and overall images of JAFFE
database [21]

Table 2 Visual representation of sample images of JAFFEdatabasewith expression levels predicted
by our system

Input image

True expression
level

Anger Disgust Fear

Expression level
predicted by our
system

Anger Disgust Anger

Verdict Truly classified Truly classified Misclassified
Input image

True expression
level

Happiness Sadness Surprise

Expression level
predicted by our
system

Happiness Sadness Surprise

Verdict Truly classified Truely classified Truely classified
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Fig. 6 N-Fold accuracy plot for training, testing, Validation, and overall images of MMI
database [29]

Table 3 Visual representation of sample images of MMI database with expression levels predicted
by our system

Input image

True expression level Anger Disgust Fear

Expression level
predicted by our
system

Anger Anger Fear

Verdict Truly classified Misclassified Truly classified

Input image

True expression level Happiness Sadness Surprise

Expression level
predicted by our
system

Happiness Sadness Surprise

Verdict Truly classified Truely classified Truely classified



Recognizing Human Emotions from Facial Images by Landmark Triangulation … 159

Fig. 7 N-Fold accuracy plot for training, testing, Validation, and overall images of MUG
database [1]

6.4 Multimedia Understanding Group (MUG) Database

MUG is a mixed expression dataset with posed and spontaneous expressions con-
taining 401 images from 26 subjects. This dataset is consist of six basic expressions
Anger (AN), Disgust (DI), Fear (FE), Happiness (HA), Sadness (SA), Surprise (SU),
and also Neutral (NE) expression. Our system accomplishes an 97.26% of overall
accuracy inMUG dataset. We have also computed N-Fold accuracy for training, test-
ing, validation, and overall dataset reflected in Fig. 7. Some example images with
their true class level and predicted class levels are added for reference in Table4.

7 Discussions

The four different types of performance measure of training, validation, testing, and
overall accuracy are shown in table no Table5. The confusion matrix of the CK+,
JAFFE, MMI, and MUG is presented in Tables8, 9, 10 and 11, respectively. The
MLP classifier shows very good recognition rate in CK+ database with 99.08%
overall accuracy and the Table6 shows that Anger, Contempt, Disgust, Happiness,
and Surprise expressions are recognized with 100% precision. In the JAFFE dataset
overall accuracy is 97.18% obtained and the Table6 shows that the Neutral, Sur-
prise, Anger, and Disgust expressions show 100% recognition rate. TheMMI dataset
shows 100%precision inHappiness expressionwith an overall 96.87%accuracy. The
MUG database shows 100%Recognition rate for Disgust, Fear, Happiness, Sadness,
and Surprise expression. Good accuracy in all four datasets implies that the system
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Table 4 Visual representation of sample images ofMUG database with expression levels predicted
by our system

Input image

True expression level Anger Disgust Fear

Expression level
predicted by our
system

Fear Disgust Fear

Verdict Misclassified Truly classified Truly classified

Input image

True expression level Happiness Sadness Surprise

Expression level
predicted by our
system

Happiness Sadness Surprise

Verdict Truly classified Truely classified Truely classified

Table 5 Accuracy comparison table with training, testing, validation, and overall precisions

CK+ JAFFE MMI MUG

Training 100 100 100 100

Validation 100 96.8 90.91 93.33

Testing 93.88 84.38 87.88 88.33

Overall 99.08 97.18 96.87 97.26

learns the expressions of a human face image in a person’s independent manner. The
circumcenter-incenter-centroid trio feature efficiently grabs the expression related
cues showing effective and efficient learning of the system. Comparison with other
machine learning technique ate also portrayed in Table7.
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Table 6 Recognition rate for each individual expressions for all four-benchmark database

Database Anger Contempt Disgust Fear Happiness Sadness Surprise Neutral Overall

CK+ 100 100 100 96 100 92.9 100 – 99.08

JAFFE 96.7 – 100 96.9 93.5 93.5 100 100 97.18

MMI 96.8 – 95.8 91.6 100 96.4 97.4 – 96.87

MUG 96.5 – 100 100 100 100 100 84 97.26

Table 7 Comparison between different machine learning techniques for different benchmark
databases

Machine leaning
methods

Features CK+ JAFFE MMI MUG

Multilayer
perceptron (MLP)

Circumcenter-Incenter-
Centroid trio

99.08 97.18 96.87 97.26

Support vector
machine (SVM)

Circumcenter-Incenter-
Centroid trio

89.00 69.50 70.30 77.80

Linear discrimnant
analysis (LDA)

Circumcenter-Incenter-
Centroid trio

85.50 61.50 66.60 68.30

K-Nearest neighbor
(KNN)

Circumcenter-Incenter-
Centroid trio

77.40 71.80 66.70 82.30

MultiLayer
perceptron (MLP)

Distance and texture
signature from [4]

90.60 88.70 56.10 73.00

Table 8 CK+ confusion [20]

AN CO DI FE HA SA SU

AN 45 0 0 0 0 0 0

CO 0 18 0 0 0 0 0

DI 0 0 59 0 0 0 0

FE 0 0 0 24 1 0 0

HA 0 0 0 0 69 0 0

SA 1 1 0 0 0 26 0

SU 0 0 0 0 0 0 83
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Table 9 Confusion JAFFE [21]

NE HA SA SU AN DI FE

NE 30 0 0 0 0 0 0

HA 1 29 1 0 0 0 0

SA 1 0 29 0 0 0 1

SU 0 0 0 30 0 0 0

AN 1 0 0 0 29 0 0

DI 0 0 0 0 0 29 0

FE 0 0 1 0 0 0 31

Table 10 MMI confusion [29]

AN DI FE HA SA SU

AN 60 0 0 0 1 1

DI 1 23 0 0 0 0

FE 1 0 22 1 0 0

HA 0 0 0 45 0 0

SA 0 0 1 0 27 0

SU 1 0 0 0 0 38

Table 11 MUG confusion [1]

NE AN DI FE HA SA SU

NE 21 3 0 0 0 0 1

AN 1 55 1 0 0 0 0

DI 0 0 71 0 0 0 0

FE 0 0 0 47 0 0 0

HA 0 0 0 0 87 0 0

SA 0 0 0 0 0 48 0

SU 0 0 0 0 0 0 66

8 Conclusions

Overwhelming degree of accuracy on different benchmark databases such as CK+,
JAFFE, MMI, and MUG vindicates the effectiveness and efficiency of the proposed
method with judiciously chosen geometric feature set for the said purpose (Table12).
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Table 12 Confusion matrix of JAFFE, CK+, MMI, and MUG databases
AN CO DI FE HA SA SU

AN 45 0 0 0 0 0 0
CO 0 18 0 0 0 0 0
DI 0 0 59 0 0 0 0
FE 0 0 0 24 1 0 0
HA 0 0 0 0 69 0 0
SA 1 1 0 0 0 26 0
SU 0 0 0 0 0 0 83
Table 8: CK+ Confusion [20].

NE HA SA SU AN DI FE
NE 30 0 0 0 0 0 0
HA 1 29 1 0 0 0 0
SA 1 0 29 0 0 0 1
SU 0 0 0 30 0 0 0
AN 1 0 0 0 29 0 0
DI 0 0 0 0 0 29 0
FE 0 0 1 0 0 0 31
Table 9: Confusion JAFFE [21].

AN DI FE HA SA SU
AN 60 0 0 0 1 1
DI 1 23 0 0 0 0
FE 1 0 22 1 0 0
HA 0 0 0 45 0 0
SA 0 0 1 0 27 0
SU 1 0 0 0 0 38
Table 10: MMI Confusion [29].

NE AN DI FE HA SA SU
NE 21 3 0 0 0 0 1
AN 1 55 1 0 0 0 0
DI 0 0 71 0 0 0 0
FE 0 0 0 47 0 0 0
HA 0 0 0 0 87 0 0
SA 0 0 0 0 0 48 0
SU 0 0 0 0 0 0 66
Table 11: MUG Confusion [1].
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Stable Neighbor-Node Prediction with
Multivariate Analysis in Mobile Ad Hoc
Network Using RNN Model

Arindrajit Pal, Paramartha Dutta, Amlan Chakrabarti
and Jyoti Prakash Singh

Abstract In mobile ad hoc networks (MANETs), mobile nodes are communicating
with each other without use of any fixed infrastructure. Here, each node works as a
receiver as well as transmitter point in the network. This network maintains the wire-
less connections with the neighbor nodes and establishes a connecting link between
the source–destination (s-d) pair. The route in this type of network is highly unstable
due to the mobility of the nodes. So, to construct a steady path between s-d pair, it is
obvious to build a path through the stable neighbor nodes. In this article, we propose
a stability index (SIN) which depends on the various parameters of the nodes such
as past SIN values in different time intervals, node velocity, etc. In this paper, we
establish a time series prediction model with multivariate analysis for predicting the
stability index (SIN) of a node in reference to its neighbor nodes for the future time
frame based on their past observation. For this purpose, we use the Elman recurrent
neural network (ERNN)-based learning tool to determine the behavior of the mobile
nodes of the network in the future time frame.
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1 Introduction

The backbone infrastructure in Mobile Ad hoc NETwork (MANET) is not available.
So, it is forced to create the infrastructure as and when required. The mobile nodes in
MANET search and maintain a path from a source s to a destination d to transfer data
packets between them. The nodes establish a link among the neighbor which is in
the communication range of each other. This neighborhood is constantly varying due
to the movement of the nodes in the network [20, 23]. So, the path from the source
to destination breaks frequently [18, 25]. The path from a source to destination can
be made stable by selecting all intermediate nodes which are more stable. Some
research works have been proposed to select nodes which are more stable compared
to other [16]. However, most of the earlier works considered one parameter only to
evaluate the stability measure of a node. But node stability depends on many factors
such as earlier stability value, speed of the node, energy of the node, packet delivery
ratio, etc.

In different effective multivariate parameters of the mobile ad hoc networks, the
speed of the mobile nodes is one of the important parameters for measuring the sta-
bility of the network. The effect of the speed variation on various ad hoc networks
with different traffic patterns was studied by Pal et al. [17]. The average path length
between source–destination was predicted by Pal et al. [18] using moving average
(MA) model. In another work, Pal et al. [19] made a comparative analysis between
the autoregressive integrated moving average (ARIMA) model and artificial neural
network for path length prediction in the network using Ad hoc On-demand Distance
Vector (AODV) routing protocol. This analysis shows that the multilayer perceptron
(MLP) model can perform better results than the ARIMA model. Pal et al. [16]
used a metaheuristic technique based on a biogeographic model to estimate the node
stability of the mobile network. They proposed a stable neighbor selection model
for establishing a stable path formed between the source and destination node. The
multivariate analysis [13] can be used for obtaining the relation between a set of
variables. The relation between the dependent variables which are correlated with
the independent variables based on the parameters of the observation can be obtained
by this analysis. The univariate tests and the confidence intervals which are based on
the univariate normal distribution may not justify the different network-related prob-
lems because a large number of parameters are involved here. So, the multivariate
normal distribution method may be exploited in this process. The means, variances,
and covariances of a multivariate data set may be used to check the correlated or
independent variables from the data set. It also shows the linear trends of the vari-
ables and serves useful approximation inferences involving sample mean vectors.
Multivariate analysis is involved with the study of p number of variables as

Y = [Y1,Y2, ...,Yp]

The expectations are the value of the random p × 1 vector, which can be defined as
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E(Y ) =

⎡
⎢⎢⎢⎣

E(Y1)
E(Y2)

...

E(Yp)

⎤
⎥⎥⎥⎦

Let, Np(μ,�) be the multivariate normal distribution of y, where,
μ is the mean vector and
� is the covariance matrix
then,

μ(E(Y )) =
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μp

⎤
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and the density

g(y) = 1

(
√
2π)p| ∑ |1/2 e

−(y−μ)
∑−1

(y−μ)/2

In this article, we have proposed a stable neighbor finding processwhich can select
the intermediate nodes between a source–destination pair based on the stability of
the neighbor nodes using the analysis of multivariate parameters. The time series
prediction model is used to predict future value based on past observations. We have
applied this model to predict the position of the neighbor nodes in the future based
on their past observation. So, we considered the stability index (SIN) of each node
at time tk and calculated it for time tk+1. We used a multivariate statistical model to
find the stability of a neighbor node with respect to the other nodes.

Let us assume that the {xt , xt−1, xt−2} are the datasets at time {t, (t − 1), (t − 2)},
respectively. Now, the time series forecast the unknown data value at xt+1 based on
the past data set. Recently, Artificial neural network (ANN) [4, 9, 11] have become
very popular prediction model to be applied in various facets of life [14]. Generally,
an ANN model consists of three layers such as input layer, hidden layer, and output
layer. The data provided to the input layer pass through the hidden layers and generate
the output values through the output layer. The weight function and the activation
function control the process of the neurons of ANN. There are various types of ANN
models like Multilayer perceptron (MLP), Radial basis function (RBF), Recurrent
neural network (RNN) model, etc. The Elman recurrent neural network (ERNN)
[6] is an efficient RNN model which was developed by Elman. The ERNN model
can be used for time series and nonlinear prediction models [2, 3]. Figure1 shows
the architecture of ERNN network. In this model, the outputs of the hidden layer
are connected to another buffer layer called the recurrent layer. The output of the
recurrent layer is feedback to the hidden layer. This model helps to generate the
temporal patterns in the future time frame. Each hidden neuron is connected to only
one recurrent layer neuron with a weight value. So, each layer of ERNN contains
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Fig. 1 The block diagram of ERNN model

one or more neurons which produce information from one layer to another layer by
computing a nonlinear function of their weighted sum of inputs.

In this paper, we proposed a stable neighbor node prediction model in MANET
which can predict the stable neighbor nodes of each mobile node. These stable nodes
can be used to establish the path between source and destination node which will
be more stable than the other paths. To find the stable nodes, we used predictive
RNN model using the past behavior of the nodes. We also analyzed the multivariate
parameters of the mobile nodes for the prediction process.

The remainder of this paper is constructed as follows. In Sect. 2, we compile the
related works. The methodology is discussed in Sect. 3. In Sect. 4, the simulation
model is designed. The results and discussion of performance evaluation are pre-
sented in Sect. 5. Finally, conclusions and our future works are proposed in Sect. 6.

2 Related Works

The issue of mobility and neighborhood changes in mobile ad hoc network was
studied by Singh and Dutta [23]. They modeled the variation of neighbor nodes due
tomovement usingAutoregressivemodel. In their nextwork [24], they considered the
link characteristic due to themobility of nodes andmodeled that usingAutoregressive
models. They further considered the problemof path length in [25] andmodeled them
using time series. Node stability problemwas taken up by Pal et al. [16] to predict the
stable nodes in a mobile ad hoc network using Biogeography-based optimization.
Guo et al. [8] proposed a system to find the status of a link by probabilistic models.
Torkestani and Meybodi [27] proposed a method to find the best stable link between
two nodes. Jiang et al. [12] developed a model to select the best path between a
source–destination pair using the more reliable links. Biradar et al. [1] proposed a
model to find a stable link for nodesmovingwith a randomwaypointmobility pattern.
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Singh et al. [26] proposed a regression model to estimate end-to-end delay in ad hoc
network considering parameters path length from source to destination and previous
delay. Wang et al. [28] proposed a stable route-finding scheme using a weight-based
route strategy. The route expiration time, the error count, and the hop count were
used to assign the weights to each route from the source node to the destination node.
Finally, the largest weight path is selected for routing the packets. Gerharz et al. [7]
estimated the stability of paths and introduced statistical metrics to identify stable
paths in a mobile ad hoc network using statistical methods. Sarma and Nandi [22]
used received signal strengths to compute the link and route stability in mobile ad
hoc network. They added relevant fields in route request/reply packets to achieve
this. An excellent survey of routing algorithms using link stability is given in [15].

3 Methodology

The mobile wireless network environment is highly unstable and dynamic. So, the
link established for route creation based on one metric is always considered as the
suboptimal decision. Here, we describe the key ideas to develop a network based on
the multivariate analysis. In this section, we have done the following operations:

• Evaluated the effective time lags for inputs of the ERNN model.
• Design a suitable ERNN model for prediction.

3.1 Time Lag Selection Methodology

The choice of lag numbers for input variables is an important part of this network.
Here, we consider the input variables like velocity of a nodes (Ve), energy of a
nodes (En), packet delivery ratio (PDR) of a nodes, and throughput (Th) of a nodes
for multivariate analysis. We also find out the stability index (SIN) of the network
based on these parameters. We have selected the autocorrelation function (ACF) and
partial autocorrelation function (PACF) for deciding the effective lag values which
are correlated with the ERNN model. The PACF is same as the autocorrelation
between xt and xt−k except the linear dependence of xt−1 through to xt−k+1 have
been discarded, i.e., the correlations with all the elements within the lag are partially
out. The correlation ismeasured to consider the acceptable parameters of the network.
Here, we considered the Pearson’s correlation model to evaluate the correlation.

The linear dependencies between two variables can bemeasured by the correlation
coefficient as follows:

Z = cov(X,Y )/
√

var(X)var(Y )

where, the cov and var are the covariance and variance, respectively.
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Now, the autocorrelation(ρk) for lag k is

ρk =
∑n

t=k+1(xt − x̄)(xt−k − x̄)∑n
t=1(xt − x̄)2

where,
n is number of samples,
xt is the sample value at time t , and
x̄ is the sample mean

The correlation value 0 means there is no linear correlation within the variables.
If the correlation is +1 or −1, then it is called the perfect positive or negative linear
correlation, respectively, between the variables. When the correlation is less than
+0.5 or −0.5, then it is considered as the weak correlation between two variables.
Tomodify this correlation factor, we considered the Student T-test for the significance
of Z . In this experiment, we observed that the threshold value is very low according
to the T-test. But the threshold for the coefficient Z is more important for a certain
number of inputs. We have selected the threshold equal to 50% of Z , i.e., only the
higher values greater than or equal to 0.5 correlation will be chosen. We have also
observed that the increase of this value cannot find a suitable number of entries for
evaluating. The lower value of Z may select more data but those extra values have
no extra impact for prediction. So, we have considered that the 50% of the threshold
value Z is optimal for the prediction process.Wehave considered the 95%Confidence
Interval (CI) of the PACF for the time lags which are significantly correlated.

Figure2 shows the PACF value of the stability index (SIN). It shows that the first
four lag values are greater than the upper confidence interval. So, we consider up to
these four lag values to the input of the ERNN model. The upper lag values have no
effect on predicting the output of the ERNN network. Though, if we consider the
more upper values, then it decreases the performance of the network.

In Fig. 3, we observe the cross-correlation between the SIN and all themultivariate
parameters. The straight horizontal lines to both sides of the x-axis represent that the
confidence interval value is +0.5 and −0.5, respectively. In this figure, we calculate

Fig. 2 Partial
autocorrelation of the
stability index (SIN). The
straight lines around zero
represent the upper and lower
bounds of the PACF 95% CI
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Fig. 3 Pearson cross-correlation between the SIN and the multivariate parameters Ve, En, PDR
and Th for RWP and GMM mobility model. The lines define the confidence band selected

the cross-correlation values in different lags and plotted those values into the graph.
We only consider those lag values which are greater than the confidence interval.
These graphs show the effective lag values for prediction models. If the values are
greater than the 95% CI, then there are fewer local minima and the accuracy will
be higher. The past values should be considered up to a certain interval after that
those past values have no influence in the prediction model and it increases the local
minima and also the overhead of the system.
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3.2 ERNN Configuration

In this part, we have developed the optimize ERNN model for predicting the stable
neighbors of the network. Thismodel consists of four different layers. The input layer
(X) has n numbers of input nodes. It is a vector with n values, i.e., Xn . There is a
hidden layer (H) with n nodes after the input layer. The recurrent layer (R) which has
the inputs from the hidden layer and the outputs of this layer considers the feedback
of the hidden layer. So, the outputs from H move to the layer R at time t and from R
its moves to H at time (t + 1). The output layer (Y) is connected with the layer H .
Through the learning technique, this network generates the temporal output in Y for
the future time domain at time (t + 1) from the past data sets of {..., (t + 1), t}. We
first optimized the ERNN model by data normalization and selected the optimum
number of hidden neurons. The important parameters which influence the network
complexity and the number of local minima are the multivariate input variables
and their lag numbers, the structure of the hidden layers, activation function, and
the learning algorithm. Some other parameters, like the sampling size of learning
data, the distribution of data between learning, test, and validation phases, must be
considered into account. Now, the input values to the hidden layer (Ht ) at time t are

Ht =
n∑

i=1

wi .Xt +
m∑
j=1

r j .Rt−1

where,
wi = weight function between the input and hidden layers
Xt = input vector of input layer
r j = weight function between the recurrent and hidden layers
Rt = output of the recurrent layer

Now, the output (Yt+1) of the ERNN network is

Yt+1 = φ(

n∑
i=1

pi · Ht )

where, φ is the activation function and pi is the weight function between the hidden
layer and output layer.

Here we consider the input vector
Xt = [SIN, Ve, En, PDR, Th] t

and the output value is
Yt+1 = [SIN] (t+1)

The optimal lag values at time t of the multivariate variables can be obtained from
Table1.
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4 Simulation Model

This network model was developed in the Matlab simulator [5]. We have considered
two mobility models for the movement pattern of the mobile nodes like random-
way point (RWP) [10] and Gauss–Markov mobility (GMM) [21]. The nodes are
distributed uniformly in an area of 200 × 200m2 in the simulator. The node velocity
varies in between 0 and 50 m/sec. The maximum transmission range of a node is
the 20-meter radius. Fixed 80 nodes are moving within the area, and at the time of
simulation, no node can leave or enter the simulation area. The s-d pair nodes are
disjoint and randomly chosen from the set of mobile nodes. About 3000 data packets
can be transmitted by any node within a time lag/interval. The network bandwidth is
considered as 2 MBps. The MAC layer protocol uses the IEEE 802.11b distributed
coordination function (DCF).

5 Results and Discussion

The results would be discussed in this section to validate our proposed model. Calcu-
lating the errors between the predicting output values with the real-simulated values
done by the Normalized Root Mean Square Error (NRMSE). The NRMSE can be
calculated using the following equation:

NRMSE =
√

(x − y)2/x2

where x represents the real value and y is the prediction value.
The selection of variables for the ERNN model with their desire time lag is

evaluated in this phase to optimize the network. The significance of cross-correlation
is already examined, and here we applied this phenomenon for accuracy. Figure3
shows the Pearson cross-correlation (PCC) between the stability index (SIN) and all
the parameters available in this network. These velocity (Ve), energy (En), packet
delivery ratio (PDR) and throughput (Th) of each node are the four parameters which
are considered for multivariate analysis. The value of PCC in lag 0 should not be
considered for forecasting approach. Here, we already fixed the 50% bound.We have
observed the influence of all the multivariate parameters on the output considering
one by one. From Fig. 3 we have found appropriate different time lags of these
parameters to be considered for future data analysis. In Table1, we have shown the
percentage of error and the variance for each multivariate parameters separately. The
lag values aremeasured as shown in Figs. 3 and 4.We have shown theNRMSE values
in different lags for different parameters. The bold numbers represent the optimal
lag values of all the parameters. These results are used to check the actual impact
of the multivariate variables in the network. These values can be used as the input
of the ERNN model for optimizing. The results as shown in the table have a great
significance in multivariate analysis. The 95%CI is lower which means there are
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Table 1 Error prediction of stability index and different multivariate inputs separately

Effective lag values % of
NRMSE

Value of
95% CI

SIN Ve En PDR Th

3 – – – – 6.25 0.58

3 – – – 2 6.11 0.54

3 – – 3 – 5.72 0.48

3 – 3 – – 6.02 0.59

3 2 – – – 5.89 0.26

3 2 3 3 2 5.26 0.11

Table 2 Error prediction of stability index and different multivariate inputs separately

Optimized lag values of multivariate parameters SIN = 3, Ve = 2, En = 3, PDR = 3, Th = 2

Number of hidden layers % of NRMSE Value of 95% CI

1 0.6 0.2

2 0.5 0.3

3 0.5 0.4

4 0.4 0.2

5 0.5 0.3

6 0.6 0.4

7 0.7 0.5

8 0.8 0.6

less local minima and high accuracy. In the next step, we were trying to determine
the optimal number of hidden nodes in the ERNN model. Table2 represents the
optimal number of hidden nodes of the ERNN model by the bold numbers. The
optimal multivariate parameters are chosen from Table1. These values show that the
increasing number of hidden nodes initially decreases the error. However, after a
certain limit, it further increases the NRMSE value. Here, we have taken four nodes
in the hidden layer.

InFig. 4,wehave shown thepercentageof accuracybetween the original simulated
values and the predicted values with the multivariate analysis. Each graph shows the
observation with two mobility models like RWP and GMM. We have changed the
parameters for each experiment as mentioned in the graphs. In each case, it has been
shown that the experiment gives a good result after certain lag values. This means our
model can guess a better observation after a few time lags and consistently increase
the accuracy in all respect.

Figure5 shows the comparison between the univariate and multivariate analysis
with respect to the number of link fault. For univariate analysis, we considered the
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Fig. 4 Percentage of accuracy between the predicted and the original values
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Fig. 5 Compare the number of link faults between univariate and multivariate prediction analysis
for different mobility models

prediction model for one variable only and calculate SIN at time (t + 1). The vari-
able is chosen from Table1 with the optimal lag value. Next, we have considered
the multivariate parameters with the same network. It has been shown that the mul-
tivariate analysis can predict the SIN more accurately and decrease the link fault of
the network.

In Fig. 6, we have done a comparative analysis of the NRMSE between univariate
and multivariate parameters. It shows that the prediction using multivariate parame-
ters shows a better result than the prediction by univariate parameters. So, it proves
that the different parameters of the mobile network have some impact on predicting
future values.



Stable Neighbor-Node Prediction with Multivariate Analysis … 177

Fig. 6 Compare the NRMSE between univariate and multivariate prediction analysis for different
mobility models

6 Conclusion

In this paper, we have proposed a technique to find stable neighbor nodes using
a multivariate method. Our proposed mechanism provides a better QoS than the
univariate models. Here, we identified four parameters, that is, like velocity (Ve),
energy (En), packet delivery ratio (PDR) and throughput (Th) which can affect the
node stability of the mobile network. We develop an ERNN-based machine learning
technique for predicting the stability index (SIN) on the future time frame based on
the past data values. We consider the multivariate parameters as the inputs of the
ERNNmodel. We have also found that these multivariate parameters have an impact
on the prediction process, and this impact also changes for different lag values.
The appropriate selection of the lag values of different parameters increased the
stability index (SIN) of the mobile nodes. We compared the error analysis between
the univariate and multivariate models in this paper. It shows that the multivariate
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method predicts more accurately than the univariate method. All theses experimental
results show that our method is more justified. This encourages us to study in the
future how to develop this methodology to a routingmodel to minimize the link fault.
It seems obvious that the multivariate parameters have a greater impact on prediction
accuracy.
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A New Approach for Optimizing Initial
Parameters of Lorenz Attractor and Its
Application in PRNG

Ramen Pal and Somnath Mukhopadhyay

Abstract Lorenz attractors are sensitive to its initial parameter values. The values of
the initial parameters or seeds are very important in terms of simulating the strange
chaotic behavior and security of using it in different applications.Using a single initial
seed or a set of seed values for an application is a threat to its security. The unique seed
for each execution of an application will make the system more secure and robust. In
last two decades lot of researches are carried out to estimate the initial parameter of
different chaotic maps. They solved this problem by checking the similarity between
an observed (benchmarked) and an experimental (attractor with the estimated seed)
attractor in either time-domain or in state-space. All the solutions over time-domain
are not able to consider the sensitivity on the seed of the attractor. The solutions over
state-space considers this. However, these solutions also require an observed attractor
to check the similarity with the experimental attractor. This research overcomes the
aforementioned constraint and flaw of the past models. In this research, a Real Coded
Genetic Algorithm(RCGA) based optimization technique for optimizing the initial
parameter values for the Lorenz attractor is proposed. A Pseudorandom Number
Generator (PRNG) based on the Lorenz attractor is also proposed. The optimized
seed for the Lorenz attractor is used for the PRNG. NIST specified statistical tests
for testing the randomness of the output bit sequence of the PRNG is done here.
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1 Introduction

Lorenz attractor is a three dimensional system. This system can be represented by
using Ordinary Differential Equation [11]. It has deterministic but provides strange
(random) behavior with respect to some initial values [10]. In the last three decades,
a lot of researches are carried out to use this strange behavior to solve practical
problems in different domains like Cryptography, PRNG, Image Processing, etc.
Estimating the initial seed for these type of chaotic map is necessary to minimize
the dependency on a single or a set of seeds for making these systems more secure
and robust. So, estimating the initial parameters of the chaotic map is a thrust area
of research. Estimation techniques can be modeled either in time-domain or in state-
space [7]. R. Konnur et al. proposed an all parameter estimation technique in the
time-domain by considering the least-squares approach. They used Rossler, Lorenz
chaos and Rossler hyperchaos system as an observed and experimental system. They
applied this experimental attractor with the estimated parameter in decoding commu-
nications [2]. G. Fei et al. proposed a parameter estimation technique for the Lorenz
attractor based on a quantum-behaved particle swarm optimization problem. They
estimated the value for a single parameter(β) by calculating the average of the out-
come of twenty independent experiments. They considered the value for other two
parameters(γ , ρ) as the value estimated by [18]. They tried to estimate the value for
β near to the value of the aforementioned attractor [12]. Xu et al. modeled parameter
estimation techniques for their proposed chaotic map based on Whale Optimization
Algorithm and Multi Versed Optimizer algorithm. First they used Gaussian Mixture
Model(GMM) to represent the trajectory of their observed attractor into state-space.
Then they estimated the parameter of the experimental attractor by minimizing a
cost function. This cost function is a likelihood function. It is used for calculating
the distance between the time series obtained for the experimental attractor with the
GMM obtained for the observed attractor [5]. S.T. Kingni modeled a parameter esti-
mation technique for their proposed chaotic map by minimizing a cost function. To
formulate the cost function, they considered the similarity measurement of chaotic
time domains of the observed and the experimental attractors [15]. Y. Tang proposed
a parameter estimation technique for Logistic chaotic and Mackey-Glass system by
using Particle Swarm Optimization. They also considered a observed chaotic map
to formulate their objective function by calculating similarity between observed and
experimental attractors for estimate the parameter [26]. W. D. Chang proposed a
parameter estimation technique for the Chen and Lü system based on a differential
evaluation-based approach. They also formulated their objective function by con-
sidering the parameter of an observed attractor for calculating the similarity with
the experimental attractor. They shown that the estimated parameter is close to the
benchmarked parameter of the observed attractor [8]. From the above discussion we
can see that all the researches to solve the parameter estimation problem always con-
siders a benchmarked or observed chaotic map as a primary constraint. The outcome
of their proposed methods is quite similar to the benchmarked parameter. So, these
researches failed to estimate the parameters in broader range. This research considers
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the importance of optimizing the seeds for Lorenz systems in broader range. This
research doesn’t consider a benchmarked parameter for optimizing the initial seed.
RCGA is a candid tool to efficiently solve these types of optimization problems with
fast execution rate [19, 21]. The optimization is done by using a proposed RCGA
technique. This proposed optimization method do not required the time series data
of the experimental attractor. So, sensitivity to the initial parameter of the resultant
Lorenz attractor will also be preserved.

PRNG is a tool to generate a pseudorandom bit sequence of a finite length. From
the last two decades, it can be observed that the researchers had shown strong interest
to consider the chaotic behavior of chaotic maps to model their PRNG. Chaotic
maps, like Logistic, Skewtent, Tinkerball, Henon, Lorenz, Rossler, Chen, Chebyshev,
Quantum, etc. were considered for designing a PRNG [3, 13, 17, 20, 25]. These
PRNG’s are mainly dependent on predefined seed or a set of seed values. Thus,
the outcome of these methods are not unique in each execution. This research also
considers the need for generating a unique, optimal and pseudorandom bit sequence.
So, in this paper a PRNG based on Lorenz system is proposed. This research shows
that a unique, optimal and pseudorandom bit sequence can be generated by using a
unique optimized seed for Lorenz system in each execution of the proposed method.
NIST specified statistical test is done to check the randomness of the output bit
sequence.

Section2 considers the basic discussion of Lorenz system and the Lyapunov
dimension. The proposed optimization technique for Lorenz system is discussed
in Sect. 3. In Sect. 4 the proposed algorithm for PRNG is discussed. Section5 con-
siders the result and analysis of the proposed method. In Sect. 6 the conclusion and
future scope of the research are given.

2 Three Dimensional Lorenz System

In 1963,E.Lorenzprescribed aprimitiveOrdinaryDifferential Equation(ODE)based
mathematical model on atmospheric dynamics. In that paper, authors had discussed
that thismodel is sensitive to initial parameters and provides strange long term behav-
ior on small change of these initial values. Initial parameters consists of three vari-
ables namely, σ, β and ρ. σ represents the Prandtl number, ρ represents the Rayleigh
number and β represents the height of the fluid layer in convention problem [22].
This mathematical model is represented in Eq.1, where σ, β, ρ > 1. For σ = 10,

β = 8

3
and ρ = 28, the system functions as a strange attractor [18]. Researchers are

using this nonlinear behavior from a linear equation to solvemany practical problems
[10, 18, 23]. This research considers the finding of optimal initial parameters in each
run. It also considers to use these findings to propose a PRNG.
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dX

dt
= −σ X + σY,

dY

dt
= ρX − Y − X Z ,

dZ

dt
= βZ + XY

(1)

Right hand side of the Eq.1 represent the velocity vector. It is used to simulate
the moving point of a particle form (X , Y , Z ) to another point [14].

2.1 Lyapunov Dimension

Harshness and chaos of a dynamical system are calculated mathematically using
Hausdorff dimension. Strange attractor has fractional Hausdorff dimension values
[9]. It cannot be measured numerically but can be estimated using Lyapunov dimen-
sion [24]. Lyapunov dimension for Lorenz attractor can be calculated using the Eq.2
[4, 16].

D = 3 − 2 × (σ + β + 1)

σ + 1 + √
(σ − 1)2 + 4ρσ

(2)

3 Proposed Method for Initial Seed Optimization
for the Lorenz Attractor

The proposed model is a hybrid approach based on a RCGA technique and three
dimensional Lorenz chaotic map. It is an one-step process. n number of seed values
in real numbers for the Lorenz chaotic map are taken randomly to represent the initial
population. The seed for the Lorenz chaoticmap consists of three parameters, namely
σ, β, and ρ. For each seed in the initial population, the value of σ will be in the range
8 to 13, the value of β will be in the range 3 to 5, and the value of ρ will be in the range
26 to 41. The Crossover Probability(Crossp) and the Mutation Probability(Mutep)
are user given input. This algorithm is executed for 200 generations. It is seen that this
algorithm gives satisfactory outcomes in each execution, with the aforementioned
prerequisites. The proposed method is presented in Algorithm 1.

By using Eq.2, the Lyapunov dimension for the seed (σ = 10, β = 8/3, ρ =
28) calculated is 2.4013. This proposed method will give an optimized seed. The
Lyapunov dimension of this seed will be close to the Lyapunov dimension 2.4013. In
this algorithm, firstly the fitness for each chromosome is evaluated by calculating the
Lyapunov dimension of each chromosome. After that elitism operation is performed.
In this operation, worst chromosome from the current generation and the fittest
chromosome from the previous generation are selected first. Then a comparison on
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Algorithm 1 Optimal seed for Lorenz attractor optimization
Input: Number of chromosomes(n), Initial mating pool(m)
Output: Optimized seed value for Lorenz attractor(Optseed )
1: begin
2: Initial chromosomes are encoded by randomly taken real values for σ, βandρ, i.e. the initial

parameters for Lorenz systems
3: for g= 1 to 200 do � g=Number of Generations
4: for each chromosome (j) from the M do
5: fitness[j]= Calculate Lyapunov dimension by using Equation 2. � Fitness Evaluation
6: end for
7: Perform Elitism operation.
8: Using Restricted Binary Tournament Selection, generate a mating pool of same size as of m.
9: Perform real coded Crossover operation on the mating pool by using Algorithm 2.
10: Perform real coded Mutation operation on the mating pool by using Algorithm 3.
11: end for
12: Select the chromosome with the lowest fitness value from the final mating pool and store it as

Optseed .
13: end

the basis of their fitness value is done. The chromosome with the lowest fitness
value is selected or survived in the current generation. Another one is rejected for
survival. After that a restrictedBinary Tournament Selection is done. In this operation
a criterion for selection is imposed, i.e., the selected chromosome should have the
fitness value greater than or equal 2.4013. So, for selection there will be below
mentioned three possibilities:

1. If the fitness values for both of the chromosomes are greater than or equal to the
aforementioned threshold, then the chromosome with the lower fitness value will
get selected.

2. If the fitness value of one chromosome is less than the threshold, and the other one
is greater than the threshold, then the chromosome with the fitness value greater
than the threshold will get selected.

3. If the fitness value for both of the chromosomes is lower than the threshold, then
random selection will be repeated until anyone from the above two conditions
satisfied.

After selection, the size of themating poolwill be n. After that crossover operation
is performed on that mating pool. The proposed crossover technique on real coded
chromosome is presented in Algorithm 2.

In this method Crossp, is the crossover probability is taken as user input. This
experiment consider the value forCrossp = 0.8. In this algorithm, two chromosomes
(X1 and X2) from the population are chosen randomly. After that a probabilistic
value Cp is chosen randomly. If this Cp is less than or equal to the Crossp, then the
selected chromosome will go for crossover, otherwise they will go directly to the
output mating pool(Mnew). In this crossover operation, first the differences between
the seed element of both of the chromosome are calculated, i.e. D1 = σX1 − σX2 ,
D2 = βX1 − βX2 and D3 = ρX1 − ρX2 . Then three fractional values, X ,Y and Z are
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Algorithm 2 Proposed real coded crossover technique
Input: Mating pool(m), Number of chromosome(n), Crossover probability(Crossp)
Output: Offspring(Mnew)
1: begin
2: for k=1 to n/2 do
3: Randomly Select two chromosomes C1 and C2 from the mating pool.
4: Randomly Select a probabilistic value Cp .
5: if Cp ≤ Crossp then
6: Calculate the absolute difference between σ, β&ρ of both of the chromosomes and store

it in D1, D2, D3.
7: Select three random values x, y, z within the range 0 to D1, 0 to D2 & 0 to D3 respectively.
8: Randomly select an integer value for opt. � 1 ≤ opt ≤ 2
9: if opt = 1 then
10: Perform addition operation of x and σ , y and β, z and ρ. � σ, β, ρ ∈ C1
11: Perform absolute subtraction operation of x and σ , y and β, z and ρ. � σ, β, ρ ∈ C2
12: else
13: Perform absolute subtraction operation of x and σ , y and β, z and ρ. � σ, β, ρ ∈ C1
14: Perform addition operation of x and σ , y and β, z and ρ. � σ, β, ρ ∈ C2
15: end if
16: Boundary restriction is done here.
17: end if
18: Store C1 and C2 in Mnew
19: end for
20: end

selected randomly, where, 0 ≤ X ≤ D1, 0 ≤ Y ≤ D2 and 0 ≤ Z ≤ D3. After that
select a integer value Opt randomly, where 1 ≤ Opt ≤ 2. If the value for Opt is 1,
then X , Y and Z are added to the σ , β and ρ of the first chromosome respectively and
X ,Y and Z are subtracted to the σ , β and ρ of the second chromosome. Otherwise
the process will be performed in reverse order. The output of the aforementioned
process is the offsprings, which will go to the resultant mating pool. This crossover
processwill run for n

2 times.After thatmutation operation is performed. The proposed
method for mutation on real coded chromosome is presented in Algorithm 3.

In this method Mutep, is the mutation probability is taken as user input. This
experiment consider the value forMutep = 0.1. In this technique, first a chromosome
from the input mating pool is selected randomly. Then a probabilistic value Pm is
chosen randomly. If Pm is less than or equal to theCrossp then the chromosome will
getmutated, otherwise it will go directly to the outputmating pool as an offspring. In a
mutation operation a probabilistic value (X) is chosen randomly,where, 0 ≤ X ≤ Pm .
Then one integer value (Opt) is also chosen randomly, where, 1 ≤ Opt ≤ 2. If the
value of Opt is equals to 1 then, (X × 100)% of values from σ, β, ρ are calculated
and then added with them respectively. For example, σ = σ + σ × (σ × 100)%.
Otherwise (X × 100)% of values from σ, β, ρ are calculated and then subtracted
with them respectively. The output of the aforementioned process is an offspring,
which will go to the resultant mating pool. The mutation process will be executed
for n

2 times.
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Algorithm 3 Proposed real coded mutation technique
Input: Mutation probality(Pm ), Mating pool(m), Number of chromosomes(n)
Output: Offspring(Mnew)
1: begin
2: for k=1 to n/2 do
3: Randomly Select one chromosome C1 from m.
4: Randomly select a probabilistic value Mutep .
5: if Mutep ≤ Pm then
6: Randomly select the value for X . � 0 ≤ X ≤ Pm
7: Randomly select a integer value Opt . � 1 ≤ Opt ≤ 2
8: if Opt = 1 then
9: Modify the values for σ, βandρ of C1 by subtracting (X × 100)% values from them.
10: else
11: Modify the values for σ, β and ρ of C1 by adding (X × 100)% values to them.
12: end if
13: end if
14: Store C1 in Mnew .
15: end for
16: end

The aforementioned process will execute for 200 generations. After that, the
chromosome from the resultant mating pool, with the lowest fitness value is selected
as an optimal seed (Optseed ). Optseed will be used as an input to the proposed PRNG,
which is discussed in Sect. 4. The results of this experiment are discussed in Sect. 5.

4 Proposed Method for Lorenz System Based PRNG

The proposed method for Lorenz system based PRNG is presented in Algorithm 4.
This method will produce a q bit pseudorandom sequence(bitseq ) by using Optseed
as a seed for the Lorenz attractor. Lorenz attractor equation can be solved by using
Runge–Kutta ODE solvers. Dormand–Prince fourth and fifth order method belong to
Runge–Kutta family of ODE solvers [1]. This research considers Dormand–Prince
fourth and fifth order method to solve the Lorenz attractor equation (1). In this pro-
posed method, first the beginning and end limit for the integration of the Dormand–
Prince fourth and fifth order method is set to 0 and q respectively. Then the initial
points for the Lorenz attractor trajectories are initialized to [1, 1, 1]. Then the next
point(Ovec) of the trajectories is calculated by usingDormand–Prince fourth and fifth
order Ordinary Differential Equation(ODE) solver.

Then a probabilistic value(J ) and a integer value(K ) are chosen randomly, where,
0 ≤ J ≤ 1 and 1 ≤ K ≤ 10. Ovec contains three values for the three dimensions,
these three values are mapped to a probabilistic value( f ) by using Eqs. 3 and 4. This
process will be executed for q number of times, to get q numbers of probabilistic
values. After that themean value of these probabilistic values is calculated. Then each
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Algorithm 4 Proposed method for Lorenz attractor based PRNG
Input: Optseed , The length of the output bit sequence(q)
Output: q bit length of output bit sequence(bitsec)
1: begin
2: Set the beginning and end limit of the integration by 0 and q respectively.
3: Set the initial point or the output vectors(Ovec) of the Lorenz attractor trajectories to [1, 1, 1].
4: for i=1 to q do
5: Calculate the next point in trajectories or Ovec(i) by using Dormand-Prince 4th and 5th order

Ordinary Differential Equation(ODE) solver.
6: Select a probabilistic value J randomly. � 0 ≤ J ≤ 1.
7: Select a integer value K randomly. � 1 ≤ K ≤ 10
8: Calculate the value for temp by using Equation 3.
9: calculate f (i) by using Equation 4.
10: end for
11: Calculate the mean value(m) of f .
12: Map each fractional values from f to a binary value by using the Equation 5.
13: end

of these fractional value is mapped to a binary value by using Eq.5, to get a q bit
length of bit sequence (bitsec).

temp =
∑q

n=1 Ovec(i) × J

K
(3)

f (i) = (�temp�) − temp (4)

bitseq(i) =
{
0 if, fi < mean( f )

1 Otherwise.
(5)

5 Results and Analysis

The outcome of the execution of the proposed Algorithm 1 is an optimized seed.
In each execution, this method provides a unique optimized seed. For exam-
ple, seeds like, Optseed1 (σ = 11.719533166824359, β = 3.247502492906329, ρ =
32.745210572679130), Optseed2 (σ= 10.697153652222013, β = 3.69530654110153
6, ρ = 34.681133008510570) are the resultant optimized seeds of this proposed
method. The Lyapunov dimension of Optseed1 is 2.4013 and for the Optseed2 is
2.40131742527066. The attractor for the Lorenz system with the seed Optseed1 is
presented in Fig. 1. The attractor for the Lorenz system with the seed Optseed2 is pre-
sented in Fig. 2. It can be observed that both of the attractors showcase thewell-known
butterfly effect. The generation wise improvement in terms of the objective function
over 200 generations of Algorithm 1 is shown as a bar graph in Figs. 3 and 4. Here,
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Fig. 1 Attractor of the Lorenz systemwith: σ = 11.719533166824359, β = 3.247502492906329,
ρ = 32.745210572679130

Fig. 2 Attractor of the Lorenz systemwith: σ = 10.697153652222013, β = 3.695306541101536,
ρ = 34.681133008510570

Fig. 3 Generation wise improvement in different execution with: σ = 11.719533166824359, β =
3.247502492906329, ρ = 32.745210572679130

the X -axis represents the Generations and the Y -axis represents the fitness value of
the fittest chromosome in each generation. From this bar graph, it can be observed
that the proposed method minimizes the fitness value over the generations.

The randomness of the output bit sequence of the proposed PRNG (Algorithm
4) is tested by using NIST statistical test suit for randomness [6]. NIST specified
15 tests are done on the output bit sequence. An output bit sequence of different
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Fig. 4 Generation wise improvement in different execution with: σ = 10.697153652222013, β =
3.695306541101536, ρ = 34.681133008510570

execution is tested and each of them passes through all the tests. The results of these
15 statistical tests are given in Table1.

P-value is a probabilistic value. The output p-value for a test should be greater
than or equal to 0.01 to pass that test. From Table1, it can be observed that all the
output probabilistic values (P − values) of all tests are greater than or equal 0.01.
So, with 99% confidence, it can be concluded that the output bit sequence of this
proposed PRNG is pseudorandom [6].

Table 1 NIST test result for the proposed method

Index Test index P-value Result

1 Frequency 0.5762 Pass

2 Block frequency 0.1565 Pass

3 Runs 0.5395 Pass

4 Longest-Run-of-Ones 0.2660 Pass

5 Binary matrix rank 0.2701 Pass

6 DFT (Spectral) 0.5164 Pass

7 Non overlapping
template matching

0.3663 Pass

8 Overlapping template
matching

0.5578 Pass

9 Maurers Universal
statistical

0.3282 Pass

10 Linear complexity 0.4815 Pass

11 Serial 1 0.7847 Pass

Serial 2 0.5273 Pass

12 Approximation
entropy

0.0223 Pass

13 Cumulative sums
(Cusums)

0.8595 Pass

(continued)
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Table 1 (continued)

Index Test index P-value Result

14 Random excursion

−4 0.9996 Random

−3 0.9991 Random

−2 0.9970 Random

−1 0.9626 Random

1 0.9626 Random

2 0.9970 Random

3 0.9991 Random

4 0.9996 Random

15 Random excursions
variant

−9 0.5211 Random

−8 0.4945 Random

−7 0.4631 Random

−6 0.4588 Random

−5 0.4497 Random

−4 0.4751 Random

−3 0.4990 Random

−2 0.4450 Random

−1 0.1859 Random

1 0.1859 Random

2 0.5854 Random

3 0.7353 Random

4 0.3914 Random

5 0.3778 Random

6 0.5688 Random

7 0.8751 Random

8 0.8453 Random

9 0.8545 Random

6 Conclusion and Future Scope

Lorenz system acts as a strange attractor, depending on the initial parameters or
seed. This research has shown that seed for an experimental Lorenz system can be
optimized by using evolutionary search algorithms without considering an observed
attractor. Lorenz systemswith these optimized initial parameter behaves like a strange
attractor. This research has also shown that without using time-domain or state-
space approach the initial parameter of a Lorenz attractor can be estimated using an
optimization approach based on the Lyapunov dimension based objective function.
A PRNG based on the estimated initial parameter based Lorenz attractor is proposed.
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This PRNG generates a pseudorandom bit sequence of finite length. The randomness
of the bit sequence is tested by using NIST specified statistical test suit. The output
of this proposed PRNG passed the aforementioned tests with a 99% confidence.

This research considers the initial parameter estimation of the three dimensional
Lorenz attractor. In future optimization of initial parameter for the four-dimensional
and five-dimensional chaotic attractors can also be done by using evolutionary algo-
rithms. A industry-standard system can also be developed, which can optimize initial
parameters for any type of (One-dimensional to Five-dimensional) chaotic attractor.
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