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Foreword

For the third time, the 4th International Manufacturing Engineering Conference
(iMEC) 2019 is co-organized with 5th Asia-Pacific Conference on Manufacturing
System (APCOMS) 2019, owned by Fakulti Teknologi Industri, Institut Teknologi
Bandung (ITB), Indonesia. Starting from 2019, the collaboration has been extended
to the other institutions including Universiti Teknikal Malaysia Melaka (UTEM),
Malaysia and Universitas Sebelas Maret, Indonesia. This extended collaboration
aims to intensify knowledge sharing and experiences between higher learning
institutions in Malaysia and Republic of Indonesia.

We are immensely pleased to welcome all delegates and distinguished guests to
the iMEC-APCOMS 2019, held in the heart of Putrajaya, Malaysia. The conference
aims to bring the researchers, academicians, scientists, students, engineers and
practitioners around the world to present their latest findings, ideas, development
and applications in manufacturing engineering and other related areas. With rapid
advancements in manufacturing engineering that currently gearing towards Industry
4.0, iMEC provides an excellent avenue for the community to keep pace with the
changes. In 2019, the conference theme is “Intelligent Engineering & Sustainable
Development” which reflects to the acceleration of knowledge and technology in
global manufacturing. In addition to three keynote speeches, there are 93 papers
will be presented in 13 technical sessions. The papers published in these
proceedings have underwent an intense peer review from the member of Technical
Review Committee. The accepted submissions were categorized based on the
conference topics which related to manufacturing systems, manufacturing
processes, manufacturing automation and materials.

We are honoured to collaborate with respective institutions to make this
conference a grand success. A sincere thanks to all members of the Organizing
Committee for their infinite contribution. Not forgetting to all sponsors—Atomic
Solutions, Crest, FESTO and others—for their kind gesture and continuous support.
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Further, we would like to extend our appreciation to all authors for participation and
high-quality contribution to the proceedings. Last but not least, we are grateful to
publisher support especially to Dr. Christoph Baumann and Ms. Megana Dinesh.
We hope this book will escalate the knowledge sharing and resources in the field of
manufacturing engineering.

August 2019 Muhammed Nafis Osman Zahid
Radhiyah Abd. Aziz

Ahmad Razlan Yusoff
Nafrizuan Mat Yahya
Fazilah Abdul Aziz
Mohd Yazid Abu
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Abstract. This research was conducted to determine what strategies the com-
pany should do in increasing project load. The company engaged in export and
import expedition services has problems with unstable project load, especially in
export projects in the past two years. The stages of research are divided into 3
stages: (1) input stage using Internal Factor Evaluation (IFE) Matrix and
External Factor Evaluation (EFE) Matrix, (2) matching stage using Internal-
External (IE) Matrix, the Strategic Position and Action Evaluation (SPACE)
Matrix & the Strength-Weakness-Opportunity-Threat (SWOT) Matrix, (3) de-
cision stage using the Quantitative Strategic Planning Matrix (QSPM) Matrix. In
addition, the Analytic Hierarchy Process (AHP) method is used for weighting
variables at the input stage. Based on the input stage, there are 8 key questions
external factors and 12 key questions internal factors. From IE & SPACE
Matrix, it shows the current position of the company in a conservative profile
where the strategy that must be carried out is hold and maintain. The results of
the SWOT matrix analysis are alternative strategies that are raised based on the
comparison between S-O, S-T, W-O, and W-T. Then the QSPM matrix analysis
will compare the value of interests between existing strategies and alternative
strategies produced by the SWOT matrix. It is show that the proposed weighted
strategy value of 6.27 while the existing strategic weighting is 5.56. Based on
the results of the analysis, the things that must be done by the company are
improving the internal relations, expanding marketing network, and adjusting
prices.

Keywords: Strategic management � Strategy formulation � Expedition services
company

1 Introduction

One of the processes in manufacturing is the distribution of goods through the supply
chain. An expedition company in 2020 the vision, mission and goals for the future were
first announced in the 2015 strategy and recently focused and re-emphasized in
“Strategy 2020: Focus, Connect, Grow.” A strategy that is simple but not mediocre.
Built on three pillars of Focus, Connect, and Develop, this strategy sets out a clear plan
for the coming years with ambitious but achievable goals. It is a global logistics
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company with a position that right in the developing world market. The company
remains focused on the logistics sector as the core of our business while continuing to
contribute to a better world, which we call “Undergoing Responsibility.” But based on
the data and information the authors receive has a lack of stability in marketing,
especially in the export section that is not stuck, the following are Project-Load data for
2 years, namely 2016 and 2017 (Table 1 and Fig. 1).

Therefore, we need to know how to determine a good strategy for the company to
stabilize and improve the company’s project load, is to make observations on the
internal and external parties of the company. Then do data processing with the SWOT
and QSPM methods.

2 Research Methodology

The stages of research that have been carried out begin with the identification of
problems through observation. Then proceed with identifying internal and external
factors that affect the company through interviews with the head of the company’s
branch. Factors, both internal and external, that have been identified are given scores
based on questionnaires that have been filled by customers and branch heads and given
weights using the calculation of Analytical Hierarchy Process (AHP) [2]. With these
scores and weights, we can create an IFE & EFE matrix, so that we can find out the
scores of Strength (S), Weakness (W), Opportunity (O), and Threat (T). The IE and
SPACE matrix can inform us of the position of the company in what quadrant. Each
quadrant has a different strategy recommendation. The SWOT matrix helps us in
choosing strategies that are in accordance with the comparison between SO, ST, WO,
and WT. The QSPM matrix serves to find out whether the strategy we are proposing is
better than the existing strategy [3] (Figs. 2 and 3).

Table 1. Project load

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Average

2016 36 28 36 33 28 23 13 24 19 30 22 12 25.33
2017 13 10 12 20 18 17 13 28 8 18 34 16 17.25

Fig. 1. Project-load fluctuation
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3 Finding and Discussion

See Tables 2, 3, 4, 5, 6 and 7 and Figs. 4 and 5.

Fig. 2. Strategy-formulation analytical framework [1]

Fig. 3. Stages of research

Table 2. Key questions internal & external factors

No. Item description Forces

I1 More than ever emphasize low price and value versus rivals Marketing

I2 More than ever emphasize how the product/service will make your life better Marketing

I3 Does the firm have good relations with its investors and stockholders? Finance

I4 Are the firm’s financial managers experienced and will trained? Finance

I5 Is the firm’s debt situation excellent? Finance

I6 Are facilities, equipment, machinery, and offices in good condition? Operation

I7 Are facilities, resources, and markets strategically located? Operation

I8 Is communication between R&D and other organizational units effective? R&D*

I9 Is there a chief information officer or director of information systems positions in the firm? MIS**

I10 Do managers from all functional areas of the firm contribute input to the information system? MIS

I11 Are strategists of the firm familiar with the information systems of rival firms? MIS

I12 Is the firm’s information system continually being improved in content and user-friendliness? MIS

E1 Worker productivity levels Economic

E2 Value of dollar in world markets Economic

E3 Tax rates Economic

E4 Attitudes toward work Social

E5 Ethical concerns Social

E6 Attitudes toward product quality Social

E7 Attitudes toward customer service Social

E8 Import – Export regulations Political

Note: *R&D: Research and Development; **MIS: Management Information System
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Table 3. Pairwise comparisons of IFE

No. I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12

I1 1.00 0.20 0.33 0.25 0.16 0.50 0.14 0.33 0.12 0.20 0.20 0.25

I2 5.00 1.00 1.66 1.25 0.83 2.50 0.71 1.66 0.62 1.00 1.00 1.25

I3 3.00 0.60 1.00 0.75 0.50 1.50 0.42 1.00 0.37 0.60 0.60 0.75

I4 4.00 0.80 1.33 1.00 0.66 2.00 0.57 1.33 0.50 0.80 0.80 1.00

I5 6.00 1.20 2.00 1.50 1.00 3.00 0.85 2.00 0.75 1.20 1.20 1.50

I6 2.00 0.40 0.66 0.50 0.33 1.00 0.28 0.66 0.25 0.40 0.40 0.50

I7 7.00 1.40 2.33 1.75 1.16 3.50 1.00 2.33 0.87 1.40 1.40 1.75

I8 3.00 0.60 1.00 0.75 0.50 1.50 0.42 1.00 0.37 0.60 0.60 0.75

I9 8.00 1.60 2.66 2.00 1.33 4.00 1.14 2.66 1.00 1.60 1.60 2.00

I10 5.00 1.00 1.66 1.25 0.83 2.50 0.71 1.66 0.62 1.00 1.00 1.25

I11 5.00 1.00 1.66 1.25 0.83 2.50 0.71 1.66 0.62 1.00 1.00 1.25

I12 4.00 0.80 1.33 1.00 0.66 2.00 0.57 1.33 0.50 0.80 0.80 1.00

Sum 53.00 10.60 17.66 13.25 8.83 26.50 7.57 17.66 6.62 10.60 10.60 13.25

Table 4. Pairwise comparisons of EFE

No. E1 E2 E3 E4 E5 E6 E7 E8

E1 1.00 0.20 0.20 0.20 3.00 3.00 0.25 5.00

E2 5.00 1.00 1.00 1.00 1.67 1.67 1.25 1.00

E3 5.00 1.00 1.00 1.00 1.67 1.67 1.25 1.00

E4 5.00 1.00 1.00 1.00 1.67 1.67 1.25 1.00

E5 0.33 0.60 0.60 0.60 1.00 1.00 0.75 0.60

E6 0.33 0.60 0.60 0.60 1.00 1.00 0.75 0.60

E7 4.00 0.80 0.80 0.80 1.33 1.33 1.00 0.80

E8 0.20 1.00 1.00 1.00 1.67 1.67 1.25 1.00

Sum 20.87 6.20 6.20 6.20 13.00 13.00 7.75 11.00

Table 5. IFE & EFE matrix

Key internal factors Weight Rating Weighted score Key external factors Weight Rating Weighted score

Strengths Opportunities

I1 0.02 3 0.06 E1 0.13 3 0.41

I4 0.09 3 0.28 E4 0.15 3 0.46

I6 0.06 3 0.17 E6 0.15 3 0.46

I8 0.08 3 0.23 E7 0.15 3 0.46

I10 0.11 3 0.34 1.8

I11 0.04 3 0.11

1.19

Weaknesses Threats

I2 0.13 2 0.26 E2 0.08 2 0.15

I3 0.06 2 0.11 E3 0.08 2 0.15

I5 0.15 2 0.3 E5 0.12 2 0.25

I7 0.09 2 0.19 E8 0.13 2 0.25

I9 0.09 2 0.19 0.8

I12 0.08 2 0.15

1.21

Total 1 2.4 Total 1 2.6
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Fig. 5. SPACE matrix

Fig. 4. IE matrix

Table 6. SWOT matrix

Strength Weakness

Opportunities SO strategies
All notifications let post and
distribute to all department by
system information of there (S5, O1)
Expand market and coming to
customer for do cooperations (S3,
S4, O2, O3, O4)

WO strategies
Increasing the company information
systems (W5, W6, O2)
Repair relationships with the
cooperations (W2, O2)
Do calculation price on the input,
process, output for repair debt
situation (W3, O3, O4)

Threats ST Strategies
Create the ethical rule for employee
toward work (S4, T3)
Do changed price for get more profit
toward service import & export (S2,
T4)

WT Strategies
Determine BEP price of
service/product to minimize the loss
value of dollar in world markets
(W5, T1, T4)

Formulation of Marketing Strategies in Expedition Services Company 7



4 Conclusion

Based on the input stage, there are 8 key questions external factors and 12 key
questions internal factors. From IE & SPACE Matrix, it shows the current position of
the company in a conservative profile where the strategy that must be carried out is
hold and maintain. The results of the SWOT matrix analysis are alternative strategies
that are raised based on the comparison between S-O, S-T, W-O, and W-T. Then the
QSPM matrix analysis will compare the value of interests between existing strategies
and alternative strategies produced by the SWOT matrix. It is show that the proposed
weighted strategy value of 6.27 while the existing strategic weighting is 5.56. Based on

Table 7. QSPM matrix

Key factors Strategic alternative

Weight Focus Company repair

Connected Expand market

Evolved Change price
AS TAS AS TAS

Opportunities
E1 0.14 3 0.41 4 0.55
E4 0.15 2 0.31 4 0.62
E6 0.15 3 0.46 3 0.46
E7 0.15 3 0.46 3 0.46
Threats
E2 0.08 3 0.23 4 0.31
E3 0.08 2 0.15 3 0.23
E5 0.12 3 0.37 3 0.37
E8 0.13 3 0.38 3 0.38

1.00
Strength
I1 0.02 2 0.04 2 0.04
I4 0.09 4 0.38 4 0.38
I6 0.06 3 0.17 3 0.17
I8 0.08 2 0.15 2 0.15
I10 0.11 2 0.23 2 0.23
I11 0.04 2 0.08 1 0.04
Weakness
I2 0.13 3 0.40 3 0.40
I3 0.06 3 0.17 3 0.17
I5 0.15 2 0.30 3 0.45
I7 0.09 3 0.28 3 0.28
I9 0.09 4 0.38 4 0.38
I12 0.08 3 0.23 3 0.23
Total 1.00 55 5.56 60 6.27
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the results of the analysis, the things that must be done by the company are improving
the internal relations, expanding marketing network, and adjusting prices.
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Abstract. Fuel Gas Filling Station Sadikun Bekasi and Fuel Gas Filling Station
Sadikun Sukabumi multi-depots have 30 consumers of distribution area such as
Bogor, Tangerang, and Cilegon. They distribute Compressed Natural Gas
(CNG) to industrial consumers by using a trailer-based Gas Transport Module
(GTM). The CNG purchase agreement between the provider of CNG to con-
sumers who will fulfill the request per day without time limitation (time win-
dows) and the distribution frequency set by the company. To optimize the
distribution of CNG in this research is conducted using Tabu Search (TS) and
the Different Evolution (DE) Methods. Meanwhile, TS Method has reducing
total distribution costs as Rp 45.294.844, the reducing of mileage distribution as
1532, 3 km, and the route of distribution is reduced. Starting from 17-trips to 6-
trips as the offer route of distribution using 6 GTM. It affects increasing the
utility value of GTM as 22.70%. DE Method has reduced total distribution costs
as Rp 36.571.190, the reducing of mileage distribution as 1.441,7 km, and the
route of distribution is reduced. Starting from 17-trips to 8-trips as the offer route
of distribution using 8 GTM. It affects increasing the utility value of GTM as
29.95%. This study shows that Tabu Search (TS) Method is more reliable.

Keywords: Compressed Natural Gas � Tabu Search � Differential Evolution

1 Introduction

Today, the largest contribution of gas utilization is industrial sector reached 44% of
totals and will increase in 2050 to 69%. In the industrial sector, natural gas is not only
consumed to fuel, but also as raw material. By 2050, the power generation sector,
commercial, and transportation of each section of gas utilization are 26%, 13% and 1%.
At the same time, the part of household sector is below 1% [1]. To satisfy the demand
of industrial gas needs which to increase annually, then the perpetrators of the natural
gas business needs to expand the infrastructure of pipelines, increase the optimization
value of the production process and supply chain from upstream to downstream in
order to the availability of gas supply awake in various regions, price stability, and
timeliness of the distribution of precision so that the cycle of industrial production in
Indonesia continues to perform well.
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The study focuses on multi-depot of Fuel Gas Filling Station Sadikun Bekasi and
Sukabumi which are 30 consumer distribution areas such as Bogor, Tangerang, and
Cilegon. The distribution of Compressed Natural Gas (CNG) to industrial consumers
uses a trailer-based Gas Transport Module (GTM) that is specifically used for the
transport of gas. The Gas Sales Purchase Agreement between the CNG provider to
consumers who will perform the request of CNG per day without a time limit (time
windows) and the distribution frequency set by the company depot. The Problem in
research is related to quantity different in each point, charge, the limited capacity of
fleet limited fleet, the distance, those who to traffic congestion. The distribution still
uses the one-on-one. To minimize the total cost of distribution made the determination
of the route and the number of the distribution of CNG optimal industry to reduce fixed
cost and variable cost are conducted by using Tabu Search (TS) and the Different
Evolution (DE) algorithm of The Vehicle Routing Problem with Times Window
(VRPTW).

2 Literature Review

2.1 Tabu Search (TS)

Tabu Search is a method that is incorporated in a class called meta-heuristics. TS
method has proven successful in solving problems related to the combinatorial opti-
mization problems. The basis of TS meta-heuristic is to use aggressive strategies escort
to cut local search procedure to carry out exploration in the solution set in order to
avoid being stuck in local optima. When local optima encountered, an aggressive
strategy to move to the best solution in every neighbor even if it resulted in a decrease
in the value of interest.

2.2 Different Evolution (DE)

Differential Evolution algorithm is not much different from other Evolutionary algo-
rithms. DE uses vectors that represent all of candidate solutions which its search
technique performed simultaneously on a number of solutions called the population.
Initial population (zero generation) is formed by generating a random number, while
the next population is the result of the evolution of vectors that have been through the
stages of reproduction, mutation, recombination and selection. Each individual is
defined as a D-dimensional vector in which the vectors are denoted as xi.g which is a
member of the population in g-generation. Population denoted as Px comprising the
vectors are Np dimension where Np is the population size.

2.3 The Vehicle Routing Problem with Times Window (VRPTW)

VRP with time windows (VRPTW) is the development of CVRP which has a capacity
constraint applied and each i-consumer associated with interval [ai, bi] called time
window. The instant time when the vehicle leaves the depot, travel time TIJ, for each

Optimization of CNG Multi-depot Distribution to Determine Model Routes 11



notation (i, j) € A (or te notation for e € E) and the addition of the service time for each
i-consumer have been determined [2].

Service to customers should be initiated which is associated in the time window and
the vehicle must stop at customer locations are for the time instant. Sometimes, in the
case of an earlier arrival at the location of the i-consumer, vehicles are generally
allowed to wait until the instant time ai, i.e. until the service begins.

3 Research Methodology

The data used in the research is the historical data in 2015 regarding the distribution of
CNG from CNG provider company depot to various consumer depots which have a
demand regardless of time of delivery (time windows). Here is a secondary data that is
required in this study.

(a) Fleet data used
(b) Data of distribution costs (fixed cost and variable cost)
(c) The number of CNG by consumer demand
(d) Data of mileage of the vehicle from the depot to the consumer
(e) Data of matrix consumer depot locations

Overall the data processed by designing mathematical models and algorithms
VRPTW translated into programming language Matlab R2015b (ver.7.9.0) by entering
the objective function and constraints are predetermined.

Constraint

Q = The number of transported for customers j
j Point = 1, 2, 3, …., 32
dij = The distance from i to j
FCl = Fixed costs vehicles
VCl = Variable costs vehicles

Variable

Xijk ¼ 1 i point connected to j point on the day to kð Þ
0No

�

Yk ¼ Vehicle used
0No

�
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The Function

min Z ¼
X
i

X
j

X
k

VCkdijxijk þ
X
k

FCkxijk i 6¼ j

4 Result

4.1 Tabu Search (TS)

Tabu Search method before processing the data then must set control parameters to be
used for coding Matlab program is determining the length tabu list, the number of
neighboring solutions, and the number of iterations (stopping criterion) [3].

In the experimental results use the determination of the number of iterations
parameter value that tabu list is 20, the value of the number of neighbor solution is 10,
and also the number of Matlab program iterations is 800 iterations. The results are used
to process the data distribution of CNG by using TS. Before processing the data to
determine whether the preparation of programming language is conformity with the
model algorithm has been formulated, then the verification and validation testing
performed on coding VRPTW algorithm is using TS. From the results of running
Matlab use DE as much as 5 times running the obtained all of running results (Table 1).

From results of data processing use Matlab R2015b program for 5 times, experi-
mental results can be seen. Run to-1 has the lowest total cost of distribution of Rp
38,028,074. Then, the results of an experiment to-1 were determined as the best
solution in this study using TS having a number of routes as many as 6 using 6 GTM
fleet size of 20 “by 4 units and 10” as much as 2 pieces, so obtain a total distance of
1452.6 distribution km (Table 2).

Table 1. Whole running result

Run
to-

Computation
time (s)

Routes
number

GTM
numbers

Range total
(km)

Cost distribution
totals (Rp)

20″ 10″

1 0.05 6 4 2 1452.6 Rp 38,028,074
2 0.07 6 4 2 1484 Rp 38,545,274
3 0.05 6 4 2 1589.7 Rp 38,846,674
4 0.05 6 4 2 1410.8 Rp 38,322,874
5 0.04 6 4 2 1780.5 Rp 39,366,174
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4.2 Differential Evolution (DE)

Preparation of differential evolution algorithm, needed some control parameters must
be set from the beginning. The control parameters consisting of the parameter size of
the population (NP), the control parameters mutation (F), and the control parameters
crossovers (Cr) [4]. In this experiment conducted random simulation process running as
much as 15 times the experiment where the nominal range 100–1500 iteration using the
control parameter F = 0.6 and Cr = 0.9. We get the results of the iteration in Table 3
that the optimal number of iterations 600 iterations.

The experimental results of the 2nd determined as the best solution in this study
using DE. This solution has a number of CNG distribution of 8 times traveling with the
use of GTM 20 “by 4 units and GTM 10” by 4 units and the distribution of a total
distance of 1543.20 km (Table 4).

Table 2. Best result

Trip Route Demand (m3) Truck capacity (m3) Range (km)

1 2 4 8 12 2 3754.59 4104 361
2 1 17 15 1 1603.84 1728 287.80
3 1 14 13 16 1 3002.28 4104 183.8
4 2 5 2 1205.5 1728 292
5 1 19 7 18 1 3609.61 4104 181.2
6 1 11 6 1 3043.82 4104 146.8
Range total 1452.60
Cost distribution total Rp 38,028,074

Table 3. The result of the overall run test

Run
to-

Computation
time (s)

Route
number

GTM
number

Range total
(km)

Cost distribution
totals (Rp)

20″ 10″

1 9.176309 8 4 4 1,840.90 Rp 47,289,128
2 7.54527 8 4 4 1,543.20 Rp 46,751,728
3 6.40959 8 4 4 1,734.00 Rp 47,158,228
4 8.052023 8 4 4 1,865.90 Rp 47,362,628
5 9.642917 8 4 4 1,611.60 Rp 46,825,928
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4.3 Analyze TS and DE

From all data analysis of distribution route, fleet distribution utility data, and cost
distribution total, it can build comparison of the current route and proposed route in the
Tables 5 and 6.

Table 4. Best result

2nd run result

Computation time: 7.545270 s
Route number GTM type Route Range (km)

1 20″ D-l SMI API D-l 147.8
2 20″ D-l DA BI DI D-l 288
3 20″ D-2 AHB ASI NF D-2 308.4
4 20″ D-1 MPF FAA GKI D-l 301.8
5 10″ D-2 TBT AMB D-2 72.9
6 10″ D-l SMU D-l 125.1
7 10″ D-2 NI QA D-2 160.6
8 10″ D-l ACI D-l 138.6
Range total 1543.2
GTM number 20″ 4
GTM number 10″ 4
Cost total Rp 46,751,728

Table 5. Comparison of the current route and TS proposed route

Route
numbers

Mileage total
(km)

GTM
total

GTM
utility (%)

Cost distribution
total (Rp)

Current
route

17 2984.9 17 58.86 83,322,918

Proposed
route

6 1452.6 6 81.56 38,028,074

Table 6. Comparison of data analysis result of DE and TS methods

Route
numbers

Mileage
total (km)

GTM
totals

GTM
utility (%)

Cost distribution
total (Rp)

Proposed
route of TS

6 1452.6 6 81.56 38,028,074

Proposed
route of DE

8 1543.2 8 88.81 46,751,728
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5 Conclusion

In the TS methods is obtained a new route which is more optimal as it can lower total
cost of distribution of Rp 45,294,844, which at the moment total distribution costs to be
incurred amounted to Rp 83,322,918 after the trial found the total cost of the proposed
distribution of Rp 38,028,074 more efficient due to reduced mileage distribution.
Mileage distribution today is 2984.9 km and the mileage proposal i.e. 1452.60 km. So
we get the mileage difference in the comparison of current and proposed at 1532.3 km.
This happens due to CNG distribution system does not use a system of one-to-one but
apply the system of one-to-many. So that the distribution of travel is reduced from the
current 17-trip, but the trip to 6 times the proposed distribution of travel by using 6
pieces GTM 20 “by 4 units and 10” as much as 2 pieces. It affects the increase in the
utility value of 22.70% GTM fleets where the original 58.86% to 81.56%.

Meanwhile, the method of DE obtained new route is more optimal as it can lower
total cost of distribution of Rp 36,571,190, which at the moment s total distribution
costs to be incurred amounted to Rp 83,322,918 after the trial found the total cost of the
proposed distribution of Rp 46 751.728 is more efficient due to reduced mileage
distribution. Mileage distribution today is 2984.9 km and the mileage proposal is
1543.2 km. So we get the mileage difference in the comparison of current and proposed
at 1441.7 km. This happens due to CNG distribution system does not use a system of
one-to-one but apply the system of one-to-many. So that the distribution of travel is
reduced from the current 17-trip, but on the way the proposed distribution to 8 times
the journey by 8 fleet GTM. GTM is 4 pieces of 20 “and 4 pieces GTM 10”. It affects
the increase in utility value of GTM by 29.95%., Where the original 58.86% to
88.81%. In the data processing results can be inferred TS is more reliable because
during the data processing time required is shorter, the number of trips is minimal, and
lower total cost of distribution.
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Abstract. Small Medium Enterprise (SME) of Doll Producer in Bandung has
two types of buyers. The first type of buyers is long-term & routine doll design
buyer (the client) and the second one is short-term & intermittent buyers (cus-
tomers). Although most of the SME’s revenue comes from the client, the SME
unable to fulfill the demand of the client at a time. However, demand from
customers can be met, since the SME always prioritize the shortest due time
contract. To solve the problem, balancing of the assembly line by using the U-
Line mathematical model is done. The U-Line is appropriate for the problem
since the SME has a small room for the assembly activities. After that, the
assembly line capacity is calculated as the basis to allocate resources for both the
client and customers project. The model suggests that the SME must allocate 2
different assembly line (4 work stations & 3 work stations) for the client projects
and 3 parallel assembly line (3 work station each) for customers. Based on the
simulation, the SME’s capacity is improved up to 36.5% and the smoothness
index are 22.14, 10.94, and 7.5 for the first client, the second client, and cus-
tomers project assembly line respectively.

Keywords: Line balancing � U-Line model � Capacity planning � Small
Medium Enterprise � Doll Producer

1 Introduction

The unmet demand is a common problem that a company usually faces. One of the
main causes of the problem is located in the production line. Beigel [1] stated that there
is two production line’s main problem, which is (1) system obstacles and (2) unbalance
workload. The scheduled and the unscheduled maintenance become sources of system
obstacle, and the unbalance workload make the production line deficient to meet the
production plan.

The SME serves two types of customer, the long-term contract customer (LCC) and
the short-term contract customer (SCC). The LCC always order in fix amount to SME
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periodically every month along the year. On the other hand, the SCC intermittently
order to SME with unfix amount of the doll. The SME always prioritized and met the
SCC’s demand. Nevertheless, the LCC’s demand is hardly met and always late. Based
on field observation and further analysis, the unmet demand in Small Medium
Enterprises (SME) of Doll Producer is caused by two causes, there is the unbalance
workload between work stations and the absence of capacity planning for the inter-
mittent demand. Thus, line balancing and capacity planning is necessary to solve the
SME problem [2–4].

In manufacturing industry, the straight line and U-line model is usually adapted [5].
However, the SME is lack of investment and they have very limited shop floor space.
Therefore, an U-line model is chosen to design the production line, since it is suitable
for the SME limitation. In other hands, the U-Line model has some advantages such as:
can find the minimum amount of work stations, can accommodate work element that
not in sequence, increases visibility, increases flexibility, and can produce at least same
line efficiency compare with straight-line model [6–9]. This paper is organized in three
parts, introduction, U-line model development, result & analysis, and conclusion

2 Methodology and U-Line Model Development

Ten step method of Gasperz [10] from identified every work element and adaptation of
chosen solution become this research methodology. The limitation of shop floor space
and number of workstation require a model that can minimize the number of work
stations. Therefore, Urban [11] model is chosen since the model has minimised the
number of work station as an objective function. The explanation of Urban model is as
follows: The model has three decision variables that are an assignment of work element
i in the original diagram to work station j (1), assignment of work element i in phantom
diagram to work station j (2), and assignment of work station j (3). The objective
function is to minimize the number of the workstation (4). Constraints are each work
element only assigned to work station (5), process time in each work station cannot
exceed the takt time (6), the sequence of the work element (7), and make sure the
decision variables are an integer (8). The mathematical notation used in the model is as
the following (Table 1):

Table 1. The notation used in the Model

i Work element r Predecessor work element
j Work station s Successor work element
n Number of work element p Precedence constraint
m Number of work station mMax Number of maximum work station
C Takt time ti Process time of work element i
STj Total work element duration in work

station j
STmax The duration in the longest work

station
L Line efficiency K Number of assembly line
P Working hour/week (46,5 h) CT Cycle time
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Decision Variable

xij
1;work element i in original precedence diagram is assigned to work station j

0;Other

�

ð1Þ

y
1;work element i in phantom precedence diagram is assigned to work station j

0;Other

�

ð2Þ

zj
1;work station j has assigned work element

0;Other

�
ð3Þ

Objective Function

Z ¼ min
XMmax

j¼1

zj ð4Þ

Constrains

XMmax

j¼1

xij þ yij
� � ¼ 1; for i ¼ 1; . . .; n ð5Þ

Xn
i¼1

ti xij þ yij
� ��C; for j ¼ 1; . . .;m ð6Þ

Xmmax

j¼1

mmax � jþ 1ð Þ xrj � xsj
� �� 0; for r; sð Þ 2 P ð7Þ

Xmmax

j¼1

mmax � jþ 1ð Þ ysj � yrj
� �� 0; for r; sð Þ 2 P ð8Þ

xij; yij; zj ¼ 0; 1f g for every i and j

Since to solve the problem we need not only to minimize the number of work
station but to maximize the smoothness index too. Thus, the second model is developed
to accommodate the second step optimization, which is to maximize the smoothness
index. The developed model has the same decision variable with the Urban. The
objective function of the developed model is to maximize the smoothness index and is
has three additional constrains to Urban model. The mathematical formulation of the
developed model is as the following.
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Objective Function

Z ¼ min

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
i¼1

STmax � STj
� �2s

ð9Þ

Additional Constraints

STj ¼
Xn
i¼1

ti xij þ yij
� �

for i ¼ 1; . . .; n ð10Þ

STmax ¼ max STj
� � ð11Þ

3 Result and Analysis

The SME manufactures 3 different doll model, the white bear (WB), the bear head
(BH), and Souvenir Doll (SD). The WB and BH are the LCC demand, and the SD is
the SCC demand. Therefore, the optimal assembly line for the WB and BH need to be
decided first. After that, the remaining work station is calculated to get the optimal
assembly for the SD. In addition to that, the capacity planning of the SD is calculated,
so the SD order will not disrupt the LCC demand. There are 16 existing work station,
and the other existing condition is explained in Table 2.

The precedence diagram of each doll type is illustrated in Figs. 1, 2, and 3
respectively. The cycle time of each work element in WB, BH, and SD is listed in
Tables 3, 4, and 5 respectively.

Table 2. The existing condition

Doll type Work stations Smoothness index (SI) Capacity (unit/week)

WB 6 77.74 909
BH 6 59.36 925
SD 4 120.64 4300

Fig. 1. The precedence diagram of white bear doll
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The takt time for BH and WB is 111.6 and 133.92 s respectively. There is no takt
time of SD since there is no fixed amount of SD demand. We process the data with the
Urban model and developed model by using the LINGO Software. The optimal number
of work stations for BH, WB, and SD are 4, 3, and 3 respectively. Since there are 6
works stations left, the SD assembly line is tripled.

Based on the determined number of work station, the second optimization is done.
Every work element is grouped into work stations while maintaining the lowest score
of the smoothness index. The result of work grouping can be seen in Table 6.

Fig. 2. The precedence diagram of bear head doll

Fig. 3. The precedence diagram of white bear doll

Table 3. Cycle time of WB work element (Second)

Work element 1 2 3 4 5 6 7 8
Cycle time 6.58 1.03 1.03 11.30 5.86 4.16 12.83 6.01
Work element 9 10 11 12 13 14 15 16
Cycle time 8.32 5.94 6.07 7.94 7.94 5.28 11.89 10.78
Work element 17 18 19 20 21 22
Cycle time 4.83 19.01 51.52 22.11 29.05 19.04

Table 4. Cycle time of BH work element (Second)

Work element 1 2 3 4 5 6 7 8
Cycle time 6.14 6.14 5.43 5.02 8.85 16.85 12.76 23.10
Work element 9 10 11 12 13 14 15
Cycle time 65.04 11.63 56.82 3.45 4.37 5.84 9.86

Table 5. Cycle time of SD work element (Second)

Work element 1 2 3 4 5
Cycle time 6.77 6.77 56.83 85.89 115.08
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The smoothness index for WB, BH, and SD are 22.14, 10.94, and 7.50 respec-
tively. To make the capacity planning for the SD assembly line, the line efficiency must
be calculated by Eq. 12, and the line efficiency is 96.35%. The capacity of one SD
assembly line is calculated by Eq. 13, and, the capacity is 1820 unit/week. Since there
are three SD assembly line, then the total capacity is 5460 unit/week. In another word,
the SME should not accept the SCC order if the order more than 5460/week.

L ¼
PK

i¼1 STi
K � CT

� 100% ð12Þ

Capacity ¼ P� L
STimax

ð13Þ

4 Conclusion

This paper uses the U-line model from Urban to solve the SME’s assembly line
balancing and capacity planning. The model is used to find the minimum work stations.
Furthermore, the second step optimization is done to minimize the smoothness index.
The minimum work station for WB, BH, and SD are 4, 3, and 3 respectively, and the
smoothness index are 22.14, 10.94, and 7.5 respectively. Based on this assembly line
design, the capacity of the total SD assembly line is 5460 unit/week. Thus, the SME
should not accept the SCC order more than 5460 unit/week if they want to keep the
LCC undisrupted.

Table 6. Grouping of work element

Work stations Work element Work station duration

White bear doll type
1 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 86.33 s
2 12, 13, 14, 15, 16, 17, 18 86.97 s
3 19 65.99 s
4 20, 21, 22 88.04 s
Bear head doll type
1 1, 2, 3, 4, 5, 6, 7, 8 107.74 s
2 9, 14, 15 102.27 s
3 10, 11, 12, 13 98.25 s
Souvenir doll type
1 1, 2, 3 81.62 s
2 4 85.89 s
3 5 88.61 s

22 D. A. Willim et al.



References

1. Beigel, J.E.: Production Control. Prentice-Hall Inc., New York (1999)
2. Yogesh, M., Prabagaran, S.: A rational approach of lean tool implementation to SME - a case

study. Indian J. Sci. Technol. 10(1), 1–8 (2017)
3. Yaman, R.: An assembly line design and construction for a small manufacturing company.

Assem. Autom. 28(2), 163–172 (2008)
4. Chan, S., Ramlan, R.: Line balancing scorecard for production line in small and medium

enterprise. Int. J. Manag. Appl. Sci. 2(1), 98–102 (2016)
5. Becker, C., Scholl, A.: A survey on problems and methods in generalized assembly line

balancing. Eur. J. Oper. Res. 168(3), 694–715 (2006)
6. Gokcen, H., Agpak, K.: A goal programming approach to simple U-line balancing problem.

Eur. J. Oper. Res. 170(2), 577–585 (2006)
7. Kriengkorakot, N., Pianthong, N.: The U-line assembly line balancing problem. KKU Eng.

J. 34(3), 267–274 (2007)
8. Widyana, G.A.: Multi objective model for balancing U-Type assembly line with permanent

and temporary workers. Jurnal Teknik Industri 11(1), 33–42 (2009)
9. Elsayed, E.A.: Analysis and Control of Production System. Prentice-Hall Inc., New Jersey

(1994)
10. Gasperz, V.: Production Planning and Inventory Control. Gramedia Pustaka Umum, Jakarta

(2004)
11. Urban, T.L.: Note: optimal balancing of U-Shaped assembly lines. Manag. Sci. 44, 738–741

(1998)

Capacity Planning and Assembly Line Balancing 23



Optimal Down-Time Target for Performance
Based Remanufactured Lease Contract

Hennie Husniah1(&) , Andi Cakravastia2 ,
and Bermawi P. Iskandar2

1 Department of Industrial Engineering, Langlangbuana University,
Jl. Karapitan no 116, Bandung 40261, Indonesia

hennie.husniah@gmail.com
2 Department of Industrial Engineering, Institut Teknologi Bandung,

Jl. Ganesha 10, Bandung 40132, Indonesia
bermawi@mail.ti.itb.ac.id

Abstract. To reduce the high cost of purchasing equipment, many companies
tend to lease a new or a remanufactured equipment rather than to purchase it.
The consumer willing to lease a remanufactured equipment if the lessor ensures
a maximum availability of the equipment during a lease contract period. In this
paper, the equipment is leased for a period of time with maximum usage per
period. If the total usage per period exceeds the maximum usage allowed in the
contract, then the customer (as a lessee) will be charged an additional cost. To
reach a high availability, the lessor needs a performance based preventive
maintenance (pm) policy. Since the lessor objective function is to maximize
their profit with keep the reliability as high as possible, then the decision
variable for the lessor is to find the optimal down-time allowed and the optimal
pm efforts for a given price of the lease. Numerical examples are given to
illustrate the optimal solution.

Keywords: Remanufactured equipment � Preventive maintenance � Lease
contract

1 Introduction

In the last few decades, the demand on remanufactured equipment has been growing in
the last decade, and this due to the increase in environmental concern, which often
called as green technology. In this regards, buying a refurbished or remanufactured
equipment is significantly saving our natural environment (https://www.curvature.com/
GreenIT) and led to a circular economy. Remanufactured products for heavy equipment
are also available in the market and are commonly advertised [5, 6]. The price of a
remanufactured equipment is a much cheaper compared to the new one (45%−65%
lower of the price of a new equipment). To keep the remanufactured equipment in good
condition, an effective maintenance strategy is needed.

Leasing an equipment becomes a favourable option for many companies rather than
to purchase it [3]. A comprehensive review can be found in [4] and the research works
on lease contract can be classified into two classes – i.e. study from (i) the viewpoint of
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lessor or (ii) from the viewpoint of lessee. In this paper, we propose a remanufactured
lease contract for a period of time with maximum usage per period (e.g. 1 year) as in
[1], whilst in this paper the lessor controls the down-time target. The decision variable
for the lessor is to find the optimal down-time allowed and the optimal pm efforts for a
given price of the lease.

The paper is organized as follows. In Sect. 2 we give model formulation for the LC
studied. Sections 3 and 4 deal with model analysis and the optimal decisions for the
lessor through numerical examples. Finally, we conclude with topics for further
research in Sect. 5.

2 Model Formulation

In this section, we first define a new LC, describe failure model, formulate a preventive
maintenance policy and its effect on reliability, and then obtain the expected profit for a
lessor and a lessee.

Notations:
X ¼ 0;C½ Þ � 0;1½ Þ Lease coverage region
dy Preventive maintenance level
~D Down time target or pre-specified time limit for performing a

minimal repair
Uy Total usage in 0;mC½ Þ
GðxÞ Distribution function of downtime Xi

mC Lease contract periods, C[ 0 and m ¼ 1; 2; . . .
y Usage rate
N Number of PM during lease contract
Tr The time to the first failure of the remanufactured equipment
P Lease contract price
Cb Annual cost
Cp Preventive maintenance cost
Cr Average repair cost
C~D Penalty cost if the minimal repair time exceeds the limit ~D
Fðt; arÞ; f ðt; arÞ Distribution function and density function for Tr
kðt; arÞ; Kðt; arÞ Hazard function and cumulative hazard function
Prðm; yÞ Expected profit for a lessor
J1ðK; dyÞ Expected minimal repair cost
J2ðK; dyÞ Expected preventive maintenance cost
J3ðK; dyÞ Expected penalty cost
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2.1 Modelling Failure

In general, most products at the end of the first life have a reliability below the
threshold value of reliability R*. Remanufacturing improves the reliability of the
equipment to at least the same level of the threshold reliability. Let Tr be the time of the
first failure the remanufactured product. If the reliability of the remanufactured product

is Rðt; arÞ ¼ 1� Fðt; arÞ ¼ e�ðt=arÞb . As Rðt; arÞ�R�, then we have ar � t=
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffi� lnR�b
p� �

.
We model the conditional hazard function, kyðtÞ by using

ky tð Þ ¼ eq y�y0ð Þ=y0ð Þk0 t; a0ð Þ
a0 ¼ tffiffiffiffiffiffiffiffiffiffi� lnR�bp u0

u

� �r ð1Þ

q� 1 and k0ðt; a0Þ is the base line failure rate function when the usage rate, y is equal to
y0 (a nominal usage of the equipment). If the lessee uses the equipment with the usage
rate exceeding the normal value, y[ y0, then ay [ ar or the equipment will deteriorate
faster, otherwise when y\y0 then it goes slower.

PM for a given customer with Y ¼ y, is done periodically at ksy; k ¼ 1; 2; . . .
where k is an integer value, and hence we have k disjoint intervals �½0; syÞ;
. . .; ½ksy; ðkþ 1Þsy ¼ CÞ. As in and Iskandar and Husniah [2], we model the impact of
PM through the reduction in the intensity function – i.e. the reduction is dyj after PM at
tj; j� 1, and dyj ¼ dy. As any failure occurring between PM is minimally repaired, then
the expected total number of minimal repairs over ½0;CÞ or ð½tj�1; tjÞ; 1� j� kÞ is given
by N ¼ Pk

j¼1

R tj
tj�1

rj�1ðt0Þdt0:

2.2 Analysis

The lessor’s expected total cost consists of preventive maintenance cost, corrective
maintenance cost, and the penalty cost which incurs to the lessor due to the down time
exceeding the threshold value. If J1ðk; dyÞ, J2ðk; sy; dyÞ and J3ðk; sy; dyÞ are the
expected preventive maintenance cost, the expected total repair cost, and the expected
penalty cost over the LC period ð0;mC�;m ¼ 1; 2; . . . for a given usage rate y,
respectively, then the expected total cost, W k; sy; dy

� �
is given by

W k; sy; dy
� � ¼ Jiðk; dyÞþ J2ðk; sy; dyÞþ J3ðk; sy; dyÞ ð2Þ

where

J1ðk; dyÞ ¼ CrRyðCÞ ð3Þ

J2ðk; sy; dyÞ ¼ kC0 �
Xkþ 1

j¼1

Cr C0 � jsy
� �� Cv

� �
r jsy
� �� r j� 1ð Þsy

� �� � ð4Þ
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J3ðk; sy; dyÞ ¼ C~D

Z 1

~D
z� ~D
� �

dFðzÞ RyðCÞ �
Xk

j¼1
C� jsy
� �

dy
	 


ð5Þ

Expected Profit Total Revenue:
The expected profit is over LC is given by

E Py
� � ¼ PðmÞþUðm; yÞ �W k; sy; dy

� �� mCr
b ð6Þ

PðmÞ ¼ P e�um=e�uf g ¼ P e�uðm�1Þ
n o

ð7Þ

Uðm; yÞ ¼ Cd

Xm
j¼1

Max 0; ðy� jC� jUmaxÞf g ð8Þ

where 0�u\1 represents a discount parameter when m� 2, Cr
b is the annual cost of

the remanufactured equipment, and Cd is the additional cost charged (e.g. $/km or
$/page copied) to the lessee.

3 Optimization

In this section, we consider that the lessor would like to maximize their profit. In other
words, the profit earned for the lessor depends on the lessor’s cost and revenue
structure. Then, the strategy set of the lessor is given by Qy ¼ dy; sy; ky; ~D

� ����
0� dy � 1; sy � 0; ky � 0g. Here the decision variables are the set of strategies q�y 2 Qy

consist dy; sy; ky; ~D that solves max
q

E Py
� �

for the lessor.

Finding Optimal Solution:
The procedure to obtain the optimal decision involves two main stages as follows.
Stage 1: ~D�, find ~D� that minimizes Wðk; sy; dyÞ by taking the first derivative of

Wðk; sy; dyÞ with the respect to ~D and set the resulting derivative to zero.
Stage 2: ½k�; s�y ; d�y �, for a fixed ~D�, we find ½k�; s�y ; d�y � that maximize E Py

� �
with

procedure as in Iskandar and Husniah [2].

Finally, we repeat the two stages to find ~D� and ðk�; s�y ; dy�j Þ for other values of
y; 0\y\1.

4 Numerical Example

In this section, the optimal maintenance policy and the number of lease periods is
evaluated through some numerical examples to illustrate the features of the profit
model. Suppose that the lifetime distribution of equipment follows the Weibull dis-
tribution with a as in Eq. (1), b = 2.5. The other parameter values used are: R = 0.4,

Optimal Down-Time Target for Performance 27



Umax = 12(1 � 104) km, (c ¼ U=C = 1), y0 = 1, q = 2 and Cv ¼ Cd ¼ C0 ¼ 0:5Cr,
Cr ¼ 100, C~D ¼ 75, Cr

b ¼ 16870 � e�0:05ðm�1Þ.

Table 1 shows the profit for the higher usage rate where additional charges to the
lessee is very large reduces significantly the profit of the lessor. This is expected as for
a large usage rate, it requires a large total cost for the lessor (for maintenance and
penalty costs), and this in turn will cause a more reduction in the profit for a higher
usage rate. The maintenance degree, and the optimal price of the LC increases as y
increases while the down-time target and the length of preventive maintenance
decreases when y increases.

5 Conclusion

In this paper we have studied a performance usage based multi-period lease contract for
remanufactured equipment such as dump trucks. Under this lease contract, the
equipment is leased for a period of mC and a maximum usage, Umax. We find the
optimal down-time target and maintenance policy solution for the lessor. We can
extend this multi-period LC by considering the lessee various usage pattern and the
lessor bargaining position point of view (i.e. a Stackelberg game theory formulation).
These two topics are currently under investigation.
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Abstract. In this paper we present a mathematical model of technology
transfer. The model takes form in a system of differential equations. We assume
that there are two competing followers. We also assume a logistic growth
function of technological development for all parties involved. Most papers of
similar model assume a crisp initial condition for each of the followers. Here we
use the assumption that the fuzziness of the input in the process propagates to
the output. Some numerical examples are presented to illustrate properties of the
model. We found that in some circumstances fuzzy initial condition might result
in a crisp long-term solution.

Keywords: Technology transfer � Mathematical model � Dynamical system �
Fuzzy initial condition

1 Introduction

Technology transfer is a process of the implementation of scientific/technological
information developed in one area into another area. It is also defined as a process of
migration and redeployment of technology from one area into different area [1, 6, 7,
and 9]. In regards to technology transfer, new competition rules for technology transfer
agreements have been created by the European Commission to regulate a good practice
in the technology transfer implementation [5]. This fact is among the reason to develop
a technological transfer model considering competition among related parties.
Specifically, in this paper we develop a mathematical model of technology transfer
from a leader to two competing followers. We assume that the competition takes place
in the accessing process of the source of the technology being transferred.

In this paper we model the process of technology transfer in the form of a
dynamical system. Different from many literatures, which use a standard analysis of its
equilibriums (equilibrium points) and their stability properties, here we present a
numerical computation to show the graphical solution of the model. The model is
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generic, hence it can be applied either for “physical” technology transfer or for
knowledge transfer. An example of knowledge transfer is the transfer of knowledge
among researchers in universities as a result of a long-standing collaboration. The
details of the model are described in Sect. 2.

2 Model Formulation

Following [2, 3, 10], we assume that in the absence of technology transfer both the
leader and the followers have a logistic curve of technological development as a
function of time, i.e. XLðtÞ for the leader and XFiðtÞ with i = 1, 2 for the followers,
respectively. The model adopts the idea of [8]. The full equations in the presence of
competition are given by:

dXLðtÞ
dt

¼ kLXLðtÞ 1� XLðtÞ
uL

� �
; ð1Þ

dXF1ðtÞ
dt

¼ 1þ 1� C2ð ÞkT XLðtÞ � XF1ðtÞð Þð ÞYF1; ð2Þ

dXF2ðtÞ
dt

¼ 1þ 1� C1ð ÞkT XLðtÞ � XF2ðtÞð Þð ÞYF2; ð3Þ

where YF1 ¼ kF1XF1ðtÞ 1� XF1ðtÞ
uF1

� �
and YF2 ¼ kF2XF2ðtÞ 1� XF2ðtÞ

uF2

� �
.

The notations and their descriptions are the same as in [3] as explained below in
Table 1. Furthermore, we see straight away from the model that if Ci ¼ 1 then the
follower i completely outcompetes the other follower from utilizing the technology
transfer facilities, hence the other only grows naturally as if there was no technology
transfer process. Likewise, if kT is zero then exactly all followers grow according to
their natural growth, because there is no transfer rate. The model describing the
competing technology transfer above takes form as a system of nonlinear differential
equations:

X 0
L tð Þ ¼ G XL;XF1;XF2ð Þ;X 0

F1 tð Þ ¼ H1 XL;XF1;XF2ð Þ;
and X 0

F2 tð Þ ¼ H2 XL;XF1;XF2ð Þ: ð4Þ

There are some methods to analyze the system, i.e. by solving the system explicitly
to obtain the functions XL tð Þ;XF1 tð Þ; and XF2 tð Þ satisfying the system. Upon solving
the system, the solution is able to describe both the transient and the steady state
behaviour of the system. However, this need a high sophisticated mathematics, and
sometimes an explicit solution is unable to find. Other method is by analyzing the
equilibrium solution of the system. It is a state in which opposing forces or influences
are balanced resulting in a zero growth rate of the technological development. The
sections that follow gives the equilibrium points (equilibria) as the main result of model
and discuss some insight from the analysis of the equilibriums of the model using
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dynamical system approach. Specifically, first we search for all the equilibria, then we
analyze the stability of each equilibrium to gain the long-term behaviour of the system.
The transient solution can still be obtained using some numerical methods.

3 Result and Discussion

Our system has 18 equilibrium points as shown elsewhere in which 10 of them have
been already found in [3]. The authors in [3] only give a graphical visualization of these
equilibrium points for certain data set of parameters and we found a complete list of
these 18 equilibrium points. Among all the equilibrium points one is always stable and
the other one is stable for certain conditions. The analysis of these equilibriums will
able to give some information regarding the long-term behavior of the system. Since
the complete analysis of their stability requires a deep and rigour mathematical treat-
ment, in this short paper we only restrict to show the effect of fuzzy initial condition to
the dynamic property of the stable equilibrium point. Specifically, we will compare the
crisp and the fuzzy solutions of this equilibrium.

3.1 Crisp Solution

Figure 1 shows technological development of three parties (one leader and two fol-
lowers) in the presence of technology transfer with the follower 1 have a very higher
competitiveness, so that it can exploits the resources of the leader to make its own
development faster compare to its competitor. The parameters of the model and the
initial conditions used in the figure are kL ¼ 0:5; kF1 ¼ kF2 ¼ 0:2, UL ¼ 6;
UF1 ¼ 2;UF2 ¼ 3, XL 0ð Þ ¼ 0:6;XF1 0ð Þ ¼ XF2 0ð Þ ¼ 0:02; with kT ¼ 1;C1 ¼ 0:95;
C2 ¼ 1� C1 and kT ¼ 1. These parameters are given hypothetically just to illustrate
the model. The figure shows that all the parties eventually reach their respective upper
limits of the technological development, as suggested by the stable coexistence equi-
librium X�

L ¼ uL;X�
F1 ¼ uF1;X�

F2 ¼ uF2
� �

. The unit of technological development
could be anything, e.g. the number of products, the level of product quality, etc. In this
case, the technology transfer is taking place in the situation of moderate differences of
technological development between the leader and the followers. Other case, in which

Table 1. Notation and description.

Notation Description

XL Tð Þ The measure of technological development for the leader
XFi tð Þ The measure of technological development for the follower
kL The indigenous ability of the leader to develop
uL The upper limit of the technological development of the leader
kF The indigenous ability of the follower to develop
uF The upper limit of the technological development of the follower
kT The technology transfer rate
Ci Competition coefficient of i-th party with i = 1, 2
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the technology transfer is taking place in a situation of extreme differences of tech-
nological development between the leader and the followers, can also be investigated.
Complete dynamic behaviour is worth to explore to obtain further understanding of the
system.

3.2 Fuzzy Initial Solution

Figure 1 shows the dynamic of the technological transfer by assuming that the
parameters or the initial values are crisp numbers. Further, the following figure assumes
that the initial value of the leader is somewhat vague represented by a triangular fuzzy
number around its original value (XL 0ð Þ ¼ 0:6 in Fig. 1). We chose arbitrarily such a
triangular fuzzy number given by (0.1; 0.6; 0.7). We discretize the dynamic equation
using the fourth order Runge-Kutta method and use the same parameters as in the
previous examples, except the initial value for the leader technological development
given by the triangular fuzzy number (0.1; 0.6; 0.7). We assume that the crisp function
propagates the fuzziness of the initial condition as the independent variable to the
solution of the differential equation as the dependent variable as on of the method in
handling fuzziness [4: p. 153]. We then plot the time series as the solution of the
dynamical system as in Fig. 2.

Fig. 1. The growth of technological development for three parties with one as a leader and the
others as followers.
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4 Conclusion

This paper is used to investigate a model of technology transfer with two competing
followers. The equilibria and their stability are discussed by showing the solution
numerically for certain data sets and the effect of fuzzy initial value of the leader
technological development measure on the overall solution of the system is also pre-
sented. The resulting solution of technology transfer model with the leader fuzzy initial
value for its technological development resembles those with crisp initial value in the
long-term. The disappearance of the fuzziness in the system might due to the method
used in solving the dynamical system. Other methods and choices of fuzzy numbers,
such as Trapezoidal, Gauss, etc. are worth to investigate to reveal the robustness of the
current method choice of the fuzzy number.
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Abstract. One of the characteristics of small-sized metal manufacturing com-
panies in Indonesia is that they tend to accept all orders without considering
available production capacity. This research aims to propose an order accep-
tance and scheduling model based on available production capacity that can be
used to improve the capacity planning of such companies. A suitable capacity
planning model is chosen (Chen et al. 2009) and then used with real data
gathered from Company K, a small-sized metal manufacturing company in
Bandung, Indonesia. It can be shown that the solution from the model will
increase profit as much as 2.52%. The increase results from a change in order
acceptance as the model correctly identifies one of the historically received order
will not generate any profit.

Keywords: Order acceptance � Capacity planning � Scheduling

1 Introduction

The manufacturing industry sector in Indonesia is starting to play a large role in the
economic growth of Indonesia. In the third quarter of 2017 the growth of non-oil-and-
gas industry has achieved 5.49% with the majority (10.6%) consisting of growth from
the basic metal manufacturing industry [1]. The basic metal manufacturing industry not
only consists of large companies, but also numerous small-medium enterprises which
frequently act as component and parts supplier for the larger enterprises. As such, it is
important to ensure that small-medium metal manufacturing company can operate
efficiently to also ensure the efficient growth of the whole industry sector.

Small-medium metal manufacturing companies face several problems during their
daily operation, most of which are based on the relative inexperience of such com-
panies to efficiently manage their operation. Widespread problems such as a lack of
adequate planning methods and operation control, coupled with a lack of standard
operating procedures will frequently cost the company through unmet delivery
schedules. Reliable delivery time is a very important parameter for a make-to-order
company to be able to compete in the market [2].

Such problems also occurred at Company K, a small metal manufacturing company
located in Bandung, Indonesia. This company used to accept all orders that came to
them with the thinking that it will boost their overall profit. Unfortunately, without
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proper capacity planning and scheduling, the job shop nature of metal manufacturing
company will induce a higher complexity along with the number of received orders.
Figure 1 shows that on average, in December 2017 to January 2018, all orders in
Company K are late by 5.7 days. This will create losses for the company because every
late order will incur a penalty fee.

This research aims to find a suitable simultaneous order acceptance, capacity
planning and scheduling model such that it can be used in small metal manufacturing
companies to help in maximizing the effectiveness of their operation. The model will be
used with real order data from Company K to judge its suitability in maximizing the
profit. It is hoped that the chosen model can be used as a base to find a general model
capable to be used by the majority of such small-medium metal manufacturing com-
panies in Indonesia.

2 Literature Research and Model Selection

As mentioned before, one of the problems that small-medium metal manufacturing
companies are facing is in capacity planning, specifically regarding the production
decisions such as order acceptance process, scheduling and inventory planning [3].
This topic has also been a research topic with lots of interest in the past 20 years, for
example order acceptance model with profit maximizing objective function where the
profit is defined as the difference between revenue and penalty costs or order accep-
tance model with an objective function to minimize lost revenue from order rejection
and early order inventory costs by [4]. More recently, Ndiaye et al. [5] has also
suggested that due to the heterogeneity of small firms, modeling the capacity utilization
of small-medium enterprises generically is hard to do. Therefore, an approach that can
be done is to develop a model that can be implemented in a small-medium enterprise
and continue to iterate the model for a broader use by more and more firms.

Fig. 1. Lateness on orders of company K
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2.1 Model Selection

Through a literature review process, this research has narrowed down several candidate
models to be chosen as the most suitable model for the problems in small-medium
metal manufacturing company in Indonesia [6–9]. The models are then compared by
several different parameters, such as type of production system, possibility of different
product routings, and the possibility of overtimes and extra shifts. The chosen model
[7] is as follows:

Objective Function

Maximize i 2 IsiZi � i 2 Ij 2 Jik 2 Kr 2 Rt 2 TckrXijkrt ð1Þ

Subject To

X
i2I

X
j2Ji Xijkrt � bkrt 8 k 2 K; r 2 R; t 2 T ð2Þ

X
r2RnfjRjg

X
t2T Xijkrt þ

X
t2T Xijk Rj jt ¼ pijkZi 8 i 2 I; j 2 Ji; k 2 K ð3Þ

X
t2T Xijk Rj jt ¼ pijkOij 8 i 2 I; j 2 Ji; k 2 K ð4Þ

X
j2Ji

X
k2K Xijkrt � lrt 8 i 2 I; t 2 T ; r 2 R= Rj jf g ð5Þ

Xijk Rj jt � l Rj jtOij 8 i 2 I; j 2 Ji; k 2 K; t 2 T ð6Þ
X

j2Ji

X
r2R

X
k2K Xijkrt � 24 8 i 2 I; t 2 T ð7Þ

Xijkrt � sYijkrt 8 i 2 I; j 2 Ji; k 2 K; r 2 R; t 2 T ð8Þ

Xijkrt � pijkYijkrt 8 i 2 I; j 2 Ji; k 2 K; r 2 R; t 2 T ð9Þ
X

k2K t Yi Jij jkrt � diZi 8 i 2 I; r 2 R; t 2 T ð10Þ
X

r02R
X

k2K
Xt¼1

t0¼1
Xiðj�1Þkr0t0 þ

Xr

r0¼1

X
k2K Xi j�1ð Þkr0t �

X
k2K pi j�1ð ÞkYijkrt

8 i 2 I; j 2 Jin 1f g; r 2 Rn Rj jf g; t 2 T

ð11Þ
X

r2R
X

k2K
Xt

t0¼1
Xiðj�1Þkrt0 �

X
k2K pi j�1ð ÞkYijk Rj jt

8 i 2 I; j 2 Jin 1f g; t 2 T
ð12Þ

X
j2Ji

X
k2K XijkjRjt � 24�

X
j2Ji

X
k2K

X
r2RfjRjg rlrtYi j�1ð Þkrt

8 i 2 I; t 2 T
ð13Þ
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Xijkrt � 0 8 i 2 I; j 2 Ji; k 2 K; r 2 R; t 2 T ð14Þ

Yijkrt 2 0; 1f g 8 i 2 I; j 2 Ji; k 2 K; r 2 R; t 2 T ð15Þ

Zi 2 0; 1f g 8 i 2 I ð16Þ

Oij 2 0; 1f g 8 i 2 I; j 2 Ji ð17Þ

This model aims to maximize total profit by accepting certain order and calculating
the profit and manufacturing costs from each order, subject to the routing and shifts
(regular or overtime) in which the orders will be processed.

2.2 Model Adjustment

A small adjustment is made to the model, which is the definition of the parameter s, the
smallest time window that can be allocated to each machine, into 15 min. This value is
obtained through observation of the system and interviews with the workers of the
company.

3 Data Collection and Computations

Before the model is used with real data, we have done a small experiment by running
the chosen model with several sets of hypothetical data. The chosen model was proven
to be able to reject unprofitable orders, owing to the high production cost of the order.
Besides that, the chosen model was also proven to be able to distinguish between
infeasible orders that would create infeasible schedules and feasible orders that would
generate lower profit. As such, we are confident that the model can be used to create a
valid solution.

Real order data that came to the company are collected from 26/3/2018 to
30/3/2018. The order consists of different products and components to be supplied to
another larger company, all with different routings, materials, product revenues, due
dates and order arrival dates. Additional model parameters must also be gathered for
the model to be run, such as length of each shifts, machine capacity, and machining
costs. In total there are 27 different orders with differing quantities that will be
considered.

Because the orders are collected in a period of 5 days, the model is also iterated at
the start of each day, with the orders that have not been finished combined with the new
orders for the next day to be scheduled again. Figure 2 shows a small sample of the
schedule obtained from the model in the 3rd iteration.

It can be seen that compared to the previous method which accepts all incoming
orders, the chosen model rejected an order of the product ‘Flange-2 Clamping RPV’.
This rejection combined with better scheduling resulted in an improvement in profit by
2.52% compared with the historical data as shown in Table 1.
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4 Discussion and Conclusions

The results above have shown that the model is able to maximize the profit of the
company. Although the improvement is quite small (2.52%) it should be noted that the
sample size for the model is also relatively small. During the observed 5 days period
the company actually processes 127 different orders, but only the orders that are started
and finished during that period are included in the final data set. It should be clear that
hopefully the model will be able to give a greater increase in profit should the model be
fed with the real larger order data.

Although the model is made with the objective function to maximize profit, there is
a slight difficulty in the calculation of the total profit for 5 days. This is because the
unfinished orders that carry over from the previous day will be counted once more if all
the objective functions from all the iterations are summed directly. As such, during this
research a separate calculation must be done independently from the model to arrive at
the total profit. Although this approach is effective for the small problem set used in this
research, this approach will not be efficient for larger data sets. As such, it is clear that
an improvement to the model can be made by accounting for the iterative approach that
must be used if the model is to be used in a real market environment.

Another improvement that can be made to the model concerns the resulting
schedule of the model. The resulting schedule is not a non-delay schedule. This feature
of the model is detrimental to its real-world adoption by small medium enterprises,
mainly because spare capacity is needed to maximize profit in case of rush order
arrivals and because idle workers are very costly for small enterprises with limited
capital. The resulting schedule could be converted into a non-delay schedule by using
the left shift heuristics as shown in Fig. 3, but once again improvements in the model
can be made such that the resulting schedule will be a non-delay schedule.

Fig. 2. Partial schedule from the 3rd iteration.

Table 1. Difference of historical and model profit

Historical profit Model profit Difference

Rp. 42,735,663 Rp. 43,811,200 Rp. 1,075,537
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As such, it can be concluded that with some adjustments, such as the few men-
tioned above, the chosen model will be suitable for use by small-medium metal
manufacturing enterprises. Next step of this research will focus on the developments
mentioned above and the testing of its validity and feasibility of use by further testing
with real world cases.
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Abstract. The trend of green industry is currently developing in every sector of
industry, including in the aerospace industry. Airbus as a leading company in
the industry has developed a program that aims to eliminate the use of chromate
in any aircraft component manufacturing. As such, Indonesian Aerospace of
Indonesia, a supplier of Airbus, must also reorganize their manufacturing
capabilities to achieve that goal, especially in the anodizing process with the
Tartaric Sulphur Acid Anodizing (TSAA) Program. This research aims to
measure the level of manufacturing readiness of the TSAA technology using the
adjusted Manufacturing Readiness Level (MRL) Model. The development of the
model was done using the expert judgment from among practitioners and aca-
demicians, validated by using the Content Validity Ratio (CVR). The MRL
developed for this study consists of 10 levels, 9 criteria and 22 sub-criteria.
Measurement results show that the current level of the technology is at MRL2,
while the goal of the project is at MRL8. This shows a huge gap that must be
addressed before Indonesian Aerospace can reach the level that is permissible by
Airbus.

Keywords: Tartaric Sulphur Acid Anodizing (TSAA) Technology �
Manufacturing Readiness Level (MRL) � Content Validity Ratio (CVR) �
MRL gap

1 Introduction

Nowadays, a trend for green industry is currently developing in various industry sectors
located in many countries. The term ‘green design and manufacturing’ has become a
common term in industrial activities with an emphasis on Design for Environment
(DFE) [1]. The same trend is also growing in Indonesia and the Indonesian government
has also decided to capture this issue in its National Industry Development Master Plan
(RencanaInduk Pembangunan Industri Nasional/RIPIN) for the year 2015–2035. More
specifically, the government has created several green programs for the Transportation
Vehicle Sector in the period 2015–2019, namely the development of product, process
and management standards (respectively ISO 9000, ISO 14000, and ISO 26000) and
green industry, along with technical specifications and guidelines for the transportation
industry [2].
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These trends are also affecting Indonesian Aerospace, the only aerospace industry
in Indonesia, such as in their joint program with Airbus of Europe. Airbus has decided
to implement a program that aims to develop eco-efficient alternatives for their current
production processes that are using chromate materials [3]. Even though local firms that
act as suppliers for multinational companies usually have a strategic choice of adopting
certain technological advancements of multinational companies [4], in this case they
have to comply with the same specifications, procedures and guidelines to secure their
contract with Airbus. To this end, Indonesian Aerospace, as a supplier of Airbus, must
develop a new procedure for the surface treatment of aircraft components by using
Tartaric Sulfuric Acid Anodizing (TSAA) to replace the Chromic Acid Anodizing
process.

Preliminary interviews with Indonesian Aerospace have indicated that the transfer
of technology process for the new manufacturing process has not been successful. The
new process is still only at the pre-qualification level and further development of the
process to reach its intended level will be complicated and costly. Indonesian Aero-
space will need a tool to reliably assess the development of the new process so that it
can minimize the risks associated with the development of the new process.

Although the Indonesian government through the Ministry of Research and Higher
Education has developed a guideline to measure and assess the manufacturing readi-
ness level of technology transfer projects in 2016, until this research is done Indonesian
Aerospace has not started a program to measure the manufacturing readiness level of
their technology transfer projects. This research then aims to develop such a tool to
help Indonesian Aerospace in its assessment of their new procedure, specifically the
TSAA technology.

2 Literature Research

Technology transfer is the process of transferring technical knowledge, data, designs,
prototypes, material, inventions, software, and/or trade secrets from an organization to
another of from a function to another [5]. The process of technology transfer is an
interactive two-way communication between a ‘sender’ and a ‘receiver’ with messages
flowing in those two directions [6]. The ‘receiver’ is not just a passive entity but it
should possess the required capabilities for knowledge transfer, such that it can use that
knowledge in its own production environment [7].

The transfer of technology project is inherently a very costly project [7], as such
companies attempting such projects must be aware of all the risks that are included in
such projects. Companies often need to measure the manufacturing readiness level of
the technology in question to have a decent understanding of the project that will be
done and all its risks. Transfer of technology is heavily linked with the concept of
innovation [8]. It has been shown that without proper assessment of technology
readiness, innovation projects can lead to time wasting, customer disappointment, and
loss of income [9].

The US Deputy Under Secretary of Defense at the Joint Defense Manufacturing
Panel in 2009 stated that manufacturing readiness is the ability to utilize manufacturing,
production, quality assurance and industrial functions to achieve a certain operational
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capability that can fulfill a mission’s needs. Manufacturing readiness is one of the key
success factors in a technology transfer project [10], as success in technology transfer
projects can be achieved through effective management of two main risk areas, namely
risks from product technology and manufacturing capability immaturities [11].

The Department of Defense has developed a procedure to assess the manufacturing
readiness parameter of certain industries through the Manufacturing Readiness
Assessment (MRA) Procedure. This procedure uses the Manufacturing Readiness
Level (MRL), which is a metric designed to illustrate manufacturing readiness level
and used for assessing maturity and manufacturing risks of a technology [10]. MRL is
comprised of 10 levels, denoted by MRL1 to MRL10. Each level is illustrated through
a number of criteria which were designed as a prerequisite for the corresponding
manufacturing readiness level. There exists a total of 9 criteria and 22 sub-criteria that
can be used as general metrics for the assessment of manufacturing readiness level. The
definition of each MRL levels can be seen in Table 1.

3 Research Methodology

This research is done in Indonesian Aerospace, the only aerospace manufacturing
company in Indonesia, specifically by using the TSAA technology as the object to be
assessed. Figure 1 illustrates the main steps of this research. The research is started by a
preliminary survey and interview. The aim of this step is to gather the context for the
research, namely the aspects of the TSAA Project. This includes interviews with the
stakeholders of the program and gathering of relevant data such as the aims of the
project, steps of the project, etc.

Table 1. Definition of MRL levels

MRL
level

Definition

1 Basic manufacturing implications identified
2 Manufacturing concept identified
3 Manufacturing proof of concept developed
4 Capability to produce the technology in a laboratory environment
5 Capability to produce prototype components in a production relevant

environment
6 Capability to produce a prototype system or subsystem in a production relevant

environment
7 Capability to produce a system, subsystem, or components in a production

representative environment
8 Pilot line capability demonstrated. Ready to begin low rate production
9 Low rate production demonstrated. Capability in place to begin full rate

production
10 Full rate production demonstrated and lean practices in place
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Fig. 1. Main steps of the research

3.1 Development of MRL Scale

The generic criteria and sub-criteria from the original MRL model are once again tested
through the Delphi method. Experts chosen for the method consists of 6 people (4
experts from the company and 2 academic experts). These experts are given ques-
tionnaires indicating their approval of the criteria and sub-criteria to be included in the
final measuring tool. The Delphi method is used mainly because it facilitates the
formation of consensus without face-to-face meeting between the experts [12].

The questionnaires are validated using Content Validity Ratio Method (CVR),
where each criterion is declared valid and thus not eliminated if its CVR value is
greater than 0. The CVR value is computed through Eq. 1 (N = number of experts,
ne = number of experts agreeing that an item is ‘important’)

CVR ¼ ne � N=2
N=2

ð1Þ

This value is reached only when more than half of the experts have agreed that the
item is important to be measured [13]. The final criteria to be included in the assess-
ment tool are: Technology and Industry Base, Design, Production Cost and Financing,
Materials, Process and Control Capability, Quality Management, Manufacturing Labor,
Facilities, and Manufacturing Management. Each criterion is further broken down into
up to 4 sub-criteria.

3.2 Data Collection and Results

The developed assessment tool consists of 10 manufacturing readiness level with
corresponding indicators that illustrates each level. The indicators are formed as
questions that were derived from the corresponding criteria and sub-criteria for each
level. In total there are 524 indicator questions for all 10 levels of the tool. The
questions were then collected into questionnaires which were sent to 10 other experts
consisting of the stakeholders (top and middle management) for the TSAA program.
Each respondent must then assess the level of each indicator question, with a scale from
0% to 100%, where 0% indicates that the program has never done the activity and
100% indicates that the activity has been fully done by the program. The scale is further
divided into increments of 20% (k = 0%, 20%, 40%, …, 100%) so that the resulting
data could be further collected into one value by using geometric mean [14]. After-
wards, the resultant value of each indicator will be used to calculate the mean of the
corresponding level.
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The assessment is done sequentially for each MRL level (starting from MRL1 to
MRL10) and the assessment must be stopped if the requirements for the current level is
judged as inadequate to continue to the next level (lower than 90%). This limit is
obtained through the consensus of experts by way of focus group discussions involving
senior managers of the TSAA Project. Table 2 shows the result for the MRL assess-
ment, while Table 3 shows the truncated table from the assessment for the MRL3 level.

Table 2. Result of MRL assessment

MRL level Mean value Status

MRL1 90.5% Achieved
MRL2 90.1% Achieved
MRL3 88.6% Not yet achieved

Table 3. Truncated table for MRL3 level assessment

Indicator
code

Respondents Geometric
mean1 2 3 4 5 6 7 8 9 10

3.K1.SK.1.1 80% 100% 100% 100% 80% 100% 100% 80% 100% 100% 94%
3.K1.SK.1.2 80% 100% 100% 100% 60% 80% 100% 80% 100% 100% 89%

Mean of criteria 1 91.2%
3.K2.SK.1.1 80% 100% 100% 100% 60% 100% 100% 80% 100% 100% 91%

…

3.K2.SK.2.3 80% 100% 80% 100% 80% 80% 80% 80% 40% 80% 78%
3.K2.SK.2.4 80% 100% 80% 100% 80% 80% 100% 80% 100% 100% 89%

Mean of criteria 2 87.0%
3.K3.SK.1.1 100% 80% 100% 80% 80% 100% 100% 80% 100% 80% 89%

…

3.K3.SK.2.2 80% 80% 100% 80% 80% 80% 100% 80% 100% 80% 86%
3.K3.SK.3.1 80% 100% 100% 100% 80% 80% 100% 80% 80% 80% 87%

Mean of criteria 3 85.9%
3.K4.SK.1.1 80% 100% 100% 100% 80% 80% 100% 80% 80% 80% 87%

…

3.K4.SK.4.3 80% 100% 100% 100% 80% 100% 100% 80% 100% 100% 94%
3.K4.SK.4.4 100% 100% 80% 100% 80% 80% 80% 80% 100% 100% 89%

Mean of criteria 4 93.6%
3.K5.SK.1.1 60% 80% 100% 80% 80% 100% 100% 80% 100% 80% 85%

…

3.K5.SK.2.2 100% 80% 100% 80% 80% 80% 100% 80% 100% 80% 87%
3.K5.SK.3.1 80% 80% 100% 80% 80% 80% 100% 80% 100% 80% 86%

Mean of criteria 5 86.6%
3.K6.SK.1.1 80% 100% 100% 100% 80% 100% 100% 80% 80% 100% 91%

3.K6.SK.1.2 80% 100% 100% 100% 80% 80% 100% 80% 80% 100% 89%
Mean of criteria 6 87.3%
3.K7.SK.1.1 80% 100% 100% 100% 100% 100% 100% 80% 100% 100% 95.6%

Mean value for MRL3 89.6%
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It can be seen that the during the measurement of the MRL3 level the mean of its
indicator value is only 89.6% (lower than 90%). As such, the requirements for the MRL3
level has not been met and assessment for the levels aboveMRL3 cannot be conducted. It
can be concluded that the TSAA project has only achieved the MRL2 level.

4 Remarks and Conclusion

The preliminary survey has previously indicated that the TSAA technology would be
used for low production rate (corresponding to MRL level 8), while the assessment
concluded that the current MRL level of the technology is only at MRL level 2. As
such, there is still a need for a vast improvement of the technology’s capabilities.

In total this research has produced an MRL assessment tool with 10 levels, 9
criteria, 22 sub-criteria and a total of 524 indicator questions from the level MRL1 to
MRL10. In this research the participants are only asked 49 indicator questions because
the assessment is stopped at the MRL3 level. It is clear that the rest of the questions are
still valid and can be used if in the next assessment the company has met the goals for
achieving the MRL3 level. The assessment tool must be used periodically during the
course of the transfer technology project, although the optimal period for the assess-
ment should vary with the complexity and scope of the assessed project.
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Abstract. In manufacturing industry, technoware and humanware play a key
role in production floor. Both factors define the extent of technological
advancement in a certain manufacturing company. This study took place in a
producer of reinforcing steel bars (rebar) in Jakarta, Indonesia. This research
aims to analyze the gap between the industry standard and actual capabilities of
technoware and humanware in the company. Both elements are measured by
Quality Function Deployment (QFD), which consists of three subsequent steps.
First, the required level of technoware and humanware in the industry standard
is studied according to the Indonesian National Standard (SNI). The output
quality and production process are standardized based on the customer’s needs
and benefits for the former, and the technical response for the latter. Second, the
actual technological advancement in the firm is measured. The data gathered
from the first two steps is further analyzed, based on technoware and human-
ware readiness measurement with regard to the SNI standards using two
matrices. The calculation on planning matrix shows the level of technological
component advancement with regard to industry standard, while the calculation
on technical matrix indicates the effectivity of production process with regard to
the fulfillment of quality standards. The result shows that the company’s
readiness level of technoware and humanware has fulfilled the required stan-
dard, and it becomes a basis to further develop technological components and to
improve the production process of reinforcing steel bars.

Keywords: Quality Function Deployment � Technoware � Humanware �
Technological readiness � Steel industry

1 Introduction

In steel manufacturing industry, high percentage of billet defects consequently entails
profit loss. This research is conducted at steel reinforcing bar (rebar) manufacturer in
Jakarta. The steel manufacturing company on which this study took place has a
maximum 0.25% billet-defect policy, a general standard in the industry [1]. However,
the company has not been able to maintain such standard. The current high defect rate
indicates a threatening issue in the fulfillment of product quality standards.
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There are four aspects which potentially contribute such problem: material,
machine and equipment, human labor, and procedure. Based on previous research,
expert interviews, and direct observation on the company suggested that the two defect-
inducing factors are machine and human labor. Therefore, a method of Quality
Function Deployment (QFD) is proposed to measure the levels of technoware and
humanware in the steel manufacturing company, and further, to compare the current
state of facility and operator capability with the industry standards. The industry fol-
lows a nationwide Indonesian National Standard (SNI) 07-2052-2002, which is
specifically designed for concrete-reinforcing bars (rebar) industry.

The production processes of rebar manufacturing in the company are as follows:

The problem of this research is formulated as follows: is there any gap, in either
technoware and humanware, between the steel manufacturing company and industry
standards? If any gap is identified, what are the necessary steps to reduce such dis-
crepancy? Thus, the objective of this research is as follows:

1. To identify the gap between technoware and humanware level currently possessed
by the company and the levels required by industry standards

2. To recommend solutions that increase the fulfillment of customer requirement by
improving current technological components of the company.

2 Literature Review

Standard is a technical specification or a procedure which includes rules and method,
arranged based on a consensus of every party involved which considers the require-
ment of safety, security, well-being, environment, advancement of science and tech-
nology, as well as experience, recent and future development, that is established to
achieve an optimal output from a process. By definition, standardization aims to
achieve overall economical condition that is optimal and beneficial for every segment
in society [3].

United Nations Economic and Social Commission for Asia and the Pacific
(UNESCAP) in 1989 divided technology into four rudimentary components: tech-
noware, humanware, infoware, and orgaware. Identification of the extent of

Table 1. Core processes in reinforcing bar (rebar) production [2].

Process Description Process Description

1 Loading steel scrap into buckets 8 Billet cutting
2 Steel scrap melting 9 Billet cooling and inspection
3 Pouring molten EAF steel into ladle 10 Billet reheating process
4 Bubbling process 11 Rolling process
5 Alloying process 12 Rebar cutting
6 Temperature and sample inspection 13 Tempcore process
7 Molten steel casting 14 Rebar cooling and inspection
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technological advancement can be conducted by observing dynamical interaction
between technological components [4]. Technology is a crucial aspect for any industry
as it becomes a basis to develop business competitiveness with respect to market
competition [5].

Quality Function Deployment is a structured methodology used to plan and develop
a product specification based on consumer needs and wants; it is also a tool to sys-
tematically evaluate if a product or a service offers a capability to fully satisfy the
consumers’ requirements. Models to measure the level of technoware and humanware
technological components in industry with regard to Indonesian national standard has
been studied: one model is developed to measure the technoware aspect [7], and
another is made to measure the humanware aspect [8].

3 Methodology

The methodology of this study comprises of three major steps. First, this study mea-
sured technoware and humanware levels, both in its current industry and the required
standard. Second, the House of Quality (HOQ) framework is applied and Technical
Matrices of both components are attained. Lastly, analysis is drawn from the result.

3.1 Measurement of Technoware and Humanware Levels on Industry
and the National Standards

The production of steel rebar must adhere to the clauses of SNI 07-2052-2002 which
regulates quality and tagging requirement. This study summarizes every clause on the
standard into 9 primary clauses, which is referred as customer needs and benefits. This
research also defines 14 core production process of steel rebar (shown in Table 1)
based on observation, secondary data, and expert interview, which is henceforth
defined as technical response. Further, a mapping is conducted on the correlation
between the technical response and the customer needs and benefit on Table 2. The
level of correlation varies from strong (9), medium (3), and weak (1).

Table 2. Correlation table between customer needs-benefits and the technical response.

Standard of SNI 07-2052-2002 (customer
needs and benefit)

Rebar production process (technical response)

Process number (according to Table 1)
1 2 3 4 5 6 7 8 9 10 11 12 13 14

Survey of steel bar 3 1 1 1 3 9 3 3
Surface of threaded and plain rebar 3 1 1 1 3 9 3
Diameter of threaded and plain rebar 9 3
Dimension of threaded and plain rebar 9 3
Weight of threaded and plain rebar 9 3
Length of steel bar 1 9 3
Mechanical trait based on pull-out test 3 1 9 9 9
Mechanical trait based on bend test 3 1 9 9 9
Markings on rebar 9
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Furthermore, this research calculates the level of technoware and humanware
attainment based on experts’ judgments and technological advancement criteria of the
United Nations Economic and Social Commission for Asia-Pacific (UNESCAP). For
the customer needs and benefit, this study filters any standard clauses for steel rebar
which are related to the production process, and further defines them as standard
requirement. For the technical responses, the technoware and humanware level in
industry are measured based on UNESCAP criteria. The assessment is conducted on
the aspects of machinery, equipment, and human resource, in relation with the pro-
duction process of steel rebar.

3.2 Fulfillment of Industrial Technoware and Humanware with Regard
to the National Standards

The fulfillment of technoware and humanware in a company with regard to the stan-
dard is calculated by the Technical Matrix, which is the final step of House of Quality
(HOQ) framework. The matrix shows how much the production process of steel
manufacturing industry has managed to attain the necessary standard. The technical
matrices for technoware and humanware are shown on Tables 3 and 4, respectively.

Table 3. Technical matrix for technoware.

Production process
(technoware)

Process number (according to Table 1)

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Contribution value 0.31 0 0.06 0.12 0.96 0.96 0 0 0.05 0.10 0.33 0 0.97 0.11

Normalized contribution
value

0.08 0 0.01 0.03 0.24 0.24 0 0 0.01 0.03 0.08 0 0.24 0.03

Raw score of the national
standard

0.94 0 0.13 0.72 5.73 4.77 0 0 0.19 0.52 1.64 0 5.78 0.44

Raw score of the industry 0.63 0 0.05 0.49 1.92 0.96 0 0 0.11 0.31 1.31 0 3.87 0.44

Gap 0.31 0 0.08 0.23 3.81 3.81 0 0 0.08 0.21 0.32 0 1.90 0

Gap percentage 33% – 60% 32% 67% 80% – 0% 42% 40% 20% 0% 33% −0.6%

Table 4. Technical matrix for humanware.

Production
process
(humanware)

Process number (according to Table 1)

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Contribution
value

0.31 0 0.06 0.12 0.96 0.96 0 0 0.05 0.10 0.33 0 0.97 0.11

Normalized
contribution
value

0.08 0 0.01 0.03 0.24 0.24 0 0 0.01 0.03 0.08 0 0.24 0.03

Raw score of
the national
standard

1.57 0 0.28 0.59 5.75 4.77 0 0 0.25 0.42 1.77 0.02 5.78 0.49

Raw score of
the industry

1.57 0 0.39 0.61 6.70 1.92 0 0 0.28 0.63 1.97 0.05 5.80 0.66

Gap 0 0 −0.1 −0.02 −0.96 2.86 0 0 −0.03 −0.21 −0.2 −0.02 −0.03 −0.2

Gap
percentage

0% – −40% −3% −17% 60% – 33% −11% −50% −11% −1 0% −35%
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4 Analysis

In this section, recommendations are made to further improve the production activity.
According to Table 4, not every production process fulfills the necessary standards of
steel rebar manufacturing. This study focuses on improving technoware and human-
ware aspects related to the unfulfilled production processes.

4.1 Recommendations on Technoware Components

Out of 14 production processes, nine did not abide by the standard technological
advancement level. Those nine processes account for 96.4% cumulatively in terms of
technological contribution. Further, pareto analysis is conducted to select the most
influential processes need to be improved. The analysis narrows down the 9 processes
into 3: tempcore process, alloying process, and temperature and sample inspection.

The recommendation must account for the current state of the industry. On the
tempcore and alloying process, the parameter tuning is currently conducted by expe-
rienced operators based on their expertise. However, this activity is never logged
systematically. This study recommends the industry to use a comprehensive record-
keeping procedure to log the parameter tuning under different conditions. Compared to
one-time tuning based on best practices, the formal record-keeping procedure is better;
it is more traceable and made troubleshooting easier.

The next improvement could be made on temperature and sample inspection. Cur-
rently, the industry used thermocouple and sampoline to manually conduct the process.
A better alternative would be SSC liquid sampler which automatically does the job.

4.2 Recommendations on Humanware Components

In terms of humanware, out of 14 production process, two were unable to comply with
the required standard: temperature and sample inspection and billet cutting process.
The two process contribute to 23,03% of the humanware aspects cumulatively.

Potential improvements could be made by proposing technical training for human
operator to match the level of current technological advancement of the machinery. For
instance, if the company manage to accommodate a more sophisticated technoware
element, it must ensure that human operators are prepared for the change. Otherwise,
the expected increase in technological competitiveness by upgrading technoware is not
attainable due to humanware being the bottleneck in the process.

5 Conclusion

This study measures, compares, and summarizes the extent of technological readiness
in steel rebar manufacturer with regard to the required national standard. The technical
matrices, as a final step of HOQ, shows the gap between the technoware and
humanware level of the industry and those of the national standard SNI 07-2052-2002.
A negative gap indicates a condition when industry exceeds the required standard of
expectation, while a positive gap indicates a state when an industry is unable to comply
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with the required standard. Meanwhile, zero gap implies a condition when industry
standard is sufficiently met.

On the technoware aspect, there are one production process with negative gap, four
processes with zero gap, and nine processes with positive gap. The processes with
positive gap are temperature and sample inspection, alloying process, pouring molten
EAF steel into ladle, rebar cooling and inspection, billet reheating, loading steel scrap
into buckets, tempcore process, bubbling process, and rolling process. On the
humanware components, there are nine production processes with negative gap, three
processes with zero gap, and two processes with positive gap. The two processes are
temperature and sample inspection, and billet cutting process.

Recommendations are made to improve each technological component. In terms of
technoware, improvements are proposed by conducting record-keeping procedure to
keep track of varied conditions during tempcore and alloying process. Secondly, further
investment in automation is also proposed, particularly in the process related to sam-
pling and inspection. In terms of humanware, the recommendations are focused on the
human resource needed in the temperature and sample inspection. A series of training
programs must be provided to ensure every operator will be able to operate each
technology and machinery optimally.

References

1. Rahadi, D., Uliana, A.: SNI 2052-2017 Baja Tulangan Beton. Badan Standarisasi Nasional,
Jakarta (2017)

2. Metal processing and metal working industry. In: Encyclopaedia of Occupational Health and
Safety http://www.ilocis.org/documents/chpt82e.htm. Accessed 26 July 2019

3. Purwanggono, B., Abduh, S., Nurjanah, Habibie, F.H., Trilaksani, W., Bakhtiar, A.,
Haryono, T.: Pengantar Standarisasi. Badan Standarisasi Nasional, Jakarta (2009)

4. Purwasasmita, M.: Konsep Teknologi. Penerbit ITB, Bandung (2010)
5. Wiratmadja, I.I., Govindaraju, R.: Analysis of the influence of technology on the business

performance of Rattan processing SME’s in South Kalimantan In: Proceedings on the 11th
Asia Pacific Industrial Engineering and Management Systems, Melaka (2010)

6. Cohen, L.: Quality Function Deployment: How to Make QFD Work for You. Addison
Wesley, Boston (1995)

7. Putra, V.C.: Perancangan Model Kesesuaian Komponen Teknologi (Technoware) Industri
terhadap Pemenuhan Standar Produk. Institut Teknologi Bandung, Bandung (2012)

8. Sinuhaji, L.H.: Perancangan Model Pengukuran Kompetensi Sumber Daya Manusia
(SDM) Industri dalam Memenuhi Standar Produk. Institut Teknologi Bandung, Bandung
(2012)

9. Saaty, T.L.: Decision making with the analytic hierarchy process. Int. J. Serv. Sci. 1(1), 83
(2008)

10. Indrawati, S.W.: Analisis Pengaruh Komponen Teknologi Technoware, Humanware,
Infoware, dan Orgaware Terhadap Faktor Utama Daya Saing Industri Kecil. Institut
Teknologi Bandung, Bandung (2003)

11. Koch, R.: The 80/20 Principle. Nicholas Brealey Publishing, London (1998)
12. Fauzi, I., Muharram, H., Irianto, D.: Design of measurement for evaluating readiness of

technoware components to meet the required standard of products. In: APCOMS-IMEC
2017, p. 319. IOP Publishing, Bandung (2017)

Measurement of Technoware and Humanware Readiness 53

http://www.ilocis.org/documents/chpt82e.htm


Fuzzy Analytical Hierarchy Process
with Unsymmetrical Triangular Fuzzy Number

for Supplier Selection Process

Irene Septin Maharani, Ririn Diar Astanti , and The Jin Ai(&)

Department of Industrial Engineering, Universitas Atma Jaya Yogyakarta,
Sleman 55281, Indonesia

{ririn.astanti,the.jinai}@uajy.ac.id

Abstract. In the area of Multi Criteria Decision Making, it is well known that
Analytical Hierarchy Process (AHP) is widely used. In the AHP, the weight of
criteria and alternatives are obtained from the expert judgment doing pairwise
comparison. Fuzzy AHP (FAHP) is developed in order to overcome situation in
which expert has difficulty to give clear judgment on the comparison. FAHP is
usually developed using a set of Triangular Fuzzy Number (TFN). This research
is proposed a FAHP with unconventional TFN, which allow the expert give
his/her own fuzzy number for each comparison. We name the number as the
Unsymmetrical Triangular Fuzzy Number, in which the membership function is
still in the shape of triangular but the shape is not symmetric. The complete
methodology of the proposed FAHP is developed with reference to the fuzzy
logarithmic least square method (LLSM). A case study for supplier selection
process is provided in order to show the applicability of the proposed method.

Keywords: Analytic Hierarchy Process � Fuzzy AHP � Triangular Fuzzy
Number � Unsymmetrical TFN � Multi Criteria Decision Making

1 Introduction

This research is motivated by a case study of supplier selection process, which is very
common problem in the area of Multi Criteria Decision Making (MCDM), especially
with Analytical Hierarchy Process (AHP) methodology. It is known that the simplest
structure of decision making with AHP consists of three level, which are objective,
criteria, and alternatives. The AHP methodology helps the decision maker to set the
weight of each criterion and alternative based on the pairwise comparisons among
criteria and alternatives. The pairwise comparisons are obtained from the expert
judgment, and comparison on two items are expressed [1].

Sometimes expert has difficulty to give clear judgment on the pairwise comparison.
In order to overcome this situation, the AHP was extended into Fuzzy AHP (FAHP) [2]
in which the comparison is expressed in the form of Triangular Fuzzy Number (TFN),
i.e. represented by three values (l, m, u) [3, 4]. The TFN are usually selected from these
values: (1, 1, 1), (1, 2, 3), (2, 3, 4), …, (7, 8, 9), (9, 9, 9). In the perspective of the
expert, l, m, and u are the lower, middle, and upper value of judgment, respectively.
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They represent the smallest, most-likely, and the biggest possible judgment of the
expert.

Our case study presented in Sect. 4 show that experts may use different value of
TFN whenever they are questioned in detail about their smallest, most-likely, and
biggest possible judgment, i.e. in the form of (1, 1, 2), (1/3, 2, 3). Also, among all
comparisons, expert confident to give crisp judgment instead of fuzzy judgment for
some comparisons. For example, the judgment is in the form of (3, 3, 3) or (7, 7, 7).

In order to accommodate this situation, this research explore the possibility to use
Unsymmetrical Triangular Fuzzy Number (UTFN) in the FAHP. The UTFN has tri-
angular shape membership function, but the shape is not symmetric. The UTFN is
applied in the established FAHP methodology, which is the fuzzy logarithmic least
square method (LLSM) [5], in order to be utilized to make decision.

This paper is organized as follow. Section 2 introduces the FAHP. Section 3
presents the definition of UTFN and how it is integrated into FAHP. Section 4
demonstrates the case study using FAHP and UTFN. Finally, Sect. 5 concludes the
result obtained in this paper.

2 Fuzzy Analytical Hierarchy Process

In term of methodology, various fuzzy AHP methods have been proposed in the
literature, such as: extent analysis method [6–8], fuzzy logarithmic least square method
(LLSM) [5, 9, 10], and grey relational analysis [11–13]. In term of applications, FAHP
has been applied in various fields such as: personnel selection [14], part-machine
grouping [15], weapon selection [16], selection of energy alternatives [17], supply
chain risk assessment [18], and passenger aircraft type selection [19], and supplier
selection [20–22].

This research is using fuzzy LLSM method [5]. This method is started with tri-
angular fuzzy comparison matrices. For each matrix, the fuzzy comparison is then
converted into normalized local fuzzy weight by solving a constrained nonlinear
optimization model, in which the parameter of this model are the value of the matrix.
After all the local fuzzy weight is obtained, another constrained nonlinear optimization
model is solved in order to obtain the global weight. In order to avoid duplication of the
models, reader may refer to the two formulations of this LLSM model [5].

3 Unsymmetrical Triangular Fuzzy Number

As defined in introduction, UTFN is used for representing judgment of preference.
UTFN is defined by three values (l, m, u) where l � m � u. It is noted that the value
of (m − l) is not necessary the same as the value of (u − m) as TFN. The membership
function of UTFN is similar with general triangular fuzzy number.
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In order to obtain these three values, expert is being asked the smallest possible, the
most-likely, and the biggest possible judgment of preference. By this definition, UTFN
is able to provide various possibilities for expert judgment, i.e. whenever expert con-
fident with the judgment, i.e. (3, 3, 3), expert face situation similar with TFN, i.e. (2, 3,
4), expert give interchange preference on l and m, i.e. (1/2, 2, 3), or expert give the
same value on l and m (5, 5, 7).

It is noted that this UTFN can be directly applied as the parameter of the con-
strained nonlinear optimization model for obtaining the local fuzzy weight in the fuzzy
LLSM method.

4 The Application of FAHP-UTFN for Supplier Selection

In order to show the applicability of the proposed UTFN, it is applied to a case of
selection of resin supplier in a fiberglass-related-product company. The decision maker
of this case is the purchasing manager of the company. The decision hierarchy structure
of this case only consists of criteria and alternatives. There are four criteria involved,
which are price, delivery lead time, payment method, and quality. While there are three
alternatives of supplier involved, namely supplier A, supplier B, and supplier C. The
decision hierarchy is shown in Fig. 1.

It is noted that for each pairwise comparison, the expert is being asked for three
different judgments, which are the smallest possible, the most-likely, and the biggest
possible judgment of preference. After comprehensively interviewing the expert for

Resin Supplier Selection

Price Delivery 
Lead Time

Payment 
Method Quality

Supplier A Supplier B Supplier C

Fig. 1. Decision hierarchy of the resin supplier selection.
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this case, which is the purchasing manager of the company, the pairwise comparison
among criteria and alternatives within each criterion are presented in Tables 1, 2, 3, 4
and 5. It is implied that for this case actually expert have difficulties to give judgment
only on few comparisons. Therefore, the UTFN only appear in Tables 1, 3, and 5, in
which only 6 UTFN are appearing in the whole comparisons in various form. This
example is proving our criticisms mentioned in the Sect. 1.

Table 1. Pairwise comparison of criteria using UTFN.

Price Delivery lead time Payment method Quality

Price (1, 1, 1) (1, 1, 2) (1, 1, 1) (1/4, 1/4, 1/4)
Delivery lead time (1/2, 1, 1) (1, 1, 1) (1, 1, 1) (1/4, 1/4, 1/4)
Payment method (1, 1, 1) (1, 1, 1) (1, 1, 1) (1/4, 1/4, 1/4)
Quality (4, 4, 4) (4, 4, 4) (4, 4, 4) (1, 1, 1)

Table 2. Pairwise comparison of suppliers based on price criteria using UTFN.

Supplier A Supplier B Supplier C

Supplier A (1, 1, 1) (6, 6, 6) (7, 7, 7)
Supplier B (1/6, 1/6, 1/6) (1, 1, 1) (1, 1, 1)
Supplier C (1/7, 1/7, 1/7) (1, 1, 1) (1, 1, 1)

Table 3. Pairwise comparison of suppliers based on delivery lead time criteria using UTFN.

Supplier A Supplier B Supplier C

Supplier A (1, 1, 1) (1/3, 1/2, 3) (1/9, 1/9, 1/9)
Supplier B (1/3, 2, 3) (1, 1, 1) (1/9, 1/9, 1/9)
Supplier C (9, 9, 9) (9, 9, 9) (1, 1, 1)

Table 4. Pairwise comparison of suppliers based on payment method criteria using UTFN.

Supplier A Supplier B Supplier C

Supplier A (1, 1, 1) (9, 9, 9) (9, 9, 9)
Supplier B (1/9, 1/9, 1/9) (1, 1, 1) (9, 9, 9)
Supplier C (1/9, 1/9, 1/9) (1/9, 1/9, 1/9) (1, 1, 1)

Table 5. Pairwise comparison of suppliers based on quality criteria using UTFN.

Supplier A Supplier B Supplier C

Supplier A (1, 1, 1) (1, 1, 2) (9, 9, 9)
Supplier B (1/2, 1, 1) (1, 1, 1) (9, 9, 9)
Supplier C (1/9, 1/9, 1/9) (1/9, 1/9, 1/9) (1, 1, 1)
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Using the mathematical programming of Fuzzy LLSM, i.e. formulation in [5], and
using mathematical programming software, i.e. LINGO version 18, the fuzzy global
weight of Supplier A, B, C are 0.5267, 0.3057, and 0.1676, respectively.

5 Conclusion

This paper proposed an unsymmetrical triangular fuzzy number which allow the
experts give their own fuzzy number while doing pairwise comparison. From the
application example, it is known that this kind of number is rarely being used even it is
provided by the methodology. Current existing FAHP methodology is able to handle
this unsymmetrical triangular fuzzy number.
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Abstract. Humanware plays a key role during a technology transfer within a
manufacturing company. This research aims to measure humanware readiness
level during a technology transfer process on department level and observe its
implementation on corporate level. Information gained from the result of the
measurement is to be used for developing humanware competency improvement
training programs based on Bloom’s Taxonomy for its material design. The
object of this study is an Indonesian manufacturer of military products. In 2018,
the company underwent a technology transfer process through its Quality,
Occupational Health, Safety, and Environment System (QOHSE) Department.
They aim to accommodate three management system standards: quality, envi-
ronmental, and occupational health and safety into its management system. The
methodology used in this research is referenced from humanware readiness
model. The result shows the limit values from each of the four technology
transfer phases, which are 2300, 3314, 3927, and 4547, correspondingly. Out of
four subsequent phases of technology transfer with regard to the IMS imple-
mentation, each respondent manages to reach at least the first phase. The result
indicates the necessity of further training program related to the three remaining
humanware readiness subcriteria: empathy, work values and ethics, and external
awareness.

Keywords: Humanware readiness model � Technology transfer � Integrated
Management System � Humanware training program

1 Introduction

An Indonesian arms manufacturing company aims to implement a comprehensive
system of quality management, environmental management, and occupational health
and safety management, from its upstream operation to its downstream production. The
system is desired to regulate work procedure and instruction as a necessary to meet the
market’s demand. The fulfillment of three management system, for instance ISO
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9001:2015 for Quality Management System, is imperative. The company would not be
able to acquire any clients if any of such standards is not met.

The joint implementation of Quality, Occupational Safety and Health, and Envi-
ronmental Safety Management, or commonly abbreviated as QOHSE, is a process of
technology transfer. Currently there is only one division responsible for QOHSE
implementation in the arms manufacturing company. As the company aims to imple-
ment such policy to the whole company, including its upstream and downstream
operation, the technology needs to be transferred from the division onto the whole
corporation. According to the International Code of Conduct on The Transfer of
Technology, released by United Nations Conference of Trade and Development
(UNCTAD) [1], technology is a systematic knowledge used to design a process to
make a product or service. QOHSE is a technology because the knowledge is mostly
used as benchmark on the corporate level. The implementation of QOHSE involves a
series of activity that promotes consistent practice of the knowledge in every division
of the company.

This research aims to study how a transfer of technology is supported by a certain
technological component, humanware. Recommendations and additional programs are
also proposed to further enable the practice of technology transfer. The scope of this
research is limited to the business practice in Indonesian arms manufacturing industry.

2 Literature Review

Mittleman and Pasha [2] proposed that technology transfer is a transfer of knowledge,
skill, organization, values, and other assets from a certain source to be implemented in
another place with a purpose of problem solving. The level of humanware readiness in
a technology transfer is a condition that must be fulfilled by every humanware involved
in the process, to ensure that the transfer goes accordingly [3]. It is crucial to assess its
readiness level because strategic use of humanware aspects will improve competitive
advantages of a manufacturing firm, as proven by various case studies [4, 5]. Training
program is an organizational attempt planned to help employees in acquiring sufficient
skill sets, expertise, attitude, and knowledge related to their work descriptions, so that
the result could be implemented in the workplace [6].

Syafriana [7] has developed a humanware readiness model that is based on generic
1989 UNESCAP technological advancement model, complemented by competence
dictionary which is developed by Spencer and Spencer [8], University of Guelph and
Georgia Merit System. Furthermore, competence is defined as every basic nature of an
individual human being which determine the overall upbringing of such individual. The
humanware readiness model [7] measures the extent of humanware capability in terms
of 6 criteria: creativity, performance orientation, teamwork orientation, efficiency ori-
entation, risk-facing skills, and time orientation.
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This study also develops a training program, previously developed by Noe [6], and
base its material from Bloom’s Taxonomy, developed by Anderson dan Krathwohl [9].
Prior designing such program, a survey of actual work descriptions in arms manu-
facturing industry is studied [10]. Furthermore, the majority of data collection in this
study is based on expert insights gathered using Delphi technique [11]. Additional
implementation of humanware readiness model in electrical machinery company is
studied [12].

3 Methodology

This research follows the methodology of humanware readiness model [5]. By
implementing such model, this research aims to calculate the threshold score for
humanware readiness, and the actual humanware readiness level of current employees
who are involved in the technology transfer process. To ensure the compatibility of
research model within the research boundary, this study extract the necessary data from
on expert respondents. The data collection uses similar approach to Delphi method,
with four main respondents, as follows: Department Head of Quality System, Group
Head of Quality System, Group Head of Internal Quality Audit, and the Group Head of
Occupational Safety, Health, and Environment.

Determining threshold score of humanware readiness in technology transfer
requires a weighting process, which should be tailored specifically to the company. The
weighting governs coupling improvement technique that compares one humanware
readiness criterion with other criteria, and also one subcriterion with other subcriteria.
The data is further processed using Analytic Hierarchy Process. After the weight for
each criterion and subcriteria of is acquired, the methodology proceeds by conducting
interview with the four expert respondents. The interview gives insight on the current
state of technology transfer process in the arms manufacturing industry, specifically in
the context of the newly-designed QOHSE. The four defined stages of the technology
transfer implementation are Technology Utilization (Phase I), Technology Integration
(Phase II), Technology Development (Phase III), and Basic Research (Phase IV).

The calculation of humanware readiness threshold score aims to define the scores
associated with each stage of technology transfer. The information required to deter-
mine the threshold value of humanware readiness is equal to the weight of each
criterion and subcriterion, that is previously calculated, and also the degree of
assessment of minimum humanware readiness for each technology transfer stage – both
data are acquired from the expert respondents. The detailed calculation results of the
humanware readiness threshold score is shown on Table 1.
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Table 1. Humanware readiness threshold scores for every criteria.

Criteria Subcriteria Weight Stages
Local Global I II III IV

1 Creativity Technical skills 0.240 0.040 2 3 4 4
Analytical
thinking

0.459 0.077 2 3 4 5

Conceptual
thinking

0.158 0.026 2 4 4 4

Creative thinking 0.143 0.024 2 4 4 5
Creativity-oriented criterion score 0.33 0.55 0.67 0.77
2 Performance Will to achieve 0.457 0.114 2 3 4 4

Customer
orientation

0.220 0.055 2 4 4 5

Continuous
learning

0.214 0.053 2 3 4 4

Individual
flexibility

0.110 0.027 2 3 4 4

Performance-oriented criterion score 0.49 0.80 0.99 1.05
3 Teamwork Teamwork ability 0.348 0.066 2 3 4 5

Relationship
building

0.325 0.061 3 4 4 5

Empathy 0.134 0.025 3 4 4 4
Work ethics &
value

0.193 0.036 2 3 4 4

Teamwork-oriented criterion score 0.46 0.65 0.75 0.88
4 Efficiency Attention to

quality, clarity, &
performance

0.586 0.073 2 3 3 4

Resource
management

0.414 0.051 3 4 4 5

Efficiency-oriented criterion score 0.30 0.42 0.42 0.55
5 Risk facing

skills
Risk
management

0.302 0.058 2 2 4 4

Adaptability 0.197 0.038 2 3 4 5
External
awareness

0.286 0.055 3 4 4 5

Initiative 0.215 0.041 3 4 4 5
Risk-managing skill criterion score 0.48 0.62 0.77 0.90
6 Time

management
Goal and
objective

0.584 0.046 2 3 4 5

Strategic
approach

0.416 0.033 4 4 4 5

Time management-oriented criterion score 0.22 0.27 0.32 0.40
Humanware readiness threshold score 2.30 3.31 3.93 4.55
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The next step of the methodology is determining the actual humanware readiness
level of the current employees involved in the technology transfer process. The data is
gathered in a series of interview that ask respondents to assess the extent of fulfillment
in each subcriteria of humanware readiness using Guttman scale. The degree of sub-
criteria assessment is calculated cumulatively, meaning that higher degree of assess-
ment on a certain subcriteria is meaningless as long as there is a lower degree
subcriteria that is left unfulfilled. On this phase, the validity test comprises the cal-
culation of Guttman scale reproducibility coefficient and Spearman-rank coefficient of
correlation, while reliability testing is conducted using split-half method. The calcu-
lation result of humanware readiness level is shown on Table 2.

4 Analysis

4.1 Analysis of Humanware Readiness Level Analysis Calculation
Results

According to Table 2, it is apparent that the lowest score of employees being sampled
is equal to 2.58. Based on the calculation on Table 1, which is formally summarized in
Table 3, the score of 2.58 fulfill the first stage of technology transfer, or the Tech-
nology Utilization stage. Thus, as the sampling is assumed to represent the whole
employees involved, it is objectively conclusive to state that all employees in the
Departments related to QOHSE in the arms manufacturing company are ready to start
delivering the technology transfer process, as most of them already passed the first
stage.

4.2 The Development of Humanware Training Program

Additional training program is necessary to ensure the full implementation of tech-
nology transfer. The design and development of the training program is referred from

Table 2. Sampling on the actual humanware readiness level.

Respondent 1 2 3 4 5 6 7 8 9

Humanware readiness score 4.86 4.48 4.78 4.63 4.55 5.00 4.95 2.58 3.84
Stage IV III IV IV IV IV IV I II

Table 3. Humanware readiness threshold score (summary).

Technological transfer stage Humanware readiness threshold score

I Technology utilization Score between 2.300 and 3.314
II Technology integration Score between 3.314 and 3.927
III Technology development Score between 3.927 and 4.547
IV Basic research Score larger than 4.547
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Noe [4], which involves a series of requirement assessment and program planning. The
participant of this training program is the non-respondent expert employees which are
involved in the technology transfer currently occurring in the QOHSE-related depart-
ments in the arms manufacturing company.

Requirement assessment for the program has been analyzed in this study. The
assessments comprise of different level of the company: organization as a whole,
employees, and job description, which are further described as follows:

1. Organizational level assessment is conducted to achieve a training program that
conforms with regard to the arms manufacturing company’s goal and objective.

2. Employee-level assessment is conducted to observe the assessment degree of
humanware readiness subcriteria that is acquired from non-respondent expert
employees; subcriteria which are subject to improvement are empathy, work ethics
and value, and external awareness.

3. Assessment on job description aims to determine a variety of training program that
are well-suited to each employee’s tasks; the assessment shows that there are at least
28 core activities that are related to QOHSE technology transfer, and thus, each of
them must be included in the training program.

Training program planning is conducted to determine the direction of the activities,
material, methods, and technique being used to deliver the program. The explanation
related to the training program planning is as follows:

1. The objective of each training program is defined on a 5-degree scale for each
subcriteria of humanware readiness; for instance, in terms of work ethics, a score of
5 will have an objective criterion of “able to give example and demonstrate the
implementation of organizational value and ethics”, while a lower score of 3 only
requires employee to be “able identify the implication of ethics”.

2. The training program is designed based on cognitive process in Bloom’s Taxon-
omy, which are revised by Anderson dan Krathwohl [7], with a total of 20 modules
being recommended to be included in the proposed training program.

5 Conclusion

This study conducts a measurement of humanware readiness level on the technology
transfer process in an Indonesian arms manufacturing industry. The analysis shows that
every employee in the departments of Quality, Occupational Safety and Health, and
Environmental Safety Management (QOHSE) has achieved the first stage of technol-
ogy transfer, which is Technology Utilization. Thus, the humanware in the company is
determined as capable of transferring the technology required for the implementation of
Integrated Management System (IMS). There are three humanware readiness subcri-
teria that are subject to improvement: empathy, work ethics and values, and external
awareness. These subcriteria could be improved using a series of training program
which includes a total of 20 modules that govern all the necessary aspects to support
the technology transfer process in the arms manufacturing industry.
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Abstract. There exists a situation in a retail where the demand of one product
generate the demand for other products or it is called as cross selling item.
Therefore, in order to minimize total inventory cost, inventory policy needs to
be planned according to that. When two products that are correlated are supplied
from the same vendor, then the joint replenishment policy need to be applied.
The research presented in this paper tries to model the inventory policy for cross
selling item.

Keywords: Inventory policy � Total inventory cost � Cross selling item

1 Introduction and Literature Review

The characteristics of products used to meet human needs can vary. One of them is that
there is a product that usually uses another product. For example: computer and mouse,
shoes and socks, toothpaste and toothbrushes, razor and shaving cream, and much
more. These type of products then are said as complementary product. This charac-
teristic will lead to the situation where the demand of one product (i.e., major product)
generate the demand for other product (i.e. minor product), not vice versa. These type
products are called as cross selling item [1, 2].

The existence of cross selling items raises the consequence that in order to mini-
mize the total inventory cost, it is necessary to pay attention to the demand of both
during the inventory planning [3, 4]. Inventory policy by paying attention to more than
one item, where both items are supplied from the same source called the joint
replenishment policy [5–7].

Research on joint replenishment policy itself can be classified into two types which
are Direct Group Strategies (DGS) and Indirect Group Strategy (IGS) [5]. For DGS
strategy products are replenished within the same cycle while for IGS strategy products
are replenishment with regular time interval. In addition, for IGS strategy the quantity of
replenishment is assumed to be sufficient exactly multiple integer of time interval [5].

Researches on joint replenishment policy consider the demand as deterministic
static [5, 8], deterministic dynamic [9], and stochastic demand [10, 11] among others.
The research presented in this paper consider joint replenishment policy where the
demand is deterministic. However, unlike other model, due to cross selling situation,
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the inventory model is developed based on assumption that demand of one item is
divided into two parts. They are: (1) static independent deterministic demand and
(2) static dependent on other demand.

2 Model Development

The inventory model purposed in this paper uses IGS strategy. The purpose of the joint
replenishment policy 2 item model by considering cross selling item is to minimize the
total inventory cost per unit of time (total relevant cost per unit time) at 2 cross selling
items. Decision variables in the joint replenishment policy model 2 items taking into
account the demand dependence phenomenon are: (1) optimum cycle time; (2) opti-
mum item sales lost time interval 1; (3) optimum item lost sales interval time 2.

Notation:

R1: demand item 1 (unit/time)
R2: demand item 2 (unit/time)
T: cycle time
t1: time interval during lost sales item 1 (time)
t2: time interval for lost sales item 2 (time)
Q1: item inventory level 1 (unit)
Q2: item inventory level 2 (unit)
Q0

1: item 1 inventory level when lost sales item 1 (unit) starts
Q0

2: item 2 inventory level when lost sales item 2 (unit) starts
S: major setup/ordering cost ($)
s1: minor setup/ordering cost item 1 ($)
s2: minor setup/ordering cost item 2 ($)
p1: lost sales cost item 1 ($/unit)
p2: lost sales cost item 2 ($/unit)
r1: carrying/holding cost per item 1 per unit of time ($/unit/time)
r2: carrying/holding cost per item 2 per unit of time ($/unit/time)
d: proportion of demand dependence item 1 and item 2
Cc: total carrying/holding costs per unit time ($)
Cs: total setup/ordering costs per unit time ($)
Cls: total lost sales costs per unit time ($)
TRC: total inventory costs per unit time/Total relevant costs per unit time ($)

Unlike previous research on joint replenishment policy, the demand process for this
model is following the assumption as presented below:

R1 ¼ R1dependenceR2 þR1independence ð1Þ

R2 ¼ R2dependenceR1 þR2independence ð2Þ
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Therefore, joint replenishment policy proposed in this paper is presented in Fig. 1.

Total inventory cost per unit time (TRC) consists of carrying/holding cost per unit
time, setup/ordering cost per unit time and lost sales cost per unit time. Detail
expression of each term of total inventory cost per unit time is presented in the fol-
lowing subsection:

2.1 Carrying/Holding Cost Per Unit Time ($/Time)

Item 1
Carrying/holding cost per unit for item 1 is presented in the formula below.

Cc1 ¼
1
2 :Q1: T:k1 � t1ð Þ:r1

T :k1
¼

1
2 :R1: T :k1 � t1ð Þ T:k1 � t1ð Þ:r1

T :k1
¼

1
2 :R1: T:k1 � t1ð Þ2:r1

T:k1
ð3Þ

Item 2
Carrying/holding cost per unit for item 2 is determined using a certain approach that is
presented in Fig. 2 below. Carrying/holding cost item 2 is the sum of costs for area I
and area II.

Cc2 ¼ Area IþArea IIð Þ:r2
T:k2

ð4Þ

Fig. 1. Joint replenishment policy for cross selling item when t1 > t2
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Carrying/holding cost item 2 can be expressed as:

Cc2 ¼
1
2 :R2: T :k2 � t1ð Þ2

� �
þ R2: 1� dð Þ: t1 � t2ð Þ: T:k2 � t1ð Þð Þþ 1

2 :R2: 1� dð Þ: t1 � t2ð Þ2
� �

:r2

T :k2
ð5Þ

Hence, total carrying/holding cost per unit time is the sum of (3) and (5).

Cc ¼
1
2 :R1: T :k1 � t1ð Þ2:r1

T:k1

þ
1
2 :R2: T:k2 � t1ð Þ2

� �
þ R2: 1� dð Þ: t1 � t2ð Þ: T :k2 � t1ð Þð Þþ 1

2 :R2: 1� dð Þ: t1 � t2ð Þ2
� �

:r2

T:k2
ð6Þ

2.2 Setup/Ordering Cost Per Unit Time ($/Time)

Total setup/ordering cost per unit time ($/unit time) item 1 and item 2 can be expressed
as follows.

Cs ¼ S
T
þ s1

T:k1
þ s2

T :k2
¼ Sþ s1

k1
þ s2

k2

� �
=T ð7Þ

2.3 Lost Sales Cost Per Unit Time ($/Unit Time)

Cls ¼ R1:t1:p1
T:k1

þ R2: 1� dð Þ:t2:p2
T :k2

ð8Þ

Fig. 2. Area I and Area II for condition t1 > t2
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Based on (3), (6), (7) and (8), then total inventory costs per unit time ($) (TRC) can
be expressed as:

¼ 1
2
:R1:T :k1:r1 � R1:t1:r1 þ R1:t21:r1

2:T :k1
þ 1

2
:R2:T:k2:r2 � R2:t1:r2 þ R2:t21:r2

2:T :k2

þR2 1� dð Þ t1 � t2ð Þr2 � R2 1� dð Þ t1 � t2ð Þt1:r2
T :k2

þ R2 1� dð Þt21:r2
2:T:k2

� R2 1� dð Þt1:t2:r2
T :k2

þ R2 1� dð Þt22:r2
2:T :k2

þ R1:t1:p1
k1

þ R2 1� dð Þ:t2:p2
k2

� �
T�1 þ Sþ s1

k1
þ s2

k2

� �
T�1

ð9Þ

Using standard optimization condition for Eq. (9) (i.e., first derivatives are zero and
the Hessian matrix is definite positive), the optimum values of the decision variables
can be obtained as follow:

T� ¼

R2:r2
k2

1
2
t21 � 1� dð Þ t1 � t2ð Þt1 þ 1� dð Þt21

2
� 1� dð Þt1:t2 þ 1� dð Þt22

2

� �

þ R1:t21:r1
2:k1

� �
þ R2 1� dð Þ:t2:p2

k2
þ R1:t1:p1

k1
þ Sþ s1

k1
þ s2

k2

� �

1
2 R1:k1:r1 þR2:k2:r2ð Þ

0
BBBBBBBBBBBB@

1
CCCCCCCCCCCCA

1
2

ð10Þ

t�1 ¼
R1:r1 þR2:r2 � R2 1� dð Þr2 � R1:p1

k1:T
R1:r1
T :k1

þ R2:r2
T :k2

1� 2 1� dð Þþ 1� dð Þð Þ ð11Þ

t�2 ¼
R2 1� dð Þr2 � R2 1�dð Þ:p2

k2:T
R2 1�dð Þ:r2

T :k2

ð12Þ

3 Procedure for Obtaining for Finding the Solutions

Based on the equations presented in Sect. 2, it is known that the optimum T� value can
be obtained from the optimum t�1 and t�2 values. Because decision variables are inter-
related and it is set that k1 = k2 = 1, the steps of the iterative procedure applied are as
follows:

Step 1: Perform the first iteration by setting item 1 and item arbitrarily.
Step 2: Set the initial value t�1 = 0, and t�2 = 0
Step 3: Calculate the optimum T� value with the values k1 = k2 = 1, and the initial
value t�1 and t�2 from step 2 using Eq. 10. When calculating T�, following conditions
should be satisfied:
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T� � R1.p1/(k1. (R1.r1 + R2/r2.d)) so that the value t�1 � 0
T� � P2/(r2. k2) so that the value t�2 � 0.
If the T� value calculated from (10) does not meet these conditions, then set the T�

with the biggest value from these conditions.
Step 4: Update the T� value from step 3 to calculate the values t1 using Eq. 11 and
t�2 using Eq. 12.
Step 5: Repeat steps 3 and 4 until convergence reached, i.e. the values of T�, t�1 and
t�2 are similar with the values of the previous calculation.
Step 6: Perform the second iteration by changing the setting items in first iteration,
i.e. item 1 become item 2, and item 2 become item 1.
Step 7: Repeat steps 2 to step 5 with the setting in step 6.
Step 8: Select the decision variable from the first and second iterations that produces
the smallest TRC value and has the decision variables with the pattern t�1 > t�2.

4 Numerical Example

To illustrate the applicability of the proposed model, then a set of hypothetical data
is used as follows: R1 = 5000, R2 = 200, r1 = 4, r2 = 2, s1 = 15, s2 = 16, S = 40, p1 = 3,
p2 = 2, d = 0.3. The result is presented in Table 1.

From Table 1 it can be seen that both iterations have value of t�1 > t�2, but 2
nd

iteration has TRC smaller than TRC 1st iteration. Therefore, the decision variable
chosen is the result of the calculation of the 2nd iteration.

5 Conclusion

This paper successfully proposed a mathematical model for managing inventory in the
case of cross selling item in order to minimize the total inventory cost. The procedure
to find the optimum solution also successfully presented in this paper.

Table 1. Results of iteration procedure

1st iteration T� t�1 t�2 TRC

0 1.0000 0.0000 0.0000 10271.0000
1 1.0000 0.2544 0.0000 9619.5487
2 1.0000 0.2544 0.0000 9619.5487
2nd iteration T� t�1 t�2 TRC

0 0.7500 0.0000 0.0000 7744.6667
1 0.7500 0.6875 0.0000 5728.0000
2 0.7500 0.6875 0.0000 5728.0000

72 N. L. Devy et al.



References

1. Park, C., Seo, J.: Consideration of purchase dependence in inventory management. Comput.
Ind. Eng. 66(2), 274–285 (2013)

2. Zhang, R., Kaku, I., Xiao, Y.: Model and heuristic algorithm of the joint replenishment
problem with complete backordering and correlated demand. Int. J. Prod. Econ. 139(1), 33–
41 (2012)

3. Zhang, R.Q., Yi, M., Wang, Q.Q., Xiang, C.: Polynomial algorithm of inventory model with
complete backordering and correlated demand caused by cross-selling. Int. J. Prod. Econ.
199, 193–198 (2018)

4. Park, C.: Iterative approach to calculating the order fill rate under purchase dependence. Ind.
Eng. Manage. Syst. 16(3), 363–374 (2017)

5. Khouja, M., Goyal, S.: A review of the joint replenishment problem literature: 1989–2005.
Eur. J. Oper. Res. 186(1), 1–16 (2008)

6. Moon, I.K., Goyal, S., Cha, B.C.: The joint replenishment problem involving multiple
suppliers offering quantity discounts. Int. J. Syst. Sci. 39(6), 629–637 (2008)

7. Tsai, C.-Y., Tsai, C.-Y., Huang, P.W.: An association clustering algorithm for ca-order
policies in the joint replenishment problem. Int. J. Prod. Econ. 117, 30–41 (2009)

8. Devy, N.L., Ai, T.J., Astanti, R.D.: A Joint replenishment inventory model with lost sales.
In: IOP Conference Series: Materials Science and Engineering, vol. 337, p. 012018 (2018)

9. Lee, L.H., Chew, E.P.: A dynamic joint replenishment policy with auto-correlated demand.
Eur. J. Oper. Res. 123(3), 490–503 (2005)

10. Liu, L., Yuan, X.-M.: Coordinated replenishments in inventory systems with correlated
demands. Eur. J. Oper. Res. 123, 490–503 (2000)

11. Larsen, C.: The Q(s, S) control policy for the joint replenishment problem extended to the
case of correlation among item-demands. Int. J. Prod. Econ. 118(1), 292–297 (2009)

Inventory Policy for Cross Selling Item 73



Analysis of Magnetic Component
Manufacturing Cost Through the Application

of Time-Driven Activity-Based Costing

Nik Nurharyantie Nik Mohd Kamil, Mohd Yazid Abu(&),
Nurul Farahin Zamrud, and Filzah Lina Mohd Safeiee

Faculty of Manufacturing Engineering, Universiti Malaysia Pahang,
26600 Pekan, Pahang, Malaysia

niknurharyantie@gmail.com, myazid@ump.edu.my

Abstract. With a continuous innovation of Electrical & Electronic (E&E)
industry, the magnetic component gets increasing demand from customer and
their target in production is 5000 units in one shift. Hence, to fix a product cost
and to achieve the target finished product are the case study on E&E industry. In
other words, the company’s product cost is calculated using traditional cost
accounting based on volume product of magnetic component. This cost is
unable to record accurately the changes of resources used to manufacture the
product. The aim of this work to analyze the manufacturing cost of magnetic
component incurred on production of E&E industry and time for good by Time-
Driven Activity-Based Costing system (TDABC). In methodology, TDABC
will be developed by using seven stages which are identify resources group and
service processes of all activity and sub-activity, estimate cost of all resources
supplied, estimate practical capacity, calculate capacity cost rates, develop time
equation, determine time estimates for each sub-activity, and estimate capacity
cost required. By having the analysis, loss manufacturing cost winding toroid
core can be identified at −MYR2967504.12 and identifying of unused capacity
(−889200.12 min) is capable to improve the time efficiency.

Keywords: Magnetic component � Manufacturing cost � Time-Driven
Activity-Based Costing

1 Introduction

Due to today’s competitive market condition in E&E industry, consumers have more
choice to purchase a product. So, the company must have strategy in marketing and
cheap selling price of product to stay competitive in the market. In recent years,
manufacturing cost also increase due to increases of raw material cost, maintenance
cost, and labor cost. However, to raise the price of the component, a company takes a
risk of losing customers, inability to compete, and losing market position. Conse-
quently, if the selling price is cheapest, it will impact of a company to generate profit
margin. Therefore, an accurate cost of a component is very important for a company to
sell the optimal price in market.
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Generally, a company uses Traditional Cost Accounting (TCA) to calculate their
product cost. Then, Activity base Costing (ABC) has been proposed which provides
better accuracy. Abu [10] estimated the cost of remanufactured crankshaft using ABC
and Kamil [11] applied ABC as a method of estimation for the remanufacturing cost of
crankshaft. Abu [12] integrated optimization method with ABC for estimating final cost
of product and Zheng [13] applied the ABC as a method of cost estimation for a palm
oil plantation.

Although, Time-Driven Activity-Based Costing (TDABC) is an innovative costing
method that provide more accurate cost than conventional methods. TDABC that can
define as a costing model that consider a time which known as inducer time. This
method is provided the cost the cost of activities with base that consume of time per
activities. According to Bagherpour [1], TDABC is a costing that show the differences
between the total time needed to carry all activities that performed in each department.
Consequently, this method also provided the total amount time of employees that
performed in the department. The advantages of TDABC are providing more reliable
information for decision making process [2], more accurate costing [3], and need less
cost implementation because the process is simple and easy to apply for a company [4].
According to Zaini [5] found that the percentage of TDABC application belong to 66%
of healthcare service, 23% of industrial service, and 11% of library service. The
application of TDABC can be categorized into nine applications which are manufac-
turing, healthcare, automotive, retail trade, information technology, agriculture, aca-
demic, and others [6]. The highest percentage of TDABC belongs to 66% of healthcare
and lowest percentage belong to 2% of information technology. Although, in TDABC
is famous method to apply in healthcare application, this method also suitable to apply
in manufacturing sector.

2 Research Methodology and Results

In this section, this research started by collecting data of magnetic component and
record time to finish a product in each workstation. Observation were made and data
collected from actual 12 workstations in the production. Eventually, the data were
recorded in relation to the consumption cost of labor, consumable, material, and
maintenance. The data was collected in January 2018 until March 2019. As mention by
Erhun [7], there are seven steps for applying TDABC to produce magnetic component.
Firstly, the production activities must be identified activity and sub-activities. Besides,
determine the cost of all resources used which consist of labor cost, material cost,
maintenance cost, and consumable. Next, estimate the practical capacity that are
required for the calculation of capacity cost rate. Then, develop time equation for each
activity to calculate the production costs of magnetic components. After that, determine
the time estimation for each activity to produce the product and lastly, calculate the
capacity required of each activity.
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2.1 Production Activities Used (Activity Center and Sub-activities)

The first step in the manufacturing process is a two wires are winding to the right and
left at cores for 5 turns. Then, the wound core is put on the lead forming machine to cut
the excessive length of leadout wire. Next, assemble the wound core with the header
with the position of part number must be in front during this process. After that, use the
holder to prevent leadout from affecting of epoxy. Put an epoxy at leadouts between
core and header. The units were arranged into curing jug to transfer into curing oven. In
curing condition, it takes 30 min, and the temperature set 130 °C with tolerance ±5.
Then, cool the component under a cooling fan around 5–15 min. Insert the component
into chopper base to cut the leadout and transfer to conveyor for marking process. Pass
or fail of quality are depend on visual mechanical inspection requirement and final test.
Lastly, packaging the component after pass with quality check by both process before.

2.2 Estimated Total Cost of the Resources Supplied

If the resources sharing the same activity, costs can be allocated directly to that activity
while different activity, the cost-driver has to be used to allocate the cost. There are four
types of resources which are labor, maintenance, material, and consumable.

This work only considers main activity which is winding toroid core that requires
two employees at a cost MYR79200. 1,200,000 pieces of cores incurs material cost at
MYR1008000 per year. Due to private and confidential to access the data, no costing
listed for consumable cost and maintenance cost. So, the total cost is MYR1087200.

Table 1 shows cost of all resources supplied of main activity to produce magnetic
component.

2.3 Estimated Practical Capacity

The E&E company’s working hours are Monday to Saturday, 7.30 a.m. to 5.30 p.m.
within 2 shift. An employee works of eight hours 35 min a day, for 20 days for a month
and 240 days for a year. Deduction for breaks is 45. So, an employee has acceptable
practical capacity of 10,300 min each per month and 123,600 min each per year.

2.4 Calculation of the Capacity Cost Rate

Equation 1 is used to calculate the capacity cost rate of main sub-activities.

Capacity cost rate ¼ Cost of all resources supplied
Practical capacity

ð1Þ

By using this equation, sub-activity for winding toroid core which is transfer the
toroid core on the winding is MYR362,400/123,600 min is equal MYR2.93 per
minutes. Table 2 shows the summary of capacity cost rate of main sub-activity.
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2.5 Development of Sub-activity Time Equation

According to [8], TDABC time equation must be develop of all sub-activity for all the
workstation to incorporate all the time needed to produce the magnetic component.
Mathematically, the TDABC time equation can be explained by using Eq. 2 [9].

Tt ¼ b0 þ biXi ð2Þ

Where:

Tt = the time needed to perform an activity (minute)
b0 = the standard time needed to perform the basic activity (minute)

Table 1. Labor, maintenance, material, and consumable cost of main activity

Workstation Sub-activities Labor
cost
(MYR)

Maintenance
cost (MYR)

Material
cost
(MYR)

Consumable
cost (MYR)

Cost of all
resources
supplied
(MYR)

Winding
toroid core

1. Transfer the
core to the
winding
machine

26,400 Nil 336,000 Nil 362,400

2. Put a wire at
the right core
for winding

26,400 Nil 336,000 Nil 362,400

3. Put a wire at
the left core
for winding

26,400 Nil 336,000 Nil 362,400

Total 79,200 Nil 1,008,000 Nil 1,087,200

Table 2. Capacity cost rate for main sub-activity to produce magnetic component

Workstation Sub-activities Cost of all
resources supplied
(MYR/year)

Practical
capacity
(min/year)

Capacity cost
rate
(MYR/min)

Winding
toroid core

1. Transfer the core
to the winding
machine

362,400 123,600 2.93

2. Put a wire at the
right core for
winding

362,400 123,600 2.93

3. Put a wire at the
left core for
winding

362,400 123,600 2.93

Total 1,087,200 370,800
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bi = the estimated time to perform the incremental activity (minute)
Xi = the quantity of the incremental activity (time).

2.6 Determination of the Estimated Time for Each Activity

Determination of time equation for each activity is needed to calculate the estimated
production time. Time equation of each main sub-activities is developed by taking time
taken multiplied by the relevant cost driver that summarized Table 3 below.

As an example, time equation is developed as shown in Eq. 3 below.

Twinding toroid core ¼ 1:05X1 þ 0:02X2 þ 0:04X3 ð3Þ

2.7 Estimated Capacity Required by Each Activity

The estimated capacity required by each activity was determined by quantifying the
frequency of the activity in a year. The total time spent on the activity can be calculated
by multiplying the amount of a given activity by the time spent.

As an example, the actual time on winding toroid core per year was determined by
substituting the volume of cost-drivers from Table 4 into Eq. 3, as shown below.

The actual time spent = (1.05 � 1200000) + (0.02 � 2) + (0.04 �
2) = 60,000.12 min. Table 5 refers the production cost of main activity to produce
magnetic component.

Table 3. Time equations of main sub-activities

Workstation Sub-activities Time equation

Winding toroid core 1. Transfer the core to the winding machine 1.05X1

2. Put a wire at the right core for winding 0.02X2

3. Put a wire at the left core for winding 0.04X3

Table 4. Volume of cost driver for main workstation

Variable Driver Quantity/year

X1 Number of core (pieces/year) 1200000
X2 Number of winding machine operating (frequency/year) 2
X3 Number of winding machine operating (frequency/year) 2
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3 Conclusion and Discussion

As a result, analysis of capacity utilization is proposed to reduce production cost.
Table 6 summarized the analysis of capacity utilization of main workstation.

The sub-activity 2 incurs a lot of waste, at MYR362147.88, followed sub-activity 3
at MYR362147.88 and sub-activity 1 at –MYR3329652 of waste. This work found the
sub-activity 2 and 3 are spent more at labor cost.

By having the analysis, we have been able to identify an un-used capacity and loss
manufacturing cost in each workstation. This will lead the resource waste can be
reduced and time efficiency will be more accurate to manufacture the magnetic
component.

Table 5. Elapsed time and total production costs of sub-activities

Workstation Sub-activities Used time
(min)

Capacity cost
rate (MYR/min)

Total cost
(MYR/year)

Winding
toroid core

Transfer the core to the
winding machine

1260000 2.93 3691800

Put a wire at the right
core for winding

0.04 2.93 0.12

Put a wire at the left
core for winding

0.08 2.93 0.23

Total 1260000.12 3691800.35

Table 6. Analysis of capacity utilization of sub-activities to produce magnetic component

Workstation Sub-activities Practical
capacity
(min/year)

Used time
(min)

Un-used
capacity
(min)

Capacity
cost rate
(MYR/min)

Lost
manufacturing
cost (MYR)

Winding
toroid core

1. Transfer the
core to the
winding machine

123,600 1260000 −1136400 2.93 -3329652

2. Put a wire at the
right core for
winding

123,600 0.04 123599.96 2.93 362147.88

3. Put a wire at the
left core for
winding

123,600 0.08 123599.92 2.93 362147.77

Total 370,800 1260000.12 −889200.12 −2967504.12
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Abstract. Today, in this big business competition, it is important for the
company to incorporate an accurate cost estimation to decide the best price for
products to gain profits. This research study revolves around a case study
company, which manufactures electric and electronics products. The objective
of this study is to analyze the manufacturing process cost at the case study
company using Time-Driven Activity-Based Costing (TDABC). This research
began by collecting data related to the production costs of a selected product.
The product has been selected based on the volume of production which is high
and continuous production. There are two parameters of TDABC to be con-
sidered. Firstly, the capacity cost rate and secondly, the time required to perform
activities. Both parameters can be estimated easily and objectively. Eventually,
the results showed that by applying the TDABC method, the capacity utilization
and time efficiency can be clearly viewed. The company gained information on
manufacturing costs and time utilization for those activities and could generate
further action to increase efficiency and have the opportunity to use this method
to enhance the accuracy in determining the appropriate process for any kind of
product.

Keywords: Time-Driven Activity-Based Costing � Capacity cost rate � Time
equation

1 Introduction

Nowadays, a consumer has a variety of choices of their desired products, whether as
they walk into a physical store or as they scroll at the website. Not to mention that there
is a wide competition of price range and quality of the same product in the market.
Whoever comes out with a reasonable price and product quality wins the competition.
Furthermore, there are a lot of factors that contribute to product pricing such as raw
materials, manufacturing costs, and labor costs. Therefore, it is important for the
company to decide the best price so that they could gain profit, not loss. So, to stay in
the competition in the industry, manufacturers would need accurate cost estimation.
This will help them to sell the product at an optimal price. Normally company uses
traditional cost system to calculate their product cost. Then, activity base costing
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(ABC) has been proposed which provides better accuracy. Abu [7] estimated the cost
of remanufactured crankshaft using ABC and Kamil [8] applied ABC as a method of
estimation for the remanufacturing cost of crankshaft. Abu [9] integrated optimization
method with ABC for estimating final cost of product and Zheng [10] applied the ABC
as a method of cost estimation for a palm oil plantation. A costing model known as
Time-driven Activity-based Costing (TDABC) uses time as an inducer in costing.
TDABC provides a cost of activities by calculating time consumption per activities [1].
The advantage of this method is it provides accurate estimates of care cycle cost and
more transparency into the cost drivers [2]. Moreover, significant information on idle
capacities is delivered and unused resources recognized by TDABC [3]. According to
Zaini [4] it is found that the percentage of TDABC application belongs to 66% of
healthcare service, 23% of industrial service, and 11% of library service.

2 Methodology

In this research, the data is collected from 1 line of production which consists of 13
work stations. The data which are based on 2018 was recorded in relation to the labor
costs, maintenance, cost of raw materials and consumables. According to existing
literature, there are 8 stages to calculate the cost using TDABC [5]. The first step is to
identify and analyze activities to understand the scope and sequence of events. Sec-
ondly, the cost of resources supplied in each activity and sub-activities are listed and
estimated. Practical capacity is the details about employees working hours which to be
used for calculation of capacity cost rates. Next, TDABC time equation is developed to
calculate the estimated production time. The estimated capacity required by each sub-
activity is calculated and finally, the unit cost is determined.

2.1 Production Activities – Activity Centers/Sub-activities

The production for the magnetic inductor is mainly on the first floor while there is one
workstation located on the ground floor. The production process of the magnetic
inductor starts with winding workstation and ends with packaging workstation. This
process is shown in Fig. 1. Note that the flattening workstation is on the ground floor.

This paper explains in detail on how to apply the TDABC method for the cost
calculation in activity 1 and 2 – winding and flattening only. The activity 1 has 1 sub-

Fig. 1. Production process flow of the magnetic inductor
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activity: (i) wind the wires using CNC machine while activity 2 has 2 sub-activities:
(i) pick up the coils from winding station. (ii) flatten the coils by using a hydraulic press
machine.

2.2 Estimated Total Cost of Resources Used

In this study, the resources allocated are based on 4 groups: (i) labor costs, (ii) main-
tenance cost for the machinery (iii) raw materials costs and (iv) consumable material
costs. The costs incurred are detailed in Table 1.

2.3 Estimated Practical Capacity

The factory’s working hours are from Monday to Friday, and from 8 a.m. to 5.35 p.m.
daily. The operators work on average 8 h per day, for 20 days a month. Every operator
has a 1-hour break daily. Each operator has an acceptable capacity of 9,100 min every
month. Therefore, the practical capacity per year is 109,200 min.

2.4 Calculation of the Capacity Cost Rates

The capacity cost rate (MYR per minute) can be obtained using the following Eq. (1).

Capacity cost rate ¼ cost of capacity supplied
practical capacity of resources supplied

ð1Þ

The equation is used in Table 2. Table 2 listed out the summary of capacity cost
rate of each sub-activity. For sub-activity winding the wire using CNC machine, the
capacity cost rate is MYR 434,449.89/218,400 min or MYR 1.99 per minute. As for
sub-activity pick up the coils and flatten the coils is MYR 0.05 per minute and MYR
0.11 per minute respectively.

Table 1. Labor, maintenance, material and consumable cost for 13 workstations (unit:
MYR/year)

Activity Sub-activities Labor Maintenance Material Consumable Cost of all
resources
supplied

Winding The wires are winded
using CNC machine

24,000 26,449.89 384,000 Nil 434,449.89

Flattening Pick up the coils
from winding station

12,000 Nil Nil Nil 12,000

Flatten the coils by
using hydraulic press
machines

36,000 70 Nil 144 36,214

Total 72,000 26,519.89 384,000 144 482,663.89
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2.5 Development of Time Equation

TDABC time equation is used to incorporate all the time needed for all sub-activities in
one single equation [6]. The mathematical model used to establish the TDABC time
equation is shown below [9]:

Tt ¼ b0 þ biXi ð2Þ

Where

Tt = the time needed to perform an activity (minute)
b0 = the standard time to perform the basic activity (minute)
bi = the estimated time to perform the incremental activity (minute)
Xi = the quantity of the incremental activity (time).

2.6 Determination of the Estimated Time for Each Activity

In order to calculate the estimated production time, it is necessary to develop a time
equation. The estimated time for each activity is obtained by observation of the
operators doing their tasks. For instance, the average time taken for the wire to be wind
by using a CNC machine to become a single coil is 0.12 min. This figure is multiplied
by the relevant variables or cost drivers to develop the time equation, as shown in
Table 3. Each variable in the time equation is defined in Table 4.

Table 2. Capacity cost rate of each sub-activity

Activity Sub-activities Cost of all
resources supplied
(MYR/year)
[1]

Practical
capacity
(min/year)
[2]

Capacity cost
rate
(MYR/year)
[1]/[2] = [3]

Winding The wires are winded
using CNC machine

434,449.89 218,400 1.99

Flattening Pick up the coils from
the winding station

12,000 109,200 0.05

Flatten the coils by
using hydraulic press
machines

36,214 327,600 0.11

Total 482,663.89 655,200

Table 3. Time equations for all sub-activities

Activity Sub-activities Time equations

Winding The wires are winded using CNC machine 0.12X1

Flattening Pick up the coils from the winding station 10.00X2

Flatten the coils by using hydraulic press machines 0.22X3
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From Table 3, the time equation for all the sub-activities was developed as shown
in Eq. (3)

T sub-activities ¼ 0:12X1 þ 10X2 þ 0:22X3 ð3Þ

2.7 Estimated Capacity Required by Each Activity

The estimated capacity required by each activity was determined by quantifying the
frequency of the activity in a year. By multiplying the amount of a given activity by the
time spent doing it, one could calculate the total time spent on the activity. The volume
of cost drivers for the wood preparation activity center is summarized in Table 4.

The actual time spent on this activity center per year was 1,351,293.63 min
determined by substituting the volume of cost-drivers from Table 4 into Eq. (3). The
total time for the wire to be winded using CNC machine in a year can be represented by
X1 equals 4,800,000 in 0.12X1, so that 0.12 � 4,800,000 = 576,000 min. When
multiplied by capacity city cost of MYR 1.99 per minute, it can be determined that the
total production cost of this activity is MYR 1,146,240 per year. Based on the same
approach, the production cost for the work station is shown in Table 5.

Table 4. The volume of cost drivers for the magnetic inductor (unit: quantity/year)

Var. Driver Quantity/year

X1 Amount of coils produced 4,800,000
X2 Pick up the coils from the winding station (rounds) 480
X3 Number of hydraulic press machine operating (frequency/month) 2

Table 5. Elapsed times and total production costs for the magnetic inductor sub-activities

Activity Sub-activities Used
time
(min)

Capacity cost
rate (MYR/min)

Total cost
(MYR/year)

Winding Wind the wires using CNC
machine

576,000 1.99 1,146,240

Flattening Pick up the coils from
winding station

4,800 0.05 240

Flatten the coils by using
hydraulic press machines

0.44 0.11 0.05
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3 Conclusion and Discussion

Consequently, based on the analysis of utilization, cost of production can be reduced.
By using TDABC, the unused capacities are identified as in Table 6.

From Table 6, sub-activity 3 has the most waste of resources followed by sub-
activity 2 and 1. Among these three sub-activities, it can be concluded that waste is
related to labor costs. Therefore, it is suggested that the workload of each work station
should be revised in order to reduce waste of resources and increase the time efficiency
of the operators.

The results of this study have given the case study company a clear view of their
unused capacity and time efficiency, and also identified processes that contribute to
high waste. Therefore, future action should be taken in order to gain more profit and
having less waste in the production of magnetic inductor.

Acknowledgment. This research is fully supported by RDU190156 and FRGS/1/2018/TK03/
UMP/02/34. The authors are fully acknowledged Universiti Malaysia Pahang for the approved
fund which makes this important research viable and effective.

Table 6. Analysis of capacity utilization in the magnetic inductor production

Activity Sub-activities Practical
capacity
(min/year)
[1]

Used time
(min)
[2]

Unused
capacity
(min)
[3] = [1] −
[2]

Capacity
cost rate
(MYR/min)
[4]

Loss of
manufacturing
costs (MYR)
[3] � [4]

Winding The wires are
winded using
CNC
machine

218,400 576,000 −357,600 1.99 −711,352.02

Flattening Pick up coils
from winding
station

109,200 4,800 104,400 0.11 11,472.53

Flatten the
coils by using
hydraulic
press
machine

327,600 0.44 327,599.56 0.11 36,213.95

Total 655,200 580,800.44 74,399.56 −663,665.54
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Abstract. The adoption of traditional costing system (TCS) in manufacturing
industry has motivated the need for improvements in the accounting system. The
main problem of TCS is the inability to provide useful feedback to understand
and allocate overhead costs and inaccurate to forecast on unused capacity. To
perform this study, Time-driven activity-based costing (TDABC) is well suited
for manufacturing industry, involving many activities with complex time dri-
vers. TDABC is a variation and expansion of activity based costing where by
process costs are analyzed based on time and resource consumption. TDABC
seems to be one of the best tools for understanding cost behavior and for refining
a cost system. This study is to apply TDABC method on electrics and elec-
tronics industry system. This improvement is to maximize the efficiency and
effectiveness throughout the production system, cost and eventually increase the
net income. From this work the information about cost and profitability quickly
get and inexpensively. Several generally accepted methods of cost accounting
have been described, of which TDABC is considered the most sophisticated and
precise.

Keywords: Time-driven activity-based costing � Activity-based costing �
Traditional cost system � Capacity cost rate � Cost analysis

1 Introduction

Electrics and electronics industry has become the leading sector in manufacturing
industry in our country, Malaysia since 2010s. It accounted for 44.6% of the total
investment approved in the industry [1]. In this paper, will be focusing on one of the
electrical components in electric and electronics sector which is inductors. Inductor is a
component in an electric and electronic circuit which possesses inductance. Due to
increasing competition and customer requirement in global, forced many industrial
company firms to continuously modify and optimize their strategic and tactical levels
[2]. Until this date, TCA has been widely used among industrial practitioners but TCA
has been criticized for not facilitating the accurate true cost and very outdated and
unable to forecast [3]. There are studies argues that the primary failing of traditional
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costing systems [4]. After failing in TCA, activity-based costing method (ABC) is
created. ABC model built up as a single-faceted model initially and provides the
accurate cost information which is based on the production process and activities [5].
Abu [10] estimated the cost of remanufactured crankshaft using ABC and Kamil [11]
applied ABC as a method of estimation for the remanufacturing cost of crankshaft. Abu
[12] integrated optimization method with ABC for estimating final cost of product and
Zheng [13] applied the ABC as a method of cost estimation for a palm oil plantation.
TD-ABC further evolved from the ABC [6], and has been stated that many industries
have successfully applied the concept of TDABC as first introduced by Kaplan and
Anderson in 2004. The TDABC approach is mainly based on the time drivers spent on
cost pools; however, TDABC poses some difficulties in calculations of the assigned
costs [7]. One example for the application of TDABC comes from palm oil plantation
area. They applied TDABC because there are no previous researches on this sector and
the organization has accurate costing system and operate smooth process in the
workstation [8]. This paper also gave reasons that TDABC supported operational
improvement, inform reimbursement policy, can capture the cost of care accurately,
able to manage the complexity inherent, more efficient and lastly simple than ABC.

2 Methodology

This research study started by collecting the data from the electrics and electronics
company and the related data on for this work which are detail in production process,
orders, costing and time taken for each detail process. Observations and interview were
made in process of collecting the data from actual workstation. The data were noted
contains of cost of raw materials, labor costs, maintenance cost, consumable cost, as
well as the time taken for each process. The data was collected in October 2018. To
start the study, the production activities (activity centers/sub-activity) have to be
determined. Then, the cost is estimated for all resources used and the calculation of
capacity cost rate. To calculate the production costs, the time equation has to be created
for each activity center. After that, the estimate time for each activity is determined, and
the capacity demand of each activity center also has to be calculated. Finally, the cost
per product unit is derived.

2.1 Production Activities Used (Activity Center/Sub-activities)

TDABC method is going to take the first step with analyze and identify the manu-
facturing activities related in order to understand their problem, scope, and the detail
events that takes place, because all activities vary but have their own purpose. In the
case study, the first step in manufacturing process on inductor component is wind the
drum core with auto epoxy by using winding machine. Then, the drum core has to be
heated and cool it down. After go through many processes, the core has to be inspect
for pass or fail characteristics at co-planarity check station and the final test is the
inductance test before packaging. The full process has been shown in Fig. 1 below.
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2.2 Estimated Total Cost of the Resources Used Cost of All Resources
Supplied

From this research study, the resources have been allocated based on the types of
resource used for each activity. About four main groups have been decided: (1) labor
cost (2) material cost (3) maintenance cost (4) consumable cost. The details of the costs
incurred in each study on sub-activity are as follows (Table 1):

Fig. 1. Production process on one of the line production at the company

Table 1. Labor, material, maintenance and consumable costs within the inductor preparation
activity center (MYR/year)

No. Sub-activities Labor
Cost
(MYR)

Maintenance
cost (MYR)

Material
cost
(MYR)

Consumable
cost (MYR)

Cost of all
resources
applied
(MYR)

1 Insert the core to
the winding
machine

792,000 Nil 16,200 Nil 808,200

2 Put the wire on the
right core for
winding

792,00 Nil 39,235.20 Nil 831,235.20

3 Put the wire at the
left core for
winding

792,00 Nil 39,235.20 Nil 831,235.20

4 Cut the finish wire 792,000 Nil 39,235.20 Nil 831,235.20
5 Hang up the finish

unit at the curing
fixture

792,000 Nil Nil Nil 792,000

6 Bring the curing
fixture into the
curing oven to be
heated

792,000 Nil Nil Nil 792,000

Total 4,752,000 Nil 133,905.60 Nil 5,717,140.80
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2.3 Estimated Acceptable Capacity (Practical Capacity)

The company’s working hours are Monday to Saturday, with 2 shifts. Each shift will
take about 9 h and 35 min which is 8 a.m. to 5.00 p.m and 8 p.m until 5 a.m for 20
days a month.

2.4 Calculation of the Capacity Cost Rates

The capacity cost rate (Ringgit Malaysia per minutes) can be obtained using the fol-
lowing equation (Table 2).

Capacity cost rate ¼ Cost of all resources supplied
Practical capacity

ð1Þ

2.5 Development of Activity Center Time Equation

The time equation is able to fit in all the time needed to undertake all sub-activities in
each activity center within single equation [9] and the mathematical model used to
establish TDABC; time equation is as shown below.

Tt ¼ b0 þ biXi ð2Þ

Table 2. Capacity cost rate of each sub-activity for the inductor component preparation activity
center

No. Sub-Activities Cost of all
resources applied
(MYR/Month)

Practical
capacity
(min/month)

Capacity cost
rate
(MYR/min)

1 Insert the core to the
winding machine

808,200 10,300 78.47

2 Put the wire on the right
core for winding

831,235.20 10,300 80.70

3 Put the wire at the left core
for winding

831,235.20 10,300 80.70

4 Cut the finish wire 831,235.20 10,300 80.70
5 Hang up the finish unit at

the curing fixture
792,000 10,300 76.89

6 Bring the curing fixture
into the curing oven to be
heated

792,000 10,300 76.89

Total 4,885,905.60 61,800 474.35
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Where,

Tt ¼ the time needed to perorm an activity minuteð Þ
b0 ¼ the standard time to perform the basic activity minuteð Þ
bi ¼ the estimated time to perform the incremental activity minuteð Þ
Xi ¼ the quantity of the incremental activity timeð Þ

2.6 Determination of the Estimated Time for Each Activity

A time equation is needed to be developed to calculate the estimated production time.
For example, the average time taken for the first process on this production line,
winding core with auto epoxy is 5 s or 0.0833 min per session. The figure was then
multiplied by the relevant variables or cost-drivers to develop the time equation, as
shown in Table 3. Each variable in the time equation is defined in Table 4.

2.7 Estimated Capacity Required by Each Activity Center

The estimated capacity required by each activity was determined by quantifying the
frequency of the activity per year. By multiplying the amount of a given activity by the
time spent doing it, one could calculate the total time spent on the activity. The
volumes of cost-drivers for the inductors preparation activity center are summarized in
Table 4.

Table 3. Time equations for sub-activities of the inductor components preparation activity center

No. Sub-activities Time equations

1 Insert the core to the winding machine 0.035X1

2 Put the wire on the right core for winding 0.0567X2

3 Put the wire at the left core for winding 0.054X2

4 Cut the finish wire 0.036X2

5 Hang up the finish unit at the curing fixture 0.06X2 + 0.036X3

6 Bring the curing fixture into the curing oven to be heated 0.036X3 + 0.086X4

Table 4. Volume of cost-drivers for the inductors preparation activity center

Var. Driver Quantity/year

X1 Transfer the wound drum core from storage to the winding machine 2,400,000
X2 Number of turns of the machine to wind the lead on the core 31,200,000
X3 Transfer the finish wound drum core to the curing fixture 2,400,000
X4 Full up the curing fixture with the units to be heated 2,400,000
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The actual time spent on this activity center per month was 6904:8 min determined
by substituting the volume of cost-drivers from Table 4 into Eq. 3, as shown below.
The total time for the transfer the wound drum core from storage to the winding
machine can represent by X1 equals to 2,400,000 in 0.035X1 so that 0.035 �
2,400,000 = 84,000 min. When the value multiplied by the capacity cost of 78.47
Ringgit Malaysia per minute, it can be determined the total production cost of this
activity comes out as 6,591,480 Ringgit per year. Based on the same approach, the total
production costs for each of the inductor components preparation sub-activities are
shown in Table 5. This shows that the total production cost for the inductor preparation
activity center is 549,456,876 Ringgit Malaysia.

3 Conclusion

From the Table 6, among these six sub-activities it was found that all the wasted costs
are related to the time. By using TDABC can identify the production cost.

Table 5. Elapsed time and total production costs for the inductor preparation sub-activities.

No. Sub-activities Used
time
(min)

Capacity cost
rate (MYR/min)

Total cost
(MYR/month)

1 Insert the core to the winding
machine

84,000 78.47 6,591,480

2 Put the wire on the right core for
winding

1,769,040 80.70 142,761,528

3 Put the wire at the left core for
winding

1,684,800 80.70 135,963,360

4 Cut the finish wire 1,123,200 80.70 91,045,740
5 Hang up the finish unit at the

curing fixture
1,958,400 76.89 150,581,376

6 Bring the curing fixture into the
curing oven to be heated

292,800 76.89 22,513,392

Total 6,912,240 549,456,876
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Abstract. Small and Medium Enterprises (SMEs) represent a very large per-
centage in the Malaysian economy landscape and has a huge impact on
University Industry Collaborations (UIC). In many developed and developing
countries, UIC have clearly benefited both the industry and university on a large
scale. However, Malaysia faces a different set of challenges to overcome in
establishing intensified UIC. The representation of SMEs must be considered
and amplified in a collaboration between industries and universities to ensure
sustainability in the collaboration and continuous innovative development of
both the industry and university. Herein, this paper explores the prominence of
SMEs within the Malaysian economic landscape. It further examines the dif-
ferences in policy direction and supply chain management for SMEs by
developed economies. Based on that parameters, this paper also discusses the
imprint SMEs has on UIC.

Keywords: SMEs � University � University industry collaboration

1 Introduction

SMEs are prominent in the Malaysian economy landscape. In total there are 920,624
companies and of this a huge 907,065 (98.5%) companies are SME establishments;
only 5.3% are in the manufacturing sector. Although this percentage is very small
comparatively to the services sector (89.2%), foreign direct investments in the manu-
facturing sector supersedes the services sector establishing the SMEs in the manu-
facturing sector significant not only in the economy but also in fostering sustainable
University Industry Collaborations (UIC). For a developing economy like Malaysia,
UIC has to be at a high scale, as it is critical for skills development, developing,
acquiring and adopting knowledge as well as to promote entrepreneurship [1].
Government research policies have strongly emphasized cooperation between univer-
sities and industries as a key public policy in fostering innovation across the country.
Amongst the many policies and initiatives, the 11th Malaysia Plan (2016–2020) gives
preeminent importance on improving collaborations between Government, industries
and universities on industry driven research initiative by outlining prerequisites for
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innovation culture and supportive initiatives. However, despite such progressive
policies and initiatives, sustainability in UIC is an issue faced by both university and
the industry. While other countries have developed initiatives based on their economic
strengths to bridge the gap between industry and university leading to demand driven
innovations, Malaysia continues to struggle to fortify the collaborations between these
entities. Herein, the question arises – what is the economic strength Malaysia possesses
to foster a fortified UIC? While many researched the availability of infrastructure,
human capital to do research, industry willingness and incentives to collaborate as
variables to foster UIC, this paper is interested in exploring the prominence of SMEs
within the Malaysian economic landscape as a variable to create, operate, foster and
sustain university industry collaborations. It further examines the differences in policy
direction and supply chain management by SMEs in developed economies. This paper
also provides discussions on the imprint SMEs has on UIC.

2 SMEs in Malaysia - Landscape and Contribution
to the Economy

In 2011, there was a total of 648,260 companies in the country. Of this, 638,790
(98.5%) were SMEs and 9,470 (1.5%) were large companies. The revision of the SME
classification in 2014 saw an increment of more than 260,000 SME establishments in
2016. Based on the SME Annual Report 2016–2017, SMEs contributed 36.6% to the
GDP and has an average annual growth rate of 6.5% (2011–2016). This growth was
largely contributed by the services sector and it has the largest portion of microen-
terprises. On total exports, SMEs contributed 18.6%, where 9.4% came from services
sector, 8.8% from manufacturing and 0.4% from agriculture. However, the manufac-
turing sector recorded the highest percentage of foreign investments (47%) compared to
the services sector (20%). This shows that the foreign investors prefer the manufac-
turing sector. Hence, to attract more foreign investments, current policies on SMEs
development and improvement on supply chain management should be focused upon
(Fig. 1).

Fig. 1. A snapshot SMEs characteristic in Malaysia for year 2016 (Source: SME Annual Report
2016–2017)
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3 SMEs in Malaysia - Landscape and Contribution
to the Economy

SMEs in developed countries are well established and are a major entity in contributing
to large firms’ sustainability and profitability as well as the export market. Figure 2,
compares basic SME demographics of Japan, South Korea and Germany respectively.
The services sector is the largest sector in these economies, which is similar to the
Malaysian landscape. SMEs in the developed economies contribute on an average of
50% to the GDP and total exports, contrary to the SMEs in the Malaysian economy.
Nonetheless, for Malaysia, this contribution is commendable compared to the contri-
bution by developing economies in the Organization for Economic Co-operation and
Development (OECD) that stands at 33% (Meeting of the OECD Council at Ministerial
Level, 2017). From a policy point of view, while Malaysia draws policies towards
creating a contributive business environment for SMEs and entrepreneurship devel-
opment, Japan on the contrary, draws policies for SMEs to specifically prevent the
concentration of economic power through developing sound SMEs and creating jobs
for the locals. In South Korea, SME policies are designed with an aim to diversify the
economy ownership by concentrating more on small industries as compared to big
conglomerates (known as chaebols). This was a necessary strategy policy to cope with
some of the major economic and social restructuring issues facing the country. In
Germany, SME policy outlines development for key technologies, promoting invest-
ments and utilizing existing skilled labour pool for SMEs. With these policies imple-
mented, developed economies have managed to shape the objectives of SMEs growth
for sustainable development. Moreover, SMEs in developed economies have grown to
support the functions of each other. This is attributed to the good supply chain that has
been established [2]. By meeting the customer requirement, close integration of internal
functions within the firm and external linking with suppliers, customers and other
stakeholders is established. This keeps the SMEs competitive in the global arena and
grow profitability. However, in Malaysia, literature shows that SMEs generally lack of
knowledge and information [3] on many aspects such supply chain, management
practices [4], potential markets and customers, and application of ICT.

Fig. 2. Comparison on SMEs in Japan, South Korea and Germany (Source: SME Agency,
Ministry of Economy, Trade and Industry, Japan 2013, National Statistical Office, Ministry of
Strategy and Finance, South Korea 2013, KfW SME Panel 2003 to 2015)
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4 SMEs and Its’ Imprint on University Industry
Collaboration

At this juncture, thorough understanding about SMEs, how they function in the
economy and what more initiatives and incentives are needed to increase their con-
tribution is pertinent for the Government to make strategic policy decisions. Equally
and essential, Universities need to comprehend the economic landscape as a prereq-
uisite to industry collaboration, considering the influence it has on UIC. SMEs focus
essentially on business - profit, and desire the production and expansion of high-quality
products/services. In contrary to the universities, SMEs prefer very limited knowledge
sharing and respond reactively to market competition. This is because in business,
sharing of knowledge/technology and response rate can directly affect the profit and
market control of the enterprise. Also, SMEs are self-funded and even if they do
provide funding, it is a very small proportion of academic research funds. This con-
tribution is significant because it represents an area of growth and does become a
prerequisite in attracting state and federal funds offered for innovation and local eco-
nomic development [5]. Besides this, SMEs are regularly challenged and at times are at
the mercy of larger companies which impedes their drive towards innovative trans-
formation [6]. Nevertheless, SMEs has had its fair share of great innovations especially
in industrious sectors, but these too is often indebted to larger firms. In addition to this,
SMEs especially the microenterprises have been mushrooming excessively in the last
number of years (2011: 496,458 (74%); 2016: 693,670 (76%)) with a failure rate of
60% after 5 years of establishment [7]. Investing in new technology developed in-
house would require more resources and high risk as SMEs would have to venture into
new markets and withstand well-established competitors. This lack, contributes to the
high rate of bankruptcy within the first five years of operations. With low capital
investments, they lack the ability to take risk or even take advantage on an opportunity
of expansion. Ratification to this common situation within the SME sector would
alternatively be to outsource R&D to universities. The ability to obtain a few new
technologies for products and processes at a much-lowered cost would benefit SMEs
long term.

5 Conclusion

In recent years, many initiatives have been put in place to allow SMEs contribution as
part of the Malaysian economic strength in establishing strong UIC. The development
dimensions of SMEs have particular relevance on the intensification and sustainability
of UIC, hence executing pertinent measures primarily on policy direction and supply
chain network will help develop SMEs further and set the momentum for university
industry collaboration. The main contribution of this paper is that in a university
industry collaboration equal amount of consideration and importance must be given to
understanding of the economic landscape. In the collaboration, strategies and policies
must be aligned towards improving the contributions of both SMEs and universities to
the economic wellbeing.
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Abstract. Construction projects are often completed with large cost overruns,
late schedules, and problems related to quality. The success rate of the current
project in Semen Padang Co. cement plant construction industry is very low.
The purpose of this study is to identify the delay factors that exist by revealing
fundamental problems that affect project completion and determine the most
influential CSF (Critical Success Factors) in improving the performance of
cement plant construction projects from the perspective of the owner, contractor,
and consultant. The research methodology uses Delphi interviews to identify
CSF and the AHP (Analytical Hierarchy Process) method by pairwise com-
parisons to prioritize CSF rankings in the implementation of a cement plant
construction project at Semen Padang Co. The results of the 3 (three) rounds of
Delphi interview, the expert panel identified that the most dominant category of
CSF affecting were project management, procedures, commitments, and
implementation methods. While for factors include procedures and bureaucracy,
plans and schedules used, project monitoring, commitment of all parties,
accuracy of implementation methods, control mechanisms, placement of
workers in accordance with experience, and the implementation of procurement
systems. This was identified as the most important CSF to be taken into account
when considering how to improve the performance of cement plant construction
project. Future research will create a tool to control risk and evaluate the next
cement plant construction projects based on CSF that we obtained in this study.

Keywords: Project management � Critical success factors � Delphi � AHP
approach � Cement plant construction industry

1 Introduction

Large and complex construction projects are more difficult to succeed in developing
countries [15]. Research on the current relevant literature shows that construction
projects are often completed with large cost overruns, late schedules, and quality
problems [13]. Delays in construction projects have a major impact on the financial
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results of the project concerned, therefore it is important to address the causes of the
delay [9]. Some studies directly investigate delays and try to identify the causes and
also ways to avoid those [1].

The study of project success and critical success factors (CSF) is often considered
as one of the important ways to increase the effectiveness of project delivery [2]. The
concept of CSF provides an astute way of identifying certain factors that tend to make
the project successful. Several studies have directly tried to identify critical success
factors in construction project management [5, 8].

The construction project of the cement plant at Semen Padang Co. is often not
completed according to the planned schedule. Settlement of civil construction is a
sequence of mechanical and electrical work that affects the completion of the overall
project time. The purpose of this study is to identify the delay factors that exist in the
cement plant construction industry by revealing fundamental problems that affect
project completion and determine the most influential critical success factor (CSF) in
improving the performance of cement plant construction projects.

2 CSF of Implementation Construction Project: DHP
Methodology

In this study, the researchers used the DHP methodology to evaluate the success of
CSF in implementing the cement plant construction project at Semen Padang Co. DHP
is a combination of the Delphi and AHP techniques. According to Dilworth [4], the
Delphi Method is a systematic tool for obtaining consensus from a group of experts
(panel). The Delphi method is expected to get opinions, consensus or problems
qualitatively.

Ciptomulyo [3], the Delphi Method is used as a group opinion polling whose
participation consists of experts who have competence in their fields. The Delphi
method is considered appropriate for obtaining opinions to formulate an objective
vision with the condition when the expected subjective factors are very important or
when accurate quantitative data is difficult to obtain. The aim is to reduce the negative
effects of interaction groups and to get the most reliable consensus from the opinion of
a group of experts [7]. The characteristic of the Delphi Method is that all participants
are treated as strangers [14]. This aims to reduce the influence of shy or offensive
feeling to other participants who are considered to have a higher influence or position.
The approach can be done by interviewing directly or using electronic mail and then
comparing and analyzing the responses of the experts and then reporting back to the
participants to get a response [6].

AHP (Analytical Hierarchy Process) is a functional hierarchy with the main input
of human perception. This method was developed by Prof. Thomas Lorie Saaty from
Wharton Business School in the early 1970s [11], which was used to search rankings or
priority sequences of various alternatives in solving a problem. AHP describes multi-
factor problems or complex multi criteria into a hierarchy. With hierarchy, a complex
problem can be broken down into groups which are then organized into a hierarchical
form so that the problem will appear more structured and systematic.
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The chosen respondents consisted of experts with a minimum of five years of
experience in the field of construction. Respondents in the study include owner, con-
tractor and consultant. The job levels chosen were starting from the manager and from
various disciplines includes civil, mechanical and electrical.

For the first round, the questionnaires were sent the correspondents’ email
addresses and also through direct interviews. The questionnaire was also designed to
allow additional factor suggestions. If there was any suggestion of additional factor, it
would be printed for the second round. After the respondent returned the first round
questionnaire, the results were analyzed, tabulated and returned to the respondent for
further consideration, along with the questionnaire for the second round. From the first
round of Delphi, the experts identified 20 sources of factors (categories) and identified
the initial factors with 122 dominant factors affecting the implementation of cement
plant construction projects. The first round of responses to the Delphi interview were
tabulated and analyzed using a distribution ranking table to explain the average rank,
top and bottom ranks of the importance of each factor. From the first round of Delphi
evaluation, 20 sources of factors (categories) and 67 factors were produced which later
became the second round of the Delphi questionnaire.

In the second round of questionnaires, each respondent was asked to review the
original response about the rank of critical success factors, and compare them with the
factors from the entire group, before making a final decision. The aim of the second
round was to re-determine and confirm the critical success factors identified by the
experts in the first round. In addition, the second round increased the chances of getting
a deeper perspective on the evaluation process.

The strategy ranking responses from the second round of the Delphi interview were
tabulated, averaged, and used to validate each ranking of importance strategies. The
ranking results above the average in the second round of Delphi were from 20 sources
of factors (categories) sorted into 13 sources of factors (categories), and from the
second round factors, as many as 67 factors were sorted into 46 dominant factors that
affect the implementation of cement plant construction projects. The evaluation results
from 13 categories were combined into 9 categories (sources of factors), and the 46
factors were combined into 35 factors. The results of the second round Delphi eval-
uation were then used for the third round of the Delphi process.

The purpose of the third round was to create consensus or agreement among experts
based on evaluation in the second round. The conclusion of the evaluation of the results
of the third round was that all respondents agreed on the 9 (nine) sources of factors
(categories) and the 35 (thirty five) factors, except for 1 (one) respondent who did not
provide feedback.

From the results of the expert panel consensus on the third round of Delphi, then a
pairwise comparison of the critical success factors was conducted. With pairwise
comparison data, we can get priority and ranking for each category and the dominant
factors influencing the implementation of effective and successful cement plant con-
struction projects. In this AHP process, researchers can obtain the weight of local and
global priorities. Local weight is the priority of an element associated with the previous
and first element calculated. Meanwhile the global weight of each element related to the
goal of successful CSF implementation on construction projects is calculated by
multiplying the local weight of an element by the weight of the previous element.
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The next stage of the AHP approach was to calculate the consistency ratio (CR) to
measure how consistent the assessment was by the expert panel. Because comparisons
were made through personal or subjective judgments, some inconsistency can occur.
The results of the study indicated that the overall consistency of evaluator evaluations
was in an acceptable ratio of 0.10 as suggested by Saaty [12].

After all pairwise comparisons were carried out at each level, and proven to be
consistent, then the next step was to synthesize evaluations from evaluators to rank
each category and factor. The geometric mean approach as suggested by Saaty and
Vargas [10] was by synthesizing the evaluations of each evaluator. The results of the
geometric mean of evaluators were combined into a pairwise comparison matrix.

3 Result and Discussion

Using the DHP methodology, which is a combination of Delphi and AHP techniques,
the expert panel identified CSF which consisted of nine categories (source of factors)
and 35 factors that influenced the implementation of the cement plant construction
project at Semen Padang Co., which was validated through three Delphi method
rounds.

Table 1. Local and global normalized weights of judgments from panel of expert

Category/main
factors

Local
weight

Factors Local
weight

Global
weight

Project
management

22.75% Communication system (project
coordination meeting)

9,04% 2,06%

Control mechanism (project control
system)

24,30% 5,53%

Project monitoring (monitoring during
project implementation)

25,53% 5,81%

Plans and schedules used (time or
duration of work)

27,92% 6,35%

Risk identification and allocation 13,22% 3,01%
Contractor 10.58% Contractor experience in construction

projects
18,35% 1,94%

Technical and professional abilities 24,59% 2,60%
Field management including materials
and equipment

15,48% 1,64%

Supervision of construction projects 8,13% 0,86%
Timeliness of ordering material 6,73% 0,71%
Planning material procurement
schedule

8,42% 0,89%

Good flow of funds (cash flow) 13,92% 1,47%
Speed of information flow and
coordination

4,39% 0,46%

(continued)
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From Table 1, these were identified as the most important CSF to take into account
when considering how to improve the performance of a cement plant construction
project.

Table 1. (continued)

Category/main
factors

Local
weight

Factors Local
weight

Global
weight

Project
manager

6.72% Project manager competency 38,02% 2,56%
Project manager experience 11,37% 0,76%
Expertise in leading project 18,01% 1,21%
The ability of the project manager to
delegate authority

7,98% 0,54%

Accuracy of decisions made by project
managers

14,72% 0,99%

Speed of making decisions from the
project manager

9,90% 0,67%

Specification 7.04% Achievement of specifications 36,60% 2,58%
Complete design and detailed design 63,40% 4,46%

Manpower
(human
resource)

9.27% Worker placement in accordance with
experience in their field

56,82% 5,27%

Use of skilled workers in their fields 43,18% 4,00%
Equipment 6.51% Quality of equipment used 18,99% 1,24%

Compatibility of specifications of
equipment used

50,99% 3,32%

Number of equipment used 30,02% 1,95%
Construction
method

10.65% The accuracy of the method in carrying
out the work

53,03% 5,65%

Physical work environment (natural
disasters, weather, pollution)

14,48% 1,54%

Interface (overlapping) with other units
(civil, mechanical, electrical)

19,25% 2,05%

Access road conditions 13,24% 1,41%
Commitment 13.18% Commitment of all parties to the

project
42,97% 5,66%

Top management support 29,82% 3,93%
The purpose and scope of the project 27,21% 3,59%

Procedure 13.29% System for implementing project
procurement

38,99% 5,18%

Procedure and bureaucratic of the
construction project

61,01% 8,11%

Total category 100% Total Global Weight 100%
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4 Conclusion and Further Research

The conclusion of this study is that the most dominant categories affecting CSF include
project management, procedures, commitments, and implementation methods. While
for factors include procedures and bureaucracy, plans and schedules used, project
monitoring, commitment of all parties, accuracy of implementation methods, control
mechanisms, placement of workers in accordance with experience, and the imple-
mentation of procurement systems.

Finally, the critical success factors in the construction process investigated in this
study forms an empirical study for future research on the critical success factors in the
cement plant construction projects. Further research can be done by making applica-
tions to control risk and evaluate the next cement plant construction project based on
CSF results in this study.
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Abstract. In the complex and dynamic environment today, it is very important
for Electrical & Electronic (E&E) industry to know the better quality and
profitability of magnetic component. The objective of this work is proposing of
Mahalanobis-Taguchi System (MTS) and Time-Driven Activity-Based Costing
(TDABC) on production of E&E industry. In general, MTS is used to evaluates
the parameters in workstation either critical or non-critical parameter while
TDABC requires estimate two key parameters: (1) develop time equation to
determine the estimated time for each activity and (2) calculate capacity cost rate
of each sub-activity. Furthermore, based on collecting the data for a workstation
visual mechanical inspection, MTS can identify the diagnosis parameters while
TDABC can measure the unused capacity in term of resources and time for each
process in a workstation. Eventually, MTS found that Mahalanobis Distance
(MD), 7 and TDABC predicted MYR62659.55.

Keywords: Diagnosis � Mahalanobis-Taguchi System � Time-Driven Activity-
Based Costing

1 Introduction

MTS and TDABC are proposed on production of E&E industry. Due to today’s
competitive market condition, the quality and profitability of component is very
important to stay competitive in the market. The high contribution of diagnosis
parameters at VMI must be focus to avoid many rejected component and profit loss at
E&E industry.

MTS is a method to diagnosis and predict the system performance that use mul-
tivariate data to make a quantitative decision with construction [1]. In multivariate
system, decision making can be analyzed when information provided one or more
variable. The advantages of MTS are to select the important parameters to improve the
quality of product and process [2], easily determined the abnormality of observation,
and considered correlation variables of combine all the variables within Mahalanobis
Distance [3]. Yazid [11] provided a systematic pattern recognition using MTS by
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constructing a scatter diagram while Abu [12] classified crankshafts’ end life into
recovery operations. Kamil [13] developed a distinctive pattern of crankshaft and
identify the critical and non-critical parameter of crankshaft based on the MTS while
Abu [14] identified the critical and non-critical variables during remanufacturing
process. Abu [15] evaluated the criticality of parameters on the end of life crankshaft
and finally estimate the true cost. As mention by Gonzalez [4], there are applications
and percentages of MTS which are manufacturing, automotive, information technology
and others, healthcare, academic and agriculture. TDABC is a costing model that
consider a time that provided the cost of activities with base that consume of time per
activities that shows the differences between the total time needed to carry all activities
that performed in departments [5]. The advantages of TDABC are can be used quickly
and easily, can be applied in budgeting activities and planning capacity, and can be
used with complex processes, systems or organizational structures of different indus-
tries [6]. According to Zaini [7] found that the percentage of TDABC application
belong to 66% of healthcare service, 23% of industrial service, and 11% of library
service. The applications and percentages of TDABC are healthcare (66%), manu-
facturing and academic (14%), retail trade (3%), others (3%), and information tech-
nology (2%) [4].

2 Research Methodology and Results

There are 4 stages for applying MTS which are construction of (1) Mahalanobis Scale
(MS) which determine and define the main characteristics and need to identify the
target by collecting the data, (2) Validation of MS that identify off-target group,
(3) Identify the useful variables to get best criteria, and (4) Prediction of future diag-
nosis which obtain new data sets of useful variables [8]. There are seven steps for
applying TDABC to produce magnetic component which are identify activity and sub-
activity of production, determine all resources cost used including labor, material,
maintenance, and consumable, calculate capacity cost rate by estimation of practical
capacity, develop time equation to calculate production cost, determine time estimation
for each activity, and calculate the capacity required of each activity [9]. The research
methodology and results as follows by collecting data at main workstation of rejected
component which is VMI workstation.

2.1 MTS

MTS is used to diagnosis parameters of VMI workstation at E&E industry. There are
10 parameters of rejected component in VMI which are number of scratches, height of
insulator wire, condition of stripping, number of epoxy at header corner, number of
epoxy spot, condition of marking, distance of winding gap, type of coating damage,
height of excess plastic header, and level of tinning. The data was considered on 24
January on target 5000 pieces/day. The valid percentage belongs 99.89% while the
outliers belong 0.11%. If the outliers over 25%, samples data may need to be ree-
valuated. Figure 1 illustrates MD for off target participants. In this work, 411 off target
participants were identified from 5000 participants. The threshold is
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(0.60117,6.733753). Sample number 202 shows the lowest MD off target while sample
number 1019 shows the highest MD off target.

All the parameters are optimized to screen the critical parameters. Table 1 shows
the optimized parameters which are number of scratches (1), height of insulator wire
(2), condition of stripping (3), number of epoxy spot (4), condition of marking (5),
distance of winding gap (6), type of coating damage (7), and height of excess plastic
header (8).

Table 2 shows the variable and distance contribution (percentage) for diagnosis and
prediction. As an example, sample number 1046 belongs height of insulator drives only
0% with distance of winding gap being key driver, 92%. It means, for this sample,
distance of winding gives high contribution of rejected parameter and the deviation is
below acceptable range of target group.

Fig. 1. Scatter diagram of MD for off target participants

Table 1. Optimization parameters

Impact 1 2 3 4 5 6 7 8

In-control 56 46 75 4 44 66 48
Above 3 standard deviations of target 29 34 11 7 12 4 2
Below 3 standard deviations of target 41
Total 85 80 11 82 16 85 70 50

Table 2. Variable and distance contribution (percent)

No of
samples

Target
Criteria
Value:
Mechanical
yield

Distance ▴ Number
of
scratches

Height of
insulator
wire

Condition
of
stripping

Number
of epoxy
spot on
winding
coil

Condition
of
marking

Distance
of
winding
gap

Type of
coating
damage

Height
of
excess
plastic
header

1046 92 7 1 0 1 2 1 92 3 3

1045 90 7 3 0 1 2 1 92 2 3

200 90 1 29 2 1 1 2 11 56 1

199 92 1 44 3 4 4 2 13 32 3
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2.2 TDABC

There are seven stages to analyze result of TDABC. Generally, TDABC is used to
analyze and identify the manufacturing activities.

Initial stage is identification of production activity with sub-activity started from
winding process until the packaging as shown in Fig. 2.

Secondly, estimated the total cost of the resource supplied. The cost can be allo-
cated directly when the resources is sharing the same activity if not, the cost-driver is
considered to allocate the cost. Table 3 shows the labor costs of five employees at a
cost MYR 66,000. Due to private and confidential, no costing listed for maintenance,
material, and consumable cost.

Thirdly, estimate practical capacity of production. The E&E company’s working
hours are Monday to Saturday, 7.30 a.m. to 5.30 p.m. within 2 shift. An employee
works of eight hours 35 min a day, for 20 days for a month and 240 days for a year.

Fig. 2. Production process of magnetic component at E&E industry

Table 3. Labor, maintenance, material, and consumable cost of VMI

Workstation Sub-activities Labor
cost
(MYR)

Maintenance
cost (MYR)

Material
cost
(MYR)

Consumable
cost (MYR)

Cost of
all
resources
supplied
(MYR)

VMI 1. Inspect the
winding gap by
using gauge

13,200 Nil Nil Nil 13,200

2. Inspect leadout
pitch and length
by using gauge

13,200 Nil Nil Nil 13,200

3. Checking the
unit by using
magnifying glass
based on VMI
requirement

39,600 Nil Nil Nil 39,600

Total 66,000 Nil Nil Nil 66,000
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Deduction for breaks is 45. So, an employee has acceptable practical capacity of
10,300 min each per month and 123,600 min each per year.

Subsequently, this work needs to determine the capacity cost rate for VMI. For sub-
activity 1 is MYR13,200/123,600 min is equal MYR0.11 per minutes. Table 4 shows
the summary of capacity cost rate of VMI sub-activity.

After that, calculate estimated production time and then estimate capacity required
that determined by quantifying the frequency of the activity in a year. Table 5 sum-
marized time equation multiplied by relevant cost driver for VMI.

Table 4. Capacity cost rate of VMI sub-activity to produce magnetic component

Workstation Sub-activities Cost of all
resources
supplied
(MYR/year)

Practical
capacity
(min/year)

Capacity
cost rate
(MYR/min)

VMI 1. Inspect the winding gap
using gauge

13,200 123,600 0.11

2. Inspect the leadout pitch
and length by using gauge

13,200 123,600 0.11

3. Checking the unit by
using magnifying glass
based on VMI requirement

39,600 370,800 0.11

Total 66,000 618,000

Table 5. Time equations and volume of cost driver for VMI workstation

Variable Sub-activities Driver Time
equation

Quantity/year

X1 1. Inspect the winding gap
by using gauge

Number of
boundary jig gauge
(unit/year)

1.44X1 2

X2 2. Inspect the leadout pitch
and length by using gauge

Number of leadout
and pitch jig gauge
(unit/year)

0.57X2 2

X3 3. Checking the unit by
using magnifying glass
based on VMI
requirement

Number of units
pass with VMI
Requirement
(pieces/year)

0.01X3 1200000
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As an example, time equation is developed as shown in Eq. 1 below.

TVMI ¼ 1:44X1 þ 0:57X2 þ 0:01X3 ð1Þ

As an example, the actual time of VMI per year was determined by substituting the
volume of cost-drivers from Table 5. The actual time spent = (1.44x2) + (0.57x2) +
(0.01x1200000) = 12004.02 min. Table 6 refers the production cost of VMI activity
that inspect the component.

Equation 2 is presented the time equation of all the total time spent in the
production.

Tproduction of magnetic component

¼ 1:44X1 þ 0:02X2 þ 0:04X3 þ 1:15X4 þ 0:13X5 þ 0:28X6 þ 0:03X7 þ 0:03X8
þ 0:07X9 þ 0:02X10 þ 0:03X11 þ 0:87X12 þ 0:67X13 þ 0:65X14 þ 5X15 þ 0:99X16
þ 0:08X17 þ 0:84X18 þ 0:84X19 þ 1:05X20 þ 0:02X21 þ 0:04X22 þ 0:02X23þ 1:34X24 þ 1:34X25 þ 1:54X26

(2)

3 Conclusion and Discussion

The sub-activity 3 incurs a lot of waste, MYR35468, followed sub-activity 2 at
MYR13595.87 and sub-activity 1 at MYR13598.68 of waste. Based on analysis,
TDABC can forecast capacity either the cost is increased or decreased for the next year.
Analysis as shown in Table 2 found that MTS can diagnosis and prediction for each
sample number either the parameter is contributed or not for rejected the component.
The bigger value of key driver, the higher contribution to reject the sample number.

Table 6. Elapsed time and total production costs of sub-activities

Workstation Sub-activities Used
time
(min)

Capacity
cost rate
(MYR/min)

Total cost
(MYR/year)

VMI 1. Inspect the winding gap by
using gauge

2.88 0.11 0.32

2. Inspect the leadout pitch and
length by using gauge

1.14 0.11 0.13

3. Checking the unit by using
magnifying glass based on VMI
requirement

12,000 0.11 1320

Total 12004.02 1320.45
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Abstract. In aviation industry, aircraft maintenance is critical in ensuring safe
flight to end customers. This study evaluates the aircraft maintenance services
performance in an Indonesian aircraft manufacturer and services company with
the intention of developing a model for maintenance optimization. The opti-
mization model was build based on Mixed Integer Programming model and
solved using Microsoft Excel’s Solver feature. The model calculates optimum
profit based on two main factors, the amount of aircraft serviced per type and
maintenance resources utilization. Aircraft serviced in this company can be
divided in two type, fixed wing and rotary wing, with each type having its own
aircraft models with their own variations of maintenance service inspections.
Resources utilization are measured by the following factors, manpower, ser-
viceable area (hangar size) and capital. The result shows that the optimum model
able to attain an average of 90% resource utilization with total revenue around
IDR 64 billion (about USD 4.5 million with exchange rate of IDR 14.000 per
dollar).

Keywords: Mixed Integer Programming � Linear Programming � Aircraft
maintenance � Maintenance utility � Profit optimization � Resource utilization �
Indonesia aircraft maintenance services

1 Introduction

Aircraft maintenance service in an Indonesian aircraft manufacturing company has
been under performing since 2015 to 2017. It was indicated by low number of planes
serviced with the average of four planes a year, high operator idle time, and low hangar
utilization. This situation was further aggravated by management unable to plot a clear
target for maintenance service. In order to solve this issue a model that can state
optimum aircraft servicing configuration is required in order to assist management team
to plan maintenance target depending on available resource and profitability.
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2 Literature Review

The basic model used in this research is the Mixed Integer Programming by Dakin [1].
This Mixed Integer Programming basic model can be seen on Eq. (1).

Objective function

Maximize Z ¼
Xn

j¼1
cj
� �

xj
� � ð1Þ

Subject to

Xn

j¼1
aij
� �

xj
� �� bið Þ

for i ¼ 1; 2. . .n; Xj � 0; integer for j ¼ 1; 2. . .m
ð2Þ

3 Mathematical Model Formulation

The next step is the development of these models that relate to the conditions in the
research. Within the scope of this research the notations used in linear programming
modeling are as follows:

3.1 Parameters

Tijk: time in days, for i aircraft type at j aircraft variation and k inspection type
To: additional work in hour
Dm: time in days per month
Ak: accommodation cost per hour additional work
Aij: area dimension, for i aircraft type at j aircraft variation
Pijk: manpower required, for i aircraft type at j aircraft variation and k inspection

type
Mijk: material cost, for i aircraft type at j aircraft variation and k inspection type

(IDR)
PXi: total manpower, for i aircraft type
PXij: total manpower in accordance with i aircraft type and j aircraft variation
Px: amount of manpower more than one personal rosters in accordance with i

aircraft type and j aircraft variation
Ptijk: revenue, for i aircraft type at j aircraft variation and k inspection type (IDR)
Lef: hangar area dimension per day
Rl: average hangar unused per day
TF: total time to be needed in days
GP: manpower cost per month
M: total capital for material (IDR)
N: constant based on personal roster N:1 for two personal rosters, N:2 for three

personal rosters and N:(n-1) for n personal rosters.
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3.2 Decision Variable

Xijk: amount of aircraft based on i aircraft type at j aircraft variation and k inspection
type

Xijk � 0, integer

3.3 Objective Function Formulation

Zmax ¼
Xn

i¼1

Xm

j¼1

Xq

k¼1
Ptijk
� �

Xijk
� ��

Xn

i¼1

Xm

j¼1

Xq

k¼1
Toð Þ GP

8 Dmð Þ þ Akð Þ
� �

Pijk
� �

Tijk
� �

Xijk
� ��þ

�
TFð Þ GP

Dm

� �Xn
i¼1

PXið Þ
! 

ð3Þ

Subject to

Xn

i¼1

Xm

j¼1

Xq

k¼1

Aij

Day
Tijk
� �

Xijk
� �� TFð Þ Lefð � RlÞ

Day
ð4Þ

Xn

i¼1

Xm

j¼1

Xq

k¼1
Pijk
� �

Tijk
� �

Xijk
� �� TFð Þ

Xn

i¼1
PXi

� �
ð5Þ

Xn

i¼1

Xm

j¼1

Xq

k¼1
Pijk
� �

Tijk
� �

Xijk
� �� TFð Þ

Xn

i¼1

Xm

j¼1
PXij

��
ð6Þ

Xn

i¼1

Xm

j¼1

Xq

k¼1
Pijk
� �

Tijk
� �

Xijk
� �� TFð Þ

Xn

i¼1

Xm

j¼1
PXij
� �� N Pxð Þ

��
ð7Þ

Xn

i¼1

Xm

j¼1

Xq

k¼1
Mijk
� �

Xijk
� �� Mð Þ ð8Þ

Xn

i¼1

Xm

j¼1

Xq

k¼1

GP
Dm

� �
Pijk
� �

Tijk
� �

Xijk
� �� TFð Þ GP

Dm

� �Xn

i¼1
PXi ð9Þ

The objective function (3) is the optimization of the total profit, which is the
through value (revenue) minus total manpower cost available and overtime cost if any.
Constraint (4) is indicating sum of aircraft areas per day can be able to maintenance
based on hangar areas minus possible of aircraft area based on manpower and time to
aircraft maintenance per day available. Constraint (5) is indicating manpower used in
aircraft maintenance based on total manpower available and total manpower aircraft
type (fixed wing or rotary wing). Constraint (6) is indicating manpower available based
on personal a roster. Constraint (7) indicating manpower available based on more than
personal a roster. Constraint (8) is indicating material used in aircraft maintenance
based on capital available. Constraint (9) is indicating manpower cost contribution in
aircraft maintenance based on total manpower cost.
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4 Implementation Model

The development of a Mixed Integer Linear Programming (MILP) model in this
research was carried out at the aircraft maintenance center which can maintain 2
(two) types of aircraft. The First is fixed wing aircraft three variations, namely B737-s,
CN235, and NC212. The other is rotary wing aircraft, namely AS332, Bell412 and
BO105 helicopters. Each type has their own service inspection type that can be seen on
Table 2 under inspection type column.

4.1 Manpower Data

In this research aircraft maintenance center has a total 70 manpower. Of the 70-
manpower divided into several groups according to personnel rosters based on the type
and variety of aircraft. Compositions of manpower based on personnel rosters for fixed
and rotary wing service can be seen in Fig. 1.

4.2 Area Data

The effective hangar area in this study was 72 m in length and 48 m in width, so the
total hangar area was 3456 m2. The data labeled in Table 1 is the required service area
for each serviceable aircraft.

Fig. 1. Manpower composition for fixed and rotary wing service

Table 1. Required service area of each aircraft

Aircraft type Length (m) Wide (m) Area (m2)

B737-s 40 25 1000
AS332 20 23 460
Bell 412 18 21 378
CN235 31 23 713
NC212 23 19 437
BO 105 15 14 220
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4.3 Maintenance Data

Maintenance data for each inspection type includes manpower requirement, mainte-
nance duration, labor cost, material cost and the revenue for each type of maintenance
in the USD ($) exchange rate IDR 14,000, - can be seen in Table 2.

4.4 Research Data

These data are then incorporated into the Mixed Integer Linear Programming model
formulation that has been developed and implemented by using Microsoft Excel’s
solver. Assuming all types of aircraft maintenance are available, the results can be seen
in Table 3 with utility rate 25$ and IDR 14000 per USD.

Table 2. Inspection type data

Type insp. type Pers. Req Workdays Lab cost Material cost Revenue

B737-s C1 (1) 12 14 76.363.636 202.300.000 473.200.000
C2 (2) 12 15 81.818.182 202.300.000 532.700.000
C4 (3) 14 14 89.090.909 202.300.000 562.450.000
C6 (4) 20 20 181.818.182 297.500.000 1.172.500.000
C8 (5) 14 14 89.090.909 202.300.000 574.700.000

CN235 1C (1) 14 14 89.090.909 226.100.000 564.900.000
2C (2) 16 19 138.181.818 297.500.000 892.500.000
3C (3) 16 19 138.181.818 892.500.000 997.500.000

NC212 1C (1) 8 7 25.454.545 59.500.000 150.500.000
2C (2) 8 8 29.090.909 61.880.000 168.420.000
3C (3) 10 8 36.363.636 119.000.000 231.000.000
4C (4) 8 8 29.090.909 66.640.000 169.260.000
6C (5) 10 9 40.909.091 368.900.000 310.100.000

AS-332 PI600 (1) 8 6 21.818.182 1.915.900.000 467.600.000
BL-412 PI600 (1) 10 8 36.363.636 214.200.000 247.800.000
BO-105 PI600 (1) 3 5 6.818.182 107.100.000 54.600.000

PI1200 (2) 5 5 11.363.636 107.100.000 81.900.000

Table 3. Optimization result

To = 0, Ad = 0 Aircraft type

Fixed wing Rotary wing
B737-s CN235 NC212 AS332 Bell412 BO105

Aircraft Result 4 13 55 55 26 73
Utilities Manpower 24,24% 62,37% 98,68% 100,00% 78,79% 69,13%

88,40% 99,17%
92,25%

Hangar 99,89%
Capital 63,27%
Manpower cost 92,25%

Profit 64.452.500.000
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5 Conclusions

The main result of this study is an optimized model for an Indonesian aircraft main-
tenance services with utilization averaging over 90%, occurring in exchange rate of
IDR 14,000, with optimal profits of IDR 64,452,500,000 (around USD 45 Million).
This result is achieved with no additional works and overtime because no resources
exceeded 100% utilization. The optimum combination of aircraft maintenance per year
(264 days) is B737-s = 4, CN235 = 13, NC212 = 55, AS332 = 55, Bell412 = 26 and
BO105 = 73 based on aircraft type, variations and types of inspection available. This
model will allow the object company to have a clear target for aircraft service sales and
can also be used as a reference model for other aircraft service company.
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Abstract. The issue of quality and cost of product will be the important aspects
in manufacturing industry. But generally, most organization will separate
between these two but it is good chance to combine between quality and cost
during production process especially for costing improvement. This work pre-
sents the application of the Mahalanobis–Taguchi system (MTS) with Time-
driven activity-based costing (TDABC). Therefore, the aim of this research is to
do the diagnosis process on production line in electric and electronics Company
using MTS and TDABC. Mahalanobis distance (MD), which is well known in
multivariate statistics through MTS which is a data analytic method for diag-
nosis and pattern recognition of multivariate data. From this work can state that,
the higher the MD, the higher the impact of the parameter to the normal con-
dition. TDABC is a method used to calculate the capacity cost rate multiplied by
the time activity, and then MTS is the method to find out the abnormal condition
of the data. By using diagnosis MTS method with ABC and TDABC the
analysis of electronics manufacturing industry performance indicators, it is
possible to produce accurate analysis for managerial decisions.

Keywords: Mahalanobis Taguchi method � Time-driven activity-based
costing � Mahalanobis distance

1 Introduction

As a short brief on the electronic sector, it can be said to be shifted into a higher value-
added products and activities accordingly to the rapid globalization and increasing cost
pressures. Rather than considering the cost, quality has been considered as significant
driver for success for manufacturing sector especially in the era of global competition
[1]. Mahalanobis–Taguchi system (MTS), a kind of supervised technique, uses
Mahalanobis distance (MD) as a multivariate measure for prediction, diagnosis and
pattern recognition in multi-dimensional system without any assumption of statistical,
and attempts to find out the significant features for generalization [2]. Yazid [8] pro-
vided a systematic pattern recognition using MTS by constructing a scatter diagram
while Abu [9] classified crankshafts’ end life into recovery operations. Yazid [10]
developed a distinctive pattern of crankshaft and identify the critical and non-critical
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parameter of crankshaft based on the MTS while Abu [11] identified the critical and
non-critical variables during remanufacturing process. Abu [12] evaluated the criti-
cality of parameters on the end of life crankshaft and finally estimate the true cost.
While Time-driven activity-based costing (TDABC) is a costing model that considers
the time as the only inducer costing. Its purpose is to provide costs of activities with
base in consume of time per activities [3]. According to Zaini [13] found that the
percentage of TDABC application belong to 66% of healthcare service, 23% of
industrial service, and 11% of library service. Therefore, MTS is a method that starts
with collecting considerable observations from the investigated dataset, tailed by
separating of the unhealthy dataset from the healthy [4] and is a useful tool to optimize
the delivery of value-based care [5].

2 Methodology

In this research study, started by collect the data which are process, orders, costing and
time taken for each activity and sub-activity during production process. MTS uses
procedures that there are data analytic and are independent of the distribution of the
characteristics that define the system [6] with good classification results for imbalance
data without resampling and it can be used to measure the abnormality of the data [4].
Generally accepted methods of cost accounting have been described, of which TDABC
is considered the most sophisticated and precise [7] also fast and simple method that
only requires two parameters, an estimation of time required to perform an activity and
the unit cost per time of supplying capacity.

3 Result and Discussion

3.1 Mahalanobis-Taguchi System (MTS)

There are 11 parameters of rejected type in VMI workstation that has to be diagnose by
MTS which are solder ball, wire defect, core misalignment, chip core, wrong P/N
marking OR, solder defect, crack core, insufficient solder, excess epoxy, insufficient
epoxy and epoxy on soldering pad. The data considered on 10 December on target
5000 pieces/day. Then the valid percentage belongs 99.99% while the outliers belong
0.10%. If the outliers over 25% the data samples need to reevaluate. From the Fig. 1,
can be seen demonstration of MD for off target participants. In this work, there are 470
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Fig. 1. Scatter diagram of MD for off target participants
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off target participants were identified from 5000 participants. Then, the threshold is
(0.247722578, 73.4726551). Sample no 24 shows the lowest MD off target while
sample number 104 shows the highest MD off target.

Therefore, all the parameters are being optimized to screen the critical parameters.
Table 1 shows the optimized parameters which are (1), condition of core alignment (2),
condition of soldering defect (3), condition of wire defect and (4), condition of epoxy.

Table 2 illustrates the variables and distances contribution (percentage) from the
diagnosis and prediction process. For example, in the sample below number 104
belongs to condition of epoxy drives only 2% with condition of core alignment being
key driver, 88%. It means that, for this sample, the condition of core alignment gives
high contribution of rejected parameter and the deviation is below acceptable range of
target group.

3.2 TDABC

3.2.1 Production Activities Used in VMI (Activity Center/Sub-activities)
The studies are going to start by ABC and TDABC method by analyze and identify the
manufacturing activities related to understand the detail process and find out each of
rejected type in final VMI station.

3.2.2 Total Cost Estimated of the Resources Used in VMI
From this research, the resources have been determined based on four groups which are
labor cost, maintenance cost, material cost and consumable cost. The detail of the
resources cost of each sub-activity are as follow (Table 3):

Table 1. The parameter with optimization

Impact 1 2 3 4

In-control 47 23 25 65
Above 3 standard deviations of target
Below 3 standard deviations of target 15 201 112
Total 62 224 25 177

Table 2. Variable and Distance contribution (percent)

No. of
sample

Target criteria
value: mechanical
yield

Distance Condition of
core
alignment

Condition of
soldering
defect

Condition
of wire
defect

Condition
of epoxy

104 88 74 88 6 6 2
114 90 74 88 6 6 2
57 88 1 8 48 29 17
65 88 1 8 48 29 17
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3.2.3 Estimated Acceptable Capacity (Practical Capacity)
The company’s working hours are Monday to Saturday, with 2 shifts. Each shift will
take about 9 h and 35 min which is 8a.m. to 5.00 p.m and 8 p.m until 5 a.m for 20 days
a month.

3.2.4 Calculation of the Capacity Cost Rates
The capacity cost rate (Ringgit Malaysia per minutes) can be obtained using the fol-
lowing equation (Table 4).

Capacity cost rate ¼ Cost of all resources supplied
Practical capacity

ð1Þ

Table 3. Labor, material, maintenance and consumable costs on VMI Final test workstation
(MYR/Year)

No. Sub-Activities Labor
Cost
(MYR)

Maintenance
Cost (MYR)

Material
Cost
(MYR)

Consumable
Cost (MYR)

Cost of all
resources
applied
(MYR)

1 Cooling down the
unit after ultrasonic
cleaning process

1,056,000 Nil 16,200 Nil 1,072,200

2 Observe the unit
using magnifying
glass for final test

1,056,000 Nil 16,200 Nil 1,072,200

3 Transfer the unit
into the vacuum tray
for final test

1,056,000 Nil 16,200 Nil 1,072,200

Total 3,168,000 Nil 48,600 Nil 3,216,600

Table 4. Capacity cost rate of each sub-activity for the inductor component preparation activity
center

No. Sub-activities Cost of all resources
applied
(MYR/Month)

Practical
capacity
(min/month)

Capacity cost
rate
(MYR/min)

1 Cooling down the unit
after ultrasonic cleaning
process

1,072,200 10,300 104.1

2 Observe the unit using
magnifying glass for final
test

1,072,200 10,300 104.1

3 Transfer the unit into the
vacuum tray for final test

1,072,200 10,300 104.1

Total 3,216,600 30,900 312.3
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3.2.5 Development of Activity Center Time Equation
TDABC time equation is able to incorporate all the time needed to undertake all sub-
activities in each activity center within single equation [5] and the mathematical model
used to establish TDABC, time equation is as shown below.

Tt ¼ b0 þ biXi ð2Þ

Where,

Tt ¼ the time needed to perorm an activity minuteð Þ
b0 ¼ the standard time to perform the basic activity minuteð Þ
bi ¼ the estimated time to perform the incremental activity minuteð Þ
Xi ¼ the quantity of the incremental activity timeð Þ

3.2.6 Determination of the Estimated Time for Each Activity
A time equation is needed to be developed to calculate the estimated production time.

From Table 5, the time equation for the inductor preparation activity center
developed as shown in Eq. 3.

TInductor preparation activity center ¼ 30X32 þ 3:11X33 þ 1; 17X34 ð3Þ

3.2.7 Estimated Capacity Required by Each Activity Center
The estimated capacity required by each activity was determined by quantifying the
frequency of the activity per year. By multiplying the amount of a given activity by the
time spent doing it, one could calculate the total time spent on the activity. The
volumes of cost-drivers for the inductors preparation activity center are summarized in
Table 6.

Table 5. Time equations for sub-activities of the inductor components preparation activity
center

No. Sub-activities Time equations

1 Cooling down the unit after ultrasonic cleaning process 30X32

2 Observe the unit using magnifying glass for final test 3.11X2

3 Transfer the unit into the vacuum tray for final test 1.17X2

Table 6. Volume of cost-drivers for the inductors preparation activity center.

Var. Driver Quantity/year

X32 Transfer the unit from the ultrasonic cleaning process to VMI 2,400,000
X33 Put the unit under the magnifying glass to check the condition of

units
2,400,000

X34 Transfer the unit to final test using vacuum tray 2,400,000
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The actual time spent on this activity center per month was 82,272,000 min
determined by substituting the volume of cost-drivers from Table 6 into Eq. 3. The
total time for the transfer the unit from the ultrasonic cleaning process to VMI process
represent by X1 equals to 2,400,000 in 30X32, so that 30 �
2,400,000 = 72,000,000 min.

By having the analysis of the production cost using TDABC, this work able to
identify the unused capacity, which results in waste costs as summarized in Table 7.
But the value showed negative (−) sign for each sub-activity with meaning that there
are no unused capacity occur during this time by using TDABC then, there are no loss
on manufacturing costs.

4 Conclusion

In conclusion, the research study on MTS is it can diagnose the database with
numerical evidence while TDABC can interpret the costing matter with unused
capacity value.
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Table 7. Analysis of capacity utilization in inductor preparation activity center

No. Subs-activities Practical
capacity
(min/month)

Used time
(min)

Un-used
capacity
(min)

Capacity
cost rate
(MYR/min)

Loss of
manufacturing
costs (MYR)

1 Cooling down
the unit after
ultrasonic
cleaning
process

10,300 72,000,000 −71,989,700 104.1 −7,494,127,770

2 Observe the
unit using
magnifying
glass for final
test

10,300 7,464,000 −7,453,700 104.1 −775,930,170

3 Transfer the
unit into the
vacuum tray for
final test

10,300 2,808,000 −2,797,700 104.1 −291,240,570

Total 61,800 −82,251,400 −8,561,298,510
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Abstract. Quality cost is not only the cost that manufacturing have to pay for
poor quality, but also includes cost that has to be paid by the customers. In
manufacturing, customers have a high quality product requirement. In producing
high quality products, the manufacturer must improve the production process
continuosly. Taguchi’s loss function is a common model to quantify the quality
loss. Taguchi’s loss function can be applied to nominal the best, smaller the
better, and larger the better quality characteristic. In this study, we developed an
optimization model to determine the optimal process parameters by taking into
consideration of the imperfection of quality inspection. The imperfect quality
inspection involves two kind of errors, namely Type I and Type II errors.
Inspectors may make an error in categorizing non-defective items as defectives
and some defective items as non-defectives. The inspection errors will increase
the quality cost as one components of total cost considered in this study. From
the numerical example, the calculation results are the expected cost for 100%
inspection is $ 3.1395, and the expected cost for proposed model is $ 3.0898
with the optimal process mean for the proposed model is µn = 15.411 mm, the
optimal standard deviation is rn = 0.20076 mm and the optimal multiplier of
standard deviation is r = 3.996.

Keywords: Quality cost � Taguchi’s loss function � Imperfect quality
inspection � Inspection cost

1 Introduction

The development of knowledge, and technology among companies is has made
competition getting tighter. The company is required to produce high-quality with low-
cost products. Five manufacturing competitive priorities - quality, flexibility, cost,
delivery and innovation [1]. It becomes a challenge for companies to produce products
with the higher quality, lower selling price as other competitors butat the same time can
minimize the manufacturing cost. Quality cost has to be reduced by the companies
mean that they have to give more attention to their quality problems. Hence, quality
improvement must be carried out continuously to reduce the quality costs.
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Quality improvement is the reduction of variability in processes and products [2].
Quality costs or cost of quality is a means to quantify the total cost of quality-related
efforts and deficiencies [3]. Quality costs are often a direct result of the hidden factory
that is, the portion of the business that deals with waste, scrap, rework, work-in-process
inventories, delays, and other business inefficiencies [2]. Many manufacturing and
service organizations use four categories of quality costs: prevention costs, appraisal
costs, internal failure costs, and external failure costs [2]. In 1987, Kapur [4] pointed
out that the present process can be improved, then a short term approach to decrease
variance of the items shipped to the customer is to put spesification limits on the
process and truncate the distribution by inspection.In their research, [4] applied the
Taguchi’s quadratic quality lossfunction for designing the economic specification limits
of the qualitycharacteristic with normal distribution. Taguchi’s idea is to replace the
concept of “Quality” by its complement “Quality Loss”. This means that parts of
acceptable quality inherent the lowest quality loss, particularly zero. On the other hand,
the engineering experience shows that quality degrades, with some exceptions, con-
tinuously [5]. Taguchi’s main objectives are to improve process and product design
through the identificationof controllable factors and their settings, which minimize the
variation of a product around atarget response [6].

Reference [7] developed a model based on the research of [4] by determining the
optimal value of spesification limits and the adjusment process parameters. The Model
of [7] aims to determine the total quality loss by adjusment of product’s process
parameter i.e. mean, standard deviation, and the spesification limits. The model
involved quality inspection activities but the inspection is assumed to be perfect.
Inreality, the inspection carried out by an inspector must have inspection errors. The
inspector may make an error in an his inspection which has two types of error, namely
Type I and type II errors [8]. In this research, we extend the research of Kao [7] by
incorporating imperfect inspection to determine the optimal value of certain quality
characteristic process parameters with the objective function to minimize total quality
cost.

2 Assumption and Notation

This paper has the following three assumptions, there are:initial process mean and
standar deviation are known, product quality characteristic are normally distributed and
scrap cost, adjusted mean cost, adjusted standard deviation cost, cost of falsely
accepting a defective products and cost of falsely rejecting a non-defective products are
known

The following notations are used in this paper:

c: percentage of defective items
ce: percentage of defective items observed by the inspector
m1: random variable representing Type I error
m2:random variable representing Type II error
Ca: cost of falsely accepting a defective products (Type I)
Cr: cost of falsely rejecting a non-defective products (Type II)
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ICa: cost of falsely accepting a defective products
ICr: cost of falsely rejecting a non-defective products
MC: adjusting mean cost per unit
DC: adjusting standard deviation per unit
SC: scrap cost per unit
k: loss cost per unit
y0: target value
r1: initial standard deviation
r2: minimum standard deviation under the ideal production
rn: optimal standard deviation
ln: optimalmean process
rt;n: standard deviation of truncated normal distribution
lt;n: mean of truncated normal distribution
qn: probabilities that a random variable falls inside the specification limits
u: y0 � lnð Þ=rn þw
v: y0 � lnð Þ=rn � w
r: multiplier of standard deviation
/ :ð Þ: PDF of the standard normal distribution
U :ð Þ: CDF of the standard normal distribution
yn: random variable of normal distribution.

3 Model Development

3.1 The Basic Model

Basic Total Expected Cost
Reference [7] proposed a quality loss model using Taguchi loss function and process
capability indices for normal distribution. Kao’s model aimed to determine the optimal
adjusted process mean, adjusted standard deviation and specification limits. The
components of total cost includes inspection cost (cost false of rejection and cost false
of acceptance), scrap cost, and adjusted process cost. They assumed that quality
characteristic Y follows the normal distribution with known mean and variance.
According to [7], the total expected cost (TC) can be expressed as Eq. (1).

TCn ¼ Ln þ 1� qnð ÞSCþ ICþ e
1� 1�ln

y0

��� ���� �
MCþ e

r1�rn
r1�r2

� �
� 1

 !
DC ð1Þ

The expected quality loss for nominal-the-best type quality characteristic is pre-
sented as

Ln ¼ E L Yt;n
� �� � ¼ k lt;n � y0

� �2 þ r2t;n; LSL� yn �USL ð2Þ
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Where

lt;n ¼ ln þ
rn
qn

/ vð Þ � / uð Þð Þ½ � ð3Þ

r2t;n ¼ r2n 1þ 1
qn

v/ vð Þ � u/ uð Þð Þ � 1
q2n

/ vð Þ � / uð Þð Þ2
	 


ð4Þ

qn ¼ U uð Þ � U vð Þ ð5Þ

LSL ¼ y0 � rrn ð6Þ

USL ¼ y0 þ rrn ð7Þ

Imperfect Inspection Cost
Errors in the inspection process will result in additional costs that must be incurred by
the manufacturer. According to Khan [8], there are two types of costs arising from
inspection errors, namely cost of false rejection (Cr) and cost of false acceptance (Ca).
The cost of false rejection occurs when the inspectors make a type I error, which is they
classify the non-defective product as a defective one. While the cost of false acceptance
occurs when the inspectors make a type II error, which is they classify a defective
product as a non-defective one. The fraction of defective units as perceived by the
inspectors would be:

ce ¼ 1� cð Þ � m1 þ c � 1� m2ð Þ ð8Þ

Where

c ¼ 1�
Z y0 þ rrn

y0�rrn

1ffiffiffiffiffiffi
2p

p
r
e
�1
2

yn�lð Þ2
r2 dyn ð9Þ

The total cost of false rejection (Cr) and cost of false acceptance (Ca) are shown in
Eqs. (10) and (11) respectively.

ICr ¼ cr 1� cð Þm1

1� ce
ð10Þ

ICa ¼ ca:c:m2

1� ce
ð11Þ

3.2 Proposed Model

The total expected quality loss per item in this research is expressed in Eq. (12)
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TC ¼ Ln þ 1� qnð ÞSCþ ICaþ ICrþ e
1� 1�ln

y0

��� ���� �
MCþ e

r1�rn
r1�r2

� �
� 1

 !
DC ð12Þ

This proposed model is combined model [7] and [8] that is calculate the minimum
totally expected loss model considering imperfect inspection for normal distribution

4 Numerical Example

In this research, we use backrest thread component as the case study of numerical
example. The product is one of components of hospital bed of the Supramax 73004 type
produced by MAK (Mega AndalanKalasan), there is backrest thread 180 mm. The
process used in the backrest thread are cutting and turning. The backrest thread 180 mm
divided into 2, namely minor diameter and major diameter. In this study, we will use
only the minor diameter data. We collected 40 data to estimate the initial mean and
standard deviation. Table 1 lists sample of minor diameter of backrest thread 180 mm.

Backrest thread has a major diameter of 18.70 mm, minor diameter of 15.40 mm
with 180 mm length. From the table, the initial mean l1 ¼ 15:59625 mm and the initial
standard deviation r1 ¼ 0:20076 mm. The process mean does not meet the target
because the value of process mean is larger than the target (y0 = 15.40 mm).

For 100% inspection, Let k = 8, IC = 0.1, SC = 2, MC = 1, DC = 1 and the ideal
standard deviation (r2) is 0.05 mm. By Kao (2010) model, the optimal process mean is
µn = 15.411 mm, the optimal standar deviation is rn = 0.20076 mm and the optimal
multiplier of standard deviation is r = 3.996. The total expected cost is TC = $ 3.1395,
and specification limits LSL = 14.5977 mm and USL = 16.2023 mm.

For the proposed model in this research, let k = 8, ICa = 0.5, ICr = 0.2, SC = 2,
MC = 1, DC = 1, m1 = m2 = 0.2, r = 3 and the ideal standard deviation (r2) is
0.05 mm. The optimal process mean for the proposed model is µn = 15.411 mm, the
optimal stand- ard deviation is rn = 0.20076 mm and the optimal multiplier of standard
deviation is r = 3.996. Hence, we get the total expected cost of TC = $ 3.0898 with the
specification limits of LSL = 14.5977 mm and USL = 16.2023 mm. The initial value
of the standard deviation is optimal, so there is no adjusment for standard deviation
parameter process (rn).

From the results above, the proposed model has a lower total expected cost than the
previous model. Total expected cost that considering imperfect inspection results is

Table 1. Minor diameter of backrest thread data (mm)

15.3 15.45 15.55 15.7 15.4 15.5 15.6 15.9

15.4 15.45 15.55 15.75 15.4 15.5 15.6 15.9
15.4 15.45 15.6 15.8 15.45 15.4 15.6 16
15.4 15.45 15.6 15.8 15.45 15.5 15.65 16.1
15.4 15.5 15.6 15.85 15.45 15.55 15.7 16.1
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lower than considering perfect inspection. This is due to perfect inspections carried out
on all products so that inspection costs are high. But it is quite realistic to account for
Type I and Type II errors committed by inspectors in this process. So there will be an
additional costs for Type I errors, and for Type II errors it is possible returned products
from the market. With lower total expected cost, the proposed model gives benefit for
both manufacturer and buyer in the form of cost and quality of the product.

5 Conclusion

In manufacturing, the buyer has a high quality product requirement. High quality
means the manufacturer must spend a lot of funds. The base model [7] have presented a
totally expected quality loss model using Taguchi’s loss function for normal distri-
bution. Reference [8] describe that inspection cost divided into two costs, such as cost
of false rejection occurs when the inspector makes a type I error, and the cost of false
acceptance occurs when the inspector makes a type II error. This study proposed
modified totally expected loss model considering imperfect inspection for normal
distribution. In [7] model’s, involved quality inspection activities but the inspection is
assumed to be perfect. In this study, inspection which has two types error. From the
calculation results, the expected cost for 100% inspection is $ 3.1395, and the expected
cost for proposed model is $ 3.0898. Model that considering imperfect inspection has a
lower expected cost than 100% inspection. With lower total expected cost, the pro-
posed model gives benefit for both manufacturer and buyer in the form of cost and
quality of the product.
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Abstract. In the production line, productivity is the key towards maximum
efficiency. Time study is the technique of establishing an allowed time standard
to perform a given task based on the prescribed method. This study employs the
use of a time study to measure the time taken to conduct six processes in the
production of concrete poles in order to identify the bottleneck in each process.
This determines the best way to execute repetitive tasks and to measure the time
spent by an average worker to complete a given task in the workplace. The
identification of bottleneck allows for the proposal of improvements that resolve
the disruptions in the production line. The data needed for this study was
obtained from a concrete poles manufacturing company in Nilai, Negeri Sem-
bilan. The findings show that the implementation of time study contributes
positively towards identifying bottleneck and achieving productivity.

Keywords: Productivity � Time study � Bottleneck

1 Introduction

Time study phase is defined as a procedure to determine the amount of time required,
under certain standard conditions of measurement, for tasks involving human and
machines activity [1]. Many manufacturing companies utilize the Time Study tech-
nique as one of the productivity improvement techniques. This technique is a scientific
analysis method that is designed to measure the time spent by an average worker to
complete a given task and determine the best way to execute the repetitive task [1].

In the manufacturing operation, bottleneck refers to a specific segment in the
production process that continuously disrupts and slows down the speed of production.
This includes issues such as long queues, long waiting times, poor performance, and
the overall inefficiency of the production [2]. The identification of the bottleneck is
important as it informs about the disruptions in the flow of production and highlights
the specific area where accumulations occur. Such information serves as a vital
importance to the effort of improving the efficiency and productivity of the production
line. As disruptions and inefficacy in production may lead to a significant financial loss,
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the entire production process should be monitored as an effort for early identification of
bottleneck and to reduce its impact to the minimum.

This case study involves a concrete pole manufacturing company located in Nilai,
Negeri Sembilan. The main product of this company is Pre-Stress Concrete Poles.
Regardless of its size, these concrete poles are manufactured according to a stan-
dardised procedure in order to maintain its quality. This is aligned with the company’s
mission of providing concrete based products of good quality to its customers.

2 Methodology

The required data for this time motion study includes man power, the sequence and
motion of the processes, processing time for each process, and the machine involved.
The study began by identifying the processes involved in the production of the concrete
poles. This was achieved through semi-structured interviews with the general manager,
head of quality assurance, and the operators as well as production floor observation.
The observed time of each process was recorded by using a stopwatch. Five obser-
vation were taken to compute the average observed time and to calculate the standard
time of the processes.

2.1 Flow Chart of the Concrete Pole Manufacturing Process

Figure 1 shows the manufacturing process of concrete poles at the company. From the
interview, the demand for concrete poles ranges between 1000 to 3000 poles per
month. Prior to delivery, the poles are inspected for quality assurance in order for it to
satisfy customers’ expectation. Although these concrete poles range between three
different sizes of 10 m, 9 m, and 7.5 m, each pole is manufactured using similar
process. This study focuses on production process of the 7.5 m concrete poles.

Water,Cement,
Aggregates, 
Plasticizer

Mixing Concrete 
Placing

Prestress 
Tensioning

Compaction 
Spinning

Steam Curing 

Demoulding 
Mould

Mould 
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Steam Curing 

Cage 
Assembling 

Cutting and 
Head Forming

Deformed 
Prestressing Bar 

Concrete Poles InspectionJoints and 
Tips

Fig. 1. Concrete poles manufacturing process.
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2.2 The Process Flow by Section

In order to study the time and motion of this production, the overall processes were
divided by sections.

Figure 2 shows the breakdown of the concrete poles manufacturing process by
section. The process begins with the wire section which is part of the moulding section.
The mould is then transferred to the Concrete Section for it to be filled with concrete
before being sent for the curing process in the Boiler Section. Once cured, the concrete
poles will be transferred to Demoulding 1 and Demoulding 2 for inspection.

2.3 The Number of Operators by Sections

As shown in Fig. 2, the manufacturing process of concrete poles comprises six sections
namely the Moulding Section, Wire Section, Concrete Section, Boiler Section,
Demoulding 1 Section, and Demoulding 2 Section. A total of 51 operators were
involved to operate these sections with the inclusion of 5 crane operators. All operators
are trained and qualified to perform the required duties. Table 1 shows the dispersion of
operators that work in every section.

Start Moulding 
Section

Concrete 
Section

Boiler  
Section

Demoulding 
1  Section

Demoulding 
2  Section

End
Wire Section

Fig. 2. Manufacturing process of concrete poles by section.

Table 1. The number of operator and the total standard time by sections

Section no. Section name No. of operators Total standard time (s)

1 Moulding section 11 380
2 Wire section 7 480
3 Concrete section 8 535
4 Boiler section 1 18030
5 Demoulding 1 section 12 282
6 Demoulding 2 section 7 103
Crane Crane operator 5 –
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2.4 The Average Observed Time, Normal Time and Standard Time

A stopwatch timer was used to record the processing time taken by the operators to
complete a specific process. The stopwatch is chosen as the measuring equipment of
this study due to its convenience and accuracy in measuring time [3]. The element of
time can be entered directly into the time study sheet based on the recorded data. The
data were recorded in a real-time observation at the production floor. The time taken
were recorded while observing how the task was done by the operators. The data of five
observations were taken to find the average observe time. The process in each section
was also video recorded in order to validate the time taken using the stopwatch as well
as for further observation after the real-time observation had been done. The average
observed time is not the actual time taken for the operator to complete the task [4].
Standard time is defined as time taken for an average skilled operator to complete the
task using the prescribed method by working at a normal pace. Equation (1) is used to
determine the standard time.

Standard Time ¼ Normal Time � 100
100� Allowance in%

� �
ð1Þ

To determine the normal time for computing the standard time, refer Eq. (2). The
performance rating factor is rated by the head of the quality assurance in the company
during the observation. The allowance is calculated based on the allowances that are
recommended by International Labor Organization (ILO). The observation and evu-
lation of the allowance were done by the guidance of the head of quality assurance.
Table 1 shows the total standard time for each section.

Normal Time ¼ Observe Time � Rating in%
100

ð2Þ

3 Result and Discussion

3.1 Identification of Bottleneck

The identification of bottleneck in the concrete poles manufacturing is conducted by
looking at the process that takes the longest processing time in each section while
omitting the long processing time that is caused by machine requirement. Table 2
shows the bottleneck process for each section.

The data shows that the longest processing time in concrete poles manufacturing is
the process of wet steam cooling. However, such long processing time is a standardised
requirement that needs to be followed by the company in order to sustain the integrity
and durability of the poles. Thus, this study focuses on the second longest processing
time which is the wire section in order to identify the bottleneck in the process.
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Table 2. The bottleneck process for each section.

Section Bottleneck
process

Process description Standard
time (s)

Moulding
section

Wire
tensioning

The wire were stretched and Ring Set were
inserted

90

Wire Straightening
wire

The wire were straightened and cut 99

Concrete Concrete
injection
process

The injection process of concrete based on the size
of the mould which had been set up

45

Boiler Wet steam
(cooling)

The Inlet Valve were closed and The Curing Pit
cover opened for cooling process

900

Demoulding 1 Impact
wrench

The position of mould were set and the pole were
pushed out

58

Demoulding 2 Pulling pole The pole were pull out from the mould and were
moved to the conveyor

46

Table 3. Wire section processing time

Section Process
name

Machine
involved

ProcessDescription No of
operator

StandardTime
(s)

Wire Bottom
caging

Wire caging Caging process 2 90
Spiral wire were cut and were
put on the Trolley

1 15

Straighten
wire

Wire
straightening

The wire were straightenand
cut. Wire were tied and cut
according to the measurement

2 99

Rivet head Upsetter Rivet head were done on the
side of P.C wire

1 35

Rivet head process 1 24
Pre assembly and plastic spacer
were attached and were tied
into the mould in the right
position

1 70

Top cage Wire caging Spiral wire were straightened
and cut according to the
measurement

1 29

Spiral wire were inserted and
were attached to the Hook

1 30

Caging process and the cage
were cut according to the
measurement

1 88
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3.2 Bottleneck Process in Wire Section

Table 3 contains the information on the process details, the machine involved, number
of operator, and the processing time of each process in the wire section. The process of
straightening the wires is identified as the bottleneck for the wire section. In such
process the wires will be straightened, measured, and cut according to prefix mea-
surements and standard. Two operators were assigned to operate the machine that
straightens and cuts the wires and transfer the wires to the transverser. It was observed
that the operators required a lot of time to transfer the wires manually.

4 Conclusion

The present case study investigates on the bottleneck that disrupts the production of
concrete poles by a company in Nilai, Negeri Sembilan. This is achieved through the
use of time study in order to determine the production process with the longest pro-
cessing time. The finding indicates that the process of straightening the wires is time
consuming as the operators have to transfer and move the wires manually. Such bot-
tleneck can be minimized by re-evaluating the amount of manpower and machines
required to complete the task.
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Abstract. Various countries prepare to face a new industrial revolution, known
as Industry 4.0 by making Industry 4.0 initiative strategy. Indonesia as one of
the developing countries, pursue a strategy named ‘Making Indonesia 4.0’.
Industry 4.0 Readiness assessment is the next stage to carry out the require-
ments, technology, and resources needed to implement the strategy. This study
aims to identify some factors used in assessing the readiness of Making
Indonesia 4.0. The results of this study indicated that there were nine dimensions
of Industry 4.0 readiness such as smart factory; smart products; employee;
digitization and value chain integration; strategy and organization; compliance,
security, legal and tax; leadership; culture; and business model. This paper
evaluates the chemical industrial sector. It was shown that this sector was at
level 2 out of 4 levels of the Industry 4.0 Readiness.

Keywords: Industry 4.0 � Making Indonesia 4.0 � Readiness � Assessment �
Industrial sectors

1 Introduction

The world has introduced a new industrial revolution phase, known as Industry 4.0.
Various countries prepare to face the fourth industrial revolution challenge by making
Industry 4.0 strategy for example ‘Industrie 4.0’ (Germany), “Made in China 2025”
(China) [1], “Advanced Manufacturing Partnership 2.0” (USA) and Manufacturing
Innovation 3.0 (South Korea) [2]. On April 2018, Indonesia pursued a strategy named
‘Making Indonesia 4.0’.

Making Indonesia 4.0 places five priority industrial sectors to implement Industry
4.0 strategies, such as food and beverage; textile and apparel; automotive; electronic;
and chemical. The chemical sector particularly contributes significantly to economic
growth and play an important role as a producer of the raw materials for other industrial
production needs. In 2017, this sector gave 10,05% of national GDP and expectantly
establish a position as a leading bio speciality chemical hub in the next 15 years.

According to Schumacher et al. [3], one of the problems appear when imple-
menting Industry 4.0 strategy is the failure of the company to assess their own
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capabilities in Industry 4.0 which detains from taking any coordinated measures. In
solving this problem, maturity models and assessment of Industry 4.0 maturity become
decidedly important, since a lot of companies struggle to initialize Industry 4.0
transformation [4].

The purpose of this paper is to develop the Industry 4.0 readiness model to assess
manufacturing companies’ state of development in relation to the Industry 4.0 vision.

2 Theoretical Framework

There are two terms used in explaining the readiness of Industry 4.0 strategy, ‘readi-
ness’ and ‘maturity’. According to Carolis et al. [5], the term ‘readiness’ is defined as
the capability of a manufacturing company to organize the concepts, and the term
‘maturity’ is defined as the capability of a manufacturing company to employ concepts
or its technology. For that reason, the terms ‘readiness’ and ‘maturity’ are relative and
related. Similarly, Tetlay and John [6] stated that Maturity as a part of Readiness.
“Maturity” is encapsulated within the concept of “readiness”. In conclusion, discussing
readiness will mention maturity and vice versa; they are not mutually exclusive. This
paper uses the term ‘readiness’ to describe the Industry 4.0 strategy readiness
implementation.

According to Rajnai and Kocsis work [7], the maturity model framework consists
of four domains: technology, culture, organization, and insight. Whilst, most of the
recent studies were limited in two domains; technology and organization [4]. In order
to reach more comprehensive results, this study extended the current models and tools
through its focus on the four domains.

3 Research Methodology

3.1 The Development of Industry 4.0 Readiness Model

This study used the methodology framework of De Bruin et al. in the development of
Industry 4.0 Readiness Model. It was stated that the proposed standard framework
forms to guide the improvement of an existing model through several phases to enable
the evolution of the model within a given domain [8].

3.2 Proposed Industry 4.0 Readiness Model

Through an extensive literature review about Industry 4.0 Maturity and Readiness
Model, there are some extension domain components were identified for the devel-
opment of Industry 4.0 Readiness model based on Rajnai and Kocsis’ [7] maturity
model framework. The resultant list validated through interviews and case studies in
organizations. Table 1 provides an overview of the results achieved related to Industry
4.0 Readiness model development.
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This proposed model used a survey that integrated quantitative measurement which
enabled the collection of results. It also empowered consistent statistical analysis and
improved the comparability of results. The survey used Likert scales that improved the
reliability and consistency of response and allowed results to be easily mapped to
maturity stages. Each maturity item was graded with related survey questions by 0–4
points. After all, calculated points of maturity items were grouped under several
dimensions to identify maturity levels individually and overall. Equations (1), (2), and
(3) were applied to calculate maturity levels [4] (Table 2).

M: Maturity
D: Dimension
I: Maturity Item
Q: Question Number
O: Overall
n: Number of respondents
m: Number of maturity item

MDIi ¼
Pn

j¼1 QIij

n
ð1Þ

Table 1. Proposed Industry 4.0 readiness dimension and maturity item

Dimension Exemplary maturity item

Smart factory [9] Automation; Utilization Machine & Operation system
integration (M2 M); Utilization of mobile devices; Self-
optimizing processes;…

Smart products [9] Product customization; Digital feature of products; ICT add on
functionalities; The possibility to integrate products into other
systems;…

Employees [9] The openness of employees to new technology; Autonomy of
employees); ICT competence of employees;…

Digitization and value chain
integration [10]

Integrate IS vertically and horizontally; Standardize data
interfaces; Implemented data governance; Automated data
analysis;…

Strategy and organization [3] Utilization of an Industry 4.0 roadmap, Availability of resource
for Industry 4.0, Communication of Industry 4.0 activities, …

Compliance, security, legal &
tax [10]

Government regulations for Industry 4.0; Suitability of
technological standards; Protection of intellectual property;
Tax & Policies;…

Culture [3] Recognize the value of mistakes, Knowledge sharing, Open
innovation and cross-company collaboration, …

Leadership [3] The willingness of leaders, Management competence and
methods, Existence of central coordination for Industry 4.0, …

Business model [11] As ‘a service’ business model, Real-time tracking of a product,
Real-time and automated scheduling of maintenance activities,
…
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MD ¼
Pm

i¼1 MDIi

m
ð2Þ

Mo ¼ min M1;M2;M3; . . .M9ð Þ ð3Þ

4 Case Study in Making Indonesia 4.0 Chemical Industrial
Priority Sector

The study was conducted in three pioneer companies listed in chemical industry
sectors of Making Indonesia 4.0 roadmap. The companies already engaged in Industry
4.0 and had basic knowledge and understanding of Industry 4.0 basic concepts.

4.1 Validity and Reliability

The survey questions were validated by referencing existing literature and by seeking
assessment within a selected group of expert and practitioners in Indonesia’s priority
sectors of industry. Respondents were asked to comment on survey structure, ease of
survey completion, and perceived completeness of the questions.

The reliability is exhibited by the value of Cronbach’s Alpha [12]. The result of the
reliability test addressed in this model is reflected in Table 3. It showed that three of the
dimensions were not reliable to assess the Industry 4.0 readiness. Thus, these dimen-
sions were not used further in the analysis of Industry 4.0 readiness case study.

4.2 Result and Discussion

The result of scores corresponding to the answers given to the questions related to
dimensions were calculated according to Eq. (1), (2), (3). Based on Eq. (3), the overall
maturity level of a company is determined by the minimum maturity level of dimen-
sions. The minimum maturity level score (Table 4) is 1.96 which is calculated for
Smart Products dimension. Therefore, the chemical industry priority sector in Making
Indonesia 4.0 strategic plan in this case study was at “Level 2: Learner” regarding
Industry 4.0 readiness model. Summary of overall maturity scores is given in Table 4.
Figure 1a visualized the general result of the maturity level at-a-glance.

Table 2. Limit values to determine the maturity level

Maturity level Low High

Level 0: novice 0.00 0.90
Level 1: beginner 0.90 1.80
Level 2: learner 1.80 2.70
Level 3: intermediate 2.70 3.60
Level 4: expert 3.60 5.00
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To get a better understanding of the model, the highest maturity score in the
dimension of Strategy & Organization (2,73) is presented in Fig. 1b.

It can be seen that the three companies in the chemical industry sector have
achieved level 3 of readiness in the utilization of Industry 4.0 strategy that sustained

Table 4. Maturity score and level for each dimension of Industry 4.0 readiness in the chemical
industry sector

Dimension Maturity score Maturity level

Smart factory 2,40 Level 2: learner
Smart products 1,96 Level 2: learner
Digitization & value chain integration 2,43 Level 2: learner
Strategy & organization 2,73 Level 2: learner
Culture 2,63 Level 2: learner
Business model 2,20 Level 2: learner

Fig. 1. Radar chart visualizing of (a) industry 4.0 readiness in chemical industry sector case
study, (b) dimension of strategy & organization.

Table 3. Reliability test of assessment survey

Dimension Cronbach’s alpha Reliability

Smart factory 0,82 Reliable
Smart products 0,75 Reliable
Employee 0,04 Not reliable
Digitization & integration value chain 0,87 Reliable
Compliance, security, legal & tax 0,52 Not reliable
Strategy & organization 0,70 Reliable
Leadership 0,41 Not reliable
Culture 0,76 Reliable
Business model 0,92 Reliable
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with the existing of the company’s business model. Moreover, it is supported by the
availability of resources for Industry 4.0 implementation. Whereas the companies have
just initiated the Industry 4.0 strategy and did not all the companies has the digital
transformation strategy before. In contrast, the communication activity to the employee
is not fully applied by the companies.

5 Conclusion

The study presented the development of an Industry 4.0 readiness model with nine
dimensions and five maturity levels. This study exhibited that the chemical industry
sector of Making Indonesia 4.0 was at level 2 (learners) out of 4 levels of the Industry
4.0 Readiness.

Acknowledgements. This research was supported by the Indonesia Endowment Fund for
Education (LPDP) Scholarships.
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Abstract. Sustainability performance is the achievement of an organization in
economic, environmental, and social dimensions by considering the interests of
stakeholders. Achieving a high sustainability performance is a challenge for not
only large industries but also Small and Medium Industries (SMIs). In order to
achieve high sustainability performance, an organization needs to innovate in its
operations, especially in activities related to the environment, employees,
society, and ethics. Conducting innovation needs resources, both financial and
nonfinancial, which are very limited in the SMIs. To overcome the problem of
limited resources, SMIs can implement open innovation that utilizes both
internal and external resources. Open innovation has three types of practices
which are inbound, outbound, and coupled. This study aims to identify the
relationship between the three open innovation practices and sustainability
performance in the SMIs. The respondents of this study are 125 SMIs which
produce batik in Indonesia. The model is tested using the partial least square.
The result shows a significant relationship between inbound open innovation
and economic and environmental performance; outbound open innovation and
environmental and social performance; and coupled open innovation and social
performance.

Keywords: Open Innovation � Small and medium industries � Sustainability
performance

1 Introduction

Sustainability performance is the achievement of an organization in economic, envi-
ronmental, and social dimensions by considering the interests of stakeholders [1–3].
Achieving a high sustainability performance is a challenge for not only large industries
but also Small and Medium Industries (SMIs). In order to achieve high sustainability
performance, an organization needs to innovate in its operations, especially in activities
related to the environment, employees, society, and ethics [4]. Innovation is a multi-
stage process conducted by an organization to transform concepts into a new better
product, or process in order to gain competitive advantage [5]. Conducting innovation
needs resources, both financial and nonfinancial, which are very limited in the SMIs.

© Springer Nature Singapore Pte Ltd. 2020
M. N. Osman Zahid et al. (Eds.): iMEC-APCOMS 2019, LNME, pp. 147–152, 2020.
https://doi.org/10.1007/978-981-15-0950-6_23

http://orcid.org/0000-0002-5746-707X
http://orcid.org/0000-0002-2881-671X
http://orcid.org/0000-0002-3006-6321
http://orcid.org/0000-0001-9876-8330
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_23&amp;domain=pdf
https://doi.org/10.1007/978-981-15-0950-6_23


To overcome the problem of limited resources, SMIs can implement open innova-
tion that utilizes both internal and external resources [6]. Open innovation is a dis-
tributed innovation process based on knowledge inflow and outflow deliberately across
organization boundaries, using various mechanisms that are in line with the organiza-
tion’s business model whether involving money or not, with the aim of speeding up
internal innovation and widening markets for external use of innovation [7]. Open
innovation has three types of practices which are inbound, outbound, and coupled [8].

The relationship among inbound, outbound, coupled open innovation practices, and
organizational performance is discussed in Mazzola et al. [9]. The model is tested in bio-
pharmaceutical industry. The organizational performance explored in Mazzola et al. [9]
is in term of innovation and financial performance. Therefore, for sustainability per-
formance, the environmental and social dimensions need to be further investigated,
especially in the SMIs context. This study aims to identify the relationship between the
three open innovation practices and sustainability performance in the SMIs.

This paper is organized in five sections. Following this introduction section, the
second section discusses the research model and hypotheses development based on the
previous research. In the third section, the methodology in conducting this study is
explained. After that, the result and discussion are presented in the fourth section.
Finally, the findings are summarized as the conclusion in the fifth section.

2 Research Model and Hypotheses

2.1 Open Innovation

Lopes and de Carvalho [10] conducted a systematic literature review on the scientific
articles related to open innovation. The result shows that most of the article using
inbound and outbound to represent the open innovation concept. Inbound and out-
bound as representation of open innovation in the SMIs context is used in Martinez-
Conesa et al. [11], which explored the relationship between open innovation and
knowledge management capability.

Mazzola et al. [9] conducted a systematic literature review on the empirical study
articles which investigate the role of open innovation practices in explaining the
financial and innovation performance in an organization. The result shows that
inbound, outbound, and coupled open innovation practices are related to innovation
and financial performance in an organization. The other empirical study which supports
Mazzola et al. [9] is Oltra et al. [12] which explored the influence of inbound, out-
bound, and coupled open innovation toward firm performance. Therefore, this study
represents open innovation practices with inbound, outbound, and coupled.

In this study, inbound is defined as the inflows of new knowledge and technology
from outside sources such as competitors, suppliers, customers, government, consul-
tants, universities, or research organizations, that support innovation in the SMIs [9,
11]. Outbound is defined as the exploitation of new internal knowledge and technology
to be used by external partners so that the SMIs get monetary and non-monetary
benefits [9, 11]. Coupled is defined as co-innovation with external partners in the form
of structured cooperation [9].
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2.2 Sustainability Performance

The measurement of organizational performance evolved from the focus on produc-
tivity and budget control into a more integrated manner with regard to environmental
and social aspects, which is known as sustainability performance [13]. Sustainability
performance can be measured by the standard measurement tools such as the sigma
sustainability scorecard and sustainable balanced scorecard [14], or through indicators
formulated according to the organizational context, as Wijethilake [15] and Sajan et al.
[16]. Among the studies which formulate its own indicators, most of the studies use the
economic, environmental, and social performance to represent the sustainability per-
formance. Therefore, this study uses the same approach.

In this study, the definition of economic, environmental, and social performance are
adapted from Sajan et al. [16] which discussed sustainability performance in SMIs
context. Economic performance is the profitability and economic viability of the SMIs.
Environmental performance is the SMIs’ initiative to mitigate the environmental
impact of processes and products through material selection, energy savings and waste
treatment. Social performance is the SMIs’ initiative to support the welfare of
employees and the local community.

2.3 Hypotheses

Previous studies which explore the relationship between open innovation practices and
sustainability performance are very limited. Lopes and de Carvalho [10] synthesized
the previous studies on open innovation and found that the organizational performance
variables which are related to open innovation are innovation performance and firm
performance in term of sales growth, market share, profitability, financial indicators,
customer performance, and customer. The study of Mazzola et al. [9] has similar
findings that the previous studies explore the relationship among open innovation,
innovation performance, and financial performance. There is no previous study which
explores the social and environmental aspects of sustainability performance.

This study explores the relationship between open innovation practices and sus-
tainability performance. In the conceptual model, open innovation practices is repre-
sented by inbound, outbound, and coupled open innovation, while the sustainability
performance is represented by economic, environmental, and social performance. The
conceptual model is shown in Fig. 1. The hypotheses in this study are as follow.

H1a: Inbound open innovation positively influence economic performance.
H1b: Inbound open innovation positively influence environmental performance.
H1c: Inbound open innovation positively influence social performance.
H2a: Outbound open innovation positively influence economic performance.
H2b: Outbound open innovation positively influence environmental performance.
H2c: Outbound open innovation positively influence social performance.
H3a: Coupled open innovation positively influence economic performance.
H3b: Coupled open innovation positively influence environmental performance.
H3c: Coupled open innovation positively influence social performance.
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3 Methodology

This study starts by conducting literature review on the previous studies which explore
the relationship between open innovation and organizational performance, especially
sustainability performance. Based on the literature review, the studies which support
the aim of this study are identified. The next step is developing the conceptual model
and formulating the hypotheses.

The variables in the conceptual model are then operationalized into thirty five
measurement items for the questionnaire. Some of these measurement items are
adapted from Martinez-Conesa et al. [11] and Sajan et al. [16], and the others are newly
developed. The questionnaire has five points of scale which are strongly disagree,
disagree, neutral, agree, and strongly agree. The questionnaire is then used to test the
conceptual model and hypotheses. The respondents of this study are 125SMIs which
produce batik in Indonesia. The maximum indicators in the constructs of the model is
seven. Therefore, the minimum sample size to identify minimum R2 values of 0.5 in the
independent variables for significant levels of 5% with statistical power of 80% is 51
[17]. The model is tested using the Partial Least Square Structural Equation Modeling
(PLS-SEM) which is suitable for testing complex model with a small number of data in
an exploratory study [17]. The measurement and structural model are tested using
SmartPLS software [18].

4 Result and Discussion

The measurement model testing is conducted by performing the internal consistency
(Composite Reliability (CR)), indicator reliability, convergent validity (Average
Variance Extracted (AVE)), and discriminant validity test. The CR value of 0.6 to 0.7
and the AVE value above 0.5 are acceptable in exploratory research [17]. In order to
achieve both standard values, the indicator reliability (outer loading) of each indicator
needs to be observed. The indicator with outer loading value below 0.4 must be
deleted. The indicator with outer loading value between 0.4 and 0.7 also needs to be
deleted if the deletion increases the CR and AVE [17]. The discriminant validity is
conducted by examining the cross loading of the indicators. After performing all of the

Inbound OI Practices

Open Innovation

Outbound OI Practices Environmental Performance

Sustainability Performance

H1a Economic Performance

H3b
Coupled OI Practices

H1b

H2a
H2b

H3a

Social Performance

H1c

H2c

H3c

Fig. 1. Conceptual model
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test, thirteen indicators are deleted to make the CR and AVE value of the constructs
acceptable.

The structural model testing is conducted by assessing the significance of the
structural model relationship (using t value) and the R2 value. Based on the t value for
5% probability of error, the significant relationship support H1a, H1b, H2b, H12c, H3c,
while H1c, H2a, H3a, H3b are not supported. The R2 values for economic, environ-
mental, and social performance are 0.31, 0.27, and 0.16 consecutively. It means that
beside the open innovation practices, there are more other variables which influence the
sustainability performance.

The economic performance is only positively influenced by inbound open inno-
vation, environmental performance is positively influenced by inbound and outbound
open innovation, and social performance is positively influenced by outbound and
coupled open innovation. In order to improve the economic performance, the SMIs
needs to do inbound open innovation, especially for product innovation. The batik
SMIs can collaborate with fashion designers to create more valuable end products.
Environmental performance can be achieved by applying inbound and outbound open
innovation, especially for process innovation to reduce negative environmental impact.
The batik SMIs can adopt the research result from universities regarding the methods to
eliminate the waste. The appropriate method can be shared among the SMIs. Social
performance can be improve by contributing more in the innovation of external partner
through outbound and coupled open innovation.

5 Conclusion

In SMIs context, open innovation practices are associated with sustainability perfor-
mance. The significant relationships are identified between inbound open innovation
and economic and environmental performance; outbound open innovation and envi-
ronmental and social performance; and coupled open innovation and social perfor-
mance. For future research, the model can be tested in SMIs in various industry types.

References

1. Schaltegger, S., Wagner, M.: Managing the Business Case for Sustainability: The Integration
of Social, Environmental and Economic Performance, 2nd edn. Routledge, Abingdon (2017)

2. Searcy, C.: Corporate sustainability performance measurement systems: a review and
research agenda. J. Bus. Ethics 107(3), 239–253 (2012)

3. Goyal, P., Rahman, Z., Kazmi, A.A.: Corporate sustainability performance and firm
performance research: literature review and future research agenda. Manag. Decis. 51(2),
361–379 (2013)

4. Bos-Brouwers, H.E.J.: Corporate sustainability and innovation in SMEs: evidence of themes
and activities in practice. Bus. Strat. Environ. 19(7), 417–435 (2010)

5. Baregheh, A., Rowley, J., Sambrook, S.: Towards a multidisciplinary definition of
innovation. Manag. Decis. 47(8), 1323–1339 (2009)

Open Innovation Practices and Sustainability Performance 151



6. Verbano, C., Crema, M., Venturini, K.: The identification and characterization of open
innovation profiles in Italian small and medium-sized enterprises. J. Small Bus. Manag. 53
(4), 1052–1075 (2015)

7. Chesbrough, H., Bogers, M.: Explicating Open Innovation: Clarifying an Emerging
Paradigm for Understanding Innovation, in New Frontiers in Open Innovation. Oxford
University Press, Oxford (2014)

8. Huizingh, E.K.R.E.: Open innovation: state of the art and future perspectives. Technovation
31, 2–9 (2011)

9. Mazzola, E., Bruccoleri, M., Perrone, G.: Open innovation and firms performance: state of
the art and empirical evidences from the bio-pharmaceutical industry. Int. J. Technol.
Manag. 70(2–3), 109–134 (2016)

10. Martinez-Conesa, I., Soto-Acosta, P., Carayannis, E.G.: On the path towards open
innovation: assessing the role of knowledge management capability and environmental
dynamism in SMEs. J. Knowl. Manag. 21(3), 553–570 (2017)

11. Lopes, A.P.V.B.V., de Carvalho, M.M.: Evolution of the open innovation paradigm: towards
a contingent conceptual model. Technol. Forecast. Soc. Chang. 132, 284–298 (2018)

12. Oltra, M.J., Flor, M.L., Alfaro, J.A.: Open innovation and firm performance: the role of
organizational mechanisms. Bus. Process. Manag. J. 24(3), 814–836 (2018)

13. Bititci, U., Garengo, P., Dörfler, V., Nudurupati, S.: Performance measurement: challenges
for tomorrow. Int. J. Manag. Rev. 14(3), 305–327 (2012)

14. Carneiro-da-Cunha, J.A., Hourneaux, F., Corrêa, H.L.: Evolution and chronology of the
organisational performance measurement field. Int. J. Bus. Perform. Manag. 17(2), 223–240
(2016)

15. Wijethilake, C.: Proactive sustainability strategy and corporate sustainability performance:
the mediating effect of sustainability control systems. J. Environ. Manag. 196, 569–582
(2017)

16. Sajan, M.P., Shalij, P.R., Ramesh, A., Augustine, B.P.: Lean manufacturing practices in
Indian manufacturing SMEs and their effect on sustainability performance. J. Manuf.
Technol. Manag. 28(6), 772–793 (2017)

17. Hair, J.F., Hult, G.T.M., Ringle, C.M., Sarstedt, M.: A Primer on Partial Least Squares
Structural Equation Modeling (PLS-SEM), 1st edn. SAGE Publications, Inc., California
(2014)

18. Ringle, C.M., Wende, S., Becker, J.M.: SmartPLS 3, Boenningstedt: SmartPLS GmbH
(2015)

152 A. Kurniawati et al.



Product-Service System Inventory Control
for Malaysian Palm Oil Industry: A Case

Study Utilizing IDEF0 Modelling

Fatkhurrahman Manani(&) and Siti Zubaidah Ismail

Faculty of Mechanical and Manufacturing Engineering,
University Malaysia Pahang, 26600 Pekan, Pahang, Malaysia

MFO18001@stdmail.ump.edu.my

Abstract. Over the last several years, the palm oil industry has multiplied in
Malaysia as it is among the main contributors to the country’s economic
development. The government strongly emphasizes palm oil productivity in
Malaysia in terms of quality and safety. The current inventory context offers a
more extensive set of uncertainties that the company needs to manage due to the
enhanced scope and complexity of the product and service offering. The current
method of determining inventory takes an annual physical inventory by com-
paring the actual inventory with record levels. This method is a costly and time-
consuming effort. This paper investigates Product-Service System (PSS) Inven-
tory Control for different types of the section in the palm oil industry. In this
work, an integrated and systematic methodology is presented for the assessment
of inventory control. The methodology is represented as an IDEF0 activity
model that rigorously defines the interconnections of information and activities
with incorporating product and service elements. In general, therefore, it seems
that PSS inventory control can integrate some of the elements involved in
inventory control and consequently give a positive impact on all palm oil
industry players.

Keywords: Product-Service System (PSS) � Inventory control � Palm oil �
IDEF0

1 Introduction

The palm oil industry in Malaysia has undergone changes beginning with ornamental
plants to become the most valuable commodity crops as it is among the main con-
tributors in the country’s economic development. As the economic crisis hit Malaysia
around 1997, the palm oil industry played a significant role in absorbing the effects of
the economic downturn through its export [1]. The palm oil industry in Malaysia is
based on yearly oil planted area. In 2017 it reached 5.81 million hectares, which are
increased by 1.3% compared to 5.74 million hectares from the previous year. The
current method of determining inventory was done manually by takes an annual
physical inventory and comparing the actual inventory with record levels. This kind of
method is a costly and time-consuming effort. This research will carry out the inves-
tigation on Product-Service System (PSS) Inventory Control for different types of the
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section in the palm oil industry. PSS is known as the integration between product and
service and has its advantages, which will reduce the impact on the environment [2].
PSS will assist the company in terms of improving the value of products and services.
In this work, an integrated and systematic methodology is presented for the assessment
of inventory control. The methodology is represented as an IDEF0 activity model that
rigorously defines the interconnections of information and activities with incorporating
product and service elements.

Inventory control in agriculture controlling the budgets, raw materials, and finished
products [3]. It will often cope with the issue of uncertainty elements, and the inte-
gration of these elements become importance in managerial decisions in order to gain
efficiency and competitiveness to stay relevant in the market [4]. The theory of
inventory control, especially on agriculture products, need more consideration due to
its unique characteristics such as unpredictable supply and price and inconsistent
demand [5]. Inventory control plays a crucial role in managing inventory so that the
inventory level of palm oil product should be low but enough to meet the order of the
processing unit. Inventory control provides useful information for managers to make
more accurate and timely decisions.

2 Literature Review

In 2008 palm oil was one of the major commodities exports in Malaysia; the total
production of 17.7 million tonnes, which contributes 41% of total world palm oil
production [6]. The Malaysian palm oil industry plays an essential role as a significant
producer and exporter of palm oil and palm oil products not only for local use but also
for global demand for oil and fats [7]. Nowadays, palm oil production has brought
countless economic benefits and is now a new emerging economic sector in Malaysia
[7]. Inventory management of palm oil products explaining how palm oil industry
players in Malaysia manage their inventory to keep pace with market demand without
any stock surplus that will affect company operations [8].

Many manufacturers feel that developing a Product-Service System (PSS) is very
important because of the trend of servitization and creating social value [9]. PSS is as
an interesting business theory by creating high value-added through the integration of
products and services [10]. PSS is a business model and integration concept of services
and products to empower new capital business in order to increase value-added flow
and meet customer demands [11]. Recent studies show that the role of producers on the
sustainability of the agricultural industry network can be enhanced by adapting PSS
through metric identification processes at various stages [12]. Studies also have shown
that the concept of business model can be a reference to implementing PSS, but
companies still need guidance in implementing it.

Inventory interpreted as a raw material used to produce the product through several
processes before it can be sold. Inventory can be classified into three-component,
namely raw materials, work in progress and finished goods. Inventory control described
as the process of checking the supply, inventory and storage company so that it all
meets the current demands and needs and avoid over-stock and other problems
involving stocks. Agricultural inventory literature has not been exploring well because
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of its unique elements, including supply characteristics, uncertain demand, unstable
prices, and selling price decision [5]. Inventory for agriculture which is based on
customer-oriented will usually take into consideration the customer’s request before a
decision to keep the stock taken [3]. Agricultural sector faces new challenges, including
managing agricultural supply chains efficiency that has become an attractive topic for
researchers and practitioners.

3 IDEF0

This paper used Integration Definition for Function Modelling (IDEF0) to represent all
activities and interconnections, including products and service. IDEF0 is a functional
model methodology for describing processing and manufacturing. It is increasingly
popular among industry and academic practitioners due to its function, which offers
good and effective communication between researchers and customers by showing a
simplified diagram [13]. By using IDEF0, functions are depicted via boxes, which
means represent such as activities, actions, processes, and operations. Interfaces are
displayed by arrows which indicate data or activity. Input arrow consists of data which
entering the functions box from the left side. Output arrow exiting the box on the right
side which as a result of a function that has taken place. Control-arrow entering from
the top of the box and mechanism entering from the bottom of the box. Control is a
constraint and direct activity in the process which fixed and seldom changed.
The mechanisms are resources and tools that are needed to perform and complete the
process [14]. IDEF0 helps in the implementation of the regeneration process in the
agricultural sector [15]. Figure 1 below shown IDEF0 representative.

Fig. 1. IDEF0 representative
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4 Result and Discussion

Figure 2 shows the palm oil agriculture characteristics with all connection be-tween
parent function together with their child function in one single diagram. At the Seedling
(A1), the seed is the input for the beginning of the entire process chain. Sapling is the
output for A1 and also an input for A2. Controls in this stage are policy, culling process
and inventory control, scheduling and quality control. Culling is a procedure to be done
in order to get the best and uniform seedlings that produce high yields and is monitored
by quality control. Inventory control is ensuring that is no stock dumping that will
cause loss to the company. Mechanisms in this stage are sunlight, watering, weeding,
manuring and pesticide application. Watering is to ensure the seedling get optimum
water to reach optimum growth and avoid stagnantly. Manuring provides the growth of
seedlings as additional nutrients based on the types of soil used at the nursery level.
Weeding pro-gram takes places after the manuring to prevent the seedling from fungal
attacks.

In planting (A2), the sapling to be input and the output has recognized as Fresh
Fruit Bunch. Chipping process where trunks of the palm oil trees together with its
fronds will be cut and chopped. For mechanisms are like weeding, manuring, labour,
pruning, equipment, leaf analysis, cover cropping, and land preparation. Leaf analysis
will come out with a program, and it is essential to determine the correct fertilizer to
use.

Fig. 2. Palm oil agriculture characteristics
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For harvesting (A3), the fresh fruit bunch has been identified as input, and the
output is delivering FFB to the milling stage. Controls in this stage are like scheduling,
inventory control, cutting technique, loading technique, and selection fruit ripening.
Inventory control plays a role in order to secure the company’s operations run smoothly
and does not experience a stock surplus. Cutting technique has to be done by the
specialist hired labour. Mechanisms in this stage are machinery, transportation, and
cutting equipment. Machinery used in reception counters like backhoe and loading
ramp. Transportation is an example or service in this study because outsiders provide it.

Delivering Fresh Fruit Bunch will be input in milling (A4) and will produce output
such as crude palm oil, palm kernel oil, mesocarp fibre, and shell. To get such results, it
needs to go through controls and mechanisms. Controls are like production target,
safety & precautions, delivery trip schedule, FFB weight, and FFB selling price. For
delivery trip schedule, it has to be inline with mill capacity in order to prevent from
FFB dump at the grading area. In the case of FFB selling price, it may be slight
differences from one company to another, but the government has set ceiling prices that
these industry players have to follow. Grading FFB should be independent parties to
perform their duties and may not be affected by any party. Every mill has to ensure that
its storage well enough to stored its outputs so that the quality still in good condition.
To ensure every machine works correctly and in the right conditions, the company had
its maintenance schedule.

It is shown that by using IDEF0, the integration between products and service
elements that happened during the operation are to facilitate any hypothesis and
planning that want to be designed and action to be taken for continuous improvement.
Therefore IDEF0 give a clear picture of the difference between controls and mecha-
nisms so that the industry can identify the best process for performing its operations. In
other words, Product-Service System (PSS) inventory control will give a big positive
impact on the palm oil industry by interconnecting information and activities involving
an inventory of the entire system indeed.

5 Summary and Conclusion

IDEF0 had been widely used for modeling and analyzing the correlation of the system
elements. This paper has provided a useful understanding of overall characteristics
through the developed generic model in the Malaysian palm oil industry using the
IDEF0. By utilizing the IDEF0 modeling, the integration between elements indicates
that Product-Service System (PSS) inventory control will benefit to this industry
generally. Its a preliminary discussion for future work which will be used to develop
software for efficient inventory control at the palm oil plantation.
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Abstract. During the past decade, growing attention to Product-Service System
(PSS) is given a massively important role in development from traditional
product-based business model to provision of industrial services. Every pro-
duction task will incur some level of inventory, and this requires the collection
and processing of both physical and information elements. Inventory control in
PSS creates a more extensive set of uncertainties that the automotive industry
needs to manage due to the enhanced scope and complexity of the product and
service offering. There is a limited diffusion of new business models, especially
by the automotive industry, and in particular in managing inventory control of
raw material. To deal with this difficulty, this paper aims: firstly, suggests a
generic model using IDEFØ for systematic and comprehensive analyses of how
PSS inventory control characteristics in raw material integrate. Finally, this
paper proposes the inventory of raw material in automotive industry charac-
teristics to make it possible to better understand the dynamics of scope and
complexity of the product and service offering.

Keywords: PSS � Inventory control � IDEFØ � Raw material inventory

1 Introduction

The industry that uses steel and aluminium as a raw material due to the fluctuation
worldwide has also been affected by the progress in the world steel market. One of the
affected areas is the automotive industry, where the industry needs steel to form
automotive raw material used to produce a finished product. The steel industry uses
large amounts of raw material, mainly scrap, aluminium, quicklime, limestone and iron
ore. The industries need to enforce and execute the new method for managing stock for
inventory control and adds to the comprehension of the PSS worldview in manufac-
turing industries. The consequences of increasing the price of steel in universal are
given a significant impact on the industry to continue their market price and the product
standard.

The introduction of Product-Service Systems (PSS) suggests that as a commercial
system of products, services, and supporting infrastructure that is capable of satisfying
customer requirements, lower environmental impact, cost-effectively and sustainably to
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capture this transformation [1]. PSS development is an explication to achieve the
market company and it also offers lower environmental impact by combination of
products and services become into one of the solution. While the pure transaction
changes to relational engagements with customers, the potential risks will increase for
manufacturing companies to assume their operation responsibilities for customer pro-
cesses, and engage in value co-creation [2]. By implementing a PSS business model, is
that it give interactions with the customer, production operation with risk management
responses [3, 4]. This trend is incredibly evident in product-centric manufacturing
companies that are investing heavily in developing industrial services involving their
products [5].

The problems on inventory faced by the organisation due to several factor. One of
them are overproduction, stock out situations, poor documentation, delay in delivery of
raw materials and discrepancy of inventory. Inventory control in PSS creates a more
extensive set of uncertainties that the factory needs to manage due to the enhanced
scope and complexity of the product and service offering. Inventory control mainly
focuses on location, storage, and accounting for the number of inventories. Where the
inventory level provides an impact to costs for storage, insurance, spoilage and interest,
supporting infrastructure system for inventory control of raw material is created. Poor
inventory management can create a significant influence on the capacity of productivity
and market cost in an organization. Thus, planning to systemize and manage the flow
of materials involved inventory management from the first purchase unit by distributing
the internal operations to the service point. The availability of the resources in an
organisation is the goal to achieve an optimal inventory management.

This research proposed a generic model using IDEFØ. IDEFØ is an abbreviation
for “Icam Definition for Function Modelling”. ICAM stands for “Integrated Computer-
Aided Manufacturing. IDEFØ is a family component of IDEF modelling in software
engineering and is built for Structural Analysis and Design Technique (SADT) (Press,
2001). IDEFØ is one of the graphical languages named as structured analysis and
design techniques. To design a model from activities in a manufacturing organisation
and analysis for the system, what is needed to perform those function and what the
current situation does right, IDEFØ can be used. It often created as one of the first tasks
of a system development effort. The system analysis would be achieved through
modelling information, dynamics, functions, and processes.

2 Methodology

Typically, the features of IDEFØ models are the same as data flow diagrams. This tools
mostly have been widely used as functional modelling in the manufacturing field
because it is easy to use and cost-effective. As an analytical tool, IDEFØ can help in
identifying the functions performed in the software and very suitable in systems with a
higher classification of forecast.
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IDEFØ views a complex system as both functions, whether implemented by using
machines, people, or other means. The function is to transform the inputs into the
outputs, under the influence of control, using the mechanism provided, to describe its
boxes and arrows and glossary and text to define the precise meanings of diagram
elements, it has diagrams through in the simple box and arrow graphics and text labels.
The gradual exposition of details featuring a hierarchical structure, with the function at
the top and with successive levels are not more than the limitation of subfunctions
revealing well-bounded detail breakout. The benefits of IDEFØ are providing flexibility
and a general format of representation of a process where it helps to allow decompose
information to any detail by using inexpensive commercial software program (Fig. 1).

3 Results and Discussion

From the A0 diagram in Fig. 2, it shows the elements of system requirements analysis
using IDEFØ, which represents the context of the model, called a context diagram. It
contains the significant sub-levels of the model with each process having its specific
designation in PSS inventory control. They are consist of:

A1 Market and sell; product and service

The first one tasks is where it includes all the activities that are required to identify the
customer upon request. The highlights of the key input are the company policies,
company procedure and standard operating procedure (SOP). The sub-activities contain
all the tasks associated with the activity from negotiating with the customer, define
product requirements and verify availability.

Fig. 1. IDEFØ elements box and arrow graphic
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Fig. 2. Product service systems inventory control

162 F. A. Mohammad and S. Z. Ismail



A2 Design configuration

The second sub-activities tasks are design configuration. Before the design approved to
generate planning on information to the manufacturer and the supplier, the customer
needs to accept the specification and tender, overall design with all the input of budget,
SOP and some scheduled will be prepared. The initial design team then will develop a
detailed design to final detailed design.

A3 Prepare resources

From the detailed design and bill of material (BOM), which include all areas within the
asset such as machine and labour resources, are the critical activities in A3. The
fundamental mechanisms are ICT supports tools. Main production section plays a huge
role when generating production schedule that it will generate some work order and
documentation records to the production as they must maintain a good of spare parts,
equipment, and doing some inspection and maintenance.

A4 Generate product

The task not only to create the product but also to repair/reject products. Work order,
material from the supplier, rework plan and materials requisition are the key inputs. It is
essential that manufacture and assembles parts activities comply with safety regula-
tions. The mentioned product is inspected by guidelines of the QA/QC policy. The
inspection is to make sure the products that go under the before the delivery process,
any imperfections or reject parts to go through reworking or repairing processes until
that has no flaws when delivery to the customer.

A5 Ship order

The sub-activities of A5 contain all the tasks associated with the delivery of the
scheduled products. It also involves interactions of the company, customers and
shipping carrier. The critical constraint is the policy, and the critical mechanism is the
ICT support tools. The product or service can only be confirmed as received by the
customer after the customer signs off the document. Any failure undeliverable or
rejected product by the customers will be returned to the company for further checking
and inspection.

A6 Provide customer support

All the tasks linked with the activity in providing customer support is shown in A6.
The key inputs are the condition of QA/QC report and service plan while the key
outputs are the maintenance and inspection analysis, which are the current condition
documents and documentation graph. Tools and spares are used as key mechanisms.
Unplanned or breakdown service and scheduled service, which have different con-
straints but the same mechanism are the two kinds of services.
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4 Conclusions

In this paper, it was attempted to develop a generic model of Product-Service System
(PSS) inventory control incorporation all the essential system requirements charac-
teristics of the production line of raw material. By using IDEFØ, this shown the
inventory control of PSS is a complex process as opportunities on market development
and increase the inventory efficiency. In sum, this paper is, in essence, a preliminary
discussion of an example of PSS in raw material in the automotive industry context,
with a focus on inventory control.
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Abstract. Today’s industrial growth is inseparable from the free market
mechanism which is a consequence of economic globalization and thus cannot
be avoided by any country. All this leads to a very keen business competition.
This can be seen in the high competition of the Indonesian national cement
industry and worsened by the oversupply of domestic cement in Indonesia.
Semen Padang Co. as a national cement company sets the optimization of
production capacity as one of the focus of initiatives. To achieve this, mainte-
nance of production equipment is very important. In the mining unit, the
occurrences of breakdown are very high in the crusher plant and conveyor belts
having a large number of equipment and serial production activities that need to
be set up for effective maintenance planning. The purpose of this study is to
develop preventive maintenance planning with the implementation of the
Reliability Centered Maintenance methodology and to submit a schedule of
planned preventive maintenance activities with the limitation of meeting the
target production hours of conveying limestone and silica to each plant. Based
on the calculation results from the implementation of preventive maintenance
planning, it can reduce the breakdown time by 42% and it is recommended to be
applicable. The next study is to calculate the maintenance costs needed in
accordance with the maintenance plan that is made with the Reliability Centered
Maintenance methodology. This step is expected help the company in mini-
mizing the cost of maintaining crusher plant and conveyor belts.

Keywords: Reliability-centered maintenance � Preventive maintenance �
Mining

1 Introduction

Maintenance is an important task to keep equipment reliability to ensure that all pro-
duction activities run smoothly according to the set schedule and target [1]. The high
occurrences of machine breakdown is a problem that many companies face with today.
This condition certainly results in the production process in the company becoming
unproductive and inefficient [2]. Mining activities are the first series of work activities
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at Semen Padang Co. The activities are mining limestone and silica stone as the main
ingredients for making cement. Unit of mining in Semen Padang Co. also faces with a
high breakdown of equipment operating conditions that have exceeding the set target.
The problem of high breakdown will be explained by the Reliability Centered Main-
tenance (RCM) approach [3]. The application of RCM can help to decide what the
different maintenance strategies required to ensure a high reliability of equipment with
a reasonable cost [1, 4].

2 Reliability Centered Maintenance

RCM is the optimal mix of reactive, time-based, interval-based, condition-based, and
proactive maintenance [1, 5]. RCM is used to determine what failure management
strategies must be implemented to ensure that the system reaches the desired level of
safety, reliability, environmental health and operational readiness in the most cost-
effective way. Often, the purpose of maintenance is to prevent all possible failures, and
produce an over-maintenance program and maintenance activities to be ineffective [6].
The application of RCM will produce a treatment program that is truly applicable and
effective [3, 7].

RCM recognizes the value of your personnel and takes advantage of their extensive
experience running the equipment [1, 8]. Run to Failure (RTF) works on the
assumption that it is most cost effective to let equipment run unattended until it fails.
This type of maintenance is used for the lowest priority equipment. Preventive
Maintenance (PM) comprises maintenance tasks on a piece of equipment at regular
intervals regardless whether the equipment needs it or not. When well implemented,
PM may produce savings in excess of 25 percent [1, 9]. Even though PM is an
improvement over RTF, abrupt failures that cause unscheduled downtime still occur.
Predictive Maintenance (PDM) is maintenance based on real-time data collected on a
piece of equipment. The data show the “health” of the equipment. Proactive Mainte-
nance (PAM) determines the root causes of failure and implements “fixes” (e.g.,
redesign the equipment so that it does not break down as frequently).

3 Case Study

The case study herein was carried out in Semen Padang Co. mine conveyor belt system.
The conveyors transport crushed lime stone or silica stone to storages in the plant. This
study takes operating and repairs data from 2015 to 2017. The operation of the con-
veyor system must be able to maintain the availability of limestone and silica in each
plant’s storage capacity at least 50%. Totally, annual requirement for limestone is
9,850,000 tons and 750,000 tons of silica stone for all plant. Processing and transport
activities of material must be carried out safely by taking into account the safety of the
operator and maintenance crew and not causing pollution to the environment. In the
conveying system of Semen Padang Co. mine there are 42 conveyor items. RCM
applications are implemented in the most critical machines. The critical value of the
machine is determined by weighing several aspects of the scale of assessment in
accordance with the operational requirements of the equipment.
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The weighing scale is made with low, medium and high values (with values 1, 2, 3)
and the equation used is:

MC ¼ 0:2 � L þ 0:2 � Q þ 0:1 �M þ 0:2 � B þ 0:3 � E ð1Þ

Where machine criticality (MC), conveyor length (L), storage load volume (Q),
material transported (M), machine breakdown (B) and environment impact (E). As a
result, we get the most critical belt conveyor as A1J12A, with a value of 3 criticality
(see Table 1).

The next step is to create a Fault Tree Analysis (FTA) that aims to identify each
failure and find the root cause of the failure that can be generated from each machine
component. Examples of FTA on conveyor A1J12A can be seen in the Fig. 1.

Table 1. Criticality of conveyor belt in Semen Padang. Co. Mining (partial)

No Machine
no.

Critical machine criteria

Conveyor length Storage load
volume

Material Breakdown hours Environment Total

Weight 20% Weight 20% Weight 10% Weight 20% Weight 30%

Value Value �
weight

Value Value �
weight

Value Value �
weight

Value Value �
weight

Value Value �
weight

1 A1J12A 3 0,6 3 0,6 3 0,3 3 0,6 3 0,9 3,00

2 A5J10 3 0,6 3 0,6 2 0,2 3 0,6 3 0,9 2,90

3 A1J12P 3 0,6 3 0,6 3 0,3 2 0,4 3 0,9 2,80

4 A1J12B 3 0,6 2 0,4 3 0,3 3 0,6 3 0,9 2,80

5 A1J12C 1 0,2 3 0,6 3 0,3 1 0,2 3 0,9 2,20

6 A5J11 1 0,2 3 0,6 2 0,2 1 0,2 3 0,9 2,10

7 20104 2 0,4 2 0,4 3 0,3 1 0,2 1 0,3 1,60

8 A1J11 1 0,2 3 0,6 3 0,3 1 0,2 1 0,3 1,60

9 A4J14 2 0,4 2 0,4 3 0,3 1 0,2 1 0,3 1,60

10 15107 1 0,2 3 0,6 2 0,2 1 0,2 1 0,3 1,50

Fig. 1. Partial fault tree analysis of conveyor belt
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Reliability data is needed to decide whether an item is critical. This data describes
the failure process and optimizes the scheduling of preventive maintenance time.
Examples of such data are those at average time between failures (MTTF), average
repair time (MTTR) and failure rate function. Furthermore, an analysis of Failure Mode
and Effect Analysis (FMEA) was developed which consisted of tabulation failure
modes obtained from FTA and machine reliability data.

Then, an assessment is carried out so that the risk priority index (RPN) will be
obtained from each failure mode. The value of RPN is the multiplication of the values of
severity, occurrence and detection. Each of these parameters is made in 10 rating scales.

3.1 Selection of Maintenance Strategy

The next step is selection the maintenance strategy in each failure mode in the FMEA
tabulation. Determination of maintenance strategies by using the RCM Logic Tree
Diagram (LTA). The maintenance type determination that will be carried out is pro-
cessed by answering each step of the question that is in the LTA of RCM (Fig. 2).

Table 2. Risk ranking categories

RPN Risk level Description

0–15 Low Acceptable as it is
15–125 Medium Acceptable with procedures and controls
125 < 425 High Unacceptable, should be mitigated with specified time
>425 Extreme Unacceptable, must be mitigated immediately

No Yes

Yes

NoYes

No

YesNo

Yes
NoYes

No

No Yes

Will the failure of equipment item have a direct impact 
and adverse effect on safety or cri cal to produc on?

Is the item expendable ?
Can redesign solve the problem 

permanently and cost effec vely?

Is there a condi on monitoring (CM) technology(e.g. vibra on 
tes ng, thermography) that will give sufficient warning (alert/alarm) 

or impending failure?

Is there an effec ve PM Task that will 
minimize func onal failure?

Is CM cost and priority 
jus fied?

Is establishing redundancy cost 
and priority jus fied?

Accept risk of failure
run to failure

Install the redundant unit
Proac ve Maintenance

Define PM task and schedule
Preven ve Maintenance

Define CM task and 
schedule

Predic ve Maintenance

Redesign
Proac ce Maintenance

Fig. 2. RCM logic tree diagram
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Next is to determine the maintenance interval from the results of the LTA. Mainte-
nance Scheduling is performed on failure modes that have high risk as shown in Table 2.

4 Result and Discussion

Base on the result of FMEA (Table 3), we can see that there are four modes of failure
that belong to a “High” criticality group. In accordance with the Table 2, these four
failure modes must be mitigated. The failure modes are bearing of return idler worn out
or broken, rubber belt splicing peel off, belt torn (leaked out) and bearing of carrying
idler worn out or broken. Based on the calculation of MTTR and MTTF using the
failure mode distribution approach that occurs, the reduction in downtime is obtained
by 629.8–368.8 = 261 h or 41.44% of the down-time generated by the four compo-
nents that have a “high” criticality, see Table 4.

Table 3. Failure mode and effect analysis for conveyor A1J12A (partial)

Table 4. Reduction of downtime by proposed maintenance

Component Failure
mode

MTTF
(hours)

MTTR
(hours)

MTBF
(hours)

Reali
bility

Freq.
breakdown/year
(current)

Down
time/year
(current)

Time
repair
(propose)

Down
time/year
(propose)

Carrying
idler

Bearing
worn out
or broken

820,75 0,65 821,4 0,50 49 31,72 0,5 24,56

Return
idler

Bearing
worn out
or broken

652,7 0,65 653,35 0,26 62 40,32 0,5 30,89

Rubber belt Belt torn
(leaked
out)

1719,42 3,22 1722,64 0,14 23 75,45 2,5 58,62

Rubber belt Splicing
peel off

237,44 2,84 240,28 0,37 170 482,34 1,5 254,72

Total 629,84 Total 368,79
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5 Conclusion and Further Research

The application of the RCM approach illustrated in the case study shows an
improvement in the maintenance strategy applied to maintenance of the conveyor belt
at Semen Padang Co. mine. Furthermore, the critical level of failure mode with FMEA
is analyzed and the MTTF, MTTR and reliability calculations are carried out by
looking at the distribution of failures that occur. From these results, improvements were
made which resulted in a decrease in hours of downtime by 41.44% from the current
hour of downtime.

Finally, this case study to be continued on other mining equipment at Semen
Padang Co. for obtaining an optimal maintenance strategy in terms of scheduling
equipment maintenance and maintenance costs.
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Abstract. This research study revolves around a case study company, which
manufactures electric and electronics products. The objective of this work is to
compare Activity-Based Costing (ABC) and Time-Driven Activity-Based
Costing (TDBAC). This work began by collecting data related to the produc-
tion costs of a selected product. The product has been selected based on the
volume of production which is high and continuous. The next phase in this study
involved analyzing costs using ABC and TDABC method. These costing
methods are compared on the accuracy and the unused capacity. The results
showed that TDABC improves the costing accuracy and helps reducing waste
by introducing time equation on the production cost structure. Finally, it is
concluded that from this comparative study, TDABC would be beneficial to the
company in a competitive environment and future further studies on product
costing.

Keywords: Activity-Based Costing � Time-Driven Activity-Based Costing �
Comparative study

1 Introduction

Industries today seek the reduction and elimination of waste through continuous
improvement projects which enable increase productivity in the production process
while still maintaining the quality. One of their ways is to improve existing costing
method by comparing with another method in terms of accuracy and unused capacities.
For example, there are Activity-Based Costing (ABC) and Time-Driven Activity-Based
Costing (TDABC). ABC is a system where it delivers accounting information that
recognizes activities conducted in the organization [1]. Furthermore, it is a method for
accurately costing products and ease the decision-making process by providing cost
data and management information. [2] estimated the cost of remanufactured crankshaft
using ABC and [3] applied ABC as a method of estimation for the remanufacturing
cost of crankshaft. [4] integrated optimization method with ABC for estimating final
cost of product and [5] applied the ABC as a method of cost estimation for a palm oil
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plantation. A costing model known as Time-driven Activity-based Costing (TDABC)
uses time as an inducer in costing. TDABC provides a cost of activities by calculating
time consumption per activities [6]. The advantage of this method is it provides
accurate estimates of care cycle cost and more transparency into the cost drivers [7].
Moreover, significant information on idle capacities is delivered and unused resources
recognized by TDABC [8]. This paper delivers a comparative study of a magnetic
inducer by using ABC and TDABC method for accuracy and unused capacity aspect.

2 Methodology

Firstly, there are six steps involved in adapting to ABC [9]. Step one is to identify a
product for analysis which is a magnetic inductor, chosen based on a continuous and
high volume of production. Next, step two is reviewing the company’s financial
information through the production report, interviews and other materials. Some of the
information can also be obtained by observation of production operations, activities,
machines used and equipment. Step three is to do an activity analysis. Step four is to
determine the operating cost for each activity. This step includes an analysis of costs
and the identification of appropriate cost drivers for each activity. Lastly, step six is to
calculate product cost. Meanwhile, according to existing literature, there are eight
stages to calculate the cost using TDABC [10]. The first step is to identify and analyze
activities to understand the scope and sequence of events. Secondly, the cost of
resources supplied in each activity and sub-activities are listed and estimated. Practical
capacity details about employees working hours which to be used for calculation of
capacity cost rates. Next, TDABC time equation is developed to calculate the estimated
production time. The estimated capacity required by each sub-activity is calculated and
finally, the unit cost is determined. In this paper, the steps above will be discussed
excluding product unit cost.

3 Results and Discussion

In this study, the resources are allocated in four groups: labor costs, maintenance cost,
raw materials, and consumables costs. Firstly, the ABC methodology is applied. The
costs incurred are summarized in Table 1.

There are 13 activities as shown in Table 1. The percentage of time spent shows the
estimated time taken for the work to be done at each activity.

The cost drivers of the activities are shown in Table 2. Each cost driver is selected
from the observation and comparison of the cost that triggered the total cost of each
production. To continue with the TDABC method, we estimated the practical capacity
by calculating the working hours of the operator per year. Next, we calculate the
capacity cost rate. The data are summarized in Table 3.
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Table 1. Cost of magnetic inductor production

Activity Operating expenses (RM) Unit
cost
(RM)

Time
spent
(%)

Labor Maintenance Material Consumable Total

Winding 24,000 26,449.89 384,000 Nil 434,449.89 0.067 13.16
Flattening 48,000 70 Nil 144.00 48,214.00 0.013 1.46
Trimming 48,000 Nil Nil 192.00 48,192.00 0.018 1.46
Forming 48,000 Nil Nil 192.00 48,192.00 0.022 1.46
Soldering 24,000 Nil Nil 445,064.32 469,064.32 0.087 14.21
Epoxy
application

24,000 Nil 1,440,000 40,449.98 1,504,449.98 0.279 45.59

Assembly 1 72,000 Nil 480,000 403.20 552,403.20 0.102 16.74
Assembly 2 48,000 Nil Nil 268.80 48,268.80 0.009 1.46
Oven curing 24,000 Nil Nil 24.00 24,024.00 0.004 0.73
Boundary
inspection

24,000 Nil Nil 134.40 24,134.40 0.004 0.73

Laser
marking

24,000 626.53 Nil Nil 24,626.53 0.005 0.75

Co-planarity
and VMI
test

24,000 Nil Nil 24.00 24,024.00 0.004 0.73

Packaging 24,000 nil nil 26,028.80 50,028.80 0.009 1.52

Table 2. The cost driver of the activities.

Activity Cost driver

Winding Amount of material
Flattening Amount of load
Trimming Amount of load
Forming Amount of load
Soldering Amount of consumable usage
Epoxy application Amount of consumable usage
Assembly 1 Labor time
Assembly 2 Labor time
Oven curing Machine time
Boundary inspection Type of jig
Laser marking Machine time
Co-planarity and VMI test Number of products
Packaging Number of products
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Practical capacity in Table 3 is gained by the multiplication of the workers working
hours with the number of working days in that year. Capacity cost rate is calculated by
dividing the cost of capacity supplied over the practical capacity of resources supplied.
Furthermore, the next step in TDABC is the development of time equations. All the
details are included in Table 4.

Table 3. Capacity cost rate of each sub-activity

Activity Sub-activities Cost of all
resources
supplied
(RM/year)
[1]

Practical
capacity
(min/year)
[2]

Capacity cost
rate, CCR
(RM/year)
[1]/[2] = [3]

Winding The wires are winded using
CNC machine

434,449.89 218,400 1.99

Flattening Pick up the coils from
winding station

12,000 109,200 0.11

Flatten the coils by using
hydraulic press machines

36,214 327,600 0.11

Trimming Pick up the coils from
flattening station

12,000 109,200 0.11

Trim the coils by using
pneumatic press machines

36,192 327,600 0.11

Forming Bend the coils by using
pneumatic press machines

48,192 436,800 0.11

Soldering Dip the coils into flux 4,960 109,200 0.23
Then, dip the coils into the
solder.

444,104 109,200 4.07

Epoxy
application

Arrange core on the
magnetic strip

1,452,000 109,200 13.30

Put the magnetic strip into
the epoxy machine.

52,449.98 109,200 0.48

Assembly 1 Assemble coil to the I-core. 552,403.20 655,200 0.84
Assembly 2 Assemble core with I-core. 48,268.80 436,800 0.11
Oven curing Put the inductor into oven 4,024 218,400 0.11
Boundary
inspection

The inductors undergo
boundary inspection

24,134.40 218,400 0.11

Laser
marking

Put the inductors into a laser
marking machine

24,626.53 218,400 0.11

VMI and co-
planarity
inspection

Inspect inductors for co-
planarity and then into VMI
equipment.

24,024 218,400 0.11

Packaging Pack inductors 48,028.80 218,400 0.22
Total 2,863,621.71 4,149,600

174 N. F. Zamrud et al.



The actual time spent on this activity center per year was 1,351,293.63 min
determined by substituting the volume of cost-drivers from Table 4. The total time for
the wire to be winded using CNC machine in a year can be represented by X1 equals
4,800,000 in 0.12X1, so that 0.12 � 4,800,000 = 576,000 min. When multiplied by
capacity city cost of RM 1.99 per minute, it can be determined that the total production
cost of this activity is RM 1,146,240 per year.

Table 4. Time equations for all sub-activities

Sub-activities Time
equations

Cost driver
Var. Driver Quantity/year

The wires are winded
using CNC machine

0.12X1 X1 Amount of raw material (kg) 4,800,000

Pick up the coils from
winding station

10.00X2 X2 Pick up the coils from the winding
station (rounds)

480

Flatten the coils by using
hydraulic press machines

0.22X3 X3 Number of hydraulic press
machine operating
(frequency/month)

2

Pick up the coils from
flattening station

10X4 X4 Pick up the coils from flattening
station (rounds)

480

Trim the coils by using
pneumatic press
machines

0.13X5 X5 Number of pneumatic press
machine operating
(frequency/month)

2

Bend the coils by using
pneumatic press
machines

0.17X6 X6 Number of pneumatic press
machine operating
(frequency/month)

2

Dip the coils into flux 0.72X7 X7 Amount of flux used (liter) 432
Then, dip the coils into
solder.

0.18X8 X8 Amount of solder used (kg) 120

Arrange core on
magnetic strip

0.15X9 X9 Arrange core on the magnetic strip
(amount of core)

4,800,000

Put the magnetic strip
into the epoxy machine.

2.7X10 X10 Amount of epoxy used (liter) 192

Assemble coil to the I-
core.

0.07X11 X11 Number of labor
(frequency/month)

6

Assemble core with I-
core.

0.14X12 X12 Number of labor
(frequency/month)

4

Put the inductor into the
oven

40X13 X13 Number of oven operating
(frequency/month)

2

The inductors undergo
boundary inspection

0.05X14 X14 Waiting periods
(frequency/month)

2,400

Put the inductors into a
laser marking machine

0.05X15 X15 Number of laser marking machine
operating (frequency/month)

1

Inspect inductors for co-
planarity and then into
VMI equipment.

0.52X16 X16 Number of VMI machine used
(frequency/month)

1

Pack inductors 3X17 X17 Number of boxes (amount of box) 14,880
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4 Conclusions

We will be discussing two aspects of comparison of ABC and TDABC which is
accuracy and unused capacity. TDABC provides more accuracy in term of workstation
activities. As shown in Table 3, there are two sub-activities for flattening while in ABC
as shown in Table 1, the activities are not shown in detail. This means, TDABC
capable to elaborate more detail information on the activities and sub-activities as well
as practical capacity. Thus, TDABC leads to accurately assess the true cost [2]. Another
aspect is unused capacity. TDABC is able to deliver unused capacity as shown in
Table 5 for each activity and sub-activity. It allows the analysis of used and idle time
by using time equation. TDABC is able to reduce waste as well in any activities or
specifically in sub-activities by recognizing unused capacities as reported by [6]. In
conclusion, the results showed that TDABC improves the costing accuracy and helps to
manage the unused capacities by introducing time equation on the production cost
structure. Finally, it is concluded that from this comparative study, TDABC would be
beneficial to the company in a competitive environment and future further studies on
product costing.

Table 5. Analysis of capacity utilization in the magnetic inductor production

Sub-activities Practical
capacity
(min/year)
[1]

Used time
(min)
[2]

Unused
capacity
(min)
[3] = [1] -
[2]

Total cost
(RM/year)
[2] x CCR

Loss of
manufacturing
costs (RM)
[3] x CCR

The wires are
winded using CNC
machine

218,400 576,000.00 −357,600.00 1,145,801.91 −711,352.02

Pick up the coils
from winding
station

109,200 4,800.00 104,400.00 527.47 11,472.53

Flatten the coils by
using hydraulic
press machines

327,600 0.44 327,599.56 0.05 36,213.95

Pick up the coils
from flattening
station

109,200 4,800.00 104,400.00 527.47 11,472.53

Trim the coils by
using pneumatic
press machines

327,600 0.26 327,599.74 0.03 36,191.97

Bend the coils by
using pneumatic
press machines

436,800 0.34 436,799.66 0.04 48,191.96

Dip the coils into
flux

109,200 311.04 108,888.96 71.09 24,888.91

(continued)
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Abstract. Quality improvement can be achieved by improving several
important aspects in the production process including the inspection process.
The inspection process is often considered as a trivial problem for some com-
panies. Most companies perform inspection process in the final stages of the
production. This means that the defective product has been manufactured at the
time they are inspected. This causes the company should bare additional costs
for reworking the defective products. To reduce the costs incurred for reworking
defective products, quality improvement must be performed in the process.
Another problem that is important regarding inspection is the presence of

imperfect inspection. An inspector may make mistakes in the inspection process,
either it categorizing a good product as defective or a defective product as a
good one. Problems related to the imperfect inspection will be detrimental to
both parties, both from the company and the customers. This paper aims to
develop an optimization model for quality improvement by considering the
rework process and imperfect inspection. The optimization process is done
based on trading off the components of the model to determine the optimal
tolerance value and also the optimal investment that must be paid by the
company. Optimization is not only done to obtain optimal tolerance values but
also other aspects such as economic investment value, manufacturing costs,
customer loss and costs due to imperfect inspection process. Two different
policies will be presented to determine the impact of optimal tolerance.
Numerical example is given to show the application of the proposed model.

Keywords: Tolerance design � Taguchi loss function � Imperfect inspection �
Learning inspection � Rework process

1 Introduction

According to Hallgren and Olhager [1] there are several aspects of competitive
strategies for manufacturing companies to win business competition in a dynamic
global competition, namely quality improvement, cost reduction, and timeliness of
delivery [1]. This is a challenge for manufacturing companies to produce good quality
products with low production costs. Several studies have been done related to
improving process quality and reducing costs to produce good quality products. One of
the studies was done by Irianto [2].
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Sofiana et al. [3] developed model based on the model of Irianto [2] by added a
learning investment to improve the quality of the first policy [2, 3]. The investment can
be in form of training, technology improvement, as well as other things related to
quality improvement. However, model assumed that the inspection process is carried
out when the product is finished without any inspection errors. These errors will
definitely lead to costs that can be detrimental to manufacturing companies.

In this study a mathematical model is developed to determine optimal tolerance
values, select better rework policies and the amount of quality investment costs by
considering imperfections of the inspection process. The company has two alternatives
policies in reworking defect product, (1) using the same facilities as the production line,
and (2) adding new facilities only for the rework process. In both policies, will be
added the inspection error model to systems. The system description of the rework
process for Policies 1 and 2 is shown in Fig. 1.

2 Model Development

2.1 Quality Loss Function

The quality characteristics of the product are denoted by y with the average value of l
and the target value of product characteristics m. Taguchi [4] assumes that customers
will be perfectly satisfied if the quality characteristics are at the target value customer
dissatisfaction which can be expressed in Eq. (1) [4]:

L yð Þ ¼ k y� mð Þ2 ð1Þ

In Eq. (1), k is the quality loss cost coefficient which obtained from the k = C0/ D
2
0.

If xi denotes the quality characteristic value for good product, then m – t � xi �
m + t. The cost of quality loss can be calculated using Eq. (2):

Fig. 1. [a] Policy 1 [b] Policy 2
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E L yð Þ½ � ¼
Z mþ t

m�t
k y� mð Þ2:f yð Þdy ð2Þ

In Eq. (3) the f (y) denotes probability density function of y. If y normally dis-
tributed N(m, r 2), then the probability density function of f (y) is:

f yð Þ ¼ e�
ðy�lÞ2
2r2ffiffiffiffiffiffi
2p

p
r

ð3Þ

2.2 Manufacturing Cost

All defective products assumed can be reworked using existing facilities or by using
special facilities. Manufacturing cost can be calculated using Eq. (4) below:

MCm ¼ ðnpm:cpmÞþ ncm:ccmð Þþ ðnim:cimÞ
npm

ð4Þ

2.3 The Number of Components Produced, Reworked and Inspected

Probability density function f (y) and g (y) are assumed to be normally distributed.
Probabilities of good product P are formulated in Eqs. (5) and (6):

P1 ¼
Z lþ t

l�t
f yð Þdy ð5Þ

P2 ¼
Z lþ t

l�t
g yð Þdy ð6Þ

Suppose that the available production operation time is T, then the total time for the
process and rework must be smaller or equal to the time available T. Overall T is used
for both, process and rework in Policy 1 is expressed in Eq. (7).

np1:tp þ nc1:tc � T ð7Þ

The number of inspected products can be calculated using the Eq. (8).

ni1 ¼ np1 þ nc1 ð8Þ

The number of corrected/rework products can be estimated through Eq. (9).

nc1 ¼ np1:P1 ð9Þ
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In Eq. (9), P is the probability of the defective product. P can be calculated by
P ¼ P� 1. Since the product that has been reworked is still possible to still be
defective, the probability value in Eq. (9) becomes P=ð1� PÞ so that:

nc1 ¼ np1:P
�ð1� PÞ ð10Þ

Substituting Eq. (10) to Eq. (7) then Eq. (11) is obtained:

np1:tp þ np1:
P

ð1� PÞ :tc � T ð11Þ

The number of components produced through the rework facility at the first policy
becomes:

np1 � T

ðtp þ tc:P
�ð1� PÞÞ ð12Þ

Policy 2, almost all available time can be used for production process activities, so
that:

np2:tp � t ð13Þ

The rework process in large quantities must consider the time available then:

nc2:tc � T ð14Þ

Components that have been reworked are still possible to have defects so that the
entire component in rework can be calculated by the following equation:

nc2 ¼ np2:
P

1� P
ð15Þ

2.4 Quality Improvement Model with Quality Investment and Learning
Inspection for Policy 1

The investment model was taken from the models used by previous researchers [3, 5,
6], the value of process parameters from lI and rI:

r2I ¼ r2L þ r2M � r2L
� �

eð�abÞ; a[ 0 ð16Þ

l2I ¼ l2L þ l20 � l2T
� �

e �bbð Þ; b[ 0 ð17Þ

Suppose that Y is a product quality characteristic that is normally distributed, then
the probability density function f(Y, I1) of the quality characteristics Y with investment
value I is as follows:
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f Y ; I1ð Þ ¼ 1

rI
ffiffiffiffiffiffi
2p

p e
ðY�lI Þ2

2r2
I ð18Þ

Total cost of quality loss per unit can be calculated using Eq. (19).

L Y ; IIð Þ ¼
Z mþ t

m�t
L Yð Þ:f Y ; I1ð Þdy: ð19Þ

Model of imperfect in the inspection process was adapted from the model of Khan
et al. [7]. In this study, m1 denotes the probability of type I error, m2 denotes the
probability of type II error, and P denotes a probability of defects before an inspection
error. The probability of a defective product by considering inspection error (c)
becomes:

c ¼ 1� P
� �

m1 þP 1� m2ð Þ ð20Þ

The learning model on inspection is adapted from the learning investment concept
from the model of [2] Ganeshan, et al. [5] as shown in Eqs. (21) and (22).

M2
1 ¼ m2

1l þ m2
1m � m2

1l

� �
e �adð Þ ð21Þ

M2
2 ¼ m2

2l þðm2
2m � m2

2lÞeð�bdÞ ð22Þ

The imperfect inspection leads Cost of false rejection (Cr) and Cost of false
acceptance (Ca) which are calculated using the following equation

Cr ¼ crð1� cÞm1

1� ce
ð23Þ

Ca ¼ ca:c:m2

1� ce
ð24Þ

So total cost for Policy 1 can be calculated using Equations

Tc ¼ L Y ; IIð ÞþMCI þCrþCaþ b
np

þ d
ni

ð25Þ

2.5 Quality Improvement Model for Policy 2 and Selecting Rework
Policy

In the second policy, the rework process is carried out using new facilities and separate
from production line facilities. The addition of these facilities requires an investment of
I2 which is invested economically over a certain period. The second policy is con-
sidered better than the first policy if it meets the following requirements:
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TC1 þ I1
np1

[TC2 þ I2
np2

ð26Þ

3 Numerical Example

A manufacturing company that producing an assembled products consisting of several
components will make quality improvement in production process and rework process.
There are two policies considered by company before invest their money. First policy
using the same facilities for production and rework process, for second done by adding
new rework facilities. This company has target process mean m 402 mm while the
current process mean l is 402.06 mm. Total time available T is 10,000 time duration.
For each product need 10 time duration for production process tp and 10 time duration
for rework process tc. The inspection process ti need 1 time duration for each product.
The production cost per unit cp $2, rework cost per unit cc $2 and Inspection cost per
unit ci $0.3. Current standard deviation for first policy r1 0.60 and the second policy r2
is 0.528. Taguchi loss constant is k 1, variance constant a 0.00362 and mean curve
constant is b 0.0150. For second policy the investment value is set at $300. This
company consider imperfect inspection on their process. Probability inspection error
for error type 1 m1 and type 2 m2 is 2%. This error raises cost of false rejection cr $1.5
and cost of false acceptance ca $6.

The optimization results by using Wolfram Mathematica are shown in Table 1
bellow:

Table 1. Model result using wolfram mathematica

Rework Policy 1 Rework Policy 2
Optimal tolerance ¼ 1.157 mm Optimal tolerance ¼ 1.072 mm

Total cost/unit ¼ $2.81 Total cost/unit ¼ $2.93
Quality investment ¼ $201.08 Quality investment ¼ $300
The amount produced
before investment

¼ 903 unit The amount
produced

¼ 987 unit

The amount produced
after investment

¼ 968 unit

Quality investment/unit ¼ $0.20 Quality
investment/unit

¼ $0.30

Optimal mean after
investment

¼ 402.10 mm Optimal mean after
investment

¼ 402.86 mm

Optimal variance after
investment

¼ 0.46 Optimal variance
after investment

¼ 0.52
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4 Conclusion

First policy is considered to be better since it has lower total cost per unit product than
the second policy. The optimal tolerance for first policy is 1.157 mm with total cost per
unit $2.81 and total investment $201.08, meanwhile the optimal tolerance for second
policy is 1.072 mm with total cost per unit $2.93 and total investment needed $300.
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Abstract. Indonesia is a large country with the population of disabilities among
21,84 million that still lack of participation in profession especially formal
working in the manufacturing sector [1]. There is a high standard about labor
requirements in much manufactory that is still stereotyped by physical condi-
tions. Despite of the incapability of body functions, people with disabilities
optimize it in another physical. The reality that founded is like a Blind person
having a sense of touch and memorize is more persistent than a normal person,
or a Deaf person using more visual perception and imagination in advance than
a hearing person and another example. It represents their capable to work, but
still difficult because on discrimination and facilities. To evolve disabilities on
work labor this research is study about routes system that make it easier person
with disabilities to walk around factory and more independently. To designing
the routes system using qualitative method with design thinking approach and
adopts the concept of “universal design” that introduced by Ronald Mace in
terms of accessibility to disabilities person able to do an activity more assisted.
Accessibility also can encourage the involvement of persons with disabilities to
a good economic opportunity. which will be used in developing a standard of
accessibility in a manufacturing work place that is friendly for disability.

Keywords: Accessibilities � Disabilities � Diversity program � Universal
design

1 Introduction

Based on mandatory system data from the Ministry of Manpower, there are 440 reg-
istered companies with a worker around 237,000 people. In order, the total disability
people absorbed this chance to work is only about 2,851 people or around 1.2% have a
chance to place in the formal labor sector. Based on data of the National Labor Force
Survey (Indonesian: SAKERNAS) in August 2017, the population of disability in
productive age national amounts is about to 21,930,529 people [1]. Meanwhile,
10,810,451 people or 44.51% were jobless. While the open unemployed people with
disabilities were 414,222 people or 3.69%. The Minister of Manpower has responded
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to this condition by provide educational certificates, lowering age restrictions, and etc.
for increasing absorption in workforce. In the regulation law, the government set a rules
the obligation for company have to employ disabled person minimum of 1% for private
companies and 2% for Nation Company [2]. The rules set to the companies seems not
well punished that imply hold up recruitments disability in labor force. There are some
problems such as discrimination on workers, or accessibility that can facilitate the
disabled workers. As an effort to increase (Universal appreciate) specifically for labor
sector (Table 1).

Economic and Social Commission for Asia and The Pacific (ESCAP) United
Nations (2016) [3].

Apart from those mentioned above, people with disabilities have experienced
difficulties like problems of limitations, disability, helplessness, and other assumptions
that tend to get negative perceptions and leads.

1.1 Purpose

This research was carried out to develop alternative design concepts for manufacturing
accessibility that focus on routes system that make it easier person with disabilities to
walk around factory and more independent. Also giving facilities for better that could
increase the disability workforce in order to achieve the government’s target for a
minimum of 2% of the workforce in the company.

2 Theoretical Review

2.1 Universal Design: Corridor and Its Parameter

According to the National Disability Authority (2014), universal design is defining the
design and composition of an environment so that it can be accessed, understood and
used to the greatest extent possible by all people regardless of their age, size, ability or
disability [4]. The orientation of this universal design is to combine various aspects of
features and usability that can finally be realized universally. The purpose of creating a
universal design is to facilitate people’s activities effectively and can be used by as

Table 1. Distribution type of disabled in Indonesia

No Type of disabilities Percentage

1 Physical 10,3%
2 Visual 7,9%
3 Hearing 2,7%
4 Speech 6,7%
5 Memories/concentrate 29,6%
6 Can’t independently 2,8%
7 Double 40%
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many as possible people. For this reason, Universal design has several principles in its
creation such as:

1. Equitable use
2. Flexibility in use
3. Simple and intuitive use
4. Perceptible information
5. Tolerance of error
6. Low physical effort
7. Appropriate size and space.

The necessary facilitate on the first place to construct is a route system. Checklist
route parameter and size standard in this paper will be adopted from [4] Building for
Everyone: A Universal Design Approach, booklet 5 (www.universaldesigns.ie). Bel-
lows are checklist parameter that has been simplified and adjusted to the needs of
research (Table 2).

2.2 Diversity Programs

Diversity program is a form of Human Resource Management. Its definition a part of
systemization processes for various diversity in the workforce, especially within the
company [5]. This diversity is not only related to cultural background, but also includes
diversity in terms of race, ethnicity, religion, gender, physical, and sexual orientation.

Table 2. Parameter and size corridors Universal Design

No Corridors Surface finishes

1 Ensure recommended 1500 mm clear
width for corridors in buildings

Make sure floor finishes are durable and
well maintained

2 Provide passing places of 2000 mm long
x 1800 mm wide in corridors less than
1800 mm wide

Optimise visual contrast between floor
and wall finishes and other features, such
as obstructions

3 Make sure short constrictions in width are
not be less than 1200 mm

Use changes in the colour, texture and
acoustic characteristics of floor finishes to
delineate areas and contribute to a system
of way finding

4 Recess wall-mounted items wherever
possible

Avoid shiny and reflective floor finishes

5 Ensure any projections into the clear
width are guarded

Consider the use of natural floor
coverings to avoid the potential for
aggravating allergic reactions

6 Consider using handrails for certain
building types and in all cases where
corridors are over 20 m long

Slip resistant when both wet and dry

7 Provide seats at no more than 20 m
intervals on long corridors
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There is a more specific form of program diversity that is inclusive of those built from
social phenomena involving persons with disabilities.

3 Methodology

This research was conducted in the YPAC medical rehabilitation unit (Disabled Child
Development Foundation). The basis for consideration of place selection is to look at
the patterns and behaviour of mobility of persons with disabilities in an inclusive area.
Then this research is a development from a study entitled “Redesigning the Building
Concept of YPAC Medical Rehabilitation with an Accessibility Approach to Disability
in Surakarta” which was applied with readjustment to accessibility in manufacturing.

Qualitative method is used with approach of the design thinking with adopting of
some literature (Gold, 1980; Riverdale & IDEO, 2011 [6]) and adjusted with research
steps decide to this following work sequences:

– It starts with an inventory of data using types of primary data and secondary data.
Primary data in the form of observations and interviews to and secondary data are
library studies including books.

– analysis is identification the problems by comparing data with literature review
– synthesis to explore point of solution with design thinking by reference and

standards.
– concepts that create ideas were then compiled into an alternative design (Master

Plan).

4 Result and Discussion

4.1 Disable Mobility

From research on accessibility in the YPAC inclusion area, the mobility problem found
is that new visitors with disabilities have difficulty accessing such large areas with the
use of sketches. Visitors can get lost or turn around to just ensure the space they want to
go to. The need for a good spatial system so that persons with disabilities are more
efficient in accessing the space or unit that they want to aim to save more energy and
time.

4.2 Relayout

There are needs to be a consideration of how to make or redesign the layout work place
to increase production and efficiency along with ease of accessibility. Some people may
have a limited walking range, especially to people with mobility issue. They may need
to stop frequently, to regain strength or catch breath. Design is need to respond of
differentiate stamina ability to various type disabilities. All the relayout for routes not
exceed than standard from table below [5] (Building for Everyone: A Universal Design
Approach, booklet 9 from www.universaldesigns.ie) (Table 3).
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After know basis criteria to plan the route then [7] we take the concept of “Class
based storage” that classify material/unit by flow speed to affirm data before. The result
of data will use to evaluate and then redefine new layout and placement of unit work.
Here is diagram of class based storage to understanding (Fig. 1).

4.3 Color Path

The system of “color path” is development from yellow block guiding line that usually
functions for Blind people to guide around the road in public area and usually found on
sidewalks or inclusive buildings. In the “color path” the function improved by mapping
the type of color and type of texture that determined to route of specific area/unit that
need to go. Here the example diagram of colour scheme when it applicate (Fig. 2).

Table 3. Recommended maximum distances without a rest

No Mobility difficulties Distance (Meters)

1 People with visual difficulties 150
2 Wheelchair user 150
3 People with ambulatory difficulties without walking aid 100
4 People using walking aid, e.g. walking stick 50

Fig. 1. Class based flow

Fig. 2. Color path system
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Each line is pointing to destination of unit and place. Colored and textured
according to the unit and sub unit that our set it before. The “color path” theme also
applied through the decoration of the color in the unit and sub unit respectively. These
units should be given elevation to distinguish between the access area and the unit area.
The use of “color lines” as perceptible enhancers access for employees, whether normal
or specifically for the disabled, deaf, color blind (textures and accents), so that the blind
are more adaptable to an area and optimal in mobility. In order to develop a better
understanding to decorate and pick a color scheme we use principal of “design colour
using interior psychology approach” [8] (Fig. 3).

Letter markers is using for each room unit with the addition of braille letters and
specific colors pointing. Room sign also need universally designed can be accessed by
a variety of users like deaf, blind, etc. comfortably than regular. The benefit application
of this “color path” is can be done at minimal cost because it only changes minimum
the shape of the building by adding color and texture as a signpost, and decorating the
color of the unit space. Almost all cost will only be spent on paint.

5 Conclusion

The results of this study indicate that the disability employees in companies is still
lacking because the general perception of disability is still negative, and there has not
been much development of inclusion infrastructure both in management or physical
terms such as good accessibility. From the management side, diversity program
approach can be done. Rather than worry to build new specific infrastructure for
disabilities. Companies can modify infrastructure facilities simply with a design cre-
ativity approach like using “Color Path” as alternative accessibility facilities. Opti-
mization for development of disabilities can be manufactured for the future will run
properly and create inclusive culture if the level of enhance innovation getting
extensive.

Fig. 3. Application of the path of the color pointer on the wall & stripe texture line
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Abstract. Cajuput oil is a very promising business in Indonesia due to its high
people population and the demand of Cajuput oil cannot be fulfilled by the local
industry. To achieve the opportunity, it is necessary to empower the local
industry to operate effectively and efficiently. This study observed the cajuput
oil supply chain company, to develop a location-allocation model and the
transportation modes to minimize the total cost of Cajuput oil supply chain
network. The mathematical model is developed using Mixed Integer Linear
Programming (MILP) which considers the number and the capacity of trans-
portation modes, the capacity of suppliers and destinations that minimize the
total cost and we used IBM® ILOG®CPLEX software for supporting
the computation. The supply chain network will operate at minimum cost and
the demand can be fulfilled.

Keywords: Location-allocation � Transportation modes � Supply chain
network � Mixed Integer Linear Programming (MILP) � Total cost
minimization � Cajuput oil

1 Introduction

Melaleuca is a type of plant with a significant role in oil industry. This plant is resistant
to termites [1, 2]. Two oil-producing tree species of melaleuca cajuputi and melaleuca
leucadendra are widely used in the oil industry [3]. Cajuput oil is produced from the
Cajuput plants (Melaleuca cajuputi), which grow naturally in the Maluku islands and
northern Australia [4]. Cajuput oil product should be in acceptable level of cineole and
randement [5].

© Springer Nature Singapore Pte Ltd. 2020
M. N. Osman Zahid et al. (Eds.): iMEC-APCOMS 2019, LNME, pp. 193–198, 2020.
https://doi.org/10.1007/978-981-15-0950-6_30

http://orcid.org/0000-0003-2559-5656
http://orcid.org/0000-0001-5596-0402
http://orcid.org/0000-0002-4343-4293
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_30&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_30&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_30&amp;domain=pdf
https://doi.org/10.1007/978-981-15-0950-6_30


One of the most important shifting paradigm of modern business management is
the fact that individual businesses no longer compete exclusively, but within a supply
chain network. In this competitive environment, the ultimate success of the venture will
depend on management’s ability to integrate complex network of companies from the
business relationships [6]. The supply chain is the network of organizations that are
involved, through upstream and downstream linkages, in the different processes and
activities to produce value in the form of products and services in the hands of the
ultimate consumer [7]. Supply Chain Management (SCM) is a set of approaches used
to integrate suppliers, manufacturers, retailers, and consumers, so that goods can be
produced and distributed in the right quantity, to the right location and at the right time,
to minimize system- wide costs with satisfactory service [8]. A supply chain is dynamic
and involves the constant flow of information, products and funds between different
stages [9].

Location decisions relating to product allocation decisions. The success factors of
the companies include lower costs, shorter production time, shorter lead time, less
stock, larger product range, more reliable delivery time, better customer services, high
quality, providing the efficient coordination between demand, supply and production
and finally the trade-off between cost investment and service levels [10].

Based on query in Scopus website (www.scopus.com) on June 4, 2019 for
searching document with “location allocation” and “supply chain” in article title, it is
found 33 publications. With the same way by adding query “Cajuput oil”, we found
only one publication that is reference [11]. The reference [11] is our previous research
that discusses only on location allocation problem in the Cajuput oil supply chain. In
this paper we consider not only the location allocation problem, but also the
transportation modes to minimize the total cost.

The existing research on location allocation of the supply chain network, Shankar
research models take into account only the cost to produce the product [10]. Whereas in
this study was developed by taking into account transportation costs and the amount of
transportation modes used to send materials and products from suppliers to the next
chain.

2 Method

Research on the location allocation models in this paper was conducted to determine
the most minimal costs of the supply chain Cajuput oil in the company. The model is a
mixed integer programming. Considering the existing supply chain network, we need
to develop a mathematical model to minimize the total cost of the supply chain
network. The primary goal of this supply chain is to deliver at low cost and acceptable
quality considering the capacity of supplier, processors and trucks as transportation
modess. The proposed model is a MILP (Mixed Integer Linear Programming) for
multi-echelon supply chain network. This model considering the capacity and the
number of owned trucks of each entity. The objective is to minimize the total cost and
we used IBM® ILOG®CPLEX software for helping the computation.
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3 Mathematical Model

Based on a preliminary study, Cajuput oil is considered as a prospective business.
However, the production of Cajuput oil is much less than its demand in Indonesia.
Supply chain network of Cajuput oil can be seen in Fig. 1. The distillery is a village
owned facility located near the forest to produce distillate. The factory is refining
distillate to produce good product that can used by costumer. Area that planted Cajuput
is in Forest 1, Forest 2, and Forest 3. To process Cajuput leaves, the company sent
Cajuput leaves to Distillery 1 and Distillery 2. Delivery of Cajuput leaves considers the
distance from the location of forests to processor (distillery).

In this study, Cajuput leaves collected from the crop fields and transported to
distillery as raw material to produce Cajuput oil. Then, Cajuput oil is sent to Factory for
further processing and packaging. To develop the model, we considered number of
suppliers, Cajuput distilleries, Cajuput oil factory, materials, supplier’s trucks,
distillery’s trucks. We also considered the capacity of each suppliers and processors,
trucks for transportations, cost components of each operations.

The decision variables are whether we use the facilities or not, and the quantity of
the materials in each step of operations. The objective function of the model is to
minimize the total cost of supply chain network of Cajuput oil. The formula will ensure
the fulfilment of demand, considering capacity of trucks, and capacity of suppliers and
the destinations.

Minimize total cost (A):
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Fig. 1. Supply chain network of Cajuput oil in the case study.
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Subject to:

a. Limitation to fulfil of the factory demand.
b. Limitation of truck’s capacity.
c. Limitation to deliver raw materials not exceeds supplier’s capacity
d. Limitation to deliver raw materials not exceeds destination’s capacity.

4 Result and Discussion

The suppliers are Forest 1, Forest 2, and Forest 3; and each capacity to process Cajuput
leaves is 136,350 kgs, 9,750 kgs and 379,500 kgs, respectively. The distilleries owned
by the company and its capacity to produce disyillate are Distillery 1 (84,000 kgs) and
Distillery 2 (480,000 kgs). Distillery 1 is in Purwodadi and Distillery 2 is in Wonogiri.
Company has only one refinery named ‘Factory’ located in Semarang. From the cal-
culation using IBM ILOG CPLEX, we obtained the following results, as shown in
Tables 1 and 2.

Table 1. Quantity of delivering leaves/Kgs.

Material Supplier Truck Distillery Quantity

Leaves Forest 3 truckA Distillery 1 0
Leaves Forest 3 truckA Distillery 2 0
Leaves Forest 3 truckB Distillery 1 136,350
Leaves Forest 3 truckB Distillery 2 0
Leaves Forest 3 truckC Distillery 1 0
Leaves Forest 3 truckC Distillery 2 0
Leaves Forest 3 truckD Distillery 1 0
Leaves Forest 3 truckD Distillery 2 0
Leaves Forest 2 truckA Distillery 1 0
Leaves Forest 2 truckA Distillery 2 0
Leaves Forest 2 truckB Distillery 1 0
Leaves Forest 2 truckB Distillery 2 0
Leaves Forest 2 truckC Distillery 1 0
Leaves Forest 2 truckC Distillery 2 0
Leaves Forest 2 truckD Distillery 1 9,750
Leaves Forest 2 truckD Distillery 2 0
Leaves Forest 1 truckA Distillery 1 0
Leaves Forest 1 truckA Distillery 2 0
Leaves Forest 1 truckB Distillery 1 75,500
Leaves Forest 1 truckB Distillery 2 84,000
Leaves Forest 1 truckC Distillery 1 120,000
Leaves Forest 1 truckC Distillery 2 0
Leaves Forest 1 truckD Distillery 1 100,000
Leaves Forest 1 truckD Distillery 2 0
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Table 1 shows which truck should be used to deliver material from which supplier
to which distillery, with the quantity should be loaded to ensure the total quantity must
be delivered with minimum transportation cost. While Table 2 shows which truck
should be used to deliver material from which distillery to the factory with the quantity
should be loaded to ensure the total quantity must be delivered to minimize the
transportation cost. Those selection has considered the constrains capacity of each
entity and modes, and also the demand fulfillment.

The minimum total cost resulted from IBM® ILOG®CPLEX computation is IDR
855,983,600. The total costs involved are refining costs, plant costs in implementation,
truck usage costs for suppliers, costs of using trucks in refineries, management costs of
eucalyptus plants, costs of planting eucalyptus, the cost of delivering Cajuput leaves
and the delivering costs of distillates.

When we conducted sensitivity analysis by increasing the supply of Cajuput leaves
by more than 6%, it is needed to increase capacity of the distillery that means the need
to build a new facilities of distillery. In that condition, other facilities are still adequate
to perform their operations. It means the capacity of distilleries is the most sensitive
facilities regarding to the increasing supply.

5 Conclusion

This paper proposes a model of location allocation for achieving the minimum cost of
supply chain network of Cajuput oil. From the computation using ILOG®CPLEX
IBM® software, it can be seen that the minimum total cost would be obtained if
Company open all distilleries with production capacity are 480,000 kg and 84,000 kg
each year. And all the truck owned can be used entirely at optimal capacity. From the
results, we also know that the suppliers can supply all Cajuput leaves from to Distillery 1
and Distillery 2. All locations receiving material with varying amounts. Then, distillates
are supply to Factory. The minimization total cost results from IBM® ILOG®CPLEX is
IDR 855,983,600. The most sensitive facilities regarding to increasing supply is
distillery.

Further research can be conducted by adding a market or customer zone as
stakeholders. Thus, it can be seen how much cost required for supply chain networks of
Cajuput oil in company to deliver product to customers. Further research can also
consider for the longer operation of distilleries and factories i.e. along the year oper-
ation that will need more supply, and considerably wider area of forest.

Table 2. Quantity of delivering distillates/Kgs.

Material Distillery Truck Factory Quantity

Distillates Distillery 1 Truck1 Factory 1,540
Distillates Distillery 1 Truck2 Factory 1,400
Distillates Distillery 1 Truck3 Factory 152
Distillates Distillery 2 Truck1 Factory 0
Distillates Distillery 2 Truck2 Factory 0
Distillates Distillery 2 Truck3 Factory 588
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Abstract. Scheduling is defined as decision-making activities used in the daily
activities of manufacturing or service industries. There are various types of
scheduling that are related to production, personnel, vehicle, project scheduling,
etc. In this paper, we will discuss specifically the scheduling in the context of
production system, namely job shop scheduling. This paper aims to review
several job shop scheduling methods on a single machine. Subsequently, this
paper provides an overall overview of the development of job shop scheduling
methods for single machine condition. Later on, the job shop scheduling
methods for single machine condition are categorized by deterministic and
stochastic job processing times.

Keywords: Job shop scheduling � Single machine � Job processing time

1 Introduction

Scheduling can be interpreted as decision-making activities used in daily activities in
the manufacturing or service industries [1]. There are various types of scheduling in a
company or industry. There are scheduling related to production, personnel, vehicle,
project scheduling, etc. Each type of scheduling has experienced many developments
in terms of its model and implementation.

In this paper, we will discuss more about scheduling in the context of production
system, namely job shop scheduling. Scheduling in a production system consists of
various scheduling on the production function [2]. This production function is related
to one another and linked as a hierarchical process as shown in Fig. 1.

The purpose of this paper is to review job shop scheduling methods on a single
machine. Later on, based on the job processing times, we will consider two conditions,
i.e. deterministic and stochastic processing times. It is expected that this paper provides
an overall overview and comparison of the development of job shop scheduling
methods for single machine condition.
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2 Scheduling on Production

There are several characteristics in a job shop scheduling problem. These character-
istics are related to the optimum scheduling [2]. They are job arrival pattern, number
and variety of machines, number of workers, flow pattern, and evaluation of alternative
rules.

In a job shop scheduling problem, there are two constraints namely classic con-
straints and extra constraints [3]. Classic constraints consist of three things, namely
precedence, capacity, and release & due date. Extra constraints or additional constraints
are related to maintenance activities, resources availability, sequence dependent setup
times, and other things that can occur in the implementation of the job shop scheduling
model.

3 Single-Machine - Deterministic Processing Time

Machines arrangement in the manufacturing cycle are divided into several classes, i.e. a
single machine, parallel machines, open store shop, and open shop [4]. In a typical of
single machine problem, a set of independent jobs that have a single operation are
available to be processed at time zero. Single machine continues to be used and never
stops when jobs still available to be proceeded. The time for setting each job is
independent to its position. After a job is accomplished by the machine, it means the
work is also finished.

In this paper we will discuss several algorithms that can be utilized for several
single machine models as performance measures, namely flowtime and lateness or
tardiness.

3.1 Shortest Processing Time (SPT)

In the shortest processing time (SPT), the sequence of jobs is ordered from the smallest
into the largest one. The job at the first position should have the smallest processing
time [5]. The job sequence should continue in order of non-decreasing processing
times, where the last job has the largest processing time. The job having least pro-
cessing time is operated initially. If there are n jobs {j1, j2, j3, j4, j5, …, jn} with
processing time {p1, p2, p3, p4, p5, ……, pn} and due dates Di = {d1, d2, d3, d4, d5,
……., dn} respectively are processed in single machine, M, then, according to SPT
rule, the sequenced jobs in non- decreasing orders, respective to the processing time is
shown in Eq. (1).

Demand 
Forecasting Aggregate Planning Master Production 

Schedule

Materials 
Requirement 

Planning System

Job Shop 
Scheduling

Fig. 1. Hierarchical process of production system
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t1 � t2 � . . .� tt�1 � tt�2 ð1Þ

SPT minimizes the flowtime on a single machine with zero release time. SPT also
minimizes the average number of waiting jobs.

3.2 Weighted Shortest Processing Time (WSPT)

The problem with minimizing total flowtime using SPT method is that all the jobs are
assumed to be equally important, which is not always true, especially when jobs have
different priorities. Let wi be the weight or value of job i, where the larger weight
means the job is more critical to become priority, as shown in Eq. (2)

wiCi ¼ w1C1 þw2C2 þw3C3 þ . . .þwnCn ð2Þ

The WSPT method considers the ratio of the processing time to weight and orders
the jobs in the non-decreasing ratio.

3.3 Earliest Due Date (EDD)

The due date is not considered in SPT method. Therefore, the resulted schedule with
optimum flowtimes is not guaranteed. One of measurements related to the due date is
tardiness, Tmax. According to this rule, the jobs are arranged in raising order of their
respective due dates; the job having earliest due date will be processed first, continued
with the job having second earliest due date and so on. Hence, the jobs are sequenced
according to the increasing order of their due dates (dj), as shown in Eq. (3).

d1 � d2 � d3 � . . .. . .� dn ð3Þ

3.4 Hodgson’s Algorithm

In an ideal condition, the EDD sequence results on timely manner accomplishment.
However, if some jobs are delayed (due to the machine breakdown, broken tools, etc.),
one of disadvantages of using EDD is that many jobs may be somewhat tardy. In a job
shop scheduling, it is expected to have as many timely manner jobs as possible, or in
other words, it is to minimize number of tardy jobs. Hodgson’s algorithm is used in this
situation. Here are the steps of Hodgson’s algorithm.

• Step 1. Compute the tardiness for each job in the EDD sequence, set NT = 0 and let
k be the first position containing a tardy job. If there is no tardy job go to Step 4.

• Step 2. Find the job with the largest processing time in position 1 to k.
• Step 3. Remove j (job with the largest processing time among the first k jobs) from

the sequence, set NT = NT + 1, and repeat Step 1.
• Step 4. Place removed NT jobs in any order at the end of the sequence. This

sequence minimizes the number of tardy jobs.
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4 Single-Machine - Stochastic Processing Time

In this section, we will discuss about single machine models with stochastic processing
times with non-preemptive and preemptive arbitrary distributions as discussed in [1].

4.1 Arbitrary Distribution Without Preemptions

For stochastic problems, finding the optimal solution is equivalent with deterministic
scheduling problem. Usually the solution of deterministic problems can be obtained by
replacing all random variables with their means. In the same way, the optimal schedule
for the stochastic problem can be obtained by replace the means with the expectation
value. The models that will be used for arbitrary distribution without preemptions are
Weighted Shortest Expected Processing Time (WSEPT) and Weighted Discounted
Shortest Expected Processing Time (WDSEPT).

Weighted Shortest Expected Processing Time (WSEPT). It is easy to find the
optimal permutation schedule for the stochastic counterpart when the processing time
of job j is Xj, from an arbitrary distribution Fj, and the objective is EðPwjCjÞ. The
stochastic version of the Weighted Shortest Processing Time (WSPT) is called
Weighted Shortest Expected Processing Time (WSEPT). The only difference between
WSPT and WSEPT is that pj in WSPT need to be replaced by E Xj

� �
. The WSEPT rule

minimize the expected sum of the weighted completion times in the class of non-
preemptive static list policies as well as in the class of non-preemptive dynamic
policies.

Weighted Discounted Shortest Expected Processing Time (WDSEPT). The
equivalences between the single machine stochastic models and their deterministic
counterparts go even further. If in the stochastic counterpart the jobs are subject to
precedence constraints that take the form of chains, then Weighted Discounted Shortest
Expected Processing Time (WDSPT) can be used for minimizing the expected sum of
the weighted completion times. The stochastic version of the WDSPT is called
Weighted Discounted Shortest Expected Processing Time (WDSEPT). The concept is
same with WSPT and WSEPT where pj is replaced by E Xj

� �
, so the order ratio is

change from
P

wj 1� e�rCjð Þ is shown in Eq. (4).

wjE e�rjð Þ
1� E e�rjð Þ ð4Þ

The WDSEPT rule minimizes the expected weighted sum of the discounted
completion times in the class of non-preemptive static list policies as well as in the
class of non-preemptive dynamic policies. The graphical explanation can be seen in
Fig. 2.

Figure 2 shows that the WDSEPT rule fulfills all conditions starting from the
stochastic, equal weight and discounted properties.
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4.2 Arbitrary Distribution with Preemptions: The Gittins Index

For stochastic scheduling with preemptive conditions, it is permitted to preempt the
machine at discrete times 0, 1, 2, etc. If job j is completed at the integer completion
time Cj a reward wjb

Cj is received, where b is a discount factor between 0 and 1. The
value of b is typically close to 1. It is of interest to determine the policy that maximizes
the total expected reward. The model that can be used to maximize the total expected
reward is Gittins Index that is shown in Eq. (5).

Gj xj
� � ¼ max

s[ 0

Ps�1
s¼0 b

sþ 1wjP Xj ¼ xj þ 1þ s
� �

Ps�1
s¼0 b

sþ 1P Xj � xj þ 1þ s
� � ð5Þ

5 Current Development

Currently, there have been many developments from job shop scheduling. One
example of developing job shop scheduling is to consider dynamic environment.
Dynamic environments in scheduling such as the number of random jobs and the
number of operable machines make the scheduling method not optimum [6]. A rein-
forcement learning approach with a Q-factor algorithm is used to improve the per-
formance of the dynamic scheduling method. The scheduling method is based on the
variable neighborhood search (VNS) method [6]. The results of this study indicate that
the approach taken gives better results compared to other general methods.

Another example of the development of job shop scheduling is to make a model
that is suitable for manufacturing companies that have many factory locations. This is
known as distributed job shop scheduling problem (DJSP). In this case, the factories
owned are spread in different geographical locations and each factory has several
machines that will be used to process jobs. One approach developed to solve this
problem is to use the Modified Ant Colony Optimization algorithm as done by [7].

Fig. 2. WDSEPT rule
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In addition to the two new development approaches above, there are also devel-
opments in existing methods. One of the examples of the development was carried out
by [8] who developed the Multi-Objective Heuristic Kalman Algorithm (MOHKA) so
that they could complete the Multi-Objective Flexible Job Shop Scheduling Problem
(MOFJSSP) well. This development is based on the existing method, namely Heuristic
Kalman Algorithm (HKA).

6 Conclusion

This paper reviews some job shop scheduling methods for deterministic processing
time using Shortest Processing Time (SPT), Weighted Shortest Processing Time
(WSPT), Earliest Due Date (EDD), and Hodgson’s algorithm. We also review some
job shop scheduling methods for stochastic processing time i.e. depend on with or
without preemptions. Currently there have been many developments from job shop
scheduling so that the existing job shop scheduling model can be more in-line with the
real situations. One example of developing job shop scheduling is to consider dynamic
environment.
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Abstract. Cement is one of the strategic commodities that support the infras-
tructure development and the economic growth of a country. This requires the
cement companies to continuously improve the production process to become
more effective and efficient. This paper aims to identify the failure modes of
waste occurred during the cement production process using the Failure Mode
and Effect Analysis (FMEA) method. The action plans are then developed based
on the prioritized failure modes. The failure modes are determined on the three
main machines of cement production process consist of raw mill, kiln, and
cement mill. The results indicated the highest failure mode in the cement pro-
duction process is the low quality of raw materials. It is followed by the high
vibration of cement mill, the kiln is stop, and voltage is not constant. The failure
modes are largely due to the quality of raw material and the production
machinery. Therefore, it is necessary to improve the quality control of raw
material and the maintenance program. The results are expected to help the
cement companies to improve the efficiency and effectiveness of the production
process.

Keywords: Cement production � Failure modes � Waste

1 Introduction

The cement industry is one of the oldest manufacturing industries in the world. The
demand for cement has increased rapidly over the last decades and has become the
second substance after the water [1]. It forced the cement companies to increase the
production amount which increases the production activities. The cement companies
must be able to carry out the efficient and effective production process. The increased
efficiency of the production line is widely acknowledged to reduce the downtime and
satisfy the high market demand for products [2].

Based on the preliminary study, it was found that there are some wastes occurred
during the cement production process such as overproduction, transportation, delays,
and inventory. Waste will produce the negative effects on the company such as
increasing the production cost, create the work in process between workstations and
increase the level of redundancy operations [2]. These will cause the company unable
to meet the customer demand [3]. Waste is caused by failures that occur in a process.
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Therefore, it is needed to identify the failure modes of wastes and develop the action
plans to improve the efficiency and effectiveness of the production process.

2 Methodology

This research is conducted in PT X, a cement manufacturing company located in
Padang, Indonesia. The company is established in 1910 and certified by ISO 9001, ISO
14001, Occupational Safety and Health Management System, and Security Manage-
ment System. Currently, the company has a total production capacity of 10.4 million
tons per year. The cement production process has three main machines consist of raw
mill, kiln, and cement mill. In this research, the Failure Mode and Effect Analysis
(FMEA) method is applied to assess the failure modes during the cement production
process.

The methodology started with the identification of failure modes in the cement
production process of PT X. The causes and effects are then determined for each of the
failure modes. Eleven managers and staffs from the Department of Production of PT X
are consulted through a questionnaire to determine the failure modes on the three main
machines of cement production process. The causes and the effects of each of the
failure modes are then determined.

The relative risk of failure and its effects are determined by three factors consisting
of severity, occurrence, and detection [4]. The severity is the consequence of the failure
should it occur. The occurrence is the probability of frequency of the failure occurring.
The detection is the probability of the failure being detected before the impact of the
effect is realized. The same experts are consulted to assign the severity, occurrence, and
detection for each of the failure modes in the cement production process of PT X.
A scale ranging from 1 to 10 is used adopted from [4]. The Risk Priority Number
(RPN) is then calculated for each of the failure modes by multiplying the ranking of the
three factors (severity, occurrence, detection) has assigned. The RPN will be used to
rank the need for corrective actions to eliminate or reduce the potential failure modes.

3 Results and Discussions

3.1 Identification of Failure Modes

A total of 32 failure modes are identified from the three main machines of cement
production process in PT X. The causes and effects of the failure modes are then
determined through discussions with the industry experts. The results are shown in
Table 1.

3.2 Evaluating the Risks of Failure Modes

In this stage, the severity (LPZ), the occurrence (LPW), and the detection (LPO) of the
failure modes of cement production process in PT X are assigned. The ranking from the
eleven experts are then averaged and the results are shown in Table 2.
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Table 1. The failure modes, effects, and causes.

Failure modes Effects Causes

1. Voltage is not constant Process is stop Problem in GI
2. Drive not ready Process is stop Interlocking of tools

3. Hopper of material is empty or in
critical condition

Decreasing of feeding rate Raw material is difficult
to get

4. Storage is empty Process is stop Problem of raw material
transport

5. Feeding is stop Feeding is stop Block in chute
6. Maximum vibration of mill Feeding is stop Strange material in mill

7. Low quality of material Decreasing of feeding rate Material is wet
8. Belt conveyor is damaged Maintenance Belt is sway
9. BCR works is not maximal Decreasing of feeding rate Low material on pile

10. Reject bin is full Mill process is stop Delay of cleaning
activity

11. Raw mix stock is minimum Decreasing of feeding rate Raw mill process is stop
12. Fine coal stock is minimum Decreasing of feeding rate Coal mill process is stop

13. Voltage is not constant Process is stop Problem in GI
14. Kiln is stop Decreasing of clinker production Cooler maintenance

15. Feeding number is fluctuative Material is overcook Low quality of material
16. GCT is not well running Hot gas and fine material passing the

chimney
GCT Pump is Not
Running

17. Coal mill is hang Process is stop Vibration
18. Pressure inlet BHF is increasing Kiln is stop, raw mill is stop Pump is not working

19. Abnormalities of machine sound Checking by staff, process stop Milling process is
hampered

20. Damper mill fan is not open Coal trapped inside the mill Problem in instruments
21. RAL motion detector Process is stop Detecting motion

22. Bus fault Process is stop Problem in instruments
23. Maximum vibration of mill Mill is stop Roller and Table collide

each other
24. Belt conveyor is damaged Feeding is stop Belt is Flaked and

Folded
25. Pull rope/pull cord is not ready Feeding is stop Hit By Material

26. Clinker is out of stock Decreasing of feeding rate,
decreasing of production

Kiln is Stop

27. Bucket elevator silo level high
alarm

Material is not transported Interlocking

28. Block in air slide Cement accumulated Canvas is shot
29. Hopper of gypsum is empty or in
critical condition

Decreasing of feeding rate Gypsum is wet

30. Reject bin is full Mill is stop Delay of cleaning
activity

31. Feeding is not smooth Material is in critical condition Feeder is trip
32. Hydraulic station is not ready Mill is stop Problem in oil

circulation
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It can be seen that the highest severity ranking is voltage is not constant with a
value of 6.33. The most occurrence failure is feeding is stop with a value of 7.83. In
term of detection, voltage is not constant identified as the most detection failure with a
value of 8.00. The failure of non-constant voltage occurs suddenly and causes the
production process to become disturbed and even stop.

Table 2. The severity, occurrence, and detection of failure modes.

Failure modes LPZ LPW LPO

1. Voltage is not constant 6.33 2.33 6.83
2. Drive not ready 2.50 4.17 4.50
3. Hopper of material is empty or in critical condition 4.17 6.00 1.67
4. Storage is empty 4.00 2.33 1.50
5. Feeding is stop 2.83 7.83 2.17
6. Maximum vibration of mill 3.33 7.83 5.00
7. Low quality of material 4.67 6.50 4.33
8. Belt conveyor is damaged 3.00 3.17 4.67
9. BCR works is not maximal 2.17 3.00 3.50
10. Reject bin is full 2.33 2.00 1.83
11. Raw mix stock is minimum 5.83 4.17 1.67
12. Fine coal stock is minimum 4.67 2.50 2.00
13. Voltage is not constant 6.17 1.67 8.00
14. Kiln is stop 5.67 3.67 5.50
15. Feeding number is fluctuative 4.50 4.33 2.33
16. GCT is not well running 2.83 2.83 5.33
17. Coal mill is hang 4.00 3.67 5.33
18. Pressure inlet BHF is increasing 3.00 2.83 4.50
19. Abnormalities of machine sound 3.50 3.17 5.17
20. Damper mill fan is not open 3.83 3.33 5.17
21. RAL motion detector 2.83 2.83 3.17
22. Bus fault 3.33 4.50 6.67
23. Maximum vibration of mill 4.00 2.83 5.83
24. Belt conveyor is damaged 3.67 3.17 4.67
25. Pull rope/pull cord is not ready 4.00 2.83 3.17
26. Clinker is out of stock 3.50 1.50 1.50
27. Bucket elevator silo level high alarm 2.00 2.00 3.67
28. Block in air slide 3.33 1.33 3.33
29. Hopper of gypsum is empty or in critical condition 4.33 2.83 1.83
30. Reject bin is full 2.17 2.17 1.83
31. Feeding is not smooth 2.33 2.83 1.83
32. Hydraulic station is not ready 3.17 1.67 3.50
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3.3 Calculating the Risk Priority Number

The Risk Priority Number (RPN) is calculated for each of the failure modes of cement
production process in PT X. The results are presented in Fig. 1.

It is obtained that the highest failure mode is low quality of material with an RPN of
131.44, followed by maximum vibration of mill (130.56), kiln is stop (112.93), and
voltage is not constant (100.98). The low quality of material is mostly caused by the
wet material. It will affect the cement production process, especially in the milling
machine. It also disturbs the material movement on the belt conveyor. In order to
overcome this failure, the company usually uses the rotary dryer to minimize the water
content in the wet material. This will increase the production time and the production
cost. Therefore, it needs high attention from the production manager to conduct a
comprehensive inspection of the material supplied. Besides, the supplier selection and
evaluation need to be improved to provide a good quality of the material. The quality
inspection is important to ensure the conformity of materials with requirements [5].

0.00 20.00 40.00 60.00 80.00 100.00 120.00 140.00

1.  Voltage is not constant
2.  Drive not ready

3.  Hopper of material is empty or in critical condition
4.  Storage is empty

5.  Feeding is stop
6.  Maximum vibration of mill

7.  Low quality of material
8.  Belt conveyor is damaged
9.  BCR works is not maximal

10. Reject bin is full
11. Raw mix stock is  minimum
12. Fine coal stock is minimum

13. Voltage is not constant
14. Kiln is stop

15. Feeding number is fluctuative
16. GCT is not well running

17. Coal mill is hang
18. Pressure inlet BHF is increasing

19. Abnormalities of machine sound
20. Damper mill fan is not open

21. RAL motion detector
22. Bus fault

23. Maximum vibration of mill
24. Belt conveyor is damaged

25. Pull rope/pull cord is not ready
26. Clinker is out of stock

27. Bucket elevator silo level high alarm
28. Block in air slide

29. Hopper of gypsum is empty or in critical condition
30. Reject bin is full

31. Feeding is not smooth
32. Hydraulic station is not ready

Fig. 1. The RPN of failure modes.
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The failure of maximum vibration in the milling process is might be due to the
physical quality of raw material. It is suggested to check the raw material before
entering the production stage. With regard to the failure of kiln stop, it is recommended
to improve the maintenance program. The performance of machine and equipment is
critical to maintain the production process [6]. Action needed to minimize the failure of
non-constant voltage is by using a stabilizer for the engine so that if a failure occurs, it
will not affect directly to the engines which can stop the process. Although the non-
constant voltage is rare, it can cause a serious effect on the production process.

4 Conclusions

This research has applied the Failure Mode and Effect Analysis (FMEA) method to
identify the failure modes of waste occurred in the cement production process. A total
of 32 failure modes are identified from the three main machines of cement production
process in PT X. The causes and effects of the failure modes are also determined. The
failure modes are then evaluated on the severity, the occurrence, and the detection.
Finally, the Risk Priority Number (RPN) is calculated for each of the failure modes of
cement production process in PT X. It is obtained the highest failure modes are low
quality of material, maximum vibration of mill, kiln is stop, and voltage is not constant.
Then, action plans are developed to improve the quality control of raw material and the
maintenance program. This study hoped can help the cement companies to improve
their production process to be more efficient and effective.
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Abstract. NGX Inc. is one of the biggest producers of uniform fabric in
Indonesia. It faces difficulty to fulfill export demand for XYZ123 fabric because
of its 14% of total production is classified as a low-grade quality. To reduce the
number of low-grade fabric, Six Sigma approach consisting define, measure,
analyze, improve, and control is used. The focus of the study is defined on the
greige cloth of XYZ123 up to weaving stage, and its production capacity,
stability, and capability of the existing process are measured. Then, the Pareto
chart is used to determine types of defects need to be studied, and Fishbone
Diagram, Delphi Method, and Failure Mode and Effect Analysis (FMEA) are
incorporated for further analysis. 7 solutions are proposed, but only 4 solutions
are accepted by management. The result of the implemented solutions is pro-
duction efficiency increase from 78.9% to 98.7% and process capability
improvement from 2.66 sigma to 3.35 sigma.

Keywords: Six Sigma � Textile mills � Fabric quality

1 Introduction

NGX Inc. is an Indonesian textile manufacturer that was founded in 1982. Since from
the inception, the company has rapidly grown. Currently, it serves the domestic dis-
tribution channel (DDC) in Indonesia and the international distribution channel
(IDC) in Japan. Since the profit from IDC is twice form DDC, the company prioritize
the IDC demand. In addition to that, the export demand has tighter quality standard and
has a strict connecting date in Singapore.

NGX Inc. produces 16 types of export demand, and one of them is XYZ123. Even
though the demand is newly submitted, the quantity of the demand is relatively large.
However, after 2 months of the production, the capacity of XYZ123 production is still
below the planned effective capacity.

Based on the analysis and the interview with the stakeholder the unmet planned
effective capacity is caused by the very high rate of C grade fabric. Since the inter-
national standard is tight, the buyer wouldn’t accept the C grade fabric. In other the
hand, the XYZ123 is very customized fabric, so it will very hard to sell it to the
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domestic market. Therefore, the C grade fabric is a defect fabric, and the company
wants to reduce it.

One of the popular methodology to reduce defect product and increase the pro-
duction capacity is Six Sigma [1]. There is a lot of success story of the six sigma
implementation to improve the quality of the product either in SME or world-class
manufacturer [2, 3]. Furthermore, Adikorley, Rothenberg, Guillory [4] implemented
Six Sigma in the textile industry, and Muruganantham and Muraleedharan [5] create a
review on Six Sigma implementation in the textile industry.

This paper explains the implementation of Six Sigma in NGX Inc. to reduce the
defect fabric. The paper is organized in four parts namely introduction, implementation,
and analysis and conclusion.

2 Implementation

The Six Sigma methodology usually consisting of five-phase that is define, measure,
analyze, improve, and control (DMAIC) [6]. The goal in each phase is described in
Table 1 [7]. DMAIC procedure is adopted to solve the defect problem. Although it
seems the DMAIC procedure seems like the sequential process, iteration may happen
during the implementation.

2.1 Define Phase

Based on the huge production volume and large defect proportion, the weaving of
XYZ123 fabric (greige) is defined as the research object. The production processes of
XYZ123 fabric are warping, sizing, leasing, reaching, and weaving. Defect types of the
XYZ123 fabric are broken warp, thick layer, broken weft, thin layer, loose/tight warp,
piecing defects in combing, double weft, and dirty stain. There is six critical quality
factor, warping machine, sizing machine, weaving machine, yarn inspection, and
environment.

2.2 Measure Phase

The effective production capacity of XYZ123 is 182,9 yard/machine/day and the actual
production capacity is 144,465 yard/machine/day. The number of defects is mapped in

Table 1. The goal of DMAIC phase [7]

Phase Goals

Define To define problem and customer expectation
Measure To measure defect rate and process operation
Analyze To analyze data and to identify defect cause factors
Improve Process improvement to eliminate defect cause factors
Control Process control to assure the defect will not occur
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the control chart with demerit systems in Fig. 1. The existing quality level of SCD
409570 is 2,66 sigma. The calculation is based on Eqs. 1 and 2.

Defective Units per Million DPMð Þ ¼ Number of Defective Units � 1:000:000
Number of units produced

ð1Þ

Sigma Value ¼ NORMSINV
1:000:000� DPM

1:000:000
þ 1; 5 ð2Þ

2.3 Analyze Phase

Production efficiency based on the ratio of actual output and effective production
capacity is 78,9%. Based on the control chart, it can be seen that the existing process is
stable, but, the quality level is under three sigma. Thus, the Pareto analysis from
identified defects is done to find dominants defects. 80% of total defects comes from
the broken warp, thick layer, broken weft, and double wrap. The Pareto analysis is
illustrated in Fig. 2.

Fig. 1. Number of defects control chart
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Critical factors of four defects are identified by the cause and effect diagram and the
Delphi method. The Delphi method iteration is illustrated in Fig. 3. All those identified
factors are prioritized by Failure Mode and Effect Analysis. Based on that, 5 factors
with the highest Risk Priority Number are selected to be solved/improved. Those five
factors are warping machine spare part, weaving operator accuracy, yarn inspection
method, warping operator accuracy, and starch recipe.

Fig. 2. Pareto analysis
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Fig. 3. Iteration of the Delphi method

Table 2. Excerpt of FMEA Result

Defect
type

Cause factor Cause sub-factor Critical factor S O D RPN

Broken
warp
(X17)

Broken warp thread in
the sizing process

The presence of a big
starch crust

Preparation of
starch solution
setting

5 3 5 75

Broken
warp
(X17)

Fragile yarn Yarn from the supplier is
not conforming with the
specification

Yarn
inspection
method

5 3 5 75

(continued)
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2.4 Improve Phase

Four solution/improvement alternatives are proposed and accepted by management.
Those solutions are (1) alteration of warping machine from automatic dropdown sys-
tem to gravity and photoelectric sensor system. The function of the systems is to stop
the warping operation when warp yarn breaks. (2) Adding one more operator to
manually supervise the warping process. (3) create a sampling plan based on MIL-
STD-414 [8]. There are 3 inspection variables: breaking strength, elongation, and turn
per meter. (4) redesign of the starch solutions viscosity from 21–30 s to 8–9 s to
accommodate the thin raw material of XYZ123.

2.5 Control Phase

To ensure all four solutions are well implemented, supporting document such as
standard operating procedure of warping machine, work instruction for sampling plan,
and starch recipe in machine sizing process are arranged.

Table 2. (continued)

Defect
type

Cause factor Cause sub-factor Critical factor S O D RPN

Broken
pick
(X12)

Insensitivity of
weaving machine
sensor

Feeler 1 and/or feeler 2 is
not working

Maintenance 3 6 4 72

Broken
pick
(X12)

Insensitivity of
weaving machine
sensor

Feeler 1 and/or feeler 2
difficult to distinguish
between yarn or dust

Initial
brightness
sensor setting

3 6 4 72

Broken
pick
(X12)

The weft thread is left
behind when
revocation is applied

Operator handling is poor Competence
of weaving
operator

6 3 3 54

Double
warp
(X15)

Handling mistake in
sizing machine

Sizing machine operator
not thoroughly check

Contentious
of operator

3 3 5 45

Fig. 4. Gravity and photoelectric system
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3 Analysis and Conclusion

The XYZ123 fabric is defined as the project focus, and 8 defects and 6 critical factors
are identified. It is known that the actual production capacity is 78% from its effective
production capacity, and the quality level is in 2,66 sigma. Based on Pareto analysis
four defects contribute to 80% of total defects. From those four defects, all critical
factors are identified by the cause and effect diagram and the Delphi method. 5 critical
factors with the highest RPN in FMEA are selected to be improved/solved, and 4
solutions are suggested and approved. Those solutions are (1) alteration of warping
machine to gravity and photoelectric sensor system, (2) adding one more operator to
manually supervise the warping process. (3) create a sampling plan based on MIL-
STD-414. (4) Redesign of the starch solutions viscosity to accommodate the thin raw
material of XYZ123.

Two from four approved solutions was implemented, those are adding one more
operator and redesign of the starch solution viscosity. The adding one operator reduced
the broken warp defect in the warping process, and redesign of the starch solution
reduced the double warp in the sizing process. Based on that reduction, the production
efficiency is increased from 78,9% to 98,7%, and the quality level is improved to 3,35
sigma.
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Abstract. Small Medium Industry (SMI) is a group of small company that are
heterogeneous in size and attitude and contribute significantly towards
Indonesia’s gross labor production. SMIs are expected to keep producing in a
good quantity and quality to satisfy consumer and to maintain its productivity.
The object of this research is Ira Silver, an SMI located in Yogyakarta,
Indonesia. This study aims to measure current state of technology level within
the SMI and find a correlation between such technology components and pro-
ductivity. There are three concluding points made in this study. First, techno-
metric method shows that the score of humanware and orgaware components are
considerably low in terms of state of the art. Second, the result shown by
SmartPLS software shows that technology components have a positive corre-
lation to productivity, which means that SMI’s productivity can be leveraged
through the four technology components: technoware, humanware, infoware,
and orgaware. However, only humanware component is proven to have a sig-
nificant correlation to the SMI’s productivity. Lastly, through this result, pro-
ductivity could be enhanced by fixing humanware component at Ira Silver, so
that state of the arts core in humanware component and productivity at Ira Silver
can be increased.

Keywords: Humanware � Productivity � Small Medium Industry (SMI)

1 Introduction

Industrial landscape in Indonesian rural regions are filled with Small and Medium
Enterprises (SMIs) due to the government’s inability to tackle unemployment and
poverty issues. SMIs have important role in both economic and industrial development
of a country [1]. According to the Indonesian Central Bureau of Statistics and the
Ministry of Cooperatives and Small and Medium Enterprises, in 2003, there were 42.4
million registered SMIs which absorbed 79 million workers. Further growth of
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Indonesian SMIs is expected to decrease the unemployment rate in the country. SMI
growth in Indonesia is expected to increase productivity, both in terms of quality and
quantity, such that customer satisfaction and the company’s profitability are optimized.
The quality of output is inseparable from the quality of resource being used, for
instance, the creativity, innovation and technology. Globalization demands SMI to
maintain its technological advancement in order to keep their competitiveness in the
market.

Technometric method is an approach to analyze the degree of implementation of
technological components in a certain firm. The method is often used as a basis for
decision making and formulation tools for policymaking or technological content-
based analysis. There are four components included: hardware, humanware, infoware,
and orgaware. Through the calculation of these components, the level of technology
currently implemented by a company could be assessed and improved [2]. Previous
studies on technology transfer, planning, and forecasting are also studied [3, 4].

Yogyakarta is renowned for the culture, tradition, art, business, and its signature
series of handicraft. Ira Silver is a Small and Medium-sized Industry (SMI) which
produces a variety of silver-based handicrafts in Kotagede district. The SMI is chosen
based as the object of the study based on several factors. First, the SMIs in Yogyakarta
is in imminent need of business counseling and advocacy. Second, most SMIs outside
of Jakarta are inclined to collaborate through research with academic entity. Based on
previous description, the objectives of this research are as follows:

1. To identify State of The Art (SOTA) values and each component’s contribution
with regard to the technological component of the SMI

2. To identify the impact of technological components to SMI’s productivity
3. To propose technological-based recommendations to improve productivity

Furthermore, the scope of this research is defined within the following scope.
Primary observation is conducted between 17 and 22 March 2014, and the data is
collected on September 2014. The products being observed is limited to silver-based
handicrafts.

2 Methodology

Prior observation, preliminary study and topic generation were conducted. The
acquired data is then analyzed with a technometric approach to measure the joint
contribution of all 4 technological components within input-to-output transformation.
According to Economic and Social Commission for Asia and Pacific (ESCAP) of
United Nations [5], technology is divided into four components. Despite the classifi-
cation, technological transformation cannot be conducted if even one of the compo-
nents are neglected. The 4 components are as follows:

1. Technoware (T) is object-embodied technology or physical facilities, which com-
prises equipment, machines, tools, machines, automobiles, factories, and physical
infrastructure which human uses to operate the transformation.
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2. Humanware (H) is person-embodied technology or human abilities, which com-
prises knowledge, skills, wisdom, creativity, achievements, and experience of an
individual or group of people in utilizing the available resource.

3. Infoware (I) is document-embodied technology or document fact which includes
process, procedure, technique, method, theory, specification, design, observation,
user manual, and other fact-based information which is communicated through
publication, documentation, or blueprints.

4. Orgaware (O) is institution-embodied technology or organizational frameworks,
which is necessary to facilitate physical infrastructures, human’s ability, and
information, including managerial practice, hierarchy, and regulation within an
organization to achieve positive impacts.

Technometric model is used to analyze the level of technological content in terms
of contribution of the four components in an input-to-output transformation process.
Joint contribution is further defined as the technological contribution, and is measured
in terms of Technology Contribution Coefficient (TCC), as shown on Table 1.

3 Results and Analysis

Upon collecting the data, calculation is conducted. Historical data is observed and used
for the input of technometric measurement. The technometric measurement process
starts by estimating the contribution of technological components’ advancement
degree. Equations 1–4 shows the calculation of State of the Art Assessment (SOTA),
and Eqs. 5–8 shows the calculation of contribution of each component.

STI ¼ 1
10

�
P

k ik
ki

� �

for k ¼ 1; 2; . . .; ki; STI ¼ 0:2125 ð1Þ

SHI ¼ 1
10

�
P

i hi
ih

� �

for k ¼ 1; 2; . . .; ih; SHI ¼ 0:45 ð2Þ

SII ¼ 1
10

�
P

m fm
mf

� �

for k ¼ 1; 2; . . .;mf ; SII ¼ 0:33 ð3Þ

SOI ¼ 1
10

�
P

n on
no

� �

for k ¼ 1; 2; . . .; no; SOI ¼ 0:5 ð4Þ

Table 1. TCC’s level for technology.

TCC value Classification

0.1 � TCC � 0.3 Traditional
0.3 � TCC � 0.7 Semi-modern
0.7 � TCC � 1 Modern
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TechnowareSmelting : Ti ¼ 1
9
� LTi þ STi � UTi � LTið Þ½ � ¼ 0:158 ð5Þ

HumanwareWorker : Hj ¼ 1
9
� LHi þ SHi � UHi � LHið Þ½ � ¼ 0:322 ð6Þ

Infoware : I ¼ 1
9
� LIi þ SIi � UIi � LIið Þ½ � ¼ 0:296 ð7Þ

Orgaware : O ¼ 1
9
� LOi þ SOi � UOi � LOið Þ½ � ¼ 0:667 ð8Þ

Table 2 shows the calculation result of each technological component. The inten-
sity of contribution is shown in Table 3. Further, the calculation proceeds until
Technology Contribution Coefficient (TCC) is known, as indicated in Table 4.

Table 2. Estimated sophistication degree and calculation result of technological component.

Component LL UL Contribution score Description

Technoware 1 Smelting 1 3 0.158 Manual facilities
2 Casting 1 3 0.158 Manual facilities
3 Forging 2 4 0.269 Powered facilities
4 Tooling 1 3 0.158 Manual facilities
5 Cutting 1 3 0.158 Manual facilities
6 Burning 2 4 0.269 Powered facilities
7 Washing 1 3 0.158 Manual facilities
8 Scratching 2 4 0.269 Powered facilities

Humanware 1 Owner 6 8 0.767 Improving
2 Worker 2 4 0.322 Setting-up

Infoware 2 4 0.296 Describing facts
Orgaware 5 7 0.667 Stabilizing

Table 3. The Result of technometric data processing.

Technometric component SOTA Contribution Intensity of contribution

Technoware 0.2125 0.199 1.067
Humanware 0.4500 0.544 0.827
Infoware 0.3300 0.296 1.117
Orgaware 0.5000 0.667 0.750
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After the score of Technology Contribution Coefficient (TCC) is acquired, this
study maps each score of Technoware, Humanware, Infoware, and Orgaware (THIO)
in a diagram (Fig. 1). The technological component technoware, humanware, infoware,
and orgaware are scored at 0.2125, 0.45, 0.33, and 0.5, respectively.

Based on the figure, technoware component has the lowest value compared to the
other technological components. Yet, this does not necessarily conclude that the
technoware component is not being utilized optimally by the firm. Upon further
comparison with regard to the components’ contribution in terms of THIO, the opposite
is true: the technoware technological component has been utilized perfectly by the
SMI, such that the score exceeds the potential threshold of improvement in terms of
technological component. The maximum attainable technoware score could be derived
based on the component’s contribution, which equals 0.199. In Fig. 1, it is concluded
that the SMI Ira Silver focuses mostly the on humanware and orgaware technological
components. This is mainly due to the fact that those two aspects score lower in terms
of state of the art, compared to its component’s contribution value.

Table 4. Recapitulation of TCC computation.

Manifested variables Code AVE Composite reability T-statistic Significance

Latent variables: Technological component (A)
Technoware (A.1) 0.454 0.797 0.656 Insignificant
Humanware (A.2) 0.410 0.770 4.064 Significant
Infoware (A.3) 0.505 0.847 0.245 Insignificant
Orgaware (A.4) 0.324 0.681 0.637 Insignificant
Latent variables: Productivity (B)
Investment (B.1) 0.265 0.192 7.978 Significant
Labor capital ratio (B.2) 0.610 0.154 0.545 Insignificant
Research and Development (B.3) 0.515 0.001 1.424 Insignificant
Capacity usage (B.4) 0.297 0.313 3.262 Significant
Government regulation (B.5) 0.960 0.987 5.909 Significant
Age of tool and factory (B.6) 0.594 0.801 2.936 Significant
Energy cost (B.7) 0.559 0.206 3.001 Significant
% of significant labor (B.8) 0.972 0.990 21.375 Significant
Work ethics (B.9) 0.505 0.058 9.100 Significant
Fear of unemployment (B.10) 0.530 0.770 9.130 Significant
Influence of labor union (B.11) 0.556 0.789 2.145 Insignificant
Management (B.12) 0.434 0.244 8.091 Significant
Technological component A 0.383 0.716 37.242 Significant
Productivity B 0.362 0.799
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4 Conclusion

Based on the technometric calculation conducted on Ira Silver, there are two techno-
logical components with considerably low scores, which could be improved further:
humanware and orgaware components. On the other hand, technoware element in Ira
Silver has been optimized such that SOTA value on the component is higher compared
to its component’s contribution value. Based on similar deduction, infoware techno-
logical component has also been fully utilized by Ira Silver.

Through statistical significance test on SmartPLS software, it is concluded that
technological components positively correlate with SMI’s productivity. Thus, Ira Silver
could increase its productivity by improving the technological components which
scores are considered low. Based on technometric and SmartPLS software calculation,
it is concluded that improving humanware component in Ira Silver will automatically
boost its productivity. Four potential recommendations are proposed, such as adequate
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training for the labors, promoting discussion between owner and workers regarding
product development, conducting further research to develop silver products, and
promoting discussion between artisan SMIs in Yogyakarta.
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Abstract. In this paper, a route-and-velocity planning algorithm for a group of
automated guided vehicles (AGVs) in a simple warehouse is investigated. It
decides waypoint-to-waypoint routes and the velocity decision between any pair
of waypoints is presented. The main objective of this paper is generating free-
collision routes for each vehicle while minimizing the minimum traveling time
of each vehicle. The maximum velocity limitation of each vehicle’s motion is
considered. The warehouse used is of the type of simple warehouse is modeled
as a matrix of nine waypoints. A modification of typical Ant Colony Opti-
mization (ACO) is used as the search algorithm. In the proposed ACO algo-
rithm, two tasks are accomplished: waypoints routes and the velocities between
waypoint pairs. The selection of waypoint uses the paradigm of Artificial
Potential Field (APF) such that collision among vehicles can be avoided. The
simulation results will be presented and evaluated. Simulation result shows that
the proposed algorithm applied for simple warehouse performs convergent
results in a number of iterations. The resulted minimum traveling time of the
slowest vehicle is convergent and the resulted routes are collision-free.

Keywords: Ant Colony Optimization �Warehouse � Vehicle routing problem �
Route and velocity planning

1 Introduction

A scenario of vehicle routing problem (VRP) applied on multiple automated guided
vehicles (AGV) that is equipped with velocity planning feature is presented. The
planner provides a chain of paths of all AGVs together with velocity applied on the
paths. This study is motivated by the needs of a warehouse operating a group of AGVs
to prevent any collision in the AGVs’ operation. However, the existence of share points
among paths in typical warehouses that potentially cause collisions [1, 5, 6]. Also,
since the resulted plan will be tracked by the autonomous AGV, the vehicle’s velocity
must be determined as well [4].

Various solutions, especially of the metaheuristic class, were reported [1, 7, 8].
According to [9, 10], metaheuristic methods can be used to produce suboptimal solution
with acceptable computation time. Ant Colony Optimization (ACO) was first coined by
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Dorigo and Gambardella in [2] aimed to solve travelling salesman problem (TSP).
Recently, various applications of this method have been reported. However, mostly the
VRP problems are approached by using TSP scenario, which eliminates the possibility
that a particular waypoint in a graph must be visited at most by one vehicle [3].

In our study, a variant of VRP algorithms that accommodates the possibility of
multiple accesses for some points by different vehicles is introduced. In order to
guarantee that the routes of all vehicles are collision-free, then a modified Ant Colony
Optimization (ACO) algorithm is proposed. The main feature of the algorithm is the
addition of velocity applied by each vehicle on the routes. Also, for each waypoint-to-
waypointedge, we provide more than 1 velocity alternatives. The pheromone updates
are then dropped to each edge.

The organization of this paper is described as follows. Section 2 describes the
problem description. Section 3 presents the method used to solve the problem. Sec-
tion 4 reveals the simulation results and some discussions. Finally, Sect. 5 concludes
the discussions.

2 Problem Description

Consider a graph G P;Eð Þ consists of a set of waypoint P ¼ fpig, where i ¼ 1; . . .;Nv

and a set of waypoint-to-waypoint connectors E ¼ fei;jg, where i and j are the label for
the start waypoint and the destination waypoint, respectively. Let us define an adja-
cency matrix A ¼ fai;jg where ai;j ¼ 1 if there exists a direct route from the i-th
waypoint to the j-th waypoint, and ai;j ¼ 0 otherwise. Also, let us define f ðei;jÞ ¼
f0; 1; 2; . . .; Ntg as an edge-occupation function for the i-to-j edge ei;j, that indicates
the number of vehicles pass through the edge in the i-to-j direction at a time instance
t. Additionally, it is possible that f ðei;jÞ 6¼ f ðej;iÞ.

Fig. 1. The layout of a simple warehouse.
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Suppose that there exists Nt vehicles whose the i-th vehicle’s initial position is in
pi;0 2 P, where i ¼ f 1; 2; . . .;Nt g and all of vehicles are initially separated. Suppose
that all the vehicles have to reach a common target pt 2 P. The objective is that finding
a path for each vehicle such that the traveling time of the slowest vehicle to reach the
goal is minimized, or formally,

min J ¼ max T1; T2; . . . ; TNð Þf g ð1Þ

subject to

(1) 0� vi � vmax, for all t� 0,
(2) For all finite time 0� t� T , the maximum number of vehicles allowable to

occupy a waypoint is one.
(3) For all finite time 0� t� T , if f ðei;j; tÞ[ 0, then f ðej;i; tÞ ¼ 0, and vice versa,
(4) pið0Þ ¼ pi;0 for all i ¼ f 1; 2; . . .;Nt g,
(5) piðTiÞ ¼ pt for all i ¼ f 1; 2; . . .;Nt g.

where Ti is the travelling time of the i-th vehicle. The solution is modeled as
S ¼ fPs; Vsg, where Ps ¼ fps;1; ps;2; . . .; ps;Ni

g and Vs ¼ fvs;1;vs;2;...;vs;Nig are the
set of routes ps;i of the i-th vehicle and the set of the i-th vehicle’s velocity applied
on the route ps;i, respectively. The i-th route ps;i is defined as ps;i ¼ fps;i;1;
ps;i;2; . . .; ps;i; ps;ij jg, where ps;i;j is defined as the j-th waypoint visited by the i-th

vehicle. Furthermore, vs;i is defined as vs;i ¼ fvs;i;1; vs;i;2; . . .; vs;i; vs;ij jg, where vs;i;j
is the velocity applied on the j-th to the (j + 1)-th points in the i-th route. Note that
the operator :j j is defined as the size of the argument (which is, a set).

In this study, we consider a simple warehouse layout as shown in Fig. 1. Suppose
that the warehouse consists of 9 waypoints P. Some of the waypoints are connected
such that the paths perform boundaries of four squares areas. Suppose that the distance
of any connected waypoint pairs is the same. Three vehicles are provided to pick a load
in waypoint D. The 1st, 2nd, and 3rd vehicles start from waypoints C, F, and I,
respectively.
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3 Methods

The algorithm is described as follows.

The procedure determineVelocity em;n
� �

generates velocity for the i-th ant from
waypoint m to waypoint n. Here, we define Nc velocity centroids where each centroid
represents a velocity alternative. The applied velocity is that with high probability. The
probability of choosing the velocity centroid is calculated by the updatePheromone (.)
procedure. In the updatePheromone (.), pheromones are injected to each centroid of the
edges passed by each ant. This is the main feature of the proposed method: instead of
injecting the pheromone in the edges, the pheromone in this paper is injected into the
velocity centroid of the edges.

4 Results and Discussions

A simulation was performed for 1000 iterations and the result can be revealed in
Table 1 and Fig. 2. We set the maximum allowable velocity for each vehicle is 5 m/s.
The distance of any pair of connected points is set to be 20 m. All vehicles have to
reach target waypoint D.

As shown in Table 1, the same routes were resulted in the 2nd, 3rd, and 4th trials
and the remaining trials gave different ones. The “Velocity” column can be interpreted
as the velocity when the vehicle moves from the current waypoint to the next waypoint.
For instance, in Trials no. 1, vehicle 1 moves from C to F with velocity 4.9642 m/s;
from F to E with velocity 4.9958 m/s, and so forth. Overall, all trials give the minimum
slowest vehicle’s traveling time is 12.03498 s in average.
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To verify the validity of the traveling time results, assume that each vehicle’
velocity is 5 m/s. Since the largest traveling distance is 60 m, then the most possible
fastest traveling time is 12 s. Therefore, the resulted traveling time in Table 1 can be
concluded to be near-optimal since it is very close to 12 s.

Free collision feature of the results can be checked by investigating the arrival time
to some shared points. A solution is free of collision if and only if there is no route with
the same arrival time to any single shared waypoint. For instance, in Trials no. 3,
vehicles 2 and 3 have share points, i.e., H, G, and D. It can be investigated that vehicle
3 reach H, G, and D at t = 4.0029 s, t = 8.0191 s, and t = 12.0.355 s, respectively, and
vehicle 2 reach the same points at t = 0 s, t = 4.0032 s, and t = 8.0064 s, respectively.

Table 1. Simulation results

Trials no. Vehicle no. Routes Velocity (m/s) Traveling time (s)

1 1 C – F – E – D 4.9642–4.9958–4.9957 12.0357 (15.4909)
2 H – E – D 4.9988–4.9988
3 I – H – G – D 4.9895–4.9987–4.9962

2 1 C – F – E – D 4.9900–4.9946–4.9902 12.0260 (15.5533)
2 H – G – D 4.9960–4.9960
3 I – H – G – D 4.9828–4.9924–4.9924

3 1 C – F – E – D 4.9982–4.9921–4.9906 12.0355 (15.5533)
2 H – G – D 4.9924–4.9371
3 I – H – G – D 4.9964–4.9797–4.9797

4 1 C – F – E – D 4.9864–4.9752–4.9967 12.0336 (15.1633)
2 H – G – D 4.9950–4.9903
3 I – H – G – D 4.9836–4.9978–4.9959

5 1 C – B – E – D 4.9987–4.9619–4.9899 12.0441 (15.5689)
2 H – G – D 4.9916–4.9916
3 I – F – E – D 4.9477–4.9989–4.9989

Fig. 2. Search progression for 5 trials and 1000 iterations.
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5 Conclusions

A scenario of vehicle routing problem (VRP) with velocity planning applied on mul-
tiple automated guided vehicles (AGV) for warehouse operations is presented.
A modified Ant Colony Optimization (ACO) designed for generating velocities for all
AGVs’ routes is proposed. The algorithm is simulated in a simple warehouse with 9
points. The simulation results of the proposed algorithm show that the traveling time of
the slowest vehicle can be minimized into a convergent value. Also, the proposed
method is proven to produce collision-free trajectories. Future works will be focused on
the addition of some more realistic aspects, such that vehicle-to-vehicle distance, the
acceleration, and the tracking controller design for each vehicle.
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Abstract. In manufacturing industries, raw material inventories play a big role.
This paper discusses the merging of orders of two types of raw materials for two
products in two different warehouses. Both types of raw materials are used to
manufacture components for products; automotive and educational teaching
aids. The demand for both products are probabilistic, while the two warehouses
for raw materials have capacity constraints. The merger of ordering the same
raw materials for the two warehouses is called dual-channel warehouse. This
study shows that combined orders of raw material with dual-channel warehouse
can save 29.61% compared to the two warehouses with individual orders.

Keywords: Dual-channel warehouse � Probabilistic demand � Capacity
constraint

1 Introduction

The dual-channel warehouse structure is one of the multi-channel inventory manage-
ment structures that connect two warehouse areas. Centralized inventory strategy in a
dual-channel system is a strategy in which manufacturing companies concentrate
inventory management to meet the demand that has two demand lines [1]. The
advantages of a centralized and integrated ordering structure include reducing facility
costs and increasing flexibility as well as service levels [2]. Several studies for multi-
channel supply has been done before. Xie et al. [1] in a study designed three inventory
strategies from the perspective of the manufacturing industry with two supply channels.
Research with models of inventory has been carried out by Radhi and Zhang [3] with
the consideration of cross-channel consumer behaviors on product returns policy.
Additionally, Alawneh and Zhang [2] proposed dual-channel inventory and warehouse
management with probabilistic demand and constraint.

This research proposes the inventory design and calculation that relates to the
procurement of raw material to meet the production needs of two product categories.
The approach used considers the policy of centralized inventory control and the limited
area of raw materials warehouse. Determination of the amount and time of ordering
optimal raw materials is needed to meet probabilistic demand and based on the min-
imum total inventory cost.
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2 Methodology

2.1 Research Methodology

This research was conducted at a plastic injection manufacturing company that man-
ufactures components for automotive and educational teaching aids. These components
use raw materials in the form of plastic granules and coloring pigments. The make-to-
order system is implemented. The current control of inventories in the company is
carried out separately for each production type, and the raw materials are stored in two
different warehouses. Each product type has its own warehouse, but the capacity of the
warehouse is limited.

Data Collection. The data collected in this study are; bill of material, product demand,
material specifications, purchase costs, storage area, order costs, stock-out of raw
materials, and lead time.

Inventory Model. The raw material inventory model used is the Probabilistic Eco-
nomic Order Quantity (EOQ) model with a continuous review system for probabilistic
demand conditions and constrained for warehouse areas. The determination of
inventory model parameters is carried out with the following steps: (1) Determine the
ordering lot size and the reorder points with backorder; (2) Calculate the probability
and the number of expectations of inventory shortage; (3) Calculate the area require-
ments for raw materials; (4) Calculate the order quantity and reorder point, with
backorder and constraints for warehouse area; (5) Finally, determine the expected total
inventory cost.

Sensitivity Analysis. The parameters used in sensitivity analysis are the demand for
finished products. Sensitivity analysis was conducted to determine the effect of changes
in parameters on optimal ordering lot size and total inventory costs.

Inventory Model Simulation. A daily perpetual inventory simulation for the stages of
raw materials is carried out according to the time horizon used using the demand
routine inventory simulation model. Optimal order lot size, reorder point, safety stock,
and lead time for raw materials are used as inputs in the simulation.

2.2 Inventory Model Approach

This study conducted a dual-channel warehouse inventory model approach with the
company as a buyer related to the procurement of raw materials from the supplier. The
channel is used to produce automotive components and educational teaching aids. The
upstream of the model is a centralized warehouse area, while downstream is the pro-
duction floor for the two-channel production category. The procurement of raw
materials is designed to be carried out from suppliers to centralized storage areas,
before finally being distributed to each warehouse according to the production category
and used as needed. Decision variables used to minimize the total inventory cost in this
study are the same as the ones used in previous studies done by Radhi [3] and Alawneh
[2], which are the order quantity and reorder point.
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3 Inventory Model

3.1 Notations and Assumptions

The mathematical model used in this paper refers to a research conducted by Alawneh
and Zhang [2]. The notations used in this research are given as follows:

i = raw material index
j = stage index
k = finished good/product index
dk = demand quantity of k
Dij = demand of material i in stage j
hij = holding cost per unit material i in stage j
bij = stock-out cost per unit material i in stage j
Aij = order cost per unit material i in stage j
lij = mean of material i demand in stage j
rij= standard deviation of material i demand in stage j
xij = demand during lead time (DDLT) of material i in stage j
Lij = ordering lead time of material i in stage j
Qij = order quantity of material i in stage j
rij = reorder point of material i in stage j
zij = safety factor of material i in stage jR
f ðxijÞdxij = stock out probability of material i in stage j

h = lagrange multiplier for the warehouse space constraint
z1-a=cumulative probability distribution of demand at point 1 − a
cij = space requirement per unit material i in stage j
S = available space
TC = total inventory cost

The assumptions used in this research are given as follows [2]:

a. The demand rate per unit time is a random variable and the raw materials lead times
are constant.

b. The inventory policy used is a continuous review (Q, r).
c. Backorder conditions occur when a request cannot be met from the existing pro-

visions with a prescribed penalty fee.
d. Each stage has its own reorder point value obtained from the sum of DDLT

expectation values and safety stock.

3.2 Inventory Model Design

There are two stages of ordering in the application of a dual-channel warehouse
inventory system; ordering in stage 1 and stage 2 [2]. The model is shown in Fig. 1.
The description of the stages in the model is as follows: (1) Stage 1 is a raw material
warehouse area, where stage 1A is the warehouse of raw material used for automotive
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components, while stage 1B is to store raw material used for educational teaching aids;
(2) If the quantity of raw materials in stage 1A and 1B have achieved the reorder point,
then the replenishment is done from stage 2; (3) Stage 2 is the area for receiving raw
materials. Raw materials imported from suppliers are stored in stage 2 before being sent
to be stored in stage 1; (4) The quantity of raw material requirements in stage 2 is an
aggregation of demand for raw materials at stage 1A and 1B.

3.3 Mathematical Models

The objective of this study is to minimize the expectations of total inventory costs,
which consist of ordering, holding, and stockout costs. The expectation of total
inventory costs can be seen in Eq. (1), where h is the Lagrange multiplier for the
warehouse space constraint. The optimal solution can be obtained using Kuhn-Tucker
first order conditions.

EfTCðQij; rijÞ ¼
XAijDij

Qij
þ

X
hij

Qij

2

� �
þðrij � lxijÞ

� �
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64
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q
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Fig. 1. Inventory system model design
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4 Results and Discussion

4.1 Material Demand

Demand for automotive and educational teaching aid are normally distributed. These
products use the same raw materials; Polypropylene Polytam PF1000 and PEM 2020
Black. Raw material requirements are based on product’s bill of material. Raw material
requirements at each stage are shown in Table 1.

4.2 Inventory Model

The decision variables and total inventory costs is carried out for a 12-months time
horizon. The decision variables are order lot size and reorder point of raw material i at
each stage j as; stage 1A (Qi,1A, ri,1A), stage 1B (Qi,1B, ri,1B), and stage 2 (Qi2, ri2). The
inventory model with space constraints is only carried out for PP Polytam PF1000 raw
material at stage 2. The number of ordering lots to suppliers uses an inventory model
with constraints for PP Polytam PF1000 and PEM 2020 Black; 27 units and 74 units
per order, consecutively. Outputs of the inventory model are shown in Table 2.

Table 1. Material demand

No. Period PP polytam
PF1000 material
(i = 1)

Unit PEM 2020 black
material (i = 2)

Unit

D1,1A D1,1B D12 D2,1A D2,1B D22

1 18-Jan 13 4 17 Sacks 8 1 9 Containers
2 18-Feb 13 8 21 4 5 9
3 18-Mar 11 7 18 8 4 12
4 18-Apr 10 10 20 5 5 10
5 18-May 11 9 20 5 5 10
6 18-Jun 7 7 14 3 3 6
7 18-Jul 14 6 20 9 4 13
8 18-Aug 15 7 22 6 3 9
9 18-Sep 9 9 18 5 5 10
10 18-Oct 9 7 16 6 4 10
11 18-Nov 11 8 19 8 4 12
12 18-Dec 15 4 19 12 3 15
Total 138 86 224 79 46 125
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Based on the calculation, total inventory cost for two types of raw materials can be
reduced 29.61% from the actual cost. The centralized inventory model provides effi-
ciency in terms of ordering and procurement activities. Moreover, the calculation of
safety stock helps to avoid stock-out conditions occurring in the company. The inte-
grated structure of the dual-channel warehouse also provides hierarchical inventory
structure, which makes stock monitoring easier to conduct.

4.3 Sensitivity Analysis

Sensitivity analysis is performed by increasing and decreasing the demand for 10% out
of the actual quantity. The results of the varying parameter on the raw materials order
sizes are shown in Table 3. Optimum order size in stage 1A did not change when the
demand for products was increased by 10%, but there was a change when the demand
was reduced by 10%, while the size of orders at stage 1B did not change. Overall, the
size of the ordering lot tends to increase with increasing demand for finished goods.

4.4 Inventory Model Simulation

Inventory simulation is carried out with the following assumptions: (1) Demand for raw
material i at stage j is known at the beginning; (2) If the demand for raw material i on
the stage j exceeds the existing supply, the downstream will wait until the request can
be fulfilled; (3) If raw materials are not used for production, it will be returned to stage
1 and can be used for the next day. As a result (Table 4), there are no stock-out units in
stages 1A and 1B, it indicates that the company can fully meet the requirements for raw

Table 2. Outputs of constrained inventory model

i j Qij ssij rij Unit Mij

1 1A 4 0 0 Sacks 35
1 1B 3 0 0 Sacks 27
1 2 27 1 5 Sacks 9
2 1A 8 0 0 Containers 10
2 1B 6 0 0 Containers 8
2 2 74 1 2 Containers 2

Table 3. Order quantities for different demand quantity conditions

Parameter
changes

Order size (Qij) Optimum order size (Qij*)

Before rounding After rounding

i = 1 i = 2 i = 1 i = 2

j = 1A j = 1B j = 2 j = 1A j = 1B j = 2 j = 1A j = 1B j = 2 j = 1A j = 1B j = 2

−10% 3.28 2.59 27 7.17 5.39 68.85 3 3 27 7 5 69

Actual 3.47 2.74 27 7.68 5.86 74.07 4 3 27 8 6 74

+10% 3.62 2.85 27 7.77 5.98 75.25 4 3 27 8 6 75

Unit Sacks Containers Sacks Containers
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materials from the production floor. The stock-out unit in stage 2 did not cause stock-
outs at stages 1A and 1B due to safety stock and reorder points.

4.5 Service Level

Service level is determined based on the proposed centralized inventory model as well
as the current company’s decentralized inventory policies. Based on the results
(Table 5), it is known that the centralized inventory policy provides a higher service
level for each product type with a value >90%, compared to the decentralized policy.

5 Conclusions

Centralized raw material inventory policy with the consideration of safety stocks helps
to avoid stock-out conditions in fulfilling probabilistic demand. Future research could
consider the variable costs, variable lead times, cross-channel policies, with different
inventory strategies regarding raw material on dual-channel warehouse.

Table 4. Number of stock-out units based on simulation results

Parameter i j Product demand
quantity

Units

−10% Actual +10%

Number of stock-out units 1 1A 0 0 0 Sacks
1 1B 0 0 0 Sacks
1 2 0 1 0 Sacks
2 1A 0 0 0 Containers
2 1B 0 0 0 Containers
2 2 0 0 0 Containers

Table 5. Service level calculation results

i j Centralized inventory policy Decentralized inventory policy
Stock-out probability Service level Stock-out probability Service level

1 1A 0.0649 94% 0.11 89%
1 1B 0.0782 92% 0.18 82%
2 1A 0.0343 97% 0.19 81%
2 1B 0.0442 96% 0.33 67%
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Abstract. Air Traffic Control job endures working processes that result in
mental workloads, mainly due to the increase in air traffic. This study was aimed
at evaluating mental workload among ATC controller by examining changes in
facial landmarks (especially the eyes segments) that could be indicative of high
workload, compared to moderate workload. Through observation of ATC’s
tasks in the simulator, the recording of facial movement during the experiment
were analyzed by facial landmark detection software. The facial movement was
average, maximum, and a number of change direction moves, both in x and y
axis. Among the four analyzed points (left and right eye-brows and left and right
eye outer-tips), the eyebrows segments could differentiate moderate vs. high
mental workload. The average x axis movements in the in medium load is more
than 2.5 units, higher than value in high load, between 1–2.5 units. Y axis
movement tend to have bigger movement, above 30 units for medium load and
below 25 units for high load. The outcome of this study showed that the dif-
ferences in facial movements can be employed as potential indicators of
workload among ATC operators.

Keywords: Facial expression � Mental workload � Air Traffic Control

1 Introduction

According to the International Civil Aviation Organization (ICAO), Air Traffic Control
(ATC) is one of the jobs that require continuous monitoring of fatigue [1]. ATC has the
duty to regulate the smoothness of traffic so that there is no conflict and accident of the
aircraft, with reference to certain procedures. Taking into account the limitations of
time, Air Traffic Controller (ATCo) must continuously regulate the flow of air traffic
and simultaneously provides information and guidance to pilots and other parties [2].
The obligation to maintain performance (zero tolerance) under the complexity of the
task and limited work time often causes high mental workload on ATCo [3].

For high-risk jobs that require alertness at all times such as ATC, the ability to
monitor workload is fairly critical. One approach that has been widely adopted is based
on behavior responses such as ocular responses [4]. The advantages of these
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approaches are that they do not need particular responses from the operator (other than
the body’s natural responses) and can be carried out continuously. For the ocular-based
approach, however, the necessity to always calibrate the device and maintain the
position of the eye causes difficulties in dynamic work situations. A different real-time
monitoring approach that has the potency to be developed is based on facial recognition
because the setup and adjustments needed are not as complex as the previous
approaches.

A number of studies have noted differences in ocular movements as a function of
differences in mental workload [5, 6], including saccade and fixation. Saccade is a
quick, simultaneous movement of both eyes between two or more phases of fixation in
the same direction [5, 6]. Throughout the working period, an ATCo has to continuously
see the air traffic flow on the screen. While observing traffic conditions, it is likely that
not only the eyes would move, but also the face. Studies have also mentioned that face
might give certain expression in a certain situation, such as during fatigue [7] or during
certain emotions [8]. Related to ATC task, most likely the direction of head movement
would be in accordance with the direction of eye movement. Therefore, if there is a
change in the direction of eye movement, there is a possibility that there would be a
change in the direction of movement of the head, according to the direction of the eye.

This research was a preliminary study that aimed at looking for indications of
changes in the location of facial points when doing ATC tasks comprising of high vs.
moderate mental workload. The lower workload was not studied because it tended to
cause fatigue associated with sleepiness [9]. Sleepiness can trigger substantially dif-
ferent facial expressions [7, 9]. This research focused on facial changes due to only
workload factors.

2 Methods

A series of experiments was conducted with the purpose of examining the relationship
between workload, time on task, and facial expression, using an ATC simulator.

2.1 The Experiment

Experiments in the laboratory were intended to see whether there were differences in
facial expressions associated with workloads and time on task (TOT). In this study,
mental workload was associated with the level of work difficulty (task load), especially
in terms of difficulty in managing traffic [2, 3]. In this simulation, the moderate load
task was set as traffic with 72 aircraft per hour, using 2 runways. Meanwhile, high load
task was set as traffic with 84 aircraft per hour with 1 runway. Low load task was not
used, because this study focused more on the identification of facial cues associated
with moderate or high mental loads. If the mental workload was low, the expression
that occurs might be more related to boredom or sleepiness, not the task load itself.

Six male participants took part in this experiment; their mean age was 20.42 years
with a standard deviation of 0.67 years. Each participant produced more than 2000 data
in each condition. The amount of data is sufficient based on the statistical power 0.81
used in the experiment. All participants did not have any ATC experience before. All
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participants did not use glasses. Before the experiment, the participants had learned and
tried the task of ATC simulation software until they could run the simulator with
correct procedures. For each participant, the experiment consisted of 10 min of a
practice session and 2 experimental sessions, which were 3 h nonstop tasks. After the
first session, there was at least 1-day break period before a participant run the second
session. During the experiment, a video camera recorded facial movements and
appearances. Some data related to fatigue, sleepiness, and participant performance were
also examined throughout the study period. But the data were not used in this paper.

2.2 Data Processing Procedure

Facial record of each experiment was divided into a series of 2-minute videos. For this
research, only the last 2 min videos for each hour were used. Therefore, facial data
used in this paper began at two minutes before the 60th, 120th, and 180th minutes, in
moderate and high loads. Using the Open CV software, the numbers of facial land-
marks were detected. Two axis coordinates were calculated from the top left corner. In
this study, only 4 points around the eye were used to detect changes in position, which
were a point on the right eyebrow, left eyebrow, right eye outer tip, and left eye outer
tip (Fig. 1).

For each point, changes in location were calculated from time to time. Because
software Open CV captured images every 1/10 of a second, the unit associated with the
speed of change in this study is 1/10 s. Changes were calculated for the x and y axis
separately to detect the vertical (down and down) and horizontal (left and right)
movement patterns. The calculations were emphasized on the magnitude of the change
per unit time, the maximum change, and the number of changes in direction compared
to the whole movement. Some terminology used were:

1. X-axis average move: sum of eye “change direction” movement (left-to-right or
right-to-left)/number of all eye x-axis movements (in pixel per 1/10 s)

2. Y-axis average move: sum of eye “change direction” movement (up-to-down or
down-to-up)/number all eye y-axis movements (in pixel per 1/10 s)

3. X-axis maximum move: maximum of eye “change direction” movement (left-to-
right or right-to-left)/all eye x-axis movements (in pixel per 1/10 s)

4. Y-axis maximum move: maximum of “change direction” movement (up-to-down or
down-to-up)/all eye y-axis movements (in pixel per 1/10 s)

5. Normalized number of x-axis move: count of eye “change direction” movement
(left-to-right plus right-to-left)/all eye x-axis movements

Left eye brow
Left eye outer tip

Right eye brow

Right eye outer tip

Fig. 1. Eye segments points that were analyzed
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6. Normalized number of y-axis move: count of eye “change direction” movement
(up-to-down and down-to-up)/all eye y-axis movements

Data processing was then carried out using 2-way ANOVA. Related factors were
task demand (moderate vs. high), time on task or TOT (60’, 120’, 180’), and the
interactions.

3 Result

ANOVA results showed that between the two factors (workload and TOT), only
workload factor distinguished most of the dependent variables tested. The results of
ANOVA related to workload factors are presented in Tables 1 and 2.

Based on a 2-way ANOVA, it was concluded that the eyebrows were more sensitive
than eye-tips in detecting changes in facial movements, associated with differences in
workload. This indicates that the movement in the eyebrows can differ workload con-
ditions. By using a 0.05 level of significance, eyebrows changed more facial patterns,
especially related to the average and maximum magnitude of the movement value when
changes in direction occurred (the unit is pixels per 1/10 s). Among the four analyzed
points (left and right eye-brows and left and right eye outer-tips), the eyebrows segments
could differentiate moderate vs. high mental workload. Table 2 shows that the average x

Table 1 ANOVA results for eyebrows and eye-tip points

Parameter Right eye brow Left eye brow Right eye tip Left eye tip

WL TOT Int. WL TOT Int. WL TOT Int. WL TOT Int.

Avg. value of right-to-left
head movement (x-axis)

0.02 0.69 0.80 0.79 0.39 0.19 0.09 0.39 0.45 0.13 0.40 0.47

Avg. value of left-to-right
head movement (x-axis)

0.02 0.80 0.53 0.98 0.44 0.19 0.09 0.46 0.48 0.10 0.46 0.51

Avg. value of down-to-up
head movement (y-axis)

0.09 0.61 0.83 0.52 0.45 0.33 0.13 0.76 0.73 0.11 0.65 0.91

Avg. value of up-to-down
head movement (y-axis)

0.04 0.78 0.69 0.60 0.48 0.30 0.60 0.48 0.30 0.07 0.59 0.99

max. right-to-left head
movement value (x-axis)

0.06 0.05 0.82 0.04 0.35 0.34 0.09 0.21 0.45 0.09 0.25 0.39

max. left-to-right head
movement value (x-axis)

0.11 0.20 0.14 0.03 0.68 0.68 0.16 0.49 0.72 0.16 0.66 0.54

max. bottom-to-up head
movement value (y-axis)

0.04 0.31 0.44 0.63 0.54 0.24 0.06 0.20 0.30 0.11 0.35 0.47

max. up-to-bottom head
movement value (y-axis)

0.04 0.28 0.40 0.78 0.43 0.48 0.16 0.16 0.89 0.33 0.22 0.54

Norm. Number of change
direction (in x-axis)

0.17 0.78 0.03 0.92 0.47 0.29 0.86 0.47 0.21 0.96 0.47 0.23

Norm. Number of change
direction (in y-axis)

0.09 0.53 0.15 0.48 0.58 0.70 0.04 0.63 0.86 0.17 0.51 0.87

Note: WL = workload, TOT = Time on Task, Int. = interaction between WL and TOT
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axis movements in the in medium load is more than 2.5 units, higher than value in high
load that are between 1–2.5 units. Y axis movement tend to have bigger movement,
above 30 units for medium load and below 25 units for high load. Bigger movement of
Y axis mainly because the participant tens to move closer to screen occasionally.

When one of the data shown in graphical form, it can be seen that the average value of
the x-axis head movement on high workload was smaller than the moderate workload.
Meanwhile, TOT did not show a consistent change in movement patterns (Fig. 2).

Table 2. Means of each level for significant variables related to workload

Parameter Right eye brow Left eye brow

F Means F Means
Med. Med. Med. Med.

Avg. value of right-to-left head
movement (x-axis)

0.02 −2.56 −1.85 0.79 −2.56 −2.45

Avg. value of left-to-right head
movement (x-axis)

0.02 2.71 1.94 0.98 2.62 2.64

Avg. value of down-to-up head
movement (y-axis)

0.09 −2.66 −2.27 0.52 −2.37 −3.16

Avg. value of up-to-down head
movement (y-axis)

0.04 2.75 2.22 0.60 2.45 3.03

max. right-to-left head
movement value (x-axis)

0.06 −35.78 −18.06 0.04 −2.56 −49.78

max. left-to-right head
movement value (x-axis)

0.11 43.22 24.94 0.03 2.62 49.94

max. bottom-to-up head
movement value (y-axis)

0.04 −34.00 −20.44 0.63 −27.22 −33.72

max. up-to-bottom head
movement value (y-axis)

0.04 35.39 20.44 0.78 27.11 31.33

Norm. Number of change
direction (in x-axis)

0.17 0.18 0.24 0.92 0.23 0.22

Norm. Number of change
direction (in y-axis)

0.09 0.14 0.31 0.48 0.20 0.24

(a) Moderate load (b) High load

Fig. 2. Average movement change (pixels per unit time) of right eyebrow in x-axis direction
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4 Analysis

Of the 3 factors analyzed (workload, TOT, and their interactions), only the workload
factor that consistently distinguished the facial variables value. The eyebrow segment
played a major role in detecting this difference. On the right eyebrow, the workload
distinguished facial variables related to the average magnitude of changes in direction
per unit time (towards the x and y axis) and the maximum value changes in direction
per unit time (toward the y axis). Meanwhile, the change in workload also affected the
variable number-of-direction-changes (x axis) on the left eyebrow (Table 1). The eye-
tip segment was not sensitive to identify differences in factor’s levels. Only normalized
number of changes (y axis) which can be concluded to be related to the right eye-tip.

When seen in Table 1, it is interesting to see that the three of four observed points
turned out to be complementary in indicating facial changes in all dependent variables,
especially those related to changes in workload. Each variable was only significantly
related to 1 point of certain facials. Therefore, it was suggested that all points should be
used together to detect a change in workload. So that the analysis of the movement of
facial points is not only done partially.

With reference to Table 2, almost all variables, high workload caused lower value
than the moderate workload. This is consistent with changes in ocular response. Pre-
vious studies concluded that saccade duration increased at high workloads [4, 5]. In this
study, a smaller value states the value of change per unit of time was smaller. This
meant that the duration of time needed to reach a certain point was greater.

The limitations of this research were mainly on the limited number of participants,
making it difficult to generalize the results of this study. In addition, in future studies,
other facial points that may be more sensitive will be examined. In addition, some
parameters for other facial changes will also be examined, especially those related to
the duration and speed of movement, as well as the distance between points on the face.

This research is expected to be the first step in developing a system for detecting
mental workload experienced by workers, facial recognition-based, especially in the
work of Air Traffic Control. Because of the non-intrusive nature of the approach, this
approach has the potential to be developed into a real-time monitoring device that can
be used on a real system.

5 Conclusion

Based on a series of data processing and analysis, it was concluded that facial
movement has the potency to be indicators of high mental workload, compared to
moderate mental workload. Since there is a possibility of subjects to nod, eyebrows
segment was proven more sensitive in detecting the facial cues differences, compares to
eye segment.
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Abstract. This paper presents a new mathematical model for mixed model
assembly line balancing that includes human-robot collaboration. Assembly line
with human-robot collaboration means that each workstation may consist of
human only as an operator, a robot only, or a human and robot which work
simultaneously. The proposed mathematical model will be solved with a mixed-
integer linear programming model to minimizes the total relevant cost by
assigning tasks to workstations and determine which kind of resources (human,
robot, or human-robot collaboration) will be placed on workstations to produce
various kinds of products. The type of assembly line is based on a simple
assembly line: straight line, deterministic time, and mixed product variant
model.

Keywords: Mixed model assembly line balancing � Human-robot
collaboration � Shared tasks � Mathematical model

1 Introduction

Nowadays, a lot of industry needs to adjust to environmental changes so they could
maintain their existence. This is due to the increasing competitiveness between com-
panies so that the method is needed to make the company can compete and maintain its
existence. The challenge faced by the industry is the increasing level of product
diversity as well as product customization by consumers that need to be met with low
production time [1]. The challenge can be overcome by interacting with humans and
robots working together. Robots can be utilized to do specific and repetitive work
automatically, and humans take action in determining decisions or interventions in a
work station [1]. So the problem that needs a change in the production process every
certain period can be overcome by the presence of humans who can process changes
and provide jobs for robots to do specific tasks.

Collaboration between humans and robots is possible because technology has
developed with the existence of sensors so that robots can work with humans without
harming humans [2]. In contrast to robots that were previously placed in a special area
and there shouldn’t be a human around it because robot can cause accidents for
workers. Human-robot collaboration (HRC) is a new advancement in human-machine
interaction. HRC is one of the characteristic of technologies in the fourth industrial
revolution era, which is popularly known as Industry 4.0. The aim of HRC is to get the
best performance from the production system, by simultaneously utilizing human
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advantages, such as flexibility, dexterity, and high-level intelligence, as well as the
advantages of robots, such as accuracy, strength, and consistency [2].

Even though the technology is still in its infancy, some automotive companies and
universities have already developed applications with HRC [3]. One of the potential
uses of HRC that has begun to be implemented is in assembly production systems [4].
One important problem for implementing HRC in assembly systems is the decision to
allocate tasks between humans and robots.

This paper discusses the allocation of work in one work station, and generally
assume that the manual work station already exists and will be upgraded to HRC. Work
allocation at a work station on one production line also considers the resources to be
used related to production and investment costs. Work allocation is intended so that the
production line works in a balanced manner. However, there are currently no resear-
ches about the allocation of human-robot shared tasks in an assembly line consisting of
several work stations. Research related to the allocation of collaborations between
humans and robots was found only in a work station [5]. Indeed, research on assembly
line balancing has been very much developed [6], but none has been related to human-
robot shared tasks. This paper proposes a new mathematical model to optimize the
assembly line that implements human-robot shared tasks for a mixed model of the
product due to current demand characteristic based on the mathematical formulation of
balancing mixed-model two-sided assembly line balancing [7].

2 Balancing of Mixed-Model Assembly Lines with HRC

2.1 Problem Definition

A mixed-model assembly line balancing for human-robot collaboration (HRC) shared
tasks is designed to carry out a set of product models (8m 2 M) with similar pro-
duction characteristics in any model sequence and model mix. Each model has its own
set of task precedence relationships, and they can be combined into a single precedence
diagram. The tasks (8i 2 I) in the combined precedence diagram for all models are
performed on a set station (8j 2 J). A task i on a model m is performed in a certain time
(tism) with one particular resource s (between only humans H, only robots R, or human-
robot collaboration (HRC)). The product models are produced over a pre-specified
planning horizon, PH. The demand, over the planning horizon, for model m is Dm. The
required cycle time (s) of the line for this problem is calculated by Eq. (1), and the
overall proportion of the number of units of model m (qm) is computed by Eq. (2)
based on Simaria and Vilarinho (2007) in [7].

s ¼ PHP
m2M :Dm

ð1Þ

qm ¼ DmP
m2M :Dm

8m2M ð2Þ
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The assembly line in this paper has characteristics such as straight line, single-
sided, and workstation only using on resources alternative (H/R/HRC).

2.2 Problem Assumptions

The mathematical model considered in this paperwork under the following
assumptions:

– Product models with similar production characteristics are produced on the same
assembly line.

– Precedence diagrams of different models are known. The combined precedence
diagram concept of Macaskill (1972) in [7] is employed.

– Task times are deterministic and independent of the assigned station.
– Common tasks among different models exist. A task completion time may differ

from one model to another, and also it may be equal to zero.
– The travel times of operators are ignored.
– No work-in-process inventory is allowed. All the parameters are deterministic.
– There is only one type of robot considered in the design of the assembly line.
– Setup time is negligible or implicitly included in the processing time.

2.3 Notation

The notations used in the mathematical formulations are given as follows.

Indices:
i; h; p task
j; q workstation
s human-robot task-sharing resource-type: 1 = human only,

2 = robot only, 3 = human-and-robot simultaneously
m product model

Parameters:
I Set of tasks; I = {1, 2, …, nT}
J set of workstations; J = {1, 2, …, nW}
P set of pairs (h, i) where task h is a direct predecessor of task i
Q set of pairs (i1, i2) where task i1 and i2 have no direct-nor-indirect precedence

relationship
tism process time of task i if performed by resource-type s for model m
cI1 investment cost of a human operator (recruitment, training, etc.)
cI2 investment cost of a robot
cO1 operational cost per unit time of a human operator
cO2 operational cost per unit time of a robot
b2i quality and or ergonomic-related benefit (in currency), throughout the

planning horizon, for using a robot in task i
b3i quality and or ergonomic-related benefit (in currency), throughout the

planning horizon, for using human-robot collaboration in task i
s cycle time (takt time) requirement for the assembly line
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w a very large positive number
Wjm subset of all task that can be assign to station j of model m
Wjm

�� ���� �� number of task in subset Wjm

M set of product models; M = {1,2,…,nm}
Mj jj j number of model

D total number of demand from all models

Decision variables:
xijs 1, if task i is assigned to workstation j and performed by resource-type s; 0,

otherwise
fim finish time of task i for model m
zip sequencing position for the pairs of tasks (i, p) 2 Q if i and p are assigned in the

same workstation: 1, if task i is performed before task p; 0, if task p is performed
before task i

vjm 1, if station j is utilized for model m; 0, otherwise
Uj utilization of station j in the line: 1, if station j is utilized; 0, otherwise

Indicator variables:
a Number of human operators needed in the line
q number of robots needed in the line.

2.4 Mathematical Formulation

Ozcan et al. [7] developed a mathematical model for the Mixed Model Two-sided
Assembly Line Balancing (MTALB-I). The primary objective of the model is mini-
mizing the number of mated-stations and the number of stations. In this study, the
mathematical model formulation MTALB-I problem is modified for MALB-I problem
with consideration resources (human, robot, or HRC shared tasks) for given cycle time.
The proposed mathematical model formulation for this problem is as follows:

Objective function

Minimize TC ¼ cI1:aþ cI2:qþ cO1:aþ cO2:qð Þ:D:s�
XnT

i¼1

XnW

j¼1
b2ixij2

�
XnT

i¼1

XnW

j¼1
b3ixij3 ð3Þ

where:

a ¼
XnW

j¼1
min 1;

XnT

i¼1
xij1 þ xij3
� �� �n oh i

ð4Þ

q ¼
XnW

j¼1
min 1;

XnT

i¼1
xij2 þ xij3
� �� �n oh i

ð5Þ
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Subject to:

XnW

j¼1

X
s2 1;2;3f g xijs

� �
¼ 1 8i 2 I ð6Þ

X
s2 1;2;3f g xijs �

X j

q¼1

X
s2 1;2;3f g xhqs

� �
8j 2 J; 8h; i 2 P ð7Þ

fim � s 8i 2 I; 8m 2 M ð8Þ

fim �
XnW

j¼1

X
s2 1;2;3f g tismxijs

� �
8i 2 I; 8m 2 M ð9Þ

fim � fhm þw 1�
X

s2 1;2;3f g xijs
� �

þw 1�
X

s2 1;2;3f g xhjs
� �

�
X

s2 1;2;3f g tismxijs

8j 2 J; 8h; i 2 P

ð10Þ

fim � fpm þw 1�
X

s2 1;2;3f g xijs
� �

þw 1�
X

s2 1;2;3f g xpjs
� �

þwzip �
X

s2 1;2;3f g tismxijs ð11Þ

fpm � fim þw 1�
X

s2 1;2;3f g xijs
� �

þw 1�
X

s2 1;2;3f g xpjs
� �

þw 1� zip
� ��

X
s2 1;2;3f g tpsmxpjs

8j 2 J; 8i; p 2 Q
ð12Þ

X
i2I xijs � jWjmjjvjm � 0 8j 2 J; 8m 2 M ð13Þ
X

m2M vjm � Mj jj jUj � 0 8j 2 J ð14Þ

Uj �Uj�1k j ¼ 2; . . .; nw ð15Þ

where Uj �min 1;
XnT

i¼1

X
1;2;3

xijs
n o

8j 2 J ð16Þ

xijs 2 0; 1f g 8i 2 I; j 2 J; s ¼ 1; 2; 3 ð17Þ

zip 2 0; 1f g 8i 2 I; p 2 P ð18Þ

Uj 2 0; 1f g 8j 2 J ð19Þ

vjm 2 0; 1f g 8j 2 J; m 2 M ð20Þ

The objective function (3) minimizes the total cost of investment costs and oper-
ational costs. Operational costs are calculated by multiplying the number of resources
with the cost of resources in units of time multiplied by the number of units produced
with the cycle time. Investment costs include the cost of purchasing machinery for use
during the planning period as well as the costs of recruiting and training workers.
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Operational costs include energy costs for working machinery (such as electricity) and
labor costs. Total costs also include savings from using robots or collaboration between
humans and robots. Equations (4) and (5) show that each station can do several jobs
but can only use one type of the same resource that will be used if several tasks are
allocated in one work station using the same resources. Equation (4) limits that a work
station consists of only one human worker even though it consists of several jobs, and it
is possible that humans do some of the work. In Eq. (4) also consider work involving
collaboration between humans and robots. This is because collaboration between
humans and robots also include humans, so that is also considered in this equation. The
same thing applies to Eq. (5) which limits the number of robots at work stations to one.

Constraint (6) is the assignment constraint, which ensures that each task is assigned
to exactly one station as well as using one kind of resource. Constraint (7) is the
precedence constraint, which ensures that all precedence relations among tasks are
satisfied. Constraint (8) and (9) are the cycle time constraint, which ensures that each of
the finish time of tasks for each model (8m 2 M) doesn’t exceed the cycle time.

Constraints (10)–(12) control the sequence-dependent finishing time of tasks for
each model m ( 8m2M). For every pair of tasks i and h, if task h is an immediate
predecessor of task i, and if they are assigned to the same station j, then the constraint
(10) becomes active. If two tasks do not have any precedence relations, and if they are
assigned to the same station (j), then the constraints (11)–(12) become active. Con-
straints (13) and (14) are station constraints which ensure that the number of stations is
same for all product models. Constraints (15)–(16) are used so that task assignments at
work stations are carried out on consecutive indexes. Constraints (17)–(20) are the
integrality constraints.

3 Numerical Experiment and Discussion

Numerical testing is carried out to consider and validate the resulting model using
optimization software. Tests are carried out using data that makes a model for selecting
robotic resources using very little production time and low investment and operating
costs. The same thing is done so that the model decides only human resources or
human-robot collaboration for all work stations. After using data that makes the model
choose one of the resources, another data is used so that the model will choose
resources based on cycle times and costs of each resource. Based on the test results, the
model will meet the cycle time and then select the resources that produce the lowest
total cost. Here is one example of data used in the experiment. Figure 1 shows the
precedence diagram in the experiment.

1 2 7

3 64 5
8 9 10

Fig. 1. Precedence diagram of example [8]
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The experiment was conducted to make 2000 total products (D) consisting of 2
product models ( Mk k) with 10 task (nt) and cycle times of 20 s (s). Investment costs
for humans (CI1) and robots (CI2) are Rp10 million and Rp 1 billion respectively while
operational costs for humans (CO1) and robots (CO2) are Rp 4/s and Rp 1/s respectively.
Benefit throughout the planning horizon for using a robot (b2i) and human-robot col-
laboration (b3i) in every task i are Rp 10 million and Rp 20 million respectively. Time
data can be seen in Table 1. Mathematical models produce an arrangement of 4 work
stations with a total cost of Rp. 2,930,600,000.

4 Conclusion

In this paper, we presented a new mathematical model for solving the mixed-model
assembly line balancing problem that includes human-robot collaboration to mini-
mizing total cost. The results of the numerical experiments show the program produces
good results with short computational times (1 s). Development of mathematical
models based on the proposed mathematical model considering another aspect of
collaborative robot characteristics should be interest in further studies.
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Abstract. The machine manufacturing company specialized in building cus-
tomized (engineered-to-order) machines ordered for certain purposes. The
company faces a problem in which it can not be able to finish the received orders
within the estimated duration. In the last 5 years, the percentage of production
delay in manufacturing the engineered-to-order machines is 80%. The inability
to meet the production due date is caused by the company does not have the
right scheduling mechanism to schedule every activity in production. Due to the
similarity of characteristics, the production of customized machines can be
considered as a project. This paper aims to find an efficient yet effective way to
schedule project manufacture and allocate the resources for such projects. To
serve this purpose, the resource constrained multi project optimization model
was applied in a real case study. The objective function of the model is to
minimize the completion time of the projects when run simultaneously. The
resource constrained multi project optimization model was solved using LINGO
15.0 and shows that the projects can be completed in 133 days. This result will
make the company to save IDR 17,200,000 compared to the existing project
schedule.

Keywords: Project manufacture � Scheduling � Optimization model �
Case study

1 Introduction

Project manufacturing aims to produce and assemble certain unique product which
must be done in certain available time. Although the activities are conducted in
manufacturing environment, the activities follow the definition of the project of being
temporary and unique [1]. ETO or project based manufacturer is usually called “cus-
tom” manufacturer. This term refers to manufacturers that produce products that are
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unique and often complex since the production must be started from the design phase.
Researcher listed some challenges faced by custom manufacturers, some of these are
the facts that customer is given the full authority to determine the design, change of
priorities among customers make the schedule to stop and resume several times during
the timespan, and the high number of components that are needed for the assembly of a
single sub-product [2].

This research was taken in PT. ATMI, a machine manufacturing company in Solo
Indonesia. The problem that occurs in the machine manufacturing company is the delay
in the completion of the project. Based on company data, from 2013–2017 in average
they received 12 projects per year with the average lateness percentage of 80%. The
inability to complete the project happened because the company does not have any
appropriate scheduling methods with their production characteristics yet. In general, a
machine manufacturing project has three stages, namely design engineering stage,
procurement stage, and manufacturing stage. Most of the project time duration is used
mainly on the first two stages, leaving the last stage very little time to execute. The
company received multiple orders simultaneously. Those simultaneous orders give
other difficulties as the company does not have any method to optimally allocate
resources in order to meet all the due dates.

According to previous study, engineered-to-order production systems and projects
have many similarities, namely both are temporary, have certain due dates, and have
price that have been agreed upon from the start [3]. According to its main activities, a
project can be divided into several types, namely construction projects, manufacturing
industry projects, and research and development projects [4]. The activities carried out
by PT. ATMI Solo is the type of manufacturing industry project, because the machine
production process starts from the design engineering stage (Suharto, 1995). Because
of the similarity of characteristics between machine production activities at PT. ATMI
Solo with the project, the scheduling method used in this study will use the project
management approach.

The research on resource constrained project scheduling was initiated [5–7].
Bowman used the binary decision variable to determine the schedule. Manne [7]
formulated an integer variable to schedule the beginning and ending activities, while
Wagner [6] develop a binary optimization model to allocate certain resources to a
certain work activities in a certain time sequence. Pritsker, Watters, and Wolfe for-
mulated boundaries and variables from previous studies to develop resource con-
strained multi-project optimization model with binary programming approach [8]. In
this paper, we apply the model of Pritsker et al. [8] to solve the problem faced by PT.
ATMI. There are several objectives to be achieved, but this study will focus on min-
imizing the total throughput time for all projects. The purpose of the optimization
model in this research is to determine the schedule of each activity in the three machine
manufacturing projects carried out by PT. ATMI to minimize the duration of the
projects when run simultaneousy.
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This research aims to determine the optimal project schedule and resource allo-
cation using a resource constrained multi project scheduling optimization model. The
generated schedule is expected to minimize the project cost and duration. Later, the
optimal resource allocation will help the company to consider whether they will take
specific project. The result from the model give the staff valuable information about
their ability to finish the project within due date. If the result show that the company
will not be able to finish the project within the given date, then the company will have
two choices. The first is to turn down the offer and the other option is to add resource in
order to meet the project duration.

2 Methodology

The first step in this research is to conduct a field study by conducting interviews with
PPIC and marketing staff of PT. ATMI Solo to find out the machine production
process. In addition, this field study is used to identify several constraints that must be
considered in the scheduling process. To support the field study, literature reviews were
carried out to determine the appropriate model that can be used to solve the problems.
The next step is data collection which performs by collecting the needed data in the
form of bill of material from the three machines that are used as objects of case studies,
production sheets, types and the amount of resources needed in each project, and the
company’s budget to carry out the activities. Interviews are conducted to obtain the
information on business processes and machine production flow, mainly about the
activities involve in the project, the duration of each activity and the precedence
relation among activities within project. The information are provided by the PPIC,
Marketing, and Engineering division staffs. The estimated activity duration given is the
most likely duration. The last step is to translate the data into the optimization model
and run the model using the LINGO 15.0 software and analyze the results.

3 Results and Discussion

Based on the problem setting and data, the mathematical model for the resource
constrained multi project scheduling can be described as follows [8]:

The Objective Function
The objective function of the model is to minimize the time starting from the last
activity.

Min
XT

t¼1
t � Xijt ð1Þ
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Constraints

1. Every activity in each ETO engine manufacturing project must be completed.

XT

t¼1
Xijt ¼ 1 ð2Þ

2. This constraint is used for activities that cannot be started until one or several other
activities are completed. For example, activity m must precede activity n, then
tim + din � tin.

Xuim

t¼lim
tXimt þ din �

Xuin

t¼lin
tXint ð3Þ

3. This constraint states that activities in a project cannot be started if the resources
needed to carry out activities are not available. The rijk represents the number of
type k resources needed to carry out j activities on the project i.

XI

i¼1

XJ

j¼1

XK

k¼1
rijkxijt �Rkt ð4Þ

In this research, we use three machine manufacturing projects, namely Printability
Tester Machine, Punch Hosti Machine, and Mold Hosti Machine. The precedence
relation of activities in each project and time duration of such activities are shown in
Fig. 1, while Table 1 shows the number of resources to run the projects.

The multi project scheduling model was run using LINGO 15.0 software on a
computer with an Intel Core i3-4005U processor (1.7 GHz, 3 MB L3 cache) and 2 GB
RAM. After running the model, the optimum global results are obtained after
14120630 iterations in 4 h, 45 min, and 46 s with an objective value of 133 days.
Table 2 shows the estimated costs resulting from the optimization model using
resource constrained multi-project scheduling and actual production that has been done
by the company. If the company schedules the projects using the multi-project
scheduling model, they can save IDR. 17,200,000. The delay in production causes the
company to incur additional costs, because the company has to pay the personnel
wages and more operating costs than estimated.
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Fig. 1 Activity network diagram of (a) Printability Tester Machine, (b) Punch Hosti Machine,
and (c) Mold Hosti Machine
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4 Conclusion

The optimization resulted a schedule with time duration of 133 days. This schedule was
better than the actual scheduling by the company, where each project was completed in
152 days, 105 days and 148 days. With optimum scheduling, the company saved costs
of Rp 17,200,000. The objective of the research is to find an appropriate method for
scheduling several ETO engine manufacturing projects that are run simultaneously.
The resource constrained multi-project scheduling optimization model method is
suitable for achieving this goal. The model also results in the allocation of resources so
that the company also has a schedule of resources usage for each activity in each
project. The next advantage is that companies can use the model optimization results to
consider whether they will take the project offered or not by calculating the duration of
the project in accordance with the resources owned by the company. Companies can
consider increasing the resources they have so they can take on certain projects. Then,
companies can anticipate problems such as machine damage and problems with per-
sonnel from afar because they know when certain resources are needed.

Table 1. The number of resources to run the project

Code Resource Amount Code Resource Amount

M1 Welding machine 8 O3 Cutting operator 6
M2 Bending machine 5 O4 Drilling operator 3
M3 Cutting machine 6 O5 Turning operator 6
M4 Drilling machine 3 O6 Hardening operator 3
M5 Turning machine 6 O7 Milling operator 6
M6 Hardening machine 3 O8 Punching operator 9
M7 Milling machine 6 O9 Grinding operator 8
M8 Punching machine 9 O10 Welding operator 8
M9 Grinding machine 8 O11 Engineering staff 7
M10 Welding machine 8 O12 PPIC staff 7
O1 Welding operator 8 S1 Supervisor 10
O2 Bending operator 5

Table 2. Project cost and duration comparison

Project Cost (IDR) Duration (days)
Actual Optimization Actual Optimization

Printability tester 74,976,732 82,326,732 133 152
Punch Hosti 35,088,003 39,688,003 105
Mold Hosti 58,774,983 64,024,983 148
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Abstract. Scheduling problems in manufacturing industries are usually asso-
ciated with production system, where the typical kind of resource is machine.
However, the problems also arise in non-production setting, for example in an
aircraft MRO (maintenance, repair, and overhaul) shop. In the shop, the primary
resource is technician. There are three stages: stripping, repairing, and testing,
with spare part procurement delay between stripping and repairing stages. Once
a repair job is allocated to a technician, it will be processed by the same tech-
nician in subsequent stages, hence dedicated technician constraint. In the testing
stage, jobs require not only technician but also dedicated testing machine. This
paper models the scheduling problem as a mixed integer linear programming
problem with makespan as the objective function. Numerical experiments are
conducted to explore the model behaviors as well as to demonstrate the capa-
bility of the model.

Keywords: Aircraft maintenance � Flexible flow shop scheduling � Dedicated
resource

1 Introduction

Scheduling deals with the allocation of resources to tasks over given time periods with
the goal of optimizing one or more objectives [1]. In manufacturing industries,
scheduling is often associated with production system, in which the typical kind of
resource is machine. However, the scheduling problems also arise in non-production
settings, for example in an aircraft MRO (maintenance, repair, and overhaul)
shop. Aircraft maintenance is an important element to optimize because it is estimated
that the aircraft maintenance takes as much as 10–15% of the aircraft operating cost [2].
In aircraft maintenance, the workforce is considered the highest priority resource
because maintenance tasks are labour intensive [3].

The typical aircraft maintenance job in an MRO shop involves three main con-
secutive stages: stripping, repairing, and testing. In the stripping stage technicians
observe the aircraft condition, locate the problem, and determine the broken compo-
nents to be repaired. The replacement components or spare parts may need to be
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ordered from suppliers and the procurement lead time constitutes the waiting time. In
that case, the repairing process in the next stage can only be started after the compo-
nents arrived. The last stage is the testing process, where the repair result is checked
and verified. While technicians are the main resources in the stripping and repairing
stages, the testing stage also need specific testing machine in addition to technicians.

The three-stage aircraft maintenance scheduling problem, which involves hetero-
geneous technicians and parallel dedicated machines in the last stage, is classified as
flexible flow shop scheduling problem. In the literature the flexible flow shop
scheduling problem has been addressed by quite many research, whether the resources
are parallel (undedicated) [4–6] or dedicated [7, 8]. The scheduling problem addressed
in this paper poses a few differences from the typical flexible flow shop scheduling
problem in the literature. The aircraft maintenance scheduling problem involves two
kinds of resource: heterogeneous technicians in all stages and dedicated testing
machines in the last stage. In the last stage the two kinds of resource have to be
considered simultaneously. The allocation of technicians to jobs is also dedicated, but
the definition is somewhat different from that in ‘dedicated machine’. It does not mean
that the technician for the jobs is allocated prior to scheduling, but it means that once a
technician is allocated to a job, the job has to be handled by the same technician in all
subsequent stages. The reason is that the maintenance jobs often require personal
attention. The technician who does the stripping to a job is considered as the one who
knows the specific problem better than other technicians. Therefore, the person has to
do the repairing and testing for the job as well.

The rest of the paper is organized as follows. Section 2 explains the development of
the mathematical model, both the non-dedicated technician case and the more general
dedicated technician case. Section 3 describes and discusses the result of the model
execution for a numerical example. Finally, the paper is concluded in Sect. 4 along
with the plan for possible extensions of the research in the future.

2 Mathematical Formulation

2.1 Problem Definition

In a planning period, there are n repairing jobs to be repaired by m available hetero-
geneous technicians. Each job is handled by exactly one technician, and each techni-
cian can work on only one job at a time. The processing time of each job in each stage
depends on the technician because experienced or skillful technician may work faster
than others for the job. There are two cases – the non-dedicated technician case and the
dedicated technician case. In the dedicated technician case, some jobs have to be
handled by the same technician in all stages. The processing times and the waiting
times are assumed deterministic and known in advance. The shop wants to minimize
makespan, which is the maximum job completion time. Figure 1 illustrates the problem
description of the dedicated technician case. A job stays in its line once it enters the
stripping stage. In other words it is handled by the same technician from start to finish.
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2.2 Mathematical Model – Non-dedicated Technician

The notations used in the mathematical model are as follows:
n : number of jobs
m : number of available technicians
pijk : processing time of job i in stage k by technician j
qi : waiting time of job i
ait : assignment of testing machine (ait ¼ 1 if job i is assigned to testing machine t;

ait ¼ 0 otherwise)
Cik : completion time of job i in stage k
Cmax : makespan
Xijk : binary decision variable (Xijk ¼ 1 if job i is allocated to technician j in stage k;

Xijk ¼ 0 otherwise)
Yiljk : binary decision variable (Yiljk ¼ 1 if job i is processed before job l in stage k

by technician j; Yiljk ¼ 0 otherwise)
Til : binary decision variable (Til ¼ 1 if job i is processed before job l in stage 3;

Til ¼ 0 otherwise).

The mathematical model is formulated as mixed integer linear programming
(MILP) problem as follows:

Minimize Z ¼ Cmax ð1Þ
Xm

j¼1
Xijk ¼ 1 8i; k ð2Þ

Xm

j¼1
pij1Xij1 �Ci1 8i ð3aÞ

Xm

j¼1
pij2Xij2 þCi1 þ qi �Ci2 8i ð3bÞ

.....

R1

R2 R2

R1

Stripping
stage 

WAITING 
TIME

Repairing 
stage 

T1

Testing 
stage 

n jobs

Line 1

Line 2

Output

T3

T2

Fig. 1. MRO scheduling problem with dedicated technician constraint.
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Xm

j¼1
pij3Xij3 þCi2 �Ci3 8i ð3cÞ

Cik þ pljkXljk �Clk þM 1� Yiljk
� � 8i; l; j; k i 6¼ lð Þ ð4aÞ

Yiljk þ Ylijk � 1 8i; l; j; k i 6¼ lð Þ ð4bÞ

Yiljk þ Ylijk �Xijk þXljk � 1 8i; l; j; k i 6¼ lð Þ ð4cÞ

Cik þ plj kþ 1½ � �Cl kþ 1½ � þM 2� Xijk � Xlj kþ 1½ �
� � 8i; l; j; k k\3ð Þ ð5Þ

Ci3 þ
Xm

j¼1
plj3Xlj3 �Cl3 þM 1� Tiltð Þ 8i; l; j; t i 6¼ l;

ait ¼ 1; alt ¼ 1

� �

ð6aÞ

Til þ Tli ¼ 1 8i; l; j; t i 6¼ l;
ait ¼ 1; alt ¼ 1

� �

ð6bÞ

Ci3 �Cmax 8i ð7Þ

The objective function to minimize is the makespan. Equation (2) ensures that each
job is assigned to only one technician. Equations (3a, 3b, 3c) define the relationship
between processing times, waiting times (in stage 2), and completion times of jobs. The
disjunctive constraint in Eqs. (4a, 4b, 4c) ensures that jobs processed in a stage by a
technician do not overlap with one another. Meanwhile, Eq. (5) sets similar constraint
but for jobs in two different stages assigned to a technician. Equations (6a, 6b) guar-
antee that a testing machine can be used by only one job at a time. Finally, Eq. (7) sets
the makespan as the maximum completion time of jobs.

2.3 Mathematical Model – Dedicated Technician

In the dedicated technician case, some jobs may need to be handled by a dedicated
technician from the stripping stage until the test stage, while other jobs may not. The
additional constraint is added to the mathematical model. The result is a more general
model, from which the non-dedicated technician model can be derived. The additional
constraint is as follows:

Xij1 ¼ Xij2 andXij2 ¼ Xij3 8i; j di ¼ 1ð Þ ð8Þ

For a job with dedicated technician, Eq. (8) forces the job to be handled by the
same technician in all stages. The parameter di is a binary parameter, which states that
job i is to be handled by dedicated technician if the value is 1. If the value of di is 0 for
all jobs then the model is essentially equivalent with the non-dedicated technician
model.
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3 Numerical Examples and Discussions

The models are executed to find the optimal solutions to a numerical example case.
An MRO shop has to plan for five repair jobs to be handled by two technicians and
three testing machines. Table 1 lists the processing times for all stages and the waiting
time of the jobs.

Figures 2 and 3 show the optimal solutions found by the non-dedicated model and
the dedicated model, respectively. For the dedicated model, the first three jobs (J1–J3)
are to be handled by dedicated technician, while the rest two jobs (J4–J5) are not. The
solutions can be found in a relatively short time by the default MILP solver in the
IBM ILOG CPLEX Optimization Studio 12.7.1.0. The makespans in the two solutions
are 25 and 26, respectively. The dedicated model case takes shorter time to find the
optimal solution. Indeed, by the restriction the solution space becomes smaller. In both
cases, all constraints are respected.

Table 1. Processing times and waiting time of jobs

Job Stripping stage Waiting time Repairing stage Testing stage
Tech 1 Tech 2 Tech 1 Tech 2 TM 1 TM 2 TM 3

J1 5 5 10 4 4 3
J2 3 3 8 3 4 1
J3 3 3 5 3 4 2
J4 4 4 8 4 5 1
J5 3 3 8 4 5 1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
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Fig. 2. Gantt chart of the optimal solution found by the non-dedicated model.
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4 Concluding Remarks

This paper has outlined the initial development of a mixed integer linear programming
optimization model of a maintenance, repair, overhaul (MRO) shop which has three
stages (stripping, repairing, and testing stages) in a flow shop arrangement. Between
the stripping and repairing stages the jobs spend some time to wait for the purchased
components to arrive. The problem was motivated from a real problem in an aircraft
industry. However, the model should be general enough to be applied in many other
MRO shops which share similar characteristics.

The next step in this line of work is to analyze the performance of the models in
various problem sizes and job characteristics while vying for simplifying the models.
Future extension to this work is directed toward finding an efficient algorithm to yield
good solutions in a short time. Such algorithm would be beneficial in solving large real
problems where optimal solutions are hard to find.
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Abstract. Waste is a non-value added activity that may exist everywhere in the
production line. This waste is an activity that consumes resources but does not
directly contribute to product or service and does not add value to the customer.
This paper presents the classification of waste and the steps to implement value
stream mapping (VSM) which is one of the powerful lean practice to detect and
analyze waste activities in the manufacturing operation.

Keywords: Value stream mapping � Lean manufacturing � Waste

1 Introduction

The goal of lean manufacturing is to reduce waste in human effort, inventory, time to
market and manufacturing space to become highly responsive to customer demand
while producing quality products in the most efficient and economical manner. This
approach emphasis on the elimination of waste. Waste takes many forms and can be
found at any time and in any place in an organization. It may be found hidden in
policies, procedures, process and product designs, and in operations [1]. This waste is
an activity that consumes resources but does not directly contribute to product or
service and does not add value to the customer [2]. Lean manufacturing uses tools like
value stream mapping (VSM), one-piece flow, visual control, Kaizen, cellular manu-
facturing, inventory management, Poka-yoke, standardized work, and workplace
organization to reduce manufacturing waste [3].

VSM which popularized by Rother and Shook [4] is one of the tools in lean that is
often used by the company as a starting point in implementing lean transformation.
VSM is not only used as a tool for employees to understand process flow in production
but also provides useful information on information flow as well as material flow from
supplier to the customer (i.e. for the entire supply chain). Usually, before the lean
transformation can be realized, VSM is used as a tool for identifying waste, analyzing
waste by finding the source of the waste and identifying the activities that need to be
done to eliminate or reduce waste using other lean tools.
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Although VSM looks as easy as a tool for mapping the process from start to finish,
manufacturing personnel are still unable to implement VSM successfully due to lack of
understanding of the concepts and a correct procedure of implementing VSM. They are
incapable to construct the VSM in detail and accurately because they do not understand
what data should be taken and analyzed and what is the next action after the current
VSM has been performed. Hence the main purpose of this paper is to demonstrate a
simple step of using VSM as a means of identifying waste. This paper also describes
the types of waste found in production.

The next sections address the following topics: Sect. 2 presents the literature
review. The VSM implementation steps are included in Sect. 3; Sect. 4 provides the
conclusions and future research directions.

2 Literature Review

2.1 Lean Manufacturing Principle

Lean manufacturing (LM) is an assembly line methodology developed originally for
Toyota and the manufacturing of automobiles. Also known as the Toyota Production
System (TPS) and Just-in-Time (JIT) production, developed by the chief engineer of
Toyota Taiichi Ohno after World War II between 1948 and 1975 [5]. LM was first
introduced in the West Country by Womack, Jones and Roos in 1990 in their best-
selling book, “The machine that Changed the World” [6]. The main objective of LM is
to produce finished goods according to the customer requirements with very less waste
or without waste [7]. Womack et al. [8] defined the five principles of Lean manufac-
turing, which is Define value, Map the value stream, Create flow, Establish flow, and
Pursue for perfection.

VSM is a lean tool that is used to understand where wastes exist in the process.
According to Rother & Shook, the value stream definition is all added and non-value
added activities needed to produce products throughout the process from raw materials
to customers, and design flow from concept to launch. They also stated that VSM is
used to define and analyze the current state product value stream and design future state
which focus on reducing waste, improving lead time and improving workflow. Monden
[2] categorizes activities into three operations namely value adding, non-value adding
and necessary but non-value adding. Value adding activity is an activity that will
transform or improve the product for the customer. While non-value added activities
are defined as activities that consume resources (man, material, equipment) but are not
directly contributing to the product or service.

2.2 Waste Definition and Classification

Waste is any non-value added activities in which Ohno’s classified them into seven
categories that are: overproduction, waiting, transportation, inappropriate processing,
unnecessary inventory, unnecessary motions, and defects [5].

• Inventory – material not currently being processed, including raw materials, work-
in-process, and finished product inventory.
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• Motion – operator walking around the equipment to get where they are needed, or
to get changeover parts or tools. It is also related to ergonomics and is seen in all
instances of bending, stretching, walking, lifting, and reaching.

• Overprocessing – doing more to the material than the customer requires. Any
operation or process that does not add value to the company can be considered a
production waste and it can potentially increase the incidence of defects in the
products.

• Overproduction – making more than the customer needs, or making it sooner than
needed. Production of more items than required by the customer.

• Defects – parts or material that do not meet required specifications.
• Transportation – movement of material either from one process step to the next

step or into or out of inventory.
• Waiting – time that operator spend waiting for material or for the equipment to be

ready to use. Time wasted waiting for people, materials or equipment.
• Talent – this is an additional waste that has more recently been pointed out by [10].

The waste of human potential can lead to missed improvement opportunities,
considering that lean philosophy advocates that every individual is a thinker and can
contribute with positive outcomes.

2.3 Application of VSM in Manufacturing Operation

Singh et al. [9] applied VSM to identify waste such as WIP, lead time, and manpower
by bridging the gap between the current state and future state of the production
industry. Andreas et al. [10] in their paper discussed the benefits of VSM such as a
reduction in lead time, improved productivity, reduction in cycle time and reduction in
inventory. However, other lean tools should also be subsequently implemented in order
to support a more effective reduction of waste. Alaya et al. [11] stated that VSM is a
good starting tool for transforming any enterprise into lean. They incite researchers and
practitioners to start to enhance their approach towards lean by integrating the standard
VSM approach with additional lean tools to enable people not only to see but also to
communicate and to manage their processes. Prashar [12] employed the Lean-Kaizen
approach using VSM for process improvement through redesigning an assembly line in
a manufacturing steering system of automobiles. In recent years, many publications
have extensively documented the implementation of VSM as a key method to
implementing lean concepts. A case study has been widely used in the field of oper-
ations management as a method for evaluating the applicability of the VSM tools to
improve company performance. More recent case studies can be referred to [13, 14].
This paper will only discuss the step required to implement VSM without demon-
strating any case study in the manufacturing operation.

3 VSM Implementation Steps

The steps to implement VSM in this paper is based on Rother & Shook [4] and King
and King [15]. The basic steps of VSM are presented in Fig. 1 and the three main steps
are described below.
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Selecting a Product Family
At this stage, it is important to focus on one product family only. Although there are
many products produced on the shop floor, however, the customers care about their
specific product, and not all the other products produced by the company. VSM means
walking and drawing the processing steps (material and information) for one product
family from door to door in the plant. A product family is a group of products that pass
through similar processing steps and over common equipment in the downstream
process.

Construction of Current State Map
Having selected a product family the next step is to draw a current state map for the
sub-frame as depicted in Fig. 2. The map is constructed from “door-to-door” pro-
duction flow inside the firm. The process activity map sets out the sequence of flow by
recording all the individual steps that take place to produce a product or service. When
constructing a current state map, it always begins at the shipping end and works
upstream. It must begin with the processes that are linked most directly to the customer,
which should set the pace for other processes further upstream. Usually, the stopwatch
is used to collect data on cycle time for the process. An average cycle time must be
obtained from a set of at least ten data. For a manual process which uses the operator in
performing task or process, the standard time must be used that considers performance
rate and allowance rate. The whole value stream must be mapped by only one same
person, even if several people are involved. This is because if different people map
different process, then no one will understand the whole process.

Construction 
of current 
state map

Analysis of 
current 

state map 
& improve-
ment plan 

Construction 
of future 
state map

Selecting 
a product 

family

Improvement 
implementa-

tion plan

Fig. 1. Basic steps of VSM

Fig. 2. Example of the current state VSM
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In general, the current state map consists of three main components;

• Material flow – the flow of material as it progresses from raw materials, through
each major process step, to finished goods moving toward the customer. It shows
only the major processing system, with data boxes that illustrate the performance of
each process. All inventories along the flow are also shown.

• Information flow – the flow of all major types of information that govern what is to
be made and when it is to be made. This starts with orders from the customers and
ends with schedules and control signals to the production floor.

• Timeline – it shows the value added (VA) time and non-value added (NVA) time. It
is a line at the bottom of the VSM in the form of a square wave. This is a key
indicator of waste in the process

Construction of Future State Map
Future state map is constructed to show all the improvement plans that minimize the
non-value added time. In order to develop the future state map, the current state map is
analyzed using the following guidelines developed by Rother and Shook [4]:

• Produce to the TAKT time based on the demand and the available working time of
processes closest to the customer.
TAKT time = Available production time per shift/Target output per shift

• Develop continuous flow wherever possible (move a single product through every
step of the process instead of grouping work items into batches)

• Use the “supermarkets” concept to control production where continuous flow is not
possible upstream.

• Distribute the production of different products evenly over time at the pacemaker
process (level the production mix – “heijunka”).

• Create an “initial pull” by releasing and withdrawing small, consistent increments of
work at the pacemaker process (level the production volume).

• Develop the ability to make “every part every day” in the processes upstream of the
pacemaker process.

4 Conclusion and Future Works

As a conclusion, any organization wishes to achieve lean manufacturing level is
essential to firstly identify non-value added activities and eliminate those activities
using appropriate lean tools. This paper has highlighted the importance of value stream
mapping as one of the lean tools to detect and reduce waste. This paper also had briefly
explained the principles of lean manufacturing, the definition and classification of
waste, and a simple yet clear step to implement VSM effectively. In the future, it is
necessary to include the real application of VSM through case studies in the production
line. The case study should indicate step by step of VSM application to detect waste,
and analyze waste thus suggesting improvement activity to reduce or eliminate waste.
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Abstract. The aim of this research is to developed an optimization model to
determine an optimal process parameter to help a decision maker in making
decision concerning make or buy considering price and quality dependent
demand. In this paper, two models are developed for make regime and buy
regime. The price and quality level will determine the demand of the product.
The quality level was treated as parameters in many research, but in this paper
the quality level is treated as model component and expressed in term of process
parameter. The objective function of the model is to maximize total profit of
both manufacturer and supplier. The cost components consist of material pur-
chasing cost, manufacturing cost, and quality loss. The results of optimization
shows that both model gives the same value of optimal process parameter in
manufacturer side.

Keywords: Make or buy decision � Quality loss � Manufacturing cost � Price
and quality dependent demand

1 Introduction

A manufacturing company has two alternatives in providing the needed components
for final product assembly. First, the company produced all the needed components
using its own production facilities which commonly known as in-house production or
make. Second, the company outsources all the needed components from its suppliers
which known as buy. Both alternatives will have consequences to the company. By
make alternative, the company has an ability to fully control the quality of the com-
ponents and increase the utility of equipment. The buy alternative will make the
company more focus to its core business and reduce the needs of investments in term of
equipment and operational cost.

Product quality has been known as one of the effective strategies for a company to
be competitive in the market. The quality of a product should be maintained and
improved by the company to satisfy the customers. The company must perform quality
improvement as a part of continuous improvement and the company should develop
some programs for the improvement. The programs need some investment funds that
must be provided by the company. The funds are used to train the operators in order to
increase their skills and capabilities in certain manufacturing processes. Each operator
has his own learning rate and in average this learning rate will determine the needed

© Springer Nature Singapore Pte Ltd. 2020
M. N. Osman Zahid et al. (Eds.): iMEC-APCOMS 2019, LNME, pp. 272–277, 2020.
https://doi.org/10.1007/978-981-15-0950-6_42

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_42&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_42&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_42&amp;domain=pdf
https://doi.org/10.1007/978-981-15-0950-6_42


investment in the quality improvement training programs. The higher the learning rate,
the quicker the operator achieves the standard skill set by the company.

According to Taguchi concept, then there are two sources of quality problems. First
is bias which resulted from the difference between mean and target value of a certain
quality characteristic. The second source of the problem is variance which measures the
data spread of the quality characteristic. Taguchi expressed the quality loss in a
quadratic form to measure the loss of customer in using a product. This kind of loss
includes in external failure quality cost, while the internal quality loss deals with the
out of specification product. The out of specification product will determine the quality
level of the product. The quality level along with the product price will determine the
number of product demand. In this paper, we develop a make or buy optimization
model considering investment cost and price and quality dependent demand.

2 Literature Review

Make or buy decision is a strategic decision that must be made by a company to
determine which components that must be made in-house using its own production
facilities and which ones that must be bought from suppliers. Conventionally, the
sourcing decision is simply be done by comparing internal production costs with the
prices from external suppliers and choosing the least costly alternative [1]. Further, they
noted that the decision may be more complex in which sourcing decisions can be
influenced by fears of supplier hold-up, concerns about leakage of proprietary infor-
mation, the need to ensure timely and reliable supply of high-quality inputs, and
prospective gains from cultivating long term alliances with suppliers. According to [2],
the make or buy decision implies two types of sourcing, namely hybrid and plural
sourcing. In hybrid sourcing, the company purchases the entire volume from a single
mode which exhibits mixed governance. While plural sourcing involves both make and
buy in the same time. The decision involves several considerations such as production
capacity, process capability, and technological capability.

Make or buy has attracted many researchers. For example, [3] developed an
optimization model to determine the optimal quality investment in single supplier and
manufacturer to reduce defective rate. The model considered outbound inspection in
supplier site while the manufacturer performed inbound for the incoming materials or
components and outbound before shipping the final product to customers. A research
by [4] developed an optimization model in the case of plural sourcing to determine the
optimal suppliers and its corresponding quantity of component orders. The model
considered quality improvement in term of learning investment to maximize the return
of such investment. In more recent research, [5] developed two optimization models
which solved sequentially to determine the optimal suppliers, order quantity from
selected suppliers and learning investments. The model considered not only learning
but also forgetting in the model to maximize the return on investments.

In a more recent research, [6] analyzed the impact of two conditions, namely
exogenous and endogenous carbon tax, to the make or buy decisions. In exogenous
carbon tax, the government has no regulation on the carbon tax rate, while in
endogenous case the government will impose a regulation about carbon tax rate. In
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another context, [7] developed a model to determine the optimal process mean, number
of shipments, order quantity, and maximum shortage to maximize the profit of supply
chain. In this research, we used the system scheme of make or buy analysis model in
[6] as the basis to develop a more comprehensive make or buy decision model. We
consider several aspect in this research including inspection error, quality investment,
and product demand. The decision variables of the model are the variance of final
product as the indicator of quality level and investment level as the representation of
product quality improvement.

3 Proposed Model

In this research, we consider a supply chain consists of single supplier and single man-
ufacturer. The manufacturer adopts hybrid sourcing in which the needed components or
materials will be provided by manufacturer itself or bought from suppliers. Those alter-
natives were known asmake regime and buy regime respectively [6]. The demand offinal
product will depend on the price and quality level of the product. In many research, the
quality level was treated as a parameter, hence the value was given. In this research, the
quality level is defined as a function of variance as one of important process parameters.
The objective of the model is to maximize the total profit of manufacturer in make regime
and maximize the total profit of both manufacturer and supplier in buy regime.

The demand function follows the research of [8] Christy et al. as expressed in
Eq. (1), where d, pm, and qm denote base demand, product price, and quality level of
the product respectively. While a and b denote the parameters of the demand function.

D pm; qmð Þ ¼ d � apm þ bqm ð1Þ

The quality level depends on the process parameter of quality characteristics of the
product as shown in Eq. (2). In the equation, lm and rm denote the mean and standard
deviation of certain quality characteristic of the product, while LSL and USL denote
lower and upper specification limits of the characteristic respectively which defined by
lm � 3rm.

qm ¼ Z USL
LSL

e
� x�lmð Þ2

2r2m

rm
ffiffiffiffiffiffi
2p

p ð2Þ

3.1 Make Regime

In the Make Regime, the manufacturer make all the needed components or materials
using its own production facilities. The total cost consists of manufacturing cost,
quality lost, and material production cost. The manufacturing cost of the product will
depend on the product tolerance. The tighter the tolerance, the higher the manufac-
turing cost and reversely the looser the tolerance, the lower the manufacturing cost. In
this paper, we use the inverse function as in Eq. (3). In the equation, a and b denote the
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manufacturing cost parameters while t denotes the product tolerance. By the definition
of process capability index (Cp), standard deviation of the product can be expressed in
term of tolerance as in Eq. (4).

M ¼ a
bt

ð3Þ

rm ¼ 3tCp ð4Þ

We use Taguchi loss function to quantify the quality loss of the product as
expressed in Eq. (5).

TLF ¼ k
t

3Cp

� �2

ð5Þ

The number of material used to manufacture the product depends on the quality
level of the product as expressed in Eq. (6). Total material cost used is the product of
unit material cost (Cm) with Eq. (6).

Q ¼ D pm; qmð Þ
qm

¼ d � apm þ bqm

RUSL
LSL

e
� x�lmð Þ2

2r2m

rm
ffiffiffiffi
2p

p

ð6Þ

Equation (7) expresses total profit function in the Make Regime.

pmr ¼ pmD pm; qmð Þ � Q
a

3bCprm
þ kr2m þCm

� �
ð7Þ

3.2 Buy Regime

In Buy Regime, the manufacturer buy all the needed materials or components to its
supplier. The objective function of the model is to maximize the profits of both supplier
and manufacturer. The total profit of the supplier is the function of the material ordered
by manufacturer and the manufacturing process of the material. The supplier’s profit
expression is shown in Eq. (8). In the equation, ps denotes the material price, Csm

denotes the processing material cost, while qs denotes the quality level of material
processing in supplier side. We assume in this paper that the price of material pur-
chased by the manufacturer depends on the quality level of certain material quality
characteristic. Hence, the price of the material follows a function as expressed in
Eq. (9).

psp ¼ psQ� Csm
Q
qs

ð8Þ

ps ¼ pb þ cqs ð9Þ
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The total profit of the manufacturer is the subtraction of revenue from total cost
consists of manufacturing cost, quality loss, and material purchasing cost. Equa-
tion (10) expresses the profit function of the manufacturer. The total profit of the
supply chain is then the summation of Eqs. (7) and (8).

pmr ¼ pD p; qð Þ � Q
a
bt

þ k
t

3Cp

� �2

þ ps

 !
þ psQ� Csm

Q
qs

ð10Þ

4 Numerical Example

The parameters used in the numerical example are given in Table 1. We used Wolfram
Mathematica 7 for Students to solve the model. We used maximize function of the
software to find the solution. Table 2 shows the optimization results. The optimal value
of the variance was the same for both make and buy regime. The make regime results a
profit of $34,298.2, while for the buy regime results a lower profit of $29,556.4. From
the results, the make regime gives better profit than buy regime even the cost of material
production in make regime was set about 30% higher than material price from the
supplier. The decision making whether the material should be make or buy will depend
on other considerations such as investment cost to install the production facilities, the
availability and quality requirements of the material, and other relevant considerations.

Table 1. Table captions should be placed above the tables.

Parameter Value Parameter Value

p 35 lm 403
d 1000 ls 405
a 0.4 Cp 1
b 0.2 Cm 10
c 0.5 Csm 5
a 0.1 pb 7.5
b 3 k 30

Table 2. Optimization results

Make regime Buy regime
Variable Optimal value Variable Optimal value

rm 0.0570 rm 0.0570
qm 0.9973 rs 0.0185

qm 0.9973
qs 0.9973
ps 7.0014
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5 Conclusion

In this paper, we developed a make or buy decision model under hybrid sourcing in
which the manufacturer must make all the needed materials or components using its
production facilities or outsourced to its supplier. The demand depends on price and
quality level of the final product. The objective function of the model was to maximize
the total profit of the manufacturer for make regime and maximize the total profit of
both manufacturer and supplier for buy regime. Product and material variances rep-
resented two decision variables of the model. For further research, firstly we still have
to check the optimality of the model solution. Second, how to include the quality cost
of raw material production in the make regime. Third, how to include the learning
investment and perform sensitivity analysis for the whole model.
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Abstract. Risk factors related to work activity and ergonomics can make it
more challenging to maintain this balance and raise the probability that some
individuals may develop musculoskeletal disorders (MSD). This study was
designed to identify the ergonomics risk factors that increase work-related
musculoskeletal disorders (WMSD) among automotive production workers. The
participatory ergonomics (PE) was employed to assess the risk factors related to
WMSD by involving production workers and management team. The study was
initiated by reviewing previously established studies regarding critical body
region pains risk factors. Expert interviews were then conducted to share
knowledge from senior management staff members to identify the potential risk
factors. The predicted risks factors were assessed with a mixed group of senior
workers from three automotive manufacturers through a survey questionnaire. In
all, twenty-six dominant risk factors related to WMSD, specifically in the
context of automotive production plant operations were found, and these factors
can be considered as points for targeting ergonomics intervention efforts.

Keywords: Ergonomics risk factors �Work-related musculoskeletal disorders �
Participatory ergonomics � Production workers � Automotive

1 Introduction

The automotive industry is one of the catalyst of the country’s development through a
high rate of work [1]. In line with this, automotive workers are assets to the nation as
they play an important role in ensuring a sustainable growth and market expansion for
the industry. However, automotive workers are often exposed to various ergonomics
risks due to the nature of their working environment where they are required to deal
with machines as well as heavy tools and materials. Moreover, automotive workers are
more likely to be involved in repetitive work tasks. Argubi-Wollesen et al. [2] reported
that 10% of working processes in the automotive sector involve pushing and pulling
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with more than 40% of them require the manipulation of heavy objects. Thus, the
occurrence of work-related musculoskeletal disorders (WMSD) is high in the auto-
motive industry.

There is a consensus among scholars on the multifactorial nature of WMSDs [3].
The WMSD development is influenced by physical demands of certain tasks, work
organizational hazards and psychosocial contexts [4, 5]. Besides, personal factors, such
as individual perceptions and other related characteristics are equally important in
dealing with risk management [6]. The proactive ergonomics should focus on the
counteractive action to overcome WMSDs through early detection and reducing risk
factors at work, and identifying relevant risk factors in the future [7].

Therefore, this study aims to identify the dominance of risk factors related to
WMSD among production workers using PE approach in an automotive component
manufacturer. The findings will contribute to a body of knowledge needed to assist the
occupational safety and health (OSH) managers by producing effective WMSD pre-
vention strategies in the workplace for the worker’s well-being, productivity, and
organizational sustainability.

2 Materials and Method

2.1 Investigate the Related WMSD Risk Factor

Literature analysis was used to recognize the risk factors associated with MSD. To
identify the relevant literature, established studies related to back, neck, shoulder and
arm pain risk factors were identified. The risk factors identified from the literature
analysis were reviewed based on the tacit knowledge provided by the industry experts.
Senior management team members were selected for interview analysis based on their
expertise, experience, and convenience.

The group of subject matter experts consists of a manager and above level,
including general manager and managing director. Managers were from the production,
engineering, and safety health and environment departments. The interview analysis
comprised a question and answer session, verbal problem solving, and observation
analysis associated with workplace ergonomics risks factors. Then, the potential risk
factors were grouped according to the ergonomics domains, namely individual, orga-
nizational, physical and psychosocial domains.

2.2 Survey WMSD Risk Factor Analysis

The questionnaire survey was distributed to a mixed group of production workers
working in three automotive manufacturers. A total of 110 automotive production
workers were approached based on their expertise, experience, and accessibility as
respondents. Male contributed 99% of respondents and more than 40% age between 31
and 35 years. Majority of respondents (29%) had been working for more than 15 years.
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The concluded list of risk factors from tacit knowledge analysis was presented to
the respondents in the form of questionnaires. The respondents were required to
respond on whether or not the factors are critical consideration in evaluating risk factors
related to WMSD in the automotive production plant using a 5-point Likert scale.
The concluded list of risk factors from tacit knowledge analysis was presented to the
respondents in the form of questionnaires. The respondents were required to respond on
whether or not the factors are critical consideration in evaluating risk factors related to
WMSD in the automotive production plant using a 5-point Likert scale.

The mean value of each factor was determined by multiplying the percentage of
respondents with the values of 1, 2, 3, 4 and 5. These values represent the level of
agreement: “strongly disagree”, “disagree”, “not sure”, “agree” and “strongly agree”,
respectively, adding to the resulting factors. The cut-off value (refer Eq. 1) was used
and these factors were identified based on the relevant criteria, for which the mean
values are greater than or equal to cut-off value.

Cut-off value ¼
P

mean value
number of factor

ð1Þ

The selected value appeared to be the natural cut-off point as it was found to be the
average mean rating value for all factors included in the survey instrument.

3 Results

The results of the literature analysis were reviewed based on the potential risk factors
for body pain identified to be the upper back, lower back, shoulders, neck, and arms.
The group of SME experts has identified the potential risk factors related to WMSD
(see Tables 1, 2, and 3). Each of the risk factors is placed in the appropriate ergonomics
domain, including individual, organizational, physical-job task, physical-workplace
and equipment, and psychosocial ergonomics.

Table 1. Dominant individual ergonomics-related risk factors

No. Sub-risk factors Cronbach’s alpha, a Mean Cut off value

IF1 Negligence of workers 0.873 4.03 3.61
IF2 Improper use of PPE 3.92
IF3 Level of education 3.90
IF4 Working experience 3.68
IF5 Age 3.64
IF6 Body size 3.59
IF7 Body weight 3.45
IF8 Sedentary lifestyle of worker 3.39
IF9 Employment duration 2.88
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The reliability analysis of 45 risk factors related to WMSD is shown in Tables 1, 2,
and 3. The Cronbach’s a for the five factors are above 0.7 with the ranged between
0.821 and 0.890. Thus, all studied risk factors are deemed reliable [8]. The survey
results for risk factor related to WMSD in each ergonomic domain also presented in
Tables 1, 2 and 3. The value of 3.61 appeared as the natural cut-off point as it was
found to be the average of mean rating values of all the individual ergonomics-related
risk factors. Thus, the five most critical risk factors have presented in Table 1.

Similarly, the respondents rated the factors considered in organizational
ergonomics-related risk factors affecting WMSD, and the cut-off value is 3.75 for mean
ratings. Hence, the five most important risk factors have shown in Table 2.

The physical ergonomics risk factors were divided into job tasks, and workplace
and equipment. The results for job task related risk factors established, and the cut-off
value is 3.99 for mean ratings. Consequently, the six most serious risk factors have
exposed in Table 3. The results for workplace and equipment related risk factors are
summarized and the cut-off value is 3.96 for mean ratings. So, the five most important
risk factors have shown in Table 2.

Table 3 displays the dominant psychosocial ergonomics-related risk factors affect
WMSD. The value of 3.61 appeared to be the natural cut-off point. Therefore, the five
most critical risk factors for psychosocial ergonomics have shown in Table 3. Based on

Table 2. Dominant organizational and physical-job task ergonomics-related risk factors

No. Sub-risk factors Cronbach’s alpha, a Mean Cut off value

Organizational related risk factors 0.822 3.75
OF1 High work load 3.94
OF2 Frequent workdays 3.85
OF3 Exposure to physical demands 3.80
OF4 Worker lack of rest 3.76
OF5 Tight production schedule 3.75
OF6 Long working hour 3.74
OF7 Irregular working schedule 3.61
OF8 Shift work 3.56

Physical-job task related risk factors 0.890 3.99
PhyJF1 Frequent work lifting 4.21
PhyJF2 Carrying and lifting heavy loads 4.19
PhyJF3 Poor working practice 4.10
PhyJF4 Heavy physical work 4.08
PhyJF5 Forced exertion in job task 4.05
PhyJF6 Poor working posture 4.03
PhyJF7 Static loading of the spine 3.98
PhyJF8 Prolong static posture 3.96
PhyJF9 Prolong standing posture 3.88
PhyJF10 Overexertion 3.72
PhyJF11 Repetitive of tasks 3.70
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the reliability and descriptive analysis, 26 sub-factors that act as the key to assess the
risk factors related to WMSD specifically in the context of the automotive production
assembly plant were identified.

4 Discussions and Conclusions

The most critical individual ergonomics-related risk factor is the negligence of workers.
Negligence is one of the main causes of body pain, accident, and deadly injuries among
industry workers [9]. The results of the study reveal that the high workload, is per-
ceived as the most critical organizational ergonomics-related risk factors affecting
WMSD. These findings supported the verdict of Weale et al., [10] workers have a high
workload experienced MSD pain in a variety of body regions. Furthermore, frequent
work lifting, perceived as the most critical physical-job task related to risk factors. The
result of this study supports the finding of others, which found the increments of low
back pain intensity are more common among workers performing frequent work lifting
and lifting heavy loads [11].

The most severe physical-workplace and equipment related risk factors is poor
ventilation in working environments. This finding supports the latest studies which

Table 3. Dominant Physical-workplace and equipment and psychosocial ergonomics related
risk factors

No. Sub-risk factors Cronbach’s
alpha, a

Mean Cut
off
value

Physical-workplace and equipment related
risk factors

0.821 3.96

PhyWF1 Poor ventilation in working environment 4.08
PhyWF2 Poor workspace 4.01
PhyWF3 Poor temperature in working environment 3.99
PhyWF4 Hand tools and vibration 3.98
PhyWF5 Noise in working environment 3.96
PhyWF6 Poor workstation 3.95
PhyWF7 Poor work surface height 3.93
PhyWF8 Heavyweight equipment or tools 3.77

Psychosocial related risk factors 0.863 3.61
PsyF1 Fatigue 4.03
PsyF2 Work stress 3.92
PsyF3 Emotional stress 3.90
PsyF4 Frustration with work and not work-related 3.68
PsyF5 Low job support 3.64
PsyF6 Work fast 3.59
PsyF7 Job task rotation 3.45
PsyF8 Long working time (overtime) 3.40
PsyF9 Work intensely 2.89
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addressed the quality of the environment of a workplace like temperature, ventilation,
and noise have influenced the productivity and efficiency of the workers [12]. The
finding of the study shows that the most serious psychosocial risk factors is fatigue.
Fatigue could lead to work-related disorders and declining in productivity and effi-
ciency [13].

In conclusion, the dominance of risk factors related to WMSD has discovered.
Hence, OSH practitioners and engineers can cooperate to minimize or eliminate that
risk factors while ergonomics workplace design stage. Finally, WMSD risk can be
avoided because of the safe, healthy, and well-being culture created in the organization.
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Abstract. The importance of an industrial system that is both economically and
environmentally sustainable has gained considerable attention in this last decade.
In this paper, we address a closed-loop supply chain in which the manufacturer
produces the brand-new product and the retailer sells it through the market.
A collector will collect the used product from the consumer and sends it to the
manufacturer to be remanufactured or refurbished. The used items which have
not passed the acceptable quality level of the collector will be considered as a
waste and need to be disposed. The defective item produced through the man-
ufacturing system will be reworked. In order to restrict carbon emissions gen-
erated by the production phases in this system, trade regulation and carbon cap
are used. The proposed model simultaneously optimizes the quality level of the
product that should be produced by the manufacturer and the pricing decision of
the retailer to maximize the total joint profit of the supply chain. A numerical
example is taken to illustrate the proposed model.

Keywords: Remanufacturing � Manufacturing � Closed-loop supply chain �
Refurbishing � Carbon emissions

1 Introduction

In recent decades, many companies have implemented closed-loop supply chains
(CLSC) system due to the increasing awareness of environmental sustainability.
Approximately 2.01 billion metric tons of municipal solid waste (MSW) are being
produced each year worldwide. It is estimated that by 2050, this number will increase
significantly to 3.40 billion metric tons. It is estimated that only 5.5% of today’s waste
is composted and 13.5% is recycled and [1].

Recently, there has been a significant growth in research and applications on
managing supply chain in reverse chains. Maiti and Giri [2] developed a closed loop
supply chain where reverse supply involve third parties as a recycle dealer or collector.
Maiti and Giri [2] assumed that all of the used items are remanufacturable. In fact, not
all used products can obtained the same quality as new products so that other recovery
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processes are needed. Later, Christy [3] developed a research based on Maiti and Giri
[2] where there are two type of recovery processes, remanufacturing and refurbishing
with a demand that depends on the retail price and quality of the product. One common
assumption in all of these models is that the manufacturing process is perfect where no
items are defective during the manufacturing process. In fact, in any production system,
defective products cannot be avoided due to many reasons [4]. The closed-loop supply
chain model developed by Moshtagh and Taleizadeh [5] considers the existence of
imperfect production that produces defective products during the production process.
The defective product is then carried out by reworking process to improve the quality
of the product so the quality will be the same as the product that does not have defect.
Some used item that has not pass the acceptable quality will be considered as a waste
and need to be disposed with waste disposal process [6]. In reducing and curb the
carbon emissions, trade regulation and carbon cap as a market-based approach have
been widely used by several researchers. In the regulation, government agencies
allocate a number of carbon emissions to a company (carbon cap), and companies can
buy or sell shortages or residual carbon emissions held in carbon trading markets such
as the European Union Emissions Trading System (EU ETS) [7]. Kundu [8] examines
the impact of emission carbon policies on decisions on manufacturing, remanufactur-
ing, and collecting used items.

Motivated by the description above, in this study, we developed a CLSC model that
uses the Maiti and Giri [2] model as a main reference. There is remanufacturing and
refurbishing, and taking into consideration the process of reworking, waste disposal, and
the cost of carbon emissions on the model. The models involve three parties, manu-
facturer, retailer, and collector. The demand function is linearly dependent on the retail
price, and product quality. We aim to obtain maximum profit in the CLSC system.

2 Notations and Assumptions

The notations that will be used to develop the proposed model are shown in Table 1.
The following assumptions for the proposed models are presented as follows:

(1) The CLSC involve a manufacturer, a retailer, and a collector.
(2) The demand is linearly dependent on the retailer selling price and the quality of the

product. (D ¼ d � aPR þ bQ)
(3) There are used products that collectors cannot collect.
(4) The recoverable products that are returned to manufacturer will be processed by

remanufacturing and the rest are processed with refurbishing, the cost for each
process is different (CM [CREM [CREF).

(5) The products produced by the remanufacturing process have the same quality as
new products (Q[Qr). Products produced by the refurbishing process have better
quality than used products, but are lower than the new products and will be sold to
the secondary market (Q2 [Qf ).

(6) The proportion of product defects (f ) is constant.
(7) All defective products can be repaired with the reworking process and all products

reworked have good quality.
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3 Model Formulation and Analysis

3.1 Problem Description

As shown in Fig. 1, the proposed model concerns a supply chain model for closed-loop
three-party supply chain systems (retailer, manufacturer, and collector) for single
products. The diagram is modified model of Maiti and Giri [2] and Christy [3]. The
collector collect sD product from consuments and ksD products must go through waste
disposal process because it does not meet the acceptable quality level of the

Table 1. The notations and parameters in this model

Manufacturer’s parameters

q Proportion of remanufacturable items f Proportion of defective items
PM Unit wholesale price ($/unit) Cq Quality improvement cost ($/unit)
CS Cost of raw materials ($/unit) P2nd Wholesale price of secondary market

($/unit)
CM Cost of manufacturing end product from

raw materials ($/unit)
Cinsp Cost of inspection process for

manufactured end product ($/unit)
CREM Remanufacturing cost ($/unit) CRW Reworking cost ($/unit)
CREF Cost of refurbishing end product from

return products ($/unit)
Cp Unit trading price of carbon emission

permit ($/grCO2)
CIM Cost of inspection process for

recoverable items ($/unit)
EmðsÞ Total emission of the supply chain

(grCO2/unit)
Qf Product quality of refurbishable

products,
C Carbon emission cap (grCO2)

Qr Product quality of remanufacturable
products

e1 Carbon emissions per unit in the
manufacturing stage (grCO2/unit)

Q2 Product quality to be sold to secondary
market

e2 Carbon emissions per unit in the
remanufacturing stage (grCO2/unit)

e4 Carbon emissions per unit in the
manufacturing stage when (grCO2/unit)

e3 Carbon emissions per unit in the
refurbishing stage (grCO2/unit)

Collector’s parameters
s Return rate of used items CIT Cost of inspection process ($/unit)
k Proportion of unrecoverable items CWD Cost of waste disposal ($/unit)
CT Recycling cost of used products ($/unit) PT Recoverable items selling price ($/

unit)
Other parameters
D Demand rate of the product (unit) a Sensitivity factor of selling price
d Basic market demand (unit) b Sensitivity factor of quality
Decision variable
PR Unit selling price ($/unit) Q Product quality maintained by the

manufacturer, 0\Q\1
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manufacturer. From (1 − k)sD products that are sent to the manufacturer, only
(1 − k)qsD products are remanufacturable, the rest (1 − k)(1 − q)sD products will be
refurbished and sold to the secondary market. To satisfy the demand D, the manufac-
turer must manufacture (1 − (1 − k)qs)D products. In the manufacturing process, there
are f(1 − (1 − k)qs)D defective products and need to go through the reworking process.

3.2 Mathematical Model for the Manufacturer

Total cost of the manufacturer includes manufacturing cost, remanufacturing cost,
refurbishing cost, collecting recoverable items cost, reworking cost, and carbon
emission cost. The total amount of carbon emission can be formulated as follow.

Em ¼ e1 1� 1� kð Þqsð ÞDþ e2 1� kð ÞqsDþ e3f 1� 1� kð Þqsð ÞDþ e4 1� kð Þ 1� qð Þs ð1Þ

The total profit of the manufacturer is obtained by subtracting total cost with total
revenue as expressed below.

PM PR;Qð Þ ¼ DPM � 1� 1� kð Þqsð ÞD CM þCS þCinsp þCqQ
2� �

� 1� kð ÞqsD CREM þCq Q2 � Q2
r

� �� �� 1� kÞð1� qð ÞsD CREF þCq Q2
2 � Q2

f

� �
� P2nd

� �

� ð1� kÞsD PT þCIMð Þ � f 1� 1� kð Þqsð ÞDCrw � Cp½Em � C�

3.3 Mathematical Model for the Retailer

Retailer profit (PR) is obtained by subtracting total cost (TCR) from total revenue
(TRR). The total cost of the retailer TCR consists of purchasing cost of the products
from the manufacturer.

Fig. 1. Graphical presentation of the proposed CLSC system.

A CLSC Model for Manufacturer-Collector-Retailer 287



PR PR;Qð Þ ¼ DPR � DPM ð3Þ

3.4 Mathematical Model for the Collector

Total cost of the collector (TCC) consists of collecting used items cost (TCRC) and
waste disposal cost (TCWD). The collecting cost (TCRC) can be obtained from pur-
chasing cost of the used items and inspection and sorting cost. Thus, the collector profit
(PT ) is formulated by subtracting total revenue (TRC) with total cost (TCC).

PT PR;Qð Þ ¼ TRC � TCC ¼ ð1� kÞsDPT � sD CT þCITð Þ � ksDCwd ð4Þ

Finally, the joint total profit of the closed-loop supply chain system (P PR;Qð Þ) can
be calculated by summing up the total profit of the manufacturer, the retailer, and the
collector.

P PR;Qð Þ ¼ PM þPR þPT ð5Þ

P PR;Qð Þ ¼ DPR þ 1� kð ÞsDPT � 1� 1� kð Þqsð ÞD CM þCS þCinsp þCqQ
2� �

� 1� kð ÞqsD CREM þCq Q2 � Q2
r

� �� �� 1� kÞð1� qð ÞsD CREF þCq Q2
f � Q2

r

� �
� P2nd

� �

� 1� kð ÞsD PT þCIMð Þ � f 1� 1� kð Þqsð ÞDCrw � Cp Em � C½ � � sD CT þCITð Þ � ksDCwd

ð6Þ

3.5 Solution Procedure

The optimal values of PR and Q to maximize P PR;Qð Þ are started from finding the
partial derivatives of P PR;Qð Þ with respect to PR; while variable quality of the product
(Q) is obtained through iteration with the help of the algorithm given that 0\Q\ 1.
The optimal function of PR� is formulated and the proposed algorithm of iterative
procedure to find the optimal decision is listed below, respectively.

PR� ¼ � 1
2b

ð�d � Qcþ bð�f ð1� ð1� kÞqsÞCRW � ð1� ð1� kÞqsÞðCinsp þCM

þ Q2Cq þCSÞþ sðCIT þCTÞþ ksCWD þCPð�ð1� ð1� kÞqsÞe1 � ð1� kÞqse2
� f ð1� ð1� kÞqsÞe3 � ð1� kÞð1� qÞse4Þ � ð1� kÞsPT � ð1� kÞsðCIM þPTÞ
� ð1� kÞð1� qÞsðCREF � P2nd þCqðQ2

2 � Q2
f ÞÞ � ð1� kÞqsðCREM þCqðQ2 � Q2

r ÞÞÞÞ

ð7Þ

Step 1 Set the initial value of Q = 0.01 and P P�
RQ�1

;Q� 1
� �

¼ 1
Step 2 Calculate the value of PR� using Eq. (7)
Step 3 Calculate the value of P PR�;Qð Þ using Eq. (6).

288 N. A. F. P. Adam et al.



Step 4 If P P�
RQ
;Q

� �
�P P�

Rq�0:01
;Q� 0:01

� �
, repeat step 2–3 by setting

Q ¼ Qþ 0:01. If not go to step 5.

Step 5 Calculate P P�
RQ
;Q

� �
�P P�

Rq�0:01

� �
;Q� � 0:01Þ, then the value Q�;P�

R

� �
is

the optimal solution.

4 Numerical Example

This section illustrates the performance of the developed model derived in the previous
section. The parameters values are mainly adapted from the works of Maiti and Giri [2]
and Christy et al. [3]. The parameters that are used, Cm = 60, CS = 70, Cinsp = 15, Cq

= 6, Crem = 30, Cref = 20, Crw = 50, Cim = 10, Ct = 15, Cit = 5, Cwd = 8, P2nd = 500,
Pm = 800, and PT = 30. The basic demand d = 120 with a = 0.07, b = 0.70. We use e1
= 40, e2 = 37, e3 = 23, e4 = 10 and use Cp = 2.5 and C = 10,000. The rest of the
variable are Qr = 0.2, Qf = 0.1, Q2 = 0.5Q, f = 0.04, q = 0.7, k = 0.13, s = 0.75. The
obtained result of optimal solution are presented in Table 2.

Based on the results it is known that the manufacturer receives the greatest profit.
This is because the manufacturer plays the biggest role in the system. Meanwhile, third
parties receive the lowest profits due to a very small role in the system. We observe that
carbon cap and trade regulation is an effective way to reduce carbon emission because
it has a quite significant impact to the firm’s overall cost. Thus, the company will try to
lower the emission.

5 Conclusions

In this paper we construct a closed loop supply chain model for manufacturer-retailer-
collector by considering rework processes, waste disposal activity, and carbon emission
costs where the level of demand depends on the quality of the product and the selling

Table 2. Result of optimal solution

Optimal decisions Optimum values

Q 0.83
PR 988.277 $/unit
PM $ 5.6281 � 104

PR $ 9.6777 � 103

PT $ 3.2136 � 103

P $ 6.9172 � 104

Carbon emission cap (C) and unit
trading price of carbon emission permit
(Cp) is adopted from Bai et al. [7].
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price. This paper applies two recovery processes, remanufacturing and refurbishing.
This paper also applies carbon cap and trade regulation which are effective methods to
reduce carbon emissions.

For future research, the model can be extended by allowing the inclusion of
stochastic environments, such as stochastic demand and stochastic returns.

Acknowledgement. This research was partially funded by Research and Community Service
(P2M) PNBP funds 2019 budgeting year with contract number 516/UNS27.21/PM/2019.

References

1. WorldBank. What a Waste: Updated Look into the Future of Solid Waste Management (2018)
2. Maiti, T., Giri, B.C.: A closed loop supply chain under retail price and product quality

dependent demand. J. Manuf. Syst. 37, 624–637 (2015)
3. Christy, A.Y., Fauzi, B.N., Kurdi, N., Jauhari, W.A., Saputro, D.A.: CLSC under retail price

and quality dependent demand with remanufacturing and refurbishing. J. Phys. Conf. Ser.
855(1), 012009 (2017)

4. Giri, B.C., Sharma, S.: Optimizing a closed-loop supply chain with manufacturing defects and
quality dependent return rate. J. Manuf. Syst. 35, 92–111 (2015)

5. Moshtagh, M.S., Taleizadeh, A.A.: Stochastic integrated manufacturing and remanufacturing
model with shortage, rework, and quality based return rate in a closed loop supply chain.
J. Cleaner Prod. 141 (2016)

6. Hasanov, P., Jaber, H.H., Zanoni, S., Zavanella, L.: Close-loop supply chain system with
energy, transportation, and waste disposal cost. Intl. J. Sustain. Eng. 6(4), 1–7 (2013)

7. Bai, Q., Gong, Y., Jin, M., Xu, X.: Effects of carbon emission reduction on supply chain
coordination with vendor-managed deteriorating product inventory. Int. J. Prod. Econ. 2018,
83–99 (2018)

8. Kundu, S., Chakrabarti, T.: Impact of carbon emission policies on manufacturing,
remanufacturing, and collection of used item decisions with price dependent return rate.
OPSEARCH 5(2), 532–555 (2018)

290 N. A. F. P. Adam et al.



Optimization of Woven Fabric Production
Process on Picanol Omniplus Air Jet Machine

Using Taguchi Multi-response and Grey
Relational Analysis Methods

Yunus Nazar1,2(&), Eko Pujiyanto1,2(&),
and Cucuk Nur Rosyidi1,2(&)

1 Master Program of Industrial Engineering, Universitas Sebelas Maret,
JL. Ir. Sutami 36A, Surakarta 57126, Indonesia

yunusnazar@kemenperin.go.id,

ekopujiyanto@ft.uns.ac.id, cucuk@uns.ac.id
2 AK-Tekstil Solo, JL. Ki Hajar Dewantara, Surakarta 57126, Indonesia

Abstract. The purposes of this research are to determine the optimal process
parameters of woven fabric production process and the rank of factors that
influence the responses of the fabric, namely tear strength and air permeability.
In this research, Taguchi method was used in the optimization of woven fabric
production by involving four factors, namely weft yarn type, weft density, air
pressure, and warp tension each with the three levels. Orthogonal Array L9 is
used for experiments with two responses, namely the fabric tear strength and air
permeability. Grey relational analysis was used to determine the optimal process
parameters. The results of the experiments showed that the fourth experiment
has the highest rank with a value of 0.887 with TC 30 of yarn types, 62 of weft
density, 4 bar of air pressure and 2 kN of warp tension. We also found that weft
yarn type become the most influence factor of the responses. For the next stage,
a variance analysis must be carried out to find the significance of the factors.
Subsequent research makes it possible to add other responses, namely the tensile
strength of the fabric, the pilling performance, and the drape test.

Keywords: Air permeability � Fabric tear strength � Grey relational analysis �
Multi-response � Taguchi

1 Introduction

Textiles are products that will always be needed in human life. Therefore, the textile
industry is required to meet the needs in accordance with population growth. The
textile industry is one of the Indonesian government’s priorities in the era of industrial
revolution 4.0. This industry sector priority selection is based on the highest demand
sector in the world. In addition, based on statistical data obtained from Central Bureau
of Statistics and the Ministry of Industry, from 2011 to 2015, the textile industry
became the fifth largest non-oil and gas processing industry contributing to Indonesia’s
Gross Domestic Product (GDP) with an average of 1.32%.
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The textile industry in general includes yarn making, fabric making (weaving,
knitting, and non wovens) and fabric improvement (dyeing and printing). Meanwhile,
the process from fabric to “apparel” is referred to as garment or textile products. In the
industrial system, there are 6 factors that influence the sustainability of the production
process, namely human, material, machine, methods, money, and information tech-
nology. Recently, the competition in textile industry is getting higher in terms of
productivity and business. In terms of productivity, the industry has to increase its
effectiveness and efficiency by eliminating non-value-added activities. Shanshan et al.
[1] explained that quality is an important factor for companies to succeed in the market.
Costa [2] pointed the importance of maintaining quality and ensuring the quality
characteristics in term of target values and variability must be kept at minimal.

Woven fabrics can be classified according to the type of woven used, trade name,
weight of fabric, color-giving method, and end-use. Fabrics have flexibility which is
one of the important characteristics of woven fabric [3]. Ga [4] stated several factors
influence the characteristics of woven fabrics, namely woven structures, warp threads,
and weft yarns. Turhan and Eren [5] stated that the main purpose of woven fabrics is to
develop new fabrics that have the most appropriate properties for end-use applications
to achieve an increase in the level of fabric quality. Masaeli et al. [6] conducted
experiments by combining the types of weft yarn type, woven fabrics, weft density, air
pressure, and warp closure time with two responses namely the angle of fabrics folding
and fabrics pilling. Sarpkaya et al. [7] conducted experiments by combining the factors
of woven fabrics, the intensity of dyeing and the number of the fabrics lifting with two
responses namely the tensile strength in fabrics and the fabrics elongation. Meanwhile,
Umair et al. [8] conducted experiments by combining the angular factors of the degree
of yarn, woven fabrics and types of yarn with seven responses namely crimped grey
and after washed fabric, weight of fabric, thickness of fabric, stiffness of fabric, flex-
ibility of fabric, and air permeability.

In this research, a combination experiment of factors of the weft yarn type, weft
density, air pressure, and warp tension with a response of the fabric tear strength and air
permeability was conducted using the method of multi-response Taguchi and grey
relational analysis.

2 Literature Review

Masaeli et al. [6] used L18 orthogonal array to obtain optimal settings of factors and
levels, with two responses using the grey relational analysis method. The results
showed that the fabric pilling response was mostly influenced by woven fabric and weft
density, while fabric fold response was mostly affected only by fabric woven factor.

Sarpkaya et al. [7] used L9 orthogonal array to obtain optimal settings of factors
and levels with 4 responses, two of them were correlated. Those responses were the
tensile strength in fabrics (direction of warp and weft), stretch of fabric (direction of
warp and weft) which then processed using grey relational analysis and converted into
one response. The results showed that the optimal setting was twill 2/1 fabric cover, 1%
dyeing intensity and without lifting the fabric combination.
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Umair et al. [8] proposed a simultaneous optimization approach of the properties of
woven fabrics using factor analysis. The research also indicated that the properties of
woven fabrics were influenced by the structure of yarn and/or woven fabrics. The
results of the research showed that the woven fabric with a low angle of twisting yarn
on the twill weave had the most optimal results.

3 Taguchi Method

Taguchi explained that quality improvement is a continuous effort to reduce product
variance around the target value. To fulfill this, Taguchi proposed experiments using
Orthogonal Arrays (OA). The Taguchi method serves to determine the number of
experiments to be carried out and determine the optimal value for each desired
response. Hsu [9] stated that Taguchi method was one of the most widely used
approaches to solve parameter design problems.

Anthony [10] stated Taguchi parameter design is widely accepted methodology
among researchers and practitioners to control quality, improve product quality and
process performance at a low cost. In this problem, optimization of some responses
only received limited attention among researchers and practitioners. In complex
experimental processes, we often have to optimize multiple responses simultaneously
rather than optimizing one response at a time. In a multi-response problem, the goal is
to determine the optimal settings for factors and process variables that will simulta-
neously optimize multiple responses.

4 Grey Relational Analysis

Sarpkaya et al. [5] explained that grey relational analysis allowed to optimize of more
than one responses characteristic. Grey relational analysis steps as follows:

1. Data Normalization

The Larger - The Better xi kð Þ ¼ x0i kð Þ � min x0i kð Þ
max x0i kð Þ �min x0i kð Þ ð1Þ

2. Calculate the grey relational coefficient of normalization with equations:

ni kð Þ ¼ Dmin þ nDmax

Doi kð Þþ nDmax
ð2Þ

where, Doi is the deviation sequence of the reference sequence and the
comparability sequence and

Doi ¼ x0 kð Þ�xiðkÞ; ð3Þ

where x0(k) denotes the reference sequence and xi(k) termed as comparability
sequence. Δ min and Δ max are the minimum and maximum value of the absolute
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(Δoi) of all comparing sequences. n is distinguishing or identification coefficient and
the range is between 0 to 1. Usually, the value of n is taken as 0.5.

3. Calculate the grey relational grade with equation

ci ¼
1
n

Xn

k¼1
ni kð Þ ð4Þ

where, ci is the required grey relational grade for i th experiment and n = number
response characteristics. The grey relational grade represents the level of correlation
between the reference sequence and the comparability sequence and the overall
representative of all the quality characteristics.

5 Research Method

In this research, we use Picanol Omniplus air jet machine because the machine has a
very high speed with a sumo motor, precision fabric production and easy maintenance.
Firstly in this research, a literature study was conducted to find some literature related
to experiments on woven fabrics including the factors, level and responses. Taguchi
method is used in the optimization of the weaving fabric experiment against two
responses, namely tear strength and air permeability. The responses, factors, levels and
orthogonal array that will be used in the experiment must be determined first. In this
research, we set two machine parameters at constant level, namely machine speed and
shed closing time. Grey relational analysis method is used to determine the optimal
setting of factors and levels in the experiment.

6 Result and Discussion

The results of processing the data using Orthogonal Array (OA) L9 for four factors,
namely weft yarn type, weft density, air pressure, and warp tension using two
responses, namely tear strength and air permeability are shown in Table 1.

The grey relational analysis passes through the following steps:
Step 1
Normalization was done for both responses using Eq. (1). The results of normal-

ization shown in Table 2.
Step 2
The grey relation coefficient was calculated by first calculating the deviation

sequence as shown in Table 3.
Step 3
In step 3, grey relational grade calculation was done based on deviation sequence

and grey relational coefficient. The grey relational grade is shown in Table 3.
Step 4
The optimal parameter setting was found by averaging correspondent GRG

according to each factor and level. Table 4 shows the results. From the table, we found

294 Y. Nazar et al.



Table 3. Result GRC and GRG

Run no Deviation
sequence

GRC GRG Rank

TS AP TS AP

1 1.000 0.600 0.333 0.455 0.394 8
2 0.988 0.600 0.336 0.455 0.395 7
3 0.989 0.700 0.336 0.417 0.376 9
4 0.163 0.000 0.754 1.000 0.877 1
5 0.189 0.500 0.725 0.500 0.613 5
6 0.389 0.900 0.562 0.357 0.460 6
7 0.096 0.100 0.839 0.833 0.836 2
8 0.126 0.600 0.799 0.455 0.627 4
9 0.000 1.000 1.000 0.333 0.667 3

Table 1. Experimental result OA (L9)

Run no Process parameters Experimental
results

WYT WD AP WT TS AP

1 Cotton 62 3 1.5 842.4 20
2 Cotton 65 4 1.75 864.6 20
3 Cotton 68 5 2 863.6 19
4 TC 62 4 2 2416 26
5 TC 65 5 1.5 2366 21
6 TC 68 3 1.75 1990 17
7 TR 62 5 1.75 2542 25
8 TR 65 3 2 2486 20
9 TR 68 4 1.5 2722 16

Table 2. Normalization data

Run no Tear strength (Larger-the-better) Air permeability (Larger-the-better)

1 0.000 0.400
2 0.012 0.400
3 0.011 0.300
4 0.837 1.000
5 0.811 0.500
6 0.611 0.100
7 0.904 0.900
8 0.874 0.400
9 1.000 0.000
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level 3 of weft yarn type, level 1 of weft density, level 2 of air pressure and level 3 of
warp tension to be the optimal setting for woven fabrics production process on Picanol
Omniplus Air jet machine.

From Table 4, we can also observe that weft yarn type becomes the most influential
factor in the woven fabric production process. Yarn has several specific characteristics,
namely yarn count, twist, and characteristics of materials that will affect the results of
the response in production fabric. Since yarn becomes the most influential factors in the
experiment, then it will be interesting to study the effect of those specific characteristics
of the yarn to some responses of the fabric.

7 Conclusion

In this research, the Taguchi method was used in the optimization of the experiment of
woven fabrics production by involving four factors, namely weft yarn type, weft
density, air pressure, and warp tension with each of three levels. Orthogonal Array L9
was used in the experiments with two responses, namely fabric tear strength and air
permeability. Grey relational analysis was used to determine the optimal production
setting. The result of a grey relational grade was the fourth experiment obtained the
highest optimal rank with a value of 0.887 with a combination of yarn type TC 30, weft
density 62, air pressure 4 bar, and 2 kN warp tension. Further research it is possible to
add other responses such as tensile strength, pilling performance and the drape test.
Analysis of variance needs to be performed to find the significant of the factors.
Subsequent research makes it possible to add other responses, namely the tensile
strength of the fabric, the pilling performance, and the drape test.
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Abstract. One of the major industries in manufacturing is the automotive
industry. the production process of motorcycle is separated into three sections:
manufacturing, assembly and distribution activities. One of which is the section
of the Assembly Engine that assembles engine components into the main engine
on a motorcycle. This research focuses on Assembly Line, which covers 41
stages of the machining process. To meet the set production targets, companies
must increase their productivity by reducing the bottleneck. The purpose of this
paper is to improve the balance of assembly lines by assign the tasks, machines,
and operators to each work station. To fulfill this objective, an optimization
model developed with the objective function is used to minimize Mean Absolute
Deviation (MAD) as a measure of the time difference between work stations.
The search for optimal solutions with models can produce task, machine, and
operator allocations to each work station with MAD of 17.5. These results were
obtained after 4001 iterations with runtime for 6721 min and 14 s with Crystal
Ball software.

Keywords: Assembly line balancing problem � Combinatorial optimization
model � Manufacturing industry

1 Introduction

The assembly line consists of a set of workstations in which a specific task in a
predefined sequence is processed. The problem of line balancing starts from the
unbalanced workload at each work station. Line balancing needs to be done to create
the a balance of the production line so that the production process will run smoothly.
Then the application of line balancing in a production system will increase the line
efficiency of the company’s production system. The company engaged in the auto-
motive industry that produces motorbikes. The company has several sections, one of
which is Assembly Engine Section that assembles the engine components into the main
engine of a motorcycle. The problem of assembly lines is known as the Assembly Line
Balancing Problem (ALBP). ALBP deals with the allocation of tasks to each work
station by taking into account the sequence of processes so as to minimize/maximize a
certain objective functions. ALBP is NP-hard class as combinatorial optimization [1].
Chen et al. [2] conducted a study of ALBP with differences in the level of worker
ability and workload smoothing on the sewing line in a garment industry. With the

© Springer Nature Singapore Pte Ltd. 2020
M. N. Osman Zahid et al. (Eds.): iMEC-APCOMS 2019, LNME, pp. 298–304, 2020.
https://doi.org/10.1007/978-981-15-0950-6_46

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_46&amp;domain=pdf
https://doi.org/10.1007/978-981-15-0950-6_46


research resulted shorter cycle times and higher worker utilities. In this study, the
problem of assembly lines in the Assembly Engine will be conducted using an opti-
mization model developed by Chen et al. [2].

2 Literature Review

2.1 Assembly Line Balancing Problem (ALBP)

The assembly line balancing (ALB) problems can be classified based on the number of
models produced in the line, the nature of task times (deterministic or probabilistic) and
the nature of flow (straight-type or U-type). In the same assembly line, one or more
models of a product may be assembled. If only a single model is assembled in the line,
then the production system is defined as a single-model assembly system; otherwise, it
is called a multi-model assembly system. The processing times of the tasks may be
either deterministic or probabilistic. If the tasks are performed using all sophisticated
tools and fixtures by highly skilled labors, then the processing times of the tasks may be
approximated to deterministic quantity, because the variability in the processing times
may be less under such situation. This is because of the facilitating nature of tools and
availability of operators with required skills [3]. But, normally, in assembly-type o
erations, the processing times will vary, which can be characterized in the form of some
probability distribution. The arrangement of the workstations of the assembly line may
be in a straight-line layout or in a U-shape layout [4, 5].

2.2 Determination the Number of Work Stations

The number of work stations is needed as a constraint in optimization. The number of
work stations can be calculated by the following equation:

Wmin ¼
PW

J¼1 ti
TT

ð1Þ

Where,
Wmin = Minimum number of work stations
ti = Standard processing time for activities i
TT = Takt Time

Takt time can be explained as the time needed to produce one unit of product based
on the speed of customer demand. Takt Time can be calculated by the following
equation:

TaktTime ¼ Production Time = period
t Period

ð2Þ
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2.3 Productivity and Efficiency

Productivity deals with actual working hours in a given period compared to production
capacity based on machines or the number of workers available. The formula used to
determine the productivity is as follow:

Productivity ¼ Number of actual working hours
Total work amount

ð3Þ

Efficiency is calculated by comparing actual production time in a certain period
against the predetermined production time. The formula used to calculate the efficiency
is shown in Eq. (4):

Efficiency ¼ Standard Production Time
Actual Production Time

ð4Þ

3 Model Adjustment

The following assumptions are used in this:

• Processing time, Precedence relation-ship, and machine types and their respective
number are known.

Table 1. List of notations

i Index of task, where i = 1, 2,. .., N
j Index of workstations j = 1,2, …, W
k Index of machine type k = 1,2, …, M

u Index of labor type u = 1,2, …, P
N Total number of tasks

W Total number of Workstations
M Total number of machine
P Total number of labor

PN Maximum number of operators in a workstation
ti Standard processing time of task i

CT Cycle time (the average time between two successive products coming out of the end of the line)
Ij Subset of tasks assigned to workstation j

Uj Subset of labor type assigned to workstation j

Kj Subset of machine types assigned to workstation j

Hj Number of operators assigned to workstation j

Xij 1: if task i is assigned to station j; 0: otherwise
Yjk 1: if machine type k is allocated to workstation j; 0: otherwise
Luj 1: if labor type u is assigned to workstation j; 0: otherwise

Ruk Labor efficiency of labor type u for machine type k

Tj Workload of workstation j (i.e., the total operating time of labors assigned to workstation j)
�T Average workload of work stations of the sewing line
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• The assembly line consists of a series of workstations and a number of non-
permanent work stations.

• The processing time includes setup time.
• Only one operator can be assigned to each work station (Table 1).

In this study, the model of Chen et al. [2] was used to solve the assembly line
balancing problem at the Assembly Engine section of the company. By paying
attention to the condition of the assembly line system at the Assembly Engine section,
it is necessary to modify the model by reducing the constraints. Equation (3)–(11)
constitutes the model to solve the problem.

Minimize MAD ¼ 1
W

XW

j¼1
jTj � �Tj ð5Þ

XW

j¼1
Xij ¼ 1 ð6Þ

1�
XM

k¼1
Yjk �M ð7Þ

X
j
jXaj �

X
j
jXbj if task a precedes task b ð8Þ

X
k2Kj

X
u2Uj

X
i2Ij ti:XijRuk �CT ð9Þ

Xij 2 0; 1f g ð10Þ

Yjk 2 0; 1f g ð11Þ

Luj 2 0; 1f g ð12Þ

Tj ¼
P

k¼Kj

P
u¼Uj

P
i2Ij tiRuk

Hj
ð13Þ

�T ¼ 1
W

XW

j¼1
Tj ð14Þ

4 System Description

4.1 Primary and Secondary Data Collection

Primary data are obtained from direct observation at the Assembly Engine section
using a stopwatch. Whereas secondary data obtained from the company are standard
time of 40 s for each activity and historical sales data from February to July 2018 as
presented in Table 2. There are 41 activities in the engine assembly line, each of which
has 1 operator and 15 activities that require a machine.
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In the process of the company applies 6 working days with 15 h per day (07.00–
16.00 and 18.00–24.00).

4.2 Operator Efficiency

Each operator has a different level of efficiency from each other. Here is an example of
calculating Operator Efficiency:

Operator Efficiency ¼ actual time = standard time ð15Þ

The following is a Table 3 that explains the efficiency of each operator at the work
station:

Table 2. Historical sales data 2018

February March April May June July

10000 11621 13350 15325 15800 17000

Table 3. Operator efficiency for every activity

Station Code Operator Efficiency Station Code Operator Efficiency

S11 Operator 1 1.15 M08 Operator 21 1.55
S12 Operator 2 1.09 M09 Operator 22 1.34
S13 Operator 3 0.90 S05 Operator 23 1.33
S14 Operator 4 0.84 M10 Operator 24 1.32
Q2 Operator 5 1.13 M11 Operator 25 1.01
S15 Operator 6 1.03 M12 Operator 26 1.55
M01 Operator 7 1.12 S06 Operator 27 0.63
S09 Operator 8 0.92 M13 Operator 28 0.64
S10 Operator 9 1.33 M14 Operator 29 1.41
M02 Operator 10 1.00 S07 Operator 30 1.27
S01 Operator 11 0.87 M15 Operator 31 1.30
M03 Operator 12 2.02 M16 Operator 32 1.55
S02 Operator 13 1.19 S08 Operator 33 0.60
S03 Operator 14 1.13 M17 Operator 34 1.21
Q1 Operator 15 1.01 M18 Operator 35 1.27
M04 Operator 16 1.00 M19 Operator 36 1.13
M05 Operator 17 1.72 M20 Operator 37 1.12
M06 Operator 18 1.26 M21 Operator 38 1.08
S04 Operator 19 1.31 M22 Operator 39 1.00
M07 Operator 20 1.32 Q3 Operator 40 1.56

M23 Operator 41 1.27
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4.3 The Number of Work Stations

The processing time available in 1 month is 1404000 s and the number of production is
17000 units/month. Takt Time calculations are as follows:

Takt Time ¼ 1404000 = 17000 ¼ 82:6 ð16Þ

The total processing time is 1939.5, so the number of work stations is calculated as
follows:

Wmin ¼ 1939:5 = 82:6 ¼ 23:5 � 24work stations ð17Þ

5 Search for Optimal Solutions

Figure 1 illustrates the optimal value with an objective function to minimize MAD by
using oracle Crystal Ball software. The optimal results were obtained after 4001
iterations which required 112 h 01 min and 14 s with optimum solution during the
iteration was 17.5. criteria for stopping the simulation by setting a maximum limit of
4001 iterations and the convergent value limit does not change for 1000 consecutive
iterations (Table 4).

Fig. 1. Convergence of MAD

Table 4. Assignment of tasks and machines

No Station code Task Machine No Station code Task Machine

1 Station code 1 Task 13, Task 15 Machine 2 13 Station code 13 Task 10, Task 23 Machine 5

2 Station code 2 Task 9, Task 35 Machine 10 14 Station code 14 Task 6, Task 16 Machine 15

3 Station code 3 Task 1, Task 11 Machine 1, Machine 11 15 Station code 15 Task 21, Task 33 Machine 8

4 Station code 4 Task 30, Task 36 Machine 7 16 Station code 16 Task 22

5 Station code 5 Task 24 17 Station code 17 Task 20, Task 28

6 Station code 6 Task 31 18 Station code 18 Task 26

7 Station code 7 Task 3, Task 14 Machine 13, Machine 3 19 Station code 19 Task 17, Task 19 Machine 4

8 Station code 8 Task 2, Task 4 Machine 12, Machine 14 20 Station code 20 Task 18, Task 27 Machine 6

9 Station code 9 Task 5, Task 34 21 Station code 21 Task 29

10 Station code 10 Task 32, Task 8 Machine 9 22 Station code 22 Task 37, Task 38

11 Station code 11 Task 7, Task 25 23 Station code 23 Task 39, Task 40

12 Station code 12 Task 12 24 Station code 24 Task 41
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6 Conclusion

In this study, a model was applied to balance the assembly line in the company. To
fulfill this objective, an optimization model was developed by Chen, et al. (2012) [2]
with an objective function, minimizing Mean Absolute Deviation (MAD) as a measure
of the time difference between work stations. Searching for an optimal solution with a
model can produce assignments, machines, and operators to each work station with
MAD of 17.5. Comparison of initial conditions and proposals is shown by Line Effi-
ciency 53.49% to 64.97% and Smoothness index 35.4% to 28.6%

Acknowledgement. This research was fully funded by Research and Community Service
(P2 M) PNBP funds 2019 budgeting year with contract number 516/UNS27_21/PM/2019.
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Abstract. This research develops an integrated inventory model for deterio-
rated products consisting of a supplier, a 3PL and buyer. Carbon emissions are
generated by the production process, storage, disposal of deteriorated products
and transportation activities. The production process is imperfect, thus pro-
ducing a proportion of defective items that needs to be reworked by the supplier
before being sent to 3PL. The objective function of the model is to minimize
joint total cost of supply chain by simultaneously determining the buyer con-
suming time, and the frequency of delivery. An iterative procedure is proposed
to find the decision variables. A numerical example is given as illustrations of
the model. The result from numerical example shows that the optimal buyer
consuming time (Tb) and 3PL’s delivery frequency (n) are 0.0598 years and 3,
respectively with the joint total cost is $ 548,158. 97.

Keywords: Deteriorated products � Carbon emissions � Energy usage �
Imperfect production � Three-echelon

1 Introduction

The infinite shelf-life of products while in storage is one of the basic implicit
assumptions of most inventory model. In many situations, such as spoilage of fruits and
vegetables or decay of radioactive substances explicit consideration of deterioration is
required. Deterioration can be defined as change, damage, decay, spoilage, obsoles-
cence and loss of utility or loss of marginal value that results in decreasing usefulness
[1]. Reference [1] developed a model of deteriorating items with integrated production
inventory model under imperfect production process and inflation. The objective of
Ref. [1] model is to minimize the total inventory cost in an integrated production-
inventory by adjusting production period and retailer’s out of stock period.

The integrated inventory management system can be used to provide economic
advantages for parties involved in the supply chain. The coordination can be achieved
by synchronizing the vendor’s production decision and buyer’s ordering decision [2].
Reference [3] developed a model of deteriorating items in three-echelon supply chain
considering carbon emission cost. The aim of the Ref. [3] model is to minimize the
inventory cost in an integrated inventory system involving supplier, thirs party logistic
and a buyer by adjusting number of delivery per cycle and buyer consuming time.
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With the increasing of carbon emissions and the diminishing of critical resources
such as food, water, and minerals environmental concerns are becoming a serious
threat. As a result, many organizations are now integrating environmental concerns into
their supply chain practices [4]. since the energy prices are rising and volatile the
evaluation of the energy consumption in manufacturing processes has become more
important [5]. Reference [5] developed an inventory model incorporating greenhouse
gases emissions, energy usage, imperfect process under different coordination decision.
The model Ref. [5] aims to minimize the inventory cost by determining the number of
shipment, vendor production rate and ordering lot size. From the description above, it
can be seen that there is no research that developed a model of three-echelon inventory
system for a supplier, third party logistic and buyer considering deteriorated products,
emissions and energy usage. In this research, we extend and combine the research of
Refs. [1, 3] and [5] by developing a three-echelon inventory model considering dete-
riorated products, energy usage, and carbon emissions.

2 Assumptions and Notations

This paper has the assumptions, which are:

(1) The demand is fixed, deterministic and shortages are not allowed
(2) The rate of deterioration that occurs in suppliers, 3PL and buyers is constant.
(3) For every 3PL order, supplier make one production set-up, and delivering the item

to 3PL (single-delivery single setup) once, and has n deliveries per production
cycle

(4) The replenishment of the 3PL and buyers are instantaneous, and the 3PL do the
first delivery directly after getting supplies from supplier

(5) Carbon emissions occur from transportation, warehousing, production processes,
and disposal of a deteriorated unit

(6) All defective products are detected at the end of production cycle, and there are
costs of reworking the defective products.

The following notations are used in this paper:

Decision variables
n Frequency of deliveries each cycle
Tb Consuming time for buyer (year)

Parameter
P Production rate (unit/year)
Tp Supplier production period (year)
Qp Supplier production unit (unit)
Is(t) Inventory level for supplier (unit)
Ss Set up cost for supplier ($/cycle)
hs Holding cost for supplier ($/unit/year)
dcs Supplier deteriorating cost ($/unit)
des Carbon emission cost from deteriorated unit for supplier ($/unit)
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fs fixed supplier transportation cost ($)
vs Fuel cost for supplier ($/liter)
c1s Fuel consumption for vehicle with empty condition for supplier (liter/km)
c2s Supplier additional fuel consumption from transporting each item (liter/km/ton)
e1s Carbon emission cost from supplier’s vehicle ($/km)
e2s Supplier’s additional emission cost from transporting each item (liter/km/ton)
d1 Supplier to 3PL distance (km)
TCS Supplier total cost ($/year)
C5 Rework cost ($/unit)
a Production process emission function parameter (ton-h2/unit3)
b Production process emission function parameter (ton-h/unit2)
c Production process emission function parameter (ton/unit)
cen Supplier energy cost ($/kWh)
Ep Greenhouse gas emissions from the production process (ton/unit)
es Production emission cost ($/ton)
W0p “idle” power for the production process when the machine in ready position

(kW)
k Constant variable of the power used (kWh/unit)
IC Inspection cost ($/unit)
l Defect percentage
Q2 3PL Delivery quantity (unit)
Ip(t) Inventory level at time t 3PL (unit)
Td Interval for each Delivery (year)
dTd Deteriorating quantity at 3PL inventory during Td interval (unit)
Op Ordering cost for 3PL($/order)
hp Holding cost for 3PL ($/unit/year)
dcp Deterioration cost for 3PL ($/unit)
dep Carbon emission cost from deteriorated unit for 3PL ($/unit)
fp Fixed 3PL transportation cost ($)
p Fuel cost for supplier 3PL ($/liter)
c1p Fuel consumption for vehicle with empty condition for supplier (liter/km)
c2p 3PL additional fuel consumption from transporting each item (liter/km/ton)
e1p 3PL carbon emission cost from vehicle ($/km)
e2p 3PL additional emission cost from transporting an item (liter/km/ton)
d2 3PL to buyer distance (km)
TCP 3PL total cost per unit time ($/year)
d Buyer demand rate (unit/year)
dTb Deteriorating quantity at buyer’s inventory during Tb interval (unit)
Ib(t) Inventory level for buyer (unit)
Ob Ordering cost for buyer ($/cycle)
hb Holding cost for buyer ($/unit/year)
dcb Deteriorating cost for buyer ($/unit)
deb Carbon emission cost from deteriorated unit for buyer ($/unit)
TCB Buyer total cost per unit time
TC The integrated total cost of the buyer, 3PL, and supplier
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T Time interval for one cycle (year)
h Rate of deterioration (0 < h < 1)
we Carbon emission cost from warehousing activity ($/unit/year)

3 Model Development

In this mathematical model, we develop an integrated inventory system involving a
individual buyer, a single 3PL and a single supplier with the objective to determine
optimal buyer consuming time, and the frequency of delivery in order to minimize the
joint total cost. Figure 1 illustrates the inventory level of the the buyer, 3PL, and supplier
with the effect of item deterioration. The development of each cost is described below.

3.1 Buyer Cost

Buyer total cost per unit time (TCB) consists of the following cost ordering cost for
buyer (COB), holding cost for buyer (CHB), and deteriorating cost for buyer (CDB).
Where,

COB ¼ Ob=Tb ð1Þ

buyer holding cost and carbon emission from warehousing activities is given by

CHB ¼ hbþweð Þ 1
Tb

d eTbh � Tbh� 1
� �

h2
ð2Þ

Buyer deteriorating quantity can be derived from the delivery lot size of 3PL minus
the buyer demand during the period Tb. Hence,

Fig. 1. Inventory level of supplier, 3PL, and buyer
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CDB ¼ dcbþ debð Þ
d
h ehTb � 1
� �

Tb
� dTb

� �

ð3Þ

3.2 3PL Cost

3PL total cost per unit time (TCP) consists of ordering cost for 3PL (COP), transportation
cost for 3PL (CTP), holding cost for 3PL (CHP) and deterioration cost for 3PL(CDP).

With the assumption of single delivery single set up, the 3PL only make one order
per cycle and incurs an ordering cost

COP ¼ Op
nTb

ð4Þ

The transportation cost for 3PL considering variable and fix transportation costs
and emission cost is given by

CTP ¼ 1
Tb fpþ 2d2 vp c1pþ d2 vp c2p d

h ehTb � 1
� �� �þ 2 d2 e1pþð�

d2 e2p d
h ehTb � 1
� ��� ð5Þ

Then 3PL deteriorating cost and holding cost per unit time can be found using
following expressions, respectively

CHP ¼ hpþweð Þ
nTb

d
h

ehTbn � 1
� �� n

d
h

ehTb � 1
� �

� �� �

ð6Þ

CDP ¼ dcpþ depð Þ
nTb

d
h

ehTbn � 1
� �� n

d
h

ehTb � 1
� �

� �� �

ð7Þ

3.3 Supplier Cost

Supplier total cost per unit time (TCS) consist of supplier setup cost (CSS), holding cost
(CHS), deteriorating cost (CDS), production energy cost (CPS) transportation cost
(CTS) emission cost from production (CES) and rework and inspection cost (CRIS). In
which,

CSS ¼ Ss
T

ð8Þ

Supplier holding cost and carbon emission from warehousing activities is given by

CHS ¼ hsþweð Þ
T

P hTpþ e�hTp � 1
� �

h2
ð9Þ
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With the equations Qp equal to Q1 we have

Tp ¼ �
ln dþP�dehTbn

P

� �

h
ð10Þ

Supplier deteriorating quantity can be derived from the delivery lot size of supplier
minus the buyer demand during the period T, hence

CDS ¼ dcsþ desð Þ
T

PTp� P 1� e�hTp
� �

h

� �

ð11Þ

Production energy usage is calculated from the condition when machine is oper-
ating and when the production machine is idle. Therefore,

CPS ¼ W0pþ kPð ÞTpCen 1
T

ð12Þ

The transportation cost for supplier is identical with 3PL as shown in Eq. (7),
which is

CTs ¼ 1
T

fsþ 2 d1 vs c1sþ d1 vs c2s Qpð Þþ 2d1 e1sþ d1 e2s Qpð Þð Þ ð13Þ

The supplier production emission depends on production rate of the supplier
therefore

Ep ¼ c� bPþ aP2 ð14Þ

CES ¼ es P TpEpð Þ 1
T

ð15Þ

Then rework and inspection cost per unit time can be found using the following
equation

CIRS ¼ C5 lþ ICð ÞQp 1
T

ð16Þ

Then the integrated total cost (TC) can be found by summing up all costs incurred
by supplier, 3PL and buyer.

3.4 Solution Procedure

To find the optimal solutions of the model, first we use the taylor expansion theory and
neglecting the h2Tb2 and higher terms, then we find the derivative of TC(tb,n) with
respect to Tb. Next, we develop an algorithm to find the optimal value of n and Tb. The
algorithm to solve the above problem is as follows
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(1) Set n = 1, initial value of Tb and TC Tb�n�1;n� 1
� �

¼ 1
(2) Compute Tb by substituting value of Tb and n into equation derivative of TC

equal to zero
(3) Repeat step 2 until no change occurs in the value of Tb
(4) Set Tb = Tb* and compute TC Tb�; n

� �
using the integrated total cost equation

(5) If TC Tb�n; n
� �� TC Tb�n�1; n� 1

� �
repeat step 3 to 5 with n = n+1, otherwise go

to step 6
(6) Compute TC Tb�n; n

� � ¼ TC Tb�n�1; n� 8
� �

, then n* and Tb* are the optimal
solution and TC(Tb*,n*) are the optimal total cost.

4 Numerical Example

Here, we provide a numerical example to show the application of proposed model. The
following are numerical values taken from Refs. [1, 3] and [5]. The parameters used in
this model can be seen at Table 1.

The optimal solution is given as follows: the number of 3PL delivery per cycle is 3,
the buyer consuming time is 0.0598 year and the total cost is 548158. 97 $/year.

Table 1 Numerical example parameter

Parameter Value Parameter Value Parameter Value Parameter Value

d ¼ 8000
unit/year

vs ¼ 0.75 $/liter C5 ¼ 10 $/unit e1p ¼ 0.04 $/km

h ¼ 0,1 cls ¼ 0.3 liter/km Op ¼ 600 $ e2p ¼ 0.00000231
$/unit km

hs ¼ 5 $/unit c2s ¼ 0.005
liter/km ton

hp ¼ 1.5 $/year Ob ¼ 300 $/order

we ¼ 0.445
$/unit

e1s ¼ 0.048 $/km dcp ¼ 100 $/unit hb ¼ 3 $/unit year

dcs ¼ 30
$/unit

e2s ¼ 0.0000034
$/unit km

dep ¼ 0.074
$/unit

dcb ¼ 200$/unit

des ¼ 0.074
$/unit

a ¼ 0.0000003 fp ¼ 100
$/delivery

deb ¼ 0.074 $/unit

W0p ¼ 100
kWh

b ¼ 0.00012 d2 ¼ 25 km IC ¼ 0.1 $/unit

Cen ¼ 0.158
$/kWh

c ¼ 1.4 c1p ¼ 0.25
liter/km

k ¼ 8 kWh/unit

fs ¼ 200
$/delivery

l ¼ 0.01 vp ¼ 0.75
$/liter

Ss ¼ 2000 $/
setup

d1 ¼ 500 km es ¼ 0.18 $/ton c2p ¼ 0.0036
liter/km ton

P ¼ 28000
unit/year
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5 Conclusion

In inventory management, there are products that could deteriorate and lose its value
while stored in warehouse. In this study, we formulate a mathematical inventory model
for three-echelon system consisting of supplier, 3PL, buyer with four mains carbon
emission sources which are warehousing, transportation, production emission, and
disposing deteriorated product. This research contributes the current literature by
incorporating production emission cost and energy cost. Minimum total cost is found
by simultaneously optimizing buyer consuming time, and the frequency of delivery.
For future research, Incorporating the case of inflation issues may also provide insight.

Acknowledgement. This research was partially funded by Research and Community Service
(P2 M) PNBP funds 2019 budgeting year with contract number 516/UNS27.21/PM/2019

References

1. Lo, S.T., Wee, H.M., Huang, W.C.: An integrated production-inventory model with imperfect
production processes and Weibull distribution deterioration under inflation. Int. J. Prod. Econ.
106(1), 248–260 (2007)

2. Jauhari, W.A.: Investigating carbon emissions in a production-inventory model under
imperfect production, inspection errors and service-level constraint. Int. J. Logist. Syst.
Manag. 34(1), 29–55 (2019)

3. Daryanto, Y., Wee, H.M., Astanti, R.D.: Three-echelon supply chain model considering
carbon emission and item deterioration. Transp. Res. Part E Logist. Transp. Rev. 122, 368–
383 (2019)

4. Jauhari, W.A., Laksono, P.W., Saga, R.S., Dwicahyani, A.R.: A collaborative inventory
model for vendor-buyer system with stochastic demand, defective items and carbon emission
cost. Int. J. Logist. Syst. Manag. Indersci. Enterp. Ltd. 29(2), 241–269 (2018)

5. Marchi, B., Zanoni, S., Zavanella, L.E., Jaber, M.Y.: Supply chain models with greenhouse
gases emissions, energy usage, imperfect process under different coordination decisions. Int.
J. Prod. Econ. 211, 145–153 (2019)

312 A. Fajrianto et al.



An Assignment Model to Support the Assembly
Line Activities by Considering the Operator’s
Unique Classification – The Computational

Results

Rudy Prijo Utomo1, Mohammad Mi’radj Isnaini2(&) ,
and Anas Ma’ruf2

1 Indonesian Aerospace, Bandung, West Java 40174, Indonesia
2 Industrial Engineering Study Program, Bandung Institute of Technology,

Bandung, West Java 40132, Indonesia
iis@ti.itb.ac.id

Abstract. An assembly line model needs to be designed in order to be able to
manage the assignment of operators and balance the workloads at once to meet
the targeted cycle time. Each station has operations to do which need certain
operators’ skills and classification. The proposed model is an analytical model of
Mixed Integer Linear Programming (MILP) which uses the makespan as the
objective. The inputs of this model are the historical demand, operation data,
operator’s data and the corresponding precedence diagrams. The outputs are the
operating placement on the workstation, operator assignment on exact opera-
tions, the start time of each operation, the last operation start time, and the last
operation process time. The proposed model was able to reduce the makespan
and reduce the number of operators. Furthermore, the computational results
show that the proposed model was able to produce an assembly line which less
sensitive by the given main parameter such as the demand (takt time) by
comparing the line efficiency, smoothness index and its corresponding make-
span in each parameter changes.

Keywords: Assembly operation � Distinct classification � Line balancing �
Cycle-time � MILP

1 Introduction

In the assembly process, the job shop production system has irregular sequencing lines
and required tools which are used together or alternately for various operations in the
process. The delay in the final assembly process might be caused by several reasons.
Among them is to balance the workloads and assignment due to the limitation number
of available operators [1]. Scheduled operations often must be delayed due to the
lackness of available operators that can be assigned by the required classification. The
operation scheduling and operator assignments much likely have limited attention to
the availability of operators which corresponds to certain classification.
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Several former studies have discussed cross-assembly design issues and operator
assignments which considers operator’s skills or classification. Moon et al. [2] design
an integrated cross assembly with the assignment of operators who have various skills
(multi-functional workers). Sungur and Yavuz [3] propose a cross-assembly model and
operator assignment for operations carried out by operators that have hierarchical
levels. By considering a practical constraints, Battini et al. [4] design cross-assembly
and assignment of operators by considering the type of equipment which corresponds
to specific needs of operator’s skill. Giglio et al. [5] design cross-assembly and
assignment of operators by developing models from [2], namely by adding operator
assignment characteristics that were previously limit to only serialized process to
become parallel and simulants. Moreover, Martignago et al. [6] propose a cross
assembly model and operator assignment for operations carried out by operators who
have single-skill and are cross-trained.

This paper explains a model development for cross assembly and assignment of
operators who can at the same time balance workloads by considering classification and
multi operators. This paper elaborates the development by showing two main following
sections. The first section explains the adjustment on previous model. The second
section shows the elaboration of the hypothetical and real data on the developed model.
Eventually, the last section shows the conclusion of all the elaboration.

2 Mathematical Model Development

2.1 Problem Description

The reference model is determined by matching the characteristics between the models
to be selected and the condition of the existing assembly line at a single aircraft
manufacturer. From the preliminary observations, it is known that the characteristics of
the assembly activities have more than 300 operations. The assembly line currently
uses the concept of fixed layout assembly with 4 stages (station). The series of oper-
ations in the assembly process follows the precedence diagram. Each operation is
carried out simultaneously by operators with 1 to 4 operators and specific classification.
Rules for grouping operations on workstations are based on operating time, number,
and operator classification.

2.2 The Reference Model and Its Development

The mathematical model in [6] has the closest suitability and presents a mathematical
model to solve line balancing problems by arranging operators in complex assembly
lines, namely the final assembly of large and bulk products, such as cars, trucks, buses,
and other large products. This model is a development of the problems of Simple
Assembly Line Balancing (SALB). SALB assumes all workstations are considered to
have the same level of difficulty so that each operation can be carried out by any
operator [7]. Every operation requires 1 specific type of operator skill. The operation
will be assigned to operators who have skills according to the type of operation. The
objective function is to minimize the total cost of workers.
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Table 1. The objective function and its constraints.

No Equation Remarks

(1) MinCmax ¼ SLT þ pLT The makespan minimization (Cmax) on assembly
line

(2) PNW

m¼1
xi;m ¼ ni

Bounds to limit the number of operators in each
operation. This boundary will be used to each
classification

(3) ui;j þ uj;i � 1 Bounds to allow only one sequence in working
on the pair of operations when using the same
operator

(4) ui;i ¼ 0 Bounds to assign each operator to different
operations

(5) ui;j þ uj;i � xi;m þ xj;m � 1 Bounds to follow the precedence for each
assigned operator. If two operations (i, j) are
carried out by the same operator, then the value of
the decision variable for u (i, j) or u (j, i) must be 1.
This expression indicates the precedence for the
operator in multi-operations

(6) Sj � Si � pi �M 1� ui;j
� �

Bounds to allow only one operation at a time for
each operator

(7)
P

s2K
yi;s ¼ 1 Bounds to place each operation only on one

station
(8)

P

s2K
s � ðyi;s � yj;sÞ� 0 Bounds to meet the given precedence for each

operation in each station
(9)

P

s2K
jm;s � 1 Bounds to assign operator to only particular

station
(10) PNW

m¼1
xi;m ¼ ni � yi;s

Bounds to set the needed number of operator in
each operation in each station

(11)
P

s2K
jm;s � jmþ 1;s
� �� 0 Bounds to ensure that the operator (m + 1) can

only be assigned to the station if the m-operator
has been assigned previously, this applies to each
operator classification

(12)
Si � �1þ P

s2K
s � yi;s
� �

� �

� TaktTime Set a lower limit when starting from an operation.
This boundary ensures that if the operation is
placed at station 1 then the start of the operation
is � 0, if the operation is placed at station 2 then
the starting the operation is � takt time

(13)
P

i2A
xi;m �M � P

s2K
jm;s Bounds to calculate the total active operators in

all stations
(14) Si � Sj � pi States when the operation will start
(15) SLT ¼ Si States when the last operation will start
(16) pLT ¼ pi States the last operation process time
(17) Cmax ¼ SLT þ pLT States the maximum time needed to work on all

operations which exist in the assembly line
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The modification in the operation set is done by substituting the set of operations
based on the needs of the type of operator that exists. In [6], the process considers 3
types of single-skill and 1 type cross-trained skill. This condition will be modified to
not consider any cross-trained workers, but all are single-skill workers. The proposed
model considers 4 types classification of single-skill workers.

The proposed model modifies the objective function to match the production target.
The production target can be achieved by adjusting the makespan to be more time-
wisely [8]. To achieve this goal, the objective function in the model will be changed to
minimize the makespan. Additional decision variables to show the start of and the
duration of the last operation are needed as the basis for makespan calculation.
Therefore, the form of S_LT (at the start of the last operation) and p_LT (last operation
process time) are added as the basis for makespan calculation. The cost related vari-
ables from previous model are no more considered since the study will not consider any
cost factors.

Parameter elimination is carried out on a, ESi, and LSi because the three parameters
are not relevant to the conditions. a is related to the ratio of cross-trained operator costs
to single-skill operators. Similarly, the parameters ESi (earliest start) and LSi (latest
start) are eliminated because of from the given condition stated each operation can be
done as soon as possible, if the required material and operators are available. Operator
requirements for each operation in [6] specifically intended for one single-skill operator
or cross-trained. To match the actual conditions, the boundary of the reference model
related to the type of operator needs to be changed to meet the operator requirements of
each classification. Moreover, further boundaries related to the earliest start and the
latest start in the reference model will also be eliminated.

3 Case Study and Analysis

3.1 Model Verification and Validation on Hypothetical and Real
Assembly Data

The verification process is carried out by running the proposed model using a hypo-
thetical data which derived from a small data set presented in [5]. Figure 1 shows the
precedence diagram of an assembly line with 6 operations and its parameters. Available
operators are multi-functional operators that can be assigned to any operation.

Total Operation 6 ops
Number of Operator 5 people
Number of Station 3 stations
Takt Time 5 hours
Total Time 15 hours

Fig. 1. A hypothetical precedence chart and its parameter.
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The proposal model validation process will also be tested with a data set that rep-
resents the actual conditions. The data set used in the validation process is a third stage
data set from the X-type aircraft assembly line that represents the actual condition. The
third stage consist of 85 operations. Each operation can be carried out by 1 or several
operators at once and according to the classification needed. Four types of available
operators are considered, namely: 1. Mechanical Installer, 2. Mechanical Tester, 3.
Electrical Installer, and 4. Electrical Tester. The parameters are shown in Table 1.

The proposed model in Sect. 2.2 is implemented CPLEX version 12.8.0.0 envi-
ronment to solve the given data in Figs. 1 and 2. The proposed model is considered to
be valid because the objective function and boundaries have been met by visually
confirming the solution, including an assignment to each operation to the specific
number and required classification. Each operation was placed on one workstation.
A preemptive operation was placed at an earlier workstation. Each operator was
assigned at most to one workstation. Operators assigned to a workstation can complete
several operations at once. The maximum time needed to process all operations
(makespan) was not less than the amount from the start of the last operation and the last
operation process. The maximum time needed to work on all operations (makespan)
was no more than the total time. When starting each operation, it did not violate
constraints precedence.

3.2 Model Performance on the Real Assembly Data

Further computation was taken to compute to the entire 4 stations in making the X-type
aircraft. The computational results showed the total (optimum) makespan of 1131 h.
The average makespan of each station was still below the takt time (see Table 2). The
changes ±25% of demand did not influence the makespan. However, if the demand
rise up to 75%, then it showed a significant difference in the line efficiency and
smoothness index. The makespan was also had a slight change by the given raise on
demand. From this evaluation, the proposed model still can produce significant result if
the demand (in this case the takt time) varies around ±25%.

Total Operation 85
Number of Station 7
Takt Time (hours) 390
Total Time (hours) 2730

Fig. 2. The real precedence chart in the third station and its parameter.
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4 Conclusion and Future Works

There are two main conclusions obtained from this study, first, the proposed model is
successful in reducing the makespan to meet the given takt time while also reducing the
number of operator requirements which has distinct classification. Secondly, the pro-
posed model has an enough sensitivity to accommodate the changes in demand (de-
mand). Several suggestions are given as follows to incorporate the proposed model: 1.
Periodically evaluate performance and the assembly line conditions to anticipate the
changes in demand; 3. Improve the discipline and understanding of operators and the
aircraft supervisors regarding the critical tasks and related changes in working methods
in the assembly process; 4. Re-evaluate the standard operating time data; 5. Increase an
excellent cooperation between related stations or departments to achieve production
targets.

Further research will be needed to revise and improve the precedence diagram
which is adjusted to the condition of the new station to consider a two level platform.
The model still need an enhancement to accommodate three objective functions at
once, namely optimization of makespan, smoothness index, and efficiency. Further-
more, an allowance of operation sets is also needed to accommodate an assignment for
multi-shift working time for each operator.
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Abstract. This paper addresses the problem of capacity planning in a Make-
To-Order aircraft manufacturer company, in which order rejection is not an
option. An optimization model is developed with the objective of minimizing
total cost that is comprised of processing cost and lateness penalty cost. A nu-
merical example is given to demonstrate the capability of the model. This paper
also proposes a procedure for implementing the model that considers only
critical resources in order to reduce the problem size such that optimal solution
can be found in reasonable time.

Keywords: MRP-II � Capacity planning � Lateness penalty cost � Critical
resources

1 Introduction

In the Manufacturing Resource Planning (MRP-II) framework Master Production
Schedule (MPS) must be verified by Rough Cut Capacity Planning (RCCP) before it is
released to production [1, 2]. The goal of the verification is to ensure that the plan can
be realized considering limited capacity in the factory. If the capacity is not enough for
realizing the plan, or in other words the MPS is infeasible, then it has to be revised and
checked again iteratively. Upon the feasibility verification, the MPS is then released to
and further detailed in the Materials Requirement Planning (MRP) stage.

There are several options that can be used in the capacity planning, such as working
overtime, adding worker and machines, inventory, outsourcing, and order rejection. For
some companies, however, order rejection is not an option. Aircraft manufacturers
typically use Make-To-Order strategy and once the orders are accepted and contracts
are signed they cannot be rejected. However, the manufacturers may opt to deliver late
with penalty cost implication.

There have been numerous research studies in capacity planning in the literature
[3–6]. However, most of them cannot be used as-is for the specific problem in the
industrial case that we faced. Firstly, in our real case all orders have been accepted and
must be delivered. Next, the capacity planning problem encompasses the part-making
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and assembly stage, necessitating the need to put assembly takt times and in-between
auxiliary processes into consideration.

Research in the literature on capacity planning often results in models that are not
suitable for large data because of the long time it takes to find solution. One possible
strategy to tackle the problem is, based on the Theory of Constraints, by focusing on
the critical resources in the capacity planning [5]. The aim of this paper is to develop a
mathematical model that considers the conditions described above. To be specific, the
novelty of this paper lies in the consideration of the penalty cost, the consideration of
assembly production stage, and the strategy to use only critical resources. The model in
this paper is developed based on a previous research [4] of capacity planning in Make-
To-Order environment, which is closest to our problem description.

The rest of the paper is organized as follows. Section 2 explains the development of
the mathematical model. Section 3 describes and discusses the result of the model
execution for a numerical example. The section also proposes an implementation
procedure that considers critical resources only. Finally, the paper is concluded in
Sect. 4 along with the plan for possible extensions of the research in the future.

2 Mathematical Formulation

An aircraft manufacturer company receives production orders of a few types of aircraft.
The orders should be delivered before their respective due-dates because lateness in the
delivery incurs penalty cost to the manufacturer. The manufacturing system consists of
part-making stage and assembly stage. The part-making stage involves a number of
resources (work centers), which are available to be used in three sources: regular time,
overtime, and outsource. The capacity in each source is limited. Contracts with cus-
tomers state that outsourced resources may be used only after the resources in regular
time and overtime of the same period are fully utilized. Meanwhile, in the assembly
stage each type of aircraft has its own dedicated assembly line and takt time. Between
the part-making stage and the assembly stage there is a fixed time for auxiliary pro-
cesses such as surface treatment and primer painting.

The plan to fulfill the orders is made in the form of Master Production Schedule
(MPS), which states when each product will be manufactured. Before released to
production, the MPS needs to be verified to check whether there is enough capacity to
realize the plan. In the case that the capacity is not enough, some orders will have to be
delivered late. The total cost consists of the processing cost and the lateness penalty
cost. The manufacturer wants to determine the optimal allocation of resources and
sources to production orders such that the total cost is minimized.

The notations used in the mathematical model are as follows:

SETS
I: aircraft types, i 2 If g
Si: ordered items of aircraft i, s 2 Sif g
M: resources, m 2 Mf g
R: sources, r 2 Rf g, where the last source Rj j is outsource
T : time periods, t 2 Tf g
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PARAMETERS
pim: processing time of aircraft i at resource m
dis: due date of item s of aircraft i at resource m
kmrt: capacity of resource m of source r in period t
cmr: processing cost per time unit of resource m of source r
lis: lateness penalty cost per time period of item s of aircraft i
ai: assembly takt time of aircraft i
bi: auxiliary processing time of aircraft i between part-making stage and assembly
stage
VARIABLES
Xismrt: time allocated to process item s of aircraft i at resource m of source r in
period t
Yismrt: binary variable; Yismrt ¼ 1 if item s of aircraft i is processed at resource m of
source r in period t; Yismrt ¼ 0 otherwise
CK
ism: completion time of item s of aircraft i at resource m in part-making stage

CA
is: completion time of item s of aircraft i in assembly stage

The mathematical model is formulated as a mixed integer linear programming
(MILP) problem as follows:

MIN TC ¼
X

i2I

X

s2Si

X

m2M

X

r2R

X

t2T
Xismrt � cmr þ

X

i2I

X

s2Si

X

m2M
max CA

is � dis; 0
� � � lis ð1Þ

X
i2I

X
s2Si Xismrt � kmrt 8m; r; t ð2Þ

X
r2R

X
t2T Xismrt ¼ pim 8i; s;m ð3Þ

X
i2I

X
s2Si Xism Rj jt ¼max

X
i2I

X
s2Si

X
r2R Xismrt � 8m; t

�

X
r2Rnf Rj jg kmrt; 0

�
ð4Þ

Xismrt � Yismrt 8i; s;m; r; t ð5aÞ

Xismrt � pimYismrt 8i; s;m; r; t ð5bÞ

CK
ism � Yismrtt 8i; s;m; r; t ð6Þ

CA
is �CK

ism þ bi þ ai 8i; s;m ð7Þ

CA
i sþ 1½ � �CA

is þ ai 8i; s 2 Sin Sij jf g ð8Þ

Yismrt 2 0; 1f g 8i; s;m; r; t ð9Þ

The objective function in Eq. (1) to minimize is the total cost, which is comprised
of processing cost and tardiness (positive lateness) penalty. Equation (2) ensures that
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the allocation does not exceed capacity. Equation ( 3) ensures that the required pro-
cessing time has been allocated fully. Equation (4) is derived from the requirement that
outsourced resources can only be used after resources inside factory – in regular time
and overtime – have no more capacity left in the period. The Eqs. (5a) and (5b) link the
allocation variables and the binary Y variables: if allocated time is not zero then Y
would equal 1, otherwise Y would be 0. Equation (6) calculates the completion time of
each item in each resource in part-making stage. Equation (7) states that the completion
time in the assembly stage must be later than the completion time in part-making stage
plus waiting time and takt time. Equation (8) ensures that the items are assembled one
by one in succession. Eqs. (1) and (4), which contain non-linear terms, are linearized
beforehand in the implementation in order to keep the whole model linear.

3 Numerical Examples and Discussions

We will use a small numerical example to show the capability of the model. There are
two types of aircraft ordered (I1 and I2), each has two items (S1 and S2). Table 1 lists
the processing time at two machines (M1 and M2), processing cost per hour, and
capacity per month. R1, R2, and R3 in the table refer to regular time, overtime, and
outsource, respectively. Table 2 lists the due date and penalty cost per month. The takt
times are 3 and 2 periods for aircraft type 1 and type 2, respectively. The auxiliary
processing times are also 3 and 2 periods for type 1 and type 2, respectively.

The optimization model is implemented in LINGO 12.0 software and the global
optimal solution can be found for the above problem. Figures 1 and 2 show the
allocation of capacity at resource M1 and M2, respectively. In each source (regular,
overtime, and outsource), the allocation does not exceed the capacity limit. The

Table 1. Processing and capacity data

Machine Processing
time (hour)

Processing cost
per hour (USD)

Capacity per
month (hour)

I1 I2 R1 R2 R3 R1 R2 R3

M1 879.99 501.97 29.57 29.57 28.09 182 109 200
M2 455.71 394.37 12.33 12.33 11.71 130 55 200

Table 2. Due date and penalty cost data

Type Due date
(month)

Penalty cost
per month
(thousand USD)

S1 S2 S1 S2

I1 7 9 457.16 723
I2 6 8 756.6 313.36
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outsource capacity are used only when the regular and overtime sources are fully used
in the period. Completion times and tardiness of each job is listed in Table 3. The total
cost in the optimal solution is USD 3,184.

R1 R2 R3 R1 R2 R3 R1 R2 R3 R1 R2 R3 R1 R2 R3 R1 R2 R3
1 2 3 4 5 6

X_I2S2 0 0 0 0 0 0 0 11 0 182 109 200 0 0 0 0 0 0
X_I2S1 0 11 200 182 109 0 0 0 0 0 0 0 0 0 0 0 0 0
X_I1S2 0 0 0 0 0 0 80 0 0 0 0 0 182 109 200 182 109 18
X_I1S1 182 98 0 0 0 200 102 98 200 0 0 0 0 0 0 0 0 0
Capacity 182 109 200 182 109 200 182 109 200 182 109 200 182 109 200 182 109 200
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Fig. 1. Capacity allocation at resource M1

R1 R2 R3 R1 R2 R3 R1 R2 R3 R1 R2 R3 R1 R2 R3 R1 R2 R3
1 2 3 4 5 6

X_I2S2 0 1 8 0 0 0 0 0 0 130 55 200 0 0 0 0 0 0
X_I2S1 130 0 66 0 0 198 0 0 0 0 0 0 0 0 0 0 0 0
X_I1S2 0 1 0 0 0 1 69 0 0 0 0 0 130 55 200 0 0 0
X_I1S1 0 53 125 130 55 1 36 55 0 0 0 0 0 0 0 0 0 0
Capacity 130 55 200 130 55 200 130 55 200 130 55 200 130 55 200 130 55 200
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Fig. 2. Capacity allocation at resource M2

Table 3. Completion time and tardiness

Job (Type_item) Due date Completion period Tardiness

I1_S1 7 9 2
I1_S2 9 12 3
I2_S1 6 6 0
I2_S2 8 8 0
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The optimization model as described in Sect. 3 can find optimal solutions for small
problems in relatively short time. However, real capacity planning problems may
involve many orders and many resources so that it will take a long time to find the
optimal solutions. The strategy that can be used to overcome that, based on the Theory
of Constraints, is to consider only the critical resources and optimize the allocation in
the critical resources. Here is our implementation procedure for large problems:

a. Perform RCCP using the resource profile (or other suitable) method for regular
work time. The method will show the estimated utilization of each resource in the
shop.

b. Identify the critical resources, i.e. resources whose allocation is more than the
regular capacity.

c. Execute the optimization model with only those critical resources.
d. Verify that the optimal solution does not make any other resources infeasible.

4 Concluding Remarks

This paper has described the initial development of an optimization model of capacity
planning with multiple sources (regular working time, overtime, and outsource) and
lateness penalty option. In the model, outsource resources are allowed only after the
resources in regular and overtime are fully used. After linearization, the model can be
implemented as a mixed integer linear programming (MILP) problem. However, the
calculation time of the optimization model may be prohibitive for large problems
because of limited computation resources. In that case, based on the Theory of Con-
straints idea to focus on the critical resources, we have also proposed an implemen-
tation procedure that makes it possible to implement the model to larger problems.

As the next step, we plan to devise heuristic or metaheuristic algorithms to find
good solutions in reasonable time even for large problems. We also plan to include
other considerations to the model, such as inventory and demand uncertainty.
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Abstract. This paper discusses the development of LRP (location routing
problem) model for the problem of coal procurement networks with hubs which
are called Coal Blending Facilities (CBF). This study aims to determine the
location of suppliers and CBFs as well as the quantities of supply coal supply
allocation and vessel distribution routes. The problem could be formulated as a
mixed integer linear programming (MILP) to cover multiple supply allocation
under capacitated facilities and fixed cost. Since the MILP of LRP is in the NP-
hard category, we proposed a decomposition method to solve a large-scale
problem of the LRP. This method is firstly used to select the nodes involved by
determining the location of opened hub (CBF), and then applying the MILP for
each selected CBF to solve allocation and vessel routes. A numerical example is
presented to show effectiveness of the proposed method.

Keywords: Optimization � Location Routing Problem � Coal procurement �
Coal Blending � Distribution routes

1 Introduction and Problem Description

In line with the conservation view, a coal blending method is introduced to utilize not
only high-quality coal but also low-quality coal. The coal blending is a method to
obtain the desired coal quality by blending high-quality and low-quality coals at coal
blending facilities (CBFs). By applying the CBFs, the selection of suppliers of coal
sources can be more flexible. In power plant, coal procurement costs which consist of
coal prices, CBF’s operation, and distribution costs should be minimized. [1] and [2]
have developed the optimization of coal transportation and coal blending costs for
power plants but they did not consider the LRP. [3, 4] and [5] have conducted research
on many-to-many LRP under un-capacitated facility without CBFs.

The coal supply chain system of power plant consists of three layers, namely
suppliers, CBFs as hubs, and power plants as shown in Fig. 1. Those three layers will
be connected by two echelons vessels that will start and finish the trip at CBF
(hub) point. The vessels of echelon-I are to connect suppliers to hubs, and echelon-II
are to connect customers to hubs. This research will develop a LRP model which
considers multiple suppliers, capacitated facility, and hubs of product blending process.
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2 Model Formulation

2.1 LRP Model

Based on the problem system (Fig. 1), this problem is within the scope of many-to-
many location routing problems and could be formulated in a mixed integer linear
programming (MILP). We need to decide the location of hubs and suppliers, allocation
of demands from power plants, allocation and amount of supply from each supplier,
number of vessels needed and distribution routes.

The decision variables of the model are consisting of:

yc = 1 if hub c 2 C is established, 0 others.
zkcp = 1 if hub c 2 C supplies to power plant p 2 P, 0 others.
uc = quantities of coal demand in hub c 2 C.
zkcs = 1 if hub c 2 C is supplied by supplier s 2 S using vessel k 2 K, 0 others.
vkcs = quantities of coal supplied in hub c 2 C from supplier s 2 S by vessel k 2 K.
xkcs = 1 if arc c-s is traversed by vessel k | c 2 C, s 2 S, k 2 K; 0 others.
xkhi = 1 if arc h-i is traversed by vessel k | h, i 2 C, k 2 K; 0 others.
xksc = 1 if arc s-c is traversed by vessel k | s 2 S, c 2 C, k 2 K; 0 others.
xkcp 1 if arc c-p is traversed by vessel k | c 2 C, p 2 P, k 2 K; 0 others.

xkmn = 1 if arc m-n is traversed by vessel k | m, n 2 P, k 2 K; 0 others.
xkpc = 1 if arc p-c is traversed by vessel k | p 2 P, c 2 C, k 2 K; 0 others.

JKE1
c and JKE2

c = number of vessels used on hub c 2 C in echelon I and II

The objective function is to minimize total cost of coal procurement which consists
of coal purchasing from suppliers, coal distribution from suppliers to hubs, cost of
using CBFs (hubs), and mixed-coal distribution from hubs to power plants, as follows:

Supplier -1 Supplier -2 Supplier -3 Supplier -s…..

…..

CBF-1 CBF-2 CBF-c

Power 
Plant-1

Power 
Plant-2

Power 
Plant-3

Power 
Plant-p…..

Echelon-1

Echelon-2

Route of 
vessel 1 Route 

of 
vessel 2

Route of 
vessel 3 Route of 

vessel  ...

Route  
of 

vessel  
...

Route 
of 

vessel  
...

Route 
of 

vessel  
...

Route of 
vessel k

Fig. 1. Supply chain and coal distribution system of power plant
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Constraints for decision variables.
yc 2 0; 1f g; zkcs 2 0; 1f g; zkcp 2 0; 1f g; xkcs 2 0; 1f g; xksc 2 0; 1f g;
xkhi 2 0; 1f g; xkcp 2 0; 1f g; xkpc 2 0; 1f g; xkmn 2 0; 1f g; vkcs � 0
Constraint (2) ensures that each power plant is only served by one hub. Coal

allocation from supplier to hub must be in accordance with the quantities of coal
demand from customer to hub, constraints (3) and (4). Constraints (5)–(8) guarantee
that coal in each hub has to meet the required quality from customer, including calorific
value, total moisture, total sulphur, and ash content. Constraint on supplier capacity is
(9) and hub capacity is (10). Constraints (11)–(13) ensures that each opened hub is
supplied by suppliers, and it supplies mixed coal to customers. Each vessel in each
echelon only traverse on single trip and only visits one hub, constraints (14) and (15).
Vessels departing from a hub must return to the same hub (constraints (16)–(19) for
echelon I and (20)–(23) for echelon II). Constraints (24)–(25) is the number of vessels
to be provided at each hub to serve echelon I and II. Constraints (26)–(29) ensures that
each supplier who will supply coal to hubs must be visited by vessels as many as
number of hubs to be served. Constraints (30)–(33) ensure that each customer is only
served once and visited by one vessel. Constraints (34)–(35) is used to avoid the
formation of illegal routes in echelon I and II, where the route does not start and finish
at the same node. Constraints (36)–(37) are flow conservation constraints in echelon I
and II. Constraints (38)–(39) restrict the formation of distribution lane and route. Each
lane that is traversed by the same vessel must be connected to each other and form
exactly one route, constraints (38) and (39). A vessel that traverses through a lane
between nodes, cannot return to the previous node, constraints (40) and (41). Each
formed lane must connect two different nodes, constraints (42) and (43). Constraints
(44)–(47) is to specify the product quantities on vessels in echelon I, and (48)–(51) on
echelon II. The vessels must be empty when leaving a hub, and fully or partially loaded
when returning to the hub. Product quantities on each vessel must not exceed the
capacity of vessel, constraints (52) and (53). Constraints (54)–(55) ensures that length
of each route at echelon I and II does not exceed the maximum route length (2520 km).
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2.2 Network Design Model

The LRP model is included in the NP-hard category. To overcome it, we firstly
decompose the LRP to be a network design model to determine the opened-hubs and
the selected-suppliers. The network design model is built by eliminating vessel index of
the LRP model. Furthermore, operational problems decisions are solved using the LRP
model based only on the opened-hubs and the selected suppliers.

2.3 Solution Method

We propose a heuristic method to solve un-directly the LRP model through the network
design model. This propose heuristic as follows:

• Solve the problem LRP with the network design model to get the opened-hubs and
the selected-suppliers;

• Simplify the LRP model only using the opened-hubs and the selected-suppliers to
solve allocation demand from plant to the opened-hubs and the opened-hubs to the
selected-supplies, number of vessels and vessel routes at echelon-I and II.

Solution quality between the proposed-heuristic and the LRP are estimated with
three hypothetical data scenarios. We use LINGO version 18 to build and to solve the
LRP and network design models into. The results in Table 1 showed the gap of the
objective function values is less than 1% with the optimal solution.

Table 1. Estimation solution gap

Scenarios 4S 3C 4P 5S 3C 3P 3S 3C 4P

Total quantities of demands (ton) 82,000 82,000 77,000
Total quantities of potential supplies
(ton)

120,000 130,000 120,000

Selected suppliers LRP S1, S2, S3 & S4 S1, S2, S3 & S5 S1, S2 & S3
Heuristic S2, S3 & S4 S1, S2, S3 & S5 S2 & S3

Opened hubs LRP C2 & C3 C2 & C3 C2 & C3
Heuristic C1 & C3 C1 & C3 C2 & C3

Number of vessels used LRP 6 vessels 6 vessels 6 vessels
Heuristic 6 vessels 7 vessels 6 vessels

Data processing (seconds) LRP 4,130.02 3,490.40 2,153.14
Heuristic 11.84 10.21 4.49

Value of objective function LRP USD 6,726,040 USD 5,478,243 USD 6,455,157
Heuristic USD 6,754,784 USD 5,492,014 USD 6,482,076

Gap of the objective
function

Nominal USD 28,744 USD 13,771 USD 26,919
Percentage 0.43% 0.25% 0.42%
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3 Numerical Example

The model is tested in a case study of the PLN coal procurement network for 7 power
plants to be built on Java Island year 2019–2020. There are 19 potential suppliers from
Sumatera and Kalimantan as recorded in Indonesian Coal Book 2016/2017, where they
have a value of HGI is 45-6, production capacity more than of 400,000 tons/year for at
least 5 years. The are 4 candidates of CBFs at East Kalimantan, South Kalimantan,
Banten, and Lampung with capacity of 164.383 ton/three days. By using the proposed
method, we have a LPR solution as in Table 2.

4 Conclusion

This research has developed a LRP model of two-echelons many-to-many location-
routing problem for coal procurement network by applying coal blending method.
A heuristic procedure is proposed to solve the LRP to get network design and oper-
ational decision to provide vessel distribution routes as well as coal demand allocation.
The heuristic method has a solution gap value less than 1% with the optimal solution.
This research can be extended to heterogeneous vehicle types, multiple trips problems.

Table 2. Solution of numerical example

No Decision Variables Solution 
1 Opened hub (CBF) C1, C2 & C3

2 
Allocation of de-
mands to opened-
hubs

P6 (64,632 ton) C1:   64,632 ton
P3 (32.316 ton), P4 (42,657 ton), P7 (61,401 ton) C2: 136,374 Ton
P1 (64.632 ton), P2 (10,180 ton),  P5 (32,316
ton) C3 :107,128 Ton

4 Selected suppliers 9 suppliers : S8, S10, S11, S12, S13, S14, S15, S16 & S19

5 

Allocation and 
quantities of de-
mands from each 
opened hub to 
selected suppliers

C1 S10 14,632 ton S13 50,000 ton

C2
S8 4,592.56 ton S12 8,414 ton
S10 45,170.44 ton S13 50,000 ton
S11 824 ton S15 27,373 ton

C3
S11 42,734.23 ton S16 16,438 ton
S12 11,312 ton S19 3,767.77 ton
S14 32,876 ton

6 Number of vessels Echelon 1 8 vessels Echelon 2 6 vessels

7 Coal distribution 
routes 

E1

K1 C1 S10 C1 K4 C2 S8 S10 C2
K2 C1 S13 C1 K5 C2 S12 S11 S15 C2
K3 C2 S13 C2 K6 C3 S19 S11 12 C3
K7 C3 S16 C3 K8 C3 S14 S11 C3

E2
K1 C1 P6 C1 K4 C2 P3 C2
K2 C2 P6 C2 K5 C3 P5 P2 C3
K3 C2 P4 C2 K6 C3 P1 C3

Objective Function Values USD 20,296,506
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Abstract. This paper is a second paper on the use of Exponential distribution in
competing risk problems. The difference is this model is developed using
Gamma distribution as its prior distribution. For the cases where the failure data
together with their causes of failure are simply quantitatively inadequate, time
consuming and expensive to perform the life tests, especially in engineering
areas, Bayesian analysis approach is used. This model is limited for independent
causes of failure. In this paper our effort is to introduce the basic notions that
constitute an exponential competing risks model in reliability using Bayesian
analysis approach and presenting their analytic methods. Once the model has
been developed through the system likelihood function and individual posterior
distributions then the parameter of estimates are derived. The results are the
estimations of the failure rate of individual risk, the MTTF of individual and
system risks, and the reliability estimations of the individual and of the system
of the model.

Keywords: Reliability � Competing risks � Exponential distribution � Bayesian

1 Introduction

Reliability theory concerns the ability of a component or a system, either a life creature
or an equipment, to be functioning during its expected length of life. The estimation of
the parameters of the assumed failure models may be based on data collected over life
tests or obtained from past engineering experience or from handbook data, if available.
Analysis of data, either historical or from life tests, may use any of the classical
parameter estimation methods such as maximum likelihood, matching moments,
regression, etc. However, most of recent analysis so far has been limited to single risk-
mode models. A system or component only considered as in function or fail only
without considering the causes of its failure. But in the real systems, the failure may be
a phenomenon within a single item such as the tread wear, puncture, or defective side
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walls or from other causes of an automobile tire. This phenomenon is commonly called
as competing risks. The competing risks theory describes how many causes of failure
act together to affect the performance of a system and only one of them will cause the
failure.

Another problem in this area: the failure data together with their causes of failure
are simply quantitatively inadequate, time consuming and expensive to perform the life
tests, especially in engineering areas. The competing risks phenomenon together with
the scarcity of the data will lead us to the imprecise estimations of the parameters of the
models interests. A new approach is needed by using the Bayesian analyses to analyse
the investigated competing risk models [1, 2]. The Bayesian estimation analyses allow
us to combine past knowledge or experience with less data available (which reflect the
competing risks phenomenon) in the form of an appropriate distribution to make
inferences of the parameter of interest. Although Bayesian estimation has been used
widely in reliability analysis, the application so far has been limited to single risk-mode
models.

2 Literature Review

The theory of competing risks has been in use in bio-medicine for a long time. It began
in 1760 with Daniel Bernoulli when he tried to determine mathematically what would
happen to a population mortality structure at different ages if smallpox were eliminated
from that population. Most of the currently accepted techniques were developed during
the 19th century when the problem had been of great interest and importance to
actuaries for over 100 years.

Some scientists have worked on competing risks analysis using classical approa-
ches. In 2016, the competing risk data in the presence of complete information of
failure cause has been analyzed by considering the occurrence of missing causes as
well as interval censored failure time [3]. The inference for a simple step-stress model
with progressively censored competing risks data from Weibull distribution has been
studied using the simple step-stress model under progressive Type-II censoring [4].
Other researcher used of the Marshall–Olkin bivariate Weibull distribution for
dependent causes of failure to estimate the unknown model parameters with a
parameter transformation [5]. A new Weibull inter-arrival shock process in reliability
and maintenance modeling for competing risk processes in four different hard failure
models was proposed and analytic forms of the reliability functions were derived [6].

Numerous scientists have contributed and provided the philosophical basis for
Bayesian analysis in reliability systems and use it in many areas of application and
research. They are not to be mentioned here because so many of them doing research in
this area and because their Bayesian method of analysis were for single risk-mode
model only.

There were a limited number of scientists who studied and analysed the competing
risks problems by using a Bayesian analyses approach in order to estimate the
parameters of interest. Their models were mostly for applications in a specific condition
but not for the basic understanding of general model applications. One of these
researchers used data from randomized clinical trial for patients with node negative
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breast cancer, illustrated the approach to handle lost to follow up observation. Nelson-
Aalen estimator and Bayesian approach are considered to handle the lost to follow up
in the data set [7]. Bayesian nonparametric mixed-effects joint model for longitudinal-
competing risks data analysis in presence of multiple data features was proposed by
another researcher [8].

For competing risks models where the causes of failures are being considered, the
life test data scarcity for each cause is inevitable. In many situations, especially in
engineering areas, these life test data are time consuming to obtain and expensive to
perform the life tests. For these cases, Bayesian analyses are more beneficial than
classical one. Author has published three papers that deal with this matter using
Weibull, Gamma, Exponential, as posterior functions and Uniform distribution as prior
distribution for the posteriors [9–11]. Another paper was for attribute type of life test
data with Multinomial distribution models as the posterior and Beta distribution
function as its prior [12]. Author also recognized that there were some more potential
competing risks models need to be developed for the future research.

3 Exponential Distribution and Its Likelihood Function

The exponential distribution is the most widely used reliability analysis. This distri-
bution is very suitable for representing the lengths of life of many cases and is available
in a simple statistical form. The characteristic of this distribution is a constant hazard
rate. The exponential distribution is the lower rank of the Weibull distributions.

This section describes the likelihood function of this distribution and follows with
the description of the posterior function. A Gamma prior is used in our analysis. It is
followed by the estimation of the failure rate and hazard function. The net, crude, and
partial crude probabilities are also included. In this paper, we will use the terms
“individual” for every function that refers to an individual risk.

The probability distribution function (p.d.f.) of the length of life ti due to a risk Ci is
given by f ðti kj iÞ ¼ kie�ki ti for i ¼ 1; . . .; k, ki [ 0, and ti � 0. The parameter ki is
known as the failure rate.

Let us consider a life test of m items in which n items have failed and s items have
survived. Suppose ni items have failed and si have survived from cause Ci where
n ¼ Pk

i¼1 ni, s ¼ Pk
i¼1 si, mi ¼ ni þ si, and m ¼ Pk

i¼1 mi. The failed items due to
each cause are in the time order of ti1; ti2; . . .; tini and the surviving items have been
operating for ti ni þ 1ð Þ; ti ni þ 2ð Þ; . . .; timi , respectively. The likelihood function of the
system is given by

Lðk1; k2; . . .; kkÞ /
Yk
i�1

Yni
i¼1

f ðtjÞ
" # Ym

i¼nþ 1

ð1� FðtiÞÞ
" #

/
Yk

i¼1
knii

e�ki
Pni
j¼1

tij þ
Pmi

j¼n1 þ 1

tij

� �
/
Qk

i¼1
k
ni
i e

�kiwi /
Qk
i¼1

LiðkiÞ
ð1Þ
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Where L kið Þ1 knii e
�kiwi is an individual likelihood function, and Ti ¼

Pni
j¼1

tij þ
Pmi

j¼n1 þ 1
tij is then a sufficient statistic for the estimation of the parameter ki.

The individual posterior function is given by

g ki tijð Þ ¼ knii exp �kiTið Þf kið ÞR1
0

ni
i exp �kiTið Þf kið Þdki

; ð2Þ

where fi kið Þ is the individual prior distribution.
In this chapter we consider the use of Gamma distribution as our prior with p.d.f. as

follows:

f ki; ai; bið Þ ¼ 1
C aið Þba0i

kai�1
i e�ki=bi ð3Þ

The Gamma distribution is one of some other priors such as Uniform, Non-
informative, and Inverted Gamma distributions commonly used as prior for the
Exponential posterior distribution. The main reason for using Gamma distribution as a
prior is its mathematical tractability.

Substitute Eq. (3) into (2) and then the individual posterior distribution become:

g kijti; ni; ai; bið Þ ¼ 1

C ai þ nið Þ bi= biti þ 1ð Þð Þai þ ni
ka1 þ ni�1
i e�ki ti þ 1=bið Þ

For 0\ ki \1
ð4Þ

4 The Failure Rate Estimations

The failure rate estimation is the individual mean of posterior mentioned in Eq. (5) is as
follows:

E kijti; ni; ai; bið Þ ¼ bi ai þ nið Þ
biti þ 1

ð5Þ

With variance is as follows:

Var kijti; ni; ai; bið Þ ¼ b2i bi þ nið Þ
biti þ 1ð Þ2 ð6Þ
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5 Mean Time to Failure Estimation

Since the mean time to failure of individual posterior distribution, MTTFi, is
1=E kijti; ni; ai; bið Þ or biti þ 1=bi ai þ nið Þ, and then MTTF for the system can be
derived as follows:

MTTFSystem ¼ 1Pk
i¼1

bi ai þ nið Þ
bi ti þ 1

ð7Þ

6 Reliability Estimation

The reliability estimation can be obtained by first transforming posterior distribution in
Eq. (5) to become:

g Rijti; ni; ai; bið Þ ¼ 1
C ai þ nið Þtai þ ni

i

t þ 1=bið Þai þ ni � ln rð Þai þ ni�1r tþ 1=bið Þ=ti�1

0\ ri \ 1
ð8Þ

The individual posterior mean can be calculated as given by:

E Rjti; ni; ai; bið Þ ¼ 1

1þ ti= tþ 1=bið Þ½ �ai þ ni
ð9Þ

With variance is as follows:

Var Rjti; ni; ai; bið Þ ¼ 1

1þ 2ti= tþ 1=bið Þ½ �ai þ ni
� 1

1þ ti= tþ 1=bið Þ½ �2ai þ 2ni
ð10Þ

The reliability of the system can be derived from Eq. (10) as follows:

RSystem ¼
Yk
i¼1

E Rjti; ni; ai; bið Þ

¼
Yk
i¼1

1

1þ ti= tþ 1=bið Þ½ �ai þ ni
ð11Þ
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7 Conclusions

In this paper we investigate the exponential distribution as a posterior function and a
Gamma distribution as its prior as our competing risks model. Other Exponential
models with some other priors such as Uniform, Inverted Gamma, and Implied dis-
tributions are also open for the future investigation. It is also open for the cases of Two-
parameter Exponential. The Exponential distribution is widely used in reliability
analysis for a constant hazard rate and is one of some other common failure models as
well as Weibull, exponential, Normal, Log-normal, and Inverse Gaussian models. This
distribution is also known as the lower rank of the Weibull distributions

The estimations of this exponential model for its individual posterior function and
for the system are developed. First by developing the likelihood function of the system
and it shows that it is as a multiplicative form of individual distribution. Take a note
here that we assume that each risk acts independently. The posterior distribution for
each risks then developed together with its parameter of estimates such as failure rate
and reliability estimations. It is followed by the estimation of the individual and sys-
tem’s MTTF and the reliability of the competing risks model. Based on these esti-
mations, others such as the estimations for reliable or design life for a specific
reliability, the probability of survival between a specific interval of time, the net
probability if only one risk is present and the crude/partial crude probabilities if one or
more risk is eliminated from the system while other risks remain are also open to be
developed.

It should be noted that the choice of the time to failure distribution functions
depend on the choice of its reliability measures that is meaningful and useful to the
problem of interest. Different pattern of operating life of a device may required to have
a specific probability of successfully performing its required function.

The author realizes that for all descriptions above of this model need a real or
simulated data to test and prove the validity of the model. But the limitation of time to
obtain or to conduct a simulation for such a data has put this matter for further
investigation without eliminating the importance of this model. Another important
measures of this analysis is to include the dependent risks in our model for further
research.
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Abstract. A heavy-duty equipment, such as a dump truck operated in a mining
industry experiences degradation caused by usage and operational condition.
There are operational conditions influencing dump truck failure rate, such as
load weight, road inclination and environmental conditions. In this research,
dump truck failure is modeled using proportional hazard model (PHM) consid-
ering operational condition, age, and usage factors. Maintenance action is
needed to control continuing failure to maintain the equipment always in good
operation condition. A dump truck will need both preventive and corrective
maintenance actions in order to be readily available for operation in mining
industry. Considering that dump trucks are very complex and expensive,
maintenance will be economical if it is conducted by an agent. In this research
maintenance contract involved 2 parties, the owner and the agent. The agent
offers 3 (three) options of maintenance contracts: (i) in house preventive
maintenance conducting by the owner and corrective maintenance conducted by
the agent (ii) both preventive and corrective maintenance conducted by the
agent, (iii) preventive maintenance by the agent and in-house corrective main-
tenance by the owner, and determination of the optimal contract price for each
option. Next the owner will choose the best option based on several options
offered by the agent. The model used for decision is formulated by Nash game
theory.

Keywords: Operational condition � Proportional hazard model (PHM) �
Maintenance contract

1 Introduction

Equipment like a dump truck, in mining industry is used to transport mine from mining
area to a processing area. This process happens continuously as the dump truck will
degrade and at the end it will fail. This failure is influenced by usage level, usage time,
and operation condition. These factors are important to be considered as heavy oper-
ation condition in Indonesia is heavy [1]. It is stated operational heavy and complex
can influence the system life significantly causing the failure level increase [2]. There
are two types of maintenance action: preventive maintenance consisting of a serial
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action to control degradation rate and reduce the occurrence of failure, and secondly
corrective maintenance, which is maintenance action conducted to put back a failed
system [3].

Dump truck operated in a mining industry is a very heavy and expensive equip-
ment; therefore, it will be economical to conduct the maintenance to the agent due to
the resource at the owner side. For an owner, the availability of a dump truck is a prime
key for achieve production target and getting optimal revenue; therefore, agent will
offer several options for maintenance contract, for example partially maintenance or
full maintenance. Maintenance contract where dump truck failure is modeled by
accelerated failure time (AFT) considering the level of usage [4]. In mining industries,
dump truck failure happens sooner because influenced by the operational condition.
Failure and reliability of equipment in mining industries has been modeled to consider
operational condition using proportional hazard model (PHM) to determine the
availability of component of an equipment not for contract maintenance [5, 6]. This
research suggests a maintenance contract model considering operational condition
factors which are load weight, road inclination and environmental condition. Those
factors never been used in previous model. The model is a proportional hazard failure
model. The decision of the contract maintenance is formulated based on Nash game
theory.

2 Methodology

2.1 Maintenance Contract

Heavy equipment like dump truck is a repairable equipment. Each equipment like
dump truck has an interval period ½0; LÞ, where L is a dump truck maintenance contract
limit. Agent will offer three options for the contract maintenance for maximum benefits.
The three contracts offered are as follow:

• Option-1: When an equipment fails in interval ½0; LÞ, the owner will choose to
conduct in house-PM and CM will be conducted by the agent, and the owner will be
charged by the contract value Cka for the CM during the period ½0; LÞ.

• Option-2: When the equipment fails in the interval ½0; LÞ, all the maintenance
activities, both for PM and CM, will be conducted by the agent with price of the
contract CG during the period ½0; LÞ. Agent will pay the penalty if the availability is
below the target.

• Option-3: When the equipment fails in the interval ½0; LÞ, the owner will choose in-
house CM and PM activity will be conducted by the agent with the contract price
Cpa for the PM action.

Furthermore, the following tables display the decision variables and parameters of
the model being used in this research (Tables 1 and 2).
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2.2 Equipment and Repairement

The failure of the dump truck happens randomly and will increase due to the time of
use and is affected by operation condition such as load, road inclination, and the
environment condition in the industry [6], modeled by a blackbox approach. If T is a
random variable stating the first time of failure with distribution function F0ðtÞ, then
failure acceleration with first time distribution function is h0 tð Þ and it increases along
the increment of time t. The influence of operational condition is considered as
covariant for PHM model making the failure rate model as follow:

h1 t; Yð Þ ¼ h0 tð Þ exp
Xm

i¼1
hiYi

� �
ð1Þ

Owner will choose the best option based on contracts offered by agent for fulfill the
equipment availability target where Yi, i = 1, 2, …m is operational condition (co-
variate) influencing the degradation level of dump truck and hi, i = 1, 2, … m is
regression coefficient from m covariate Y. h0 tð Þ is a baseline hazard function built from
the first failure distribution. The failure acceleration is influenced by PM with imperfect
maintenance. The effect of imperfect PM is formulated in Eq. 1, where it is assumed
that PM will reduce the dump truck lifetime to the age younger than t to virtual age
v tð Þ, that will make v tð Þ\ t. The maintenance action is conducted at period ½0; LÞ with
interval time PM s; 2s; . . .:; ks;, where number of PM 1 � j � k, thus the virtual age

Table 1. Definitions of decision variables in the model.

Symbol Decision variable Symbol Decision variable

Cka Contract value of option-1 k Number of PM
CG Contract value of option-2 d Level of PM
Cpa Contract value of option-3

Table 2. Definitions of parameters in the model.

Symbol Parameters Symbol Parameters

On Option (n = 1, 2, 3) Cpe Penalty Cost
h PHM coefficient model g Target waktu downtime
Y Operation Condition E DðLÞ½ � Downtime expectation time [0, L)
L Maintenance Contract Duration E½NðLÞ� Ekspektasi jumlah m. repair [0, L)
s Interval between PM L�E D Lð Þ½ � Availability of dump truck [0, L)
K Dumptruck revenue g dð Þ Downtime distribution function
Ckn CM cost for option-n h1 tð Þ Failure function before PM
Cfn PM fixed cost for option-n h1 v tð Þð Þ Failure function after PM
Cvn PM variable cost for option-n a Weibull Dist. Parameter Scale
Janðk; dÞ CM total cost CM option-n b Weibull Dist. Parameter Shape
Jbnðk; dÞ PM total cost PM option-n k Parameter of exponential parameter
Jn k; dð Þ Total cost PM+CM option-n Xmax Penalty maximum time

344 F. Nishfi et al.



at time js is vj ¼ jds. The age of dump truck will be younger and equal to ð1 � dÞs for
each PM maintenance, which make virtual age of dump truck after PM between j and
ðj þ 1Þ is:

v tð Þ ¼ t � 1 � dð Þjs; js � t � j þ 1ð Þs ð2Þ

Where 0 � d � 1, making the failure rate after PM formulated by h1 v tð Þð Þ with
total expectation of number of failures with minimal repair during the period ½0; LÞ.

E N½ � ¼ �Nðk; dÞ ¼
R s
0 h1dtþPk

j¼0

R ðjþ 1Þs
js h1ðvðtÞÞdt

" #

¼
R s
0 h1dtþPk

j¼0

R ðjþ 1Þs
js h1ðt � ð1 � dÞjsÞdt

" #
ð3Þ

Furthermore, the total CM cost, total PM cost, and total maintenance cost can be
formulated as the following Eqs. 4–6:

Janðk; dÞ ¼ Ckn
�Nðk; dÞ ð4Þ

Jbnðk; dÞ ¼ ðCfnkÞ þ Cvnksð1 � dÞ� � ð5Þ

Jnðk; dÞ ¼ Janðk; dÞ þ Jbnðk; dÞ ð6Þ

Dump truck availability will be determined by downtime, which is assumed to
follow a distribution pattern and downtime is repairment time add by waiting time.
Expectation downtime in interval ½0; LÞ is influenced by number of failure and the
duration of downtime (repairement time + waiting time), making expectation time for
the downtime in interval ½0; LÞ is stated as follows:

E DðLÞ½ � ¼ E NðLÞ½ �:E d½ � ð7Þ

Where E NðLÞ½ � is expectation of number of failure in interval ½0; L� and E d½ � is
duration of downtime with 1/k.

3 Numerical Example

3.1 PHM Failure Model

The numerical example based on hypothetic case with the scenario in PT. KPC. The
scenario for this mining industry is a = 5.5 and b = 2.3 where the change of the load
(Y1) 351 kg = 1, where the road inclination is medium (Y2) 8%–10% = 0 and the
environmental condition is low (Y3) = − 1 model hazard rate can be defined as follow:
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h1 tð Þ ¼ bt
ab

� �b�1

e h1 Y1ð Þþ h2 Y2ð Þþ h3 Y3ð Þð Þ ð8Þ

h1 tð Þ ¼
5:5t
2:35:5
� �5:5�1

e 0;155ð1Þþ 0:272ð0Þþ 0:111ð�1Þð Þ

" #
ð9Þ

Where the dump truck failure data and operational condition data is generated by
random number shown in Table 5. Therefore, the failure will increase considering all
factors in operational conditions.

3.2 Optimal Maintenance Contract

The determination of optimal contract value for both parties using Nash game theory
with objective getting a win-win solution decision between the owner and the agent.
Therefore, owner can choose an optimal solution based on maximum profit expecta-
tion. Table 3 shows contract value, which maximizes profit for both options.

Using the Nash theory, it is found that the benefit expectation for each party are
IDR 4.091 million for option-1, IDR 4.180 million for option-2, and IDR 4,084 million
for option-3. From owner point of view, owner will prefer option-2 because it has more
benefit compare to option-1 and option-3. Benefit expectation for option-2 is IDR 4.180
million with the contract value of IDR 6,360 million.

3.3 Parameter Change

The change in parameter conducted is the change in parameter u showing the action of
partial maintenance in option-1 and option-3 partly will be different with the mainte-
nance action conducted by agent as in option-2. The capability partial maintenance in
option-1 and option-3 is formulated with u [ 1. Full maintenance in option-2 is
formulated with u ¼ 1 (Table 3). The effect of parameter u for option-1 and option-3
show that the increment of u will results d� getting smaller and this explains if con-
ducting the partial maintenance as in option-1 and 3 the benefit will be lower than that
in option-2. In possible solution by comparing option-1 and 3, the owner tends to
choose option-1. If the reliability parameter is changed, the better solution is option-3

Table 3. Total benefit of owner and agent with Nash Game Theory.

Option k* d* Contract price
(IDR million)

Owner’s profit
(IDR million)

Agent’s profit
(IDR million)

Option-1 1 0.5 5497.1 4091.0 4091.0
Option-2 1 0.7 6360.5 4180.5 4180.5
Option-3 1 0.3 5224.9 4084.9 4084.9
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because will get more benefit compare to option-1. The next parameter changed is
maintenance cost, conducted at in-house by owner for option-1 and 3 (Tables 4 and 5).

Table 4 shows that the higher the PM cost at in-house in option-1 then the
expectation of the benefit of each party will decrease. The lower the OM cost both
benefit for both parties will increase. Table 5 shows that the higher the CM cost
conducting at in-house as in option-3 the smaller the benefit expectation for both parties
and vice versa. It can be concluded that if the in-house maintenance action increase
then the owner decision will be choosing option-2. In comparison, the decision will
change if maintenance action cost at in-house is smaller than in outsourcing mainte-
nance action (agent).

Table 4. Change on PM cost for option-1 for k* = 1 and u = 1.1

d* Cost CM Cost PM Cg (Rp million) Owner and agent’s benefit
Fix Var

0 300 150 100 5312.7 4470.3
0 300 210 140 5162.7 4320.3
0.1 300 255 170 5151.8 4208.2
0.1 300 270 180 5117.2 4173.7
0.3 300 285 190 5307.4 4142.5
0.5 300 315 210 5497.0 4090.9
0.7 300 330 220 5735.1 4071.9
0.7 300 345 230 5992.2 4057.8
1 300 390 260 6108.7 4034.2
1 300 450 300 6078.7 4004.2

Table 5. The change of CM cost in option-3 for k* = 1 and u = 1.1

d* Cost CM Cost PM Cpa (Rp million) Owner and agent’s benefit
Fix Var

1 150 300 200 4897.8 4597.8
1 210 300 200 4690.4 4390.4
1 255 300 200 4534.8 4234.8
0.7 270 300 200 4848.0 4188.0
0.5 285 300 200 5048.6 4148.6
0.3 315 300 200 5224.9 4084.9
0.2 330 300 200 5318.1 4058.1
0.1 345 300 200 5414.0 4034.0
0 390 300 200 5468.9 3968.9
0 450 300 200 5384.7 3884.7
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4 Conclusion

This research studies how factors of operational condition influence the degradation
level of dump truck, in order to determine maintenance contract between owner and
agent using Nash Game Theory formulation. The dump truck failure is modeled using
Proportional Hazard Model (PHM), that models the increasing rate of dump truck
failure as a function of operational condition. Maintenance is proposed to control the
rate of dump truck failure where agents offer maintenance option and owner chooses
them based on maximum profit for both parties. Future potential research may include
maintenance contract selection using other model, such as Stackelberg’s game theory.
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Abstract. Connector clamp is an essential component which effects trans-
former 150/20 kV performance in an electricity substation. Previous research
developed a Statistical Process Control (SPC) chart combine with a Back
Propagation Neural Network (BPNN) for determining the condition of con-
nection clamp. Connector clamp condition assessment is designed using clamp
and conductor’s temperature as parameters at certain load values to shape limit-1
(3r) and limit-6 (1.645r). Its condition is necessary to be controlled effectively
and efficiently. This paper improves the level of neural network. This research
develops an Adaptive Resonance Theory-2 Neural Network with advantages
that can renew the knowledge by adding new data for learning.

Keywords: Condition based maintenance � Adaptive Resonance Theory-2
Neural Network � Polynomial regression � Statistical process control and
transformer connection clamp

1 Introduction

The idea of condition-based maintenance is to perform maintenance action based on
actual condition and do the maintenance before the machine failure [1]. It has to be
economically enough not too early to change the component but also not losing
because of the failure. Unanticipated breakdown of equipment will cause more losses
in economy and human sources. To reach this objective, condition monitoring has to be
performed for the equipment, processes of manufacturing and operations to support the
maintenance decision. The main principle used in condition-based maintenance is
accuracy in assessing the condition whether it needs maintenance or not [2]. To be able
to assess the condition accurately: (i) to accurately measure the parameter (ii) to
accurately assess the condition based on parameter values. In doing so, it is very
important to find a threshold where it is critical to prevent failure of equipment.
Previous research an SPC and Back Propagation Neural Network (BPNN) are used to
decide whether maintenance action is needed or not with a connector clamp for a
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transformer used as a research object. This research increases the capability of the
neural network to be able to learn new data in order to tune the knowledge by learning
new condition.

2 Literature Study

2.1 Condition Based Maintenance

Condition based Maintenance (CBM) is a maintenance technique based on actual
condition of a component [8]. Three functions of CBM are: (i) measuring the parameter
condition, (ii) analyzing the condition of the parameter and (iii) determination of
parameter condition limit.

2.2 Statistical Process Control (SPC)

Figure 1 show a control chart for connector clamp which is normally distributed with
limit 1 (3r) and limit-6 (1.645r). The condition area is divided into 3 (three) regions:
region-9 good condition, region-6 good mediate condition and region-1 bad condition.
Using the control limit, the connector clamp is monitored for determining the next
action needed based on the actual condition.

2.3 Load vs Temperature

Load is the electrical load caused by the flow of electron through a connector clamp [6].
Not all of those electrons can be flown by the connector clamp and the conductor which
in turn converted into heat energy. Therefore, load and temperature have a very high
correlation. Figure 2 shows the dependency between load in a component and tem-
perature in that component [1].

Region 9
(Baik)

Region 6 
(Sedang) Region 1 (Buruk)

X double bar +1.645σ +3σ

95%

99.87%

Fig. 1. Regions in a control chart
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2.4 ART-2 NN for CBM

Adaptive Resonance Theory-2 Neural Network (ART-2 NN) is a neural network in
which the learning process is based on resonance level between inputs and the
knowledge matrix [4]. There are 2 (two) layers: Layer-1 and Layer-2 (see Fig. 3). The
function of Layer-1 is to normalize the input; while the function of Layer 2 is to classify
the input based on the current Long-Term Memory (LTM) and enhance the contrast by
choosing a neuron which receives the maximum signal. The learning process is to
adjust the LTM with the input pattern currently classified. ART2 NN is used to
determine whether both clamp and conductor temperature show indicator whether the
connector clamp is good or not. After teaching stage, the weight will be fixed and is
able to determine whether those 2 (two) parameters result an emergency, checked right
away, checked within 30 days, excellent condition or good condition.

3 Methods

Research method used consists of: (i) developing several pair conditions relating
maintenance need for the clamp connection, (ii) train an ART-2 NN, (iii) testing the
developed ART-2NN by comparing the SPC condition and ART-2 NN results.

1. For generating several conditions, it is collected for actual conditions. All condition
in electricity company are collected

2. Design stage of intelligent condition-based maintenance. Three steps of the
designing ICBM are: (i) observing the thermovision, calculating the limit and
modelling the control chart. Observing using thermovision resulting load value,
clamp temperature and conductor temperature. The calculation for the limit
resulting the limit-6 and limit-1 for both the clamp and the conductor. Based on the
output at design stage then it is conducted analysing and implementation in process.

3. Based on output, the analysing of the condition is conducted.

Fig. 2. Load versus temperature [7] Fig. 3. ART-2 architecture
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4 SPC and ART-2 Design

4.1 Statistical Process Control Chart

Table 1 shows a limit-1 and limit-6 for clamp temperature and connector temperature.
Limit-1 and limit-6 is calculated based on Eq. (1). For clamp we will use upper limit
and for the connector we will use the lower limit.

Due to the relationship between load and temperature, the SPC is generated for
each specific load [5]. A second order polynomial regression is used to generate the
SPC, where the regression polynomial regression (PR) will represent the relation
between load and temperature for each limit value. The reason using second order PR is
due to the determination coefficient, F significant and the means square error
(MSE) value; the best comparing to when utilizing using linear regression and
exponential.

Table 1. Limit value for clamp and connector temperature

Load (A) Clamp temperature Connector temperature
Avg. Limit 1 Limit 6 Avg. Limit 1 Limit 6

1012.5 35.19 36.75 36.05 28.85 27.99 28.38
1087.5 36.80 38.03 37.48 29.00 27.68 28.28
1162.5 38.43 39.20 38.85 30.34 29.88 30.09
1237.5 39.80 41.11 40.52 30.98 30.09 30.49
1312.5 40.69 41.60 41.19 31.89 31.59 31.73
1387.5 42.54 43.49 43.06 33.79 33.00 33.35
1462.5 43.26 43.71 43.50 34.78 34.45 34.60

Fig. 4. Control limit based on polynomial
regression

Table 2. Limit value for clamp
temperature

Klem

Nilai Rata-
Rata

y9klem ¼ �0:000009139I2shooting
þ 0:04068Ishooting þ 3:389

Nilai Batas 1 y1klem ¼ �0:00000966I2shooting
þ 0:04013Ishooting þ 5:905

Nilai Batas 6 y6klem ¼ �0:000009425I2shooting
þ 0:04038Ishooting þ 4:769

Konduktor

Nilai Rata-Rata y9kd ¼ 0:0000159I2shooting
�0:0256Ishooting þ 38:34

Nilai Batas 1 y1kd ¼ 0:00001575I2shooting
�0:02388Ishooting þ 35:74

Nilai Batas 6 y6kd ¼ 0:00001582I2shooting
�0:02465Ishooting þ 36:91
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Table 2 shows a polynomial equation for the control for clamp temperature and
conductor temperature.

Figure 4 shows control limit generated for inspection of clamp condition with
polynomial on.

4.2 ART-2 NN CBM

The idea of using an Adaptive Resonance Theory-2 Neural Network (ART-2 NN) for
CBM in this research is that in real time there will be a pair of condition where doesn’t
match with the condition-maintenance action matrix but the operator decided to use it
as a reference either need action-1, action-2, action-3 or action-4. Two inputs used are
clamp temperature and conductor temperature and also the information of the con-
ductor temperature. ART-2 NN is one of neural network method in artificial intelli-
gence which can classify a nonlinear relationship with specific training [9]. Figure 5
shows a network architecture for the ART-2.

The lack of previous ART-2 NN developed is on the assumption that both are
regression, while in fact it is more complicated than that [7]. In this research we design
the ART-2 NN architecture using 2 (two) inputs which is clamp temperature and
conductor temperature and 1 (one) output which is the condition of the clamp con-
nector either good or not.

5 Implementation

Table 3 shows the condition-maintenance action matrix.

Table 3. The initial condition vs maintenance action

CONDUCTOR CONDITION (9-6-1)

Below Limit-1 Above Limit-1
Between Limit 1-6 Above Limit-6
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The ART-2 NN architecture is as follow:

a ¼ 10; init W1:2 ¼ 0:5; c ¼ 0:850000; b ¼ 10; init W2:1 ¼ 0:0;

d ¼ 0:800000; nonL2 ¼ 150; h ¼ �1:0; towu ¼ 0:000001; nep ¼ 4; a ¼ 0:9;

q ¼ 0:999000; e ¼ 0:0000001

Data will be plot with axis coordinate show its relative position compare to the control
chart limit and also the condition determined by the condition, if the operator want to add
new data, it will added and the neural network will be learn to get new weight. The result
of percentage error is 93,53%, meaning that from 100 experiment there are still 6,37%
where the ART-2 NN is mistaken in assess the condition of the connector clamp.

6 Conclusion

This paper develops an ART-2 with 2 (two) inputs which are conductor temperature
and clamp temperature with 4 (four) outputs. Connector clamp condition monitored
based on clamp temperature and conductor temperature using thermovision. The ART-
2 NN based CBM can function more realistic and can be implemented successfully.
The data acquisition is conducted continuously and the ART-2 NN can be continuously
learn and update the matrix value the weight for better work in the future. It is good that
the system will increase the efficiency and effectivity of the Main Sub Station.
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Abstract. Complex condition of equipment maintenance lead many companies
today considers outsourcing maintenance activities either to original equipment
(OEM) or third-party maintenance company (agent). Objective of this research
is to simultaneously consider two maintenance policies from perspectives of
equipment lessor and lessee. The lessor offers two choices of equipment: (i) new
equipment and (ii) reconditioned equipment. Lessee is going to compare these
two options to maximize total profit. Nash game theory is applied to derive
decision from both perspectives.

Keywords: Maintenance � Complex equipment � Outsource � Game theory

1 Introduction

1.1 A Subsection Sample

Complex equipment characterizes by high capital investment, rapid technology
advancement, and high obsolete rate. Maintenance of complex equipment requires high
skilled worker and high maintenance cost. In-house maintenance could be economi-
cally not feasible [1]. This complex condition, lead many companies today consider to
outsource maintenance activities either to original equipment (OEM) or third-party
maintenance company (agent).

The above situation inspires research dedicated in the area of equipment leasing.
Researches in this area until today are considering two conditions of equipment:
(i) New Equipment and (ii) Recondition Equipment. There were some previous efforts
dedicated in the area of leasing contract for new equipment. Jaturonnatee et al. focused
on maintenance action and impact on contract term on optimal maintenance strategy
from perspective of equipment lessor [1]. Pakpahan and Iskandar develop leasing
contract model to optimize contract value from perspective of lessee and standard
performance level of the lessor [2]. Hamidi et al. consider two perspectives. Lessor has
to define optimal maintenance policy and lessee decides optimal leasing period and
usage rate to maximize total profit [3]. For the case of recondition equipment, Pong-
pech et al., consider strategy of upgrading used equipment to improve equipment
reliability before it is leased to lessee [4].
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Contribution of this research is to simultaneously consider these two policies from
perspectives of equipment lessor and lessee. The lessor offers two choices of equip-
ment: (i) new equipment and (ii) reconditioned equipment. Lessee is going to compare
these two options to maximize total profit.

2 Mathematical Model

Notations of the mathematical models are described as follow:
Pph Revenue per output
N(L) Number of downtime during leasing period
E(Db) Expected downtime option-1
E(Dr) Expected downtime option-2
E(TCtb) Expected additional cost option-1
E(TCtr) Expected additional cost option-2

Decision variables:
d Rate of PM
k Number of PM
Hsb Lease price of new equipment
Hsr Lease price of reconditioned equipment
Y Number of equipment output

Parameters:
L Period of equipment leasing.
H Maximum output level
Ct Additional cost
Cf Cost of CM
Jbk d; kð Þ Total cost of CM option-1
Jrk d; kð Þ Total cost of CM option-2
C0 Fixed cost PM
C1 Variable cost PM
Jbp d; kð Þ Total cost PM option-1

Jrpðd; kÞ Total cost PM option-2

2.1 Failure Model

AFT (Accelerated Failure Time) model is applied to show relationship of usage rate to
reliability of equipment, shown in Eq. (1)

ay ¼ y0
y

� �c

a ð1Þ
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Crow model is applied to estimate parameter a based on downtime data of new and
reconditioned equipment. Two parameters of Weibull function applied in this research
are shown in Eq. 2.

F tð Þ ¼ 1� e
t
ay

� �b

ð2Þ

2.2 Maintenance Model

Decreasing of age of equipment (t) to virtual age v(t) after maintenance on time is is
vi = ids for i = 0, 1,…, k. Equipment age decrease (1−d)s (Fig. 1) with s ¼ L

kþ 1, so
virtual age of equipment after maintenance is shown in Eq. 3.

vðtÞ ¼ t � 1� dð Þis; for is� t\ iþ 1ð Þs ð3Þ

Expected number of downtime during leasing period can be seen in Eq. (4)

E N d; kð Þ½ � ¼
Z s

0
h0 tð Þdtþ

Xk

i¼0

Z ðiþ 1Þs

is
h0 vðtÞð Þ dt ð4Þ

Total CM cost from Eq. (4) can be formulated in Eq. (5)

Jkðd; kÞ ¼ Cf E N d; kð Þ½ � ð5Þ

2.3 Additional Cost Model

Lessee will be charged additional cost if output (Y) per period exceeds maximum
output level (η). Expected additional cost during leasing period is given in Eq. 6.

EðTCtÞ ¼ Ct max 0; Y � gð Þð Þ ð6Þ

2.4 Lessor Expected Profit

Lessor expected profit for option-1 and option-2 are given is Eqs. 7 and 8, respectively.

E h1 d; kð Þð Þ ¼ HsbLþEðTCtbÞð Þ � Jbk d; kð Þ � Jbp d; kð Þ ð7Þ

E h2 d; kð Þð Þ ¼ HsrLþEðTCtrÞð Þ � Jrk d; kð Þ � Jrp d; kð Þ ð8Þ

2.5 Lessee Expected Profit

Lessee expected profit for option-1 and option-2 are shown in Eqs. 9 and 10,
respectively.
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Eðp1ðYÞÞ ¼ PphY L� EðDbÞð Þ� �� HsbLþE TCtbð Þð Þ ð9Þ

Eðp2ðYÞÞ ¼ PphY L� EðDrÞð Þ� �� HsrLþE TCtrð Þð Þ ð10Þ

2.6 Decision Problem

Decision problem from perspective of lessor and lessee of the equipment can be
formulated as a Nash game theory model.

Based on Eqs. (7) and (9), decision model for option-1 is given in Eq. 11.

Hsb ¼ 1
2L

PphY L� EðDbÞð Þþ Jbk d; kð Þþ Jbp d; kð Þ � 2E TCtbð Þ
� �

ð11Þ

Following Eqs. (8) and (10), we can have decision model for option-2 as shown in
Eq. 12.

Hsr ¼ 1
2L

PphY L� EðDrÞð Þþ Jrk d; kð Þþ Jrp d; kð Þ � 2E TCtrð Þ
� �

ð12Þ

3 Optimization

Solution of the model will be derived in the following steps:

Step 1: Define d, 0 � d � 1 (0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1) for k = 1.
Step 2: Calculate total CM cost from Eq. (5).
Step 3: Calculate PM cost from Eq. (6).
Step 4: Calculate minimum total maintenance cost. Therefore we can have d* for k = 1.
Step 5: Define k = 2 and repeat step 1, 2, 3, and 4. Calculate d* for k = 2.
Step 6: Define k = 3 and repeat step 1, 2, 3, and 4. Calculate d* for k = 3.
Step 7: Compare k = 1, k = 2, and k = 3 to minimize total maintenance costs k*.
Step 8: Apply Nash game theory to define leasing contract value for option-1 and
option-2.
Step 9: Calculate expected additional cost, Max(0, Y−η). If Y > η then lessee is
charged additional cost Ct(Y−η).
Step 10: Calculate expected total profit for lessor and lessee. The next stage, from
perspective of lessee, is to select contract option that maximizes total profit and optimal
output level.
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4 Numerical Example

Parameters of both options for numerical example are depicted in Tables 1, 2 and 3 are
showing results of d * and k* for option-1 and option-2. Under option-1 the lowest
maintenance cost is 2,400,800 with d* = 0.7 and k* = 1. Under option-2 the lowest
maintenance cost is 2,672,200 with d* = 0.6 and k* = 1. Total profit for lessor and
lessee is depicted in Table 4.

Table 1. Parameter

Option-1 Option-2

a 19,498 15,855
ay 17,557 14,277
b 2,385 2,240
L 12 12
Cf 1,000,000 1,000,000
C0 2,000,000 2,000,000
C1 46,000 68.000
Ct 95 95
η 5000 5000
Pph 150 130
Y 5500 5500

Table 2. d* and k* of option 1

k* d* Total maintenance cost

1 0.7 2,400,800
2 0.8 4,401,600
3 0.9 6,402,400

Table 3. d* and k* of option 2

k* d* Total maintenance cost

1 0.6 2,672,200
2 0.7 4,673,600
3 0.8 6,673,600

Table 4. Lessor and lessee profit

Option 1 Option 2

Contract value 414,800 368,803
Lessor’s profit 2,624,300 1,800,934
Lessee’s profit 2,624,300 1,800,934
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Total profits are 2,624,300 for option 1 and 1,800,934 for option 2, respectively. In
this case option-1 is more preferable to the lessee than option-2. Subsequent step is to
define Y* for option-1 and option-2, shown in Figs. 1 and 2, respectively. If lessee is
going to choose option-1, then number of output Y* that maximize both profit is 5,700
with total profit 2,633,026. If lessee choose option-2 then Y* is 5200 with total profit
1,812,408.

5 Concluding Remarks

This paper proposes a leasing contract model that simultaneously considers new and
reconditions equipment from perspective of lessor and lessee of the equipment.
Applying Nash game theory model can derive solution of the decision-making problem
from perspective lessor and lessee. Future research can be directed into considering
penalty for breakdown frequency.

Fig. 1. Total profit under option 1 policy

Fig. 2. Total profit under option 2 policy
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Abstract. Machining lubricant is used in the manufacturing industry for
lubrication and cooling which are crucial in operations such as grinding and
cutting process. However, machining lubricant lose efficiency in months due to
thermal degradation and contamination. To recycle the used machining lubri-
cants while enhancing the performance, the mixture of nanofluids (N) based
Al2O3 with better thermal properties to synthesize with the recycled spent
lubricants (RSL). This study suspended Al2O3 nanofluids in five base ratios of
recycled spent lubricants (i.e. 40:60, 45:55, 50:50, 55:45 and 60:40) by ultra-
sonic homogenies. The two main parameters in cooling rate performance are
thermal conductivity and dynamic viscosity. The thermal conductivity and
dynamic viscosity are then measured at temperature range of 30 to 60 °C. The
highest enhancement of thermal conductivity in 60:40 (N:RSL) was evaluated to
be 18.5% higher than the 40:60 (N:RSL) base fluid at the temperature of 60 °C.
However, the enhancement of dynamic viscosity was measured to be 2.4% for
60:40 (N:RSL) at 60 °C temperature. Therefore, this study recommends the use
of recycled spent lubricants based Al2O3 as cutting fluid in the ratio of 60:40 for
application in machining operations.

Keywords: Spent lubricants � Thermal conductivity � Dynamic viscosity

1 Introduction

Machining lubricants also named as metalworking fluids are considered as an accessory
in a manufacturing process in order to increase the life of the cutting tool and pro-
ductivity. The surface quality of the mechanical parts and cutting tools are crucial in
evaluating the productivity of a manufacturing industry. In 2018, the amount of
machining lubricants used in manufacturing industry was reported nearly 38 Mtonnes
with an increase of 1.2% compared with the year of 2005 [1]. It is reported that
European Union alone is consuming about 320 Mtonnes of machining lubricants within
one year and two-thirds of it needs to be disposed due to the degradation of thermal
efficiency of machining lubricants [2]. It is expected that cost of machining lubricants,
including procurement, preparation, operation and the disposal are approximately 17%
of the total manufacturing costs of a product. Therefore, recycling of spent lubricant
can reduce manufacturing cost and solve waste disposal problems. In 2016, Liang et al.
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[3] conducted an investigation on the tribological behavior of in-situ exfoliated gra-
phene for water-based lubricants and found that graphene-enhanced lubricants
improved the surface quality and coolants durability. Syam Sundar et al. [4] experi-
mentally investigated the thermal conductivity of Al2O3 in 20:80 EG/water mixtures
compared with 60:40 EG/water base fluids. They found that the thermal conductivity
was significantly increased compared to the base fluid with higher ratio of ethylene
glycol. The augmentation of thermal conductivity increased the heat transfer coefficient
value as stated from Kole and Dey [5]. The average enhancement of heat transfer
coefficient was up to 22% in their studied.

Few studies are available regarding to the nanofluids as lubricants in machining
process. The nanofluid based Al2O3 is proposed as a surfactant to synthesize with
recycling spent lubricant in order to enhance the performance of machining lubricant
with better thermal properties. The present study focuses on thermal conductivity and
dynamic viscosity of Al2O3 nano-mixtures in five difference ratios of 40:60, 45:55,
50:50, 55:45 and 60:40 as base fluids for measured temperature of 30 to 60 °C. The
optimum volume ratio of nano-mixtures need to be determined by considering the
optimum properties values of dynamic viscosity and thermal conductivity in bulk
temperature condition as machining lubricants for application in machining purpose.

2 Experimental Procedures

2.1 Preparation of Nano-lubricants

Nanofluid was prepared by dispersing the nanoparticles in the mixture of water to
ethylene glycol fluid. The aluminum oxide, Al2O3 nanoparticles in powder form have
an average particle diameter of 13 nm size are suspended in nanofluid by using two-
step method proposed by Yu et al. [6]. The nanofluid was mixed in five different ratios
of recycled spent lubricants as base fluids, which were 40:60, 45:55, 50:50, 55:45 and
60:40, respectively. The ultrasonic homogenizer was employed to improve the dis-
persion stability of nanoparticles in the mixture. The mixture of Al2O3 machining
lubricant is synthesized by using a magnetic stirrer and sonicated in ultrasonic bath for
two hours, followed the studies by Azmi et al. [6, 7]. The stability of the nano-lubricant
is observed and found to be stable for more than two months.

2.2 Thermal Conductivity Measurement

KD2 Pro thermal property analyzer (Decagon Devices, USA) measured the thermal
conductivity of the Al2O3 nano-lubricant. The thermal properties of liquids and solids
were determined by the device using the transient line heat source. A single needle
sensor (KS-1) in the range of 0.002 to 2.00 W/m K was used, and the sensor was
validated by measuring the thermal conductivity of the verification liquid such as
glycerine that was provided by the supplier. The measured value of glycerine at 25 °C
was 0.286 W/m K, which agreed with the calibrated data of 0.285 W/m K and within
±0.4% accuracy [6]. The validation process of the sensor was checked before each
measurement of thermal conductivity. A water bath of WNB7L1 model by Memmert

366 L. S. Kai et al.



was used to maintain a constant temperature of the sample with an accuracy of 0.1 °C
[8]. Thermal conductivity of four different ratios of Al2O3 nano-lubricants were mea-
sured within the temperature range of 30 to 60 °C. The consistency of data measure-
ment can be ensured; a minimum of three values were taken for every base ratio at a
specific temperature, and the average of the three values was analyzed.

2.3 Dynamic Viscosity Measurement

Dynamic viscosity of Al2O3 nano-lubricants in five different ratios of recycled spent
lubricants as base fluids were measured by Brookfield (low viscosity digital vis-
cometer) LVDV-III Ultra Programmable Rheometer. The device is equipped with a
RheoCal program in personal computer for data measurement and collection. The
viscometer measures the dynamic viscosity of solutions that range from 1 to
6000,000 mPa∙s by utilizing an ultra-low adapter. The spindle connected to the vis-
cometer was used to measure the viscosity of nano-lubricant [9]. The viscometer drives
a spindle that is immersed in nano-lubricant. Spindle rotation created a viscous drag of
the fluid opposite to the spindle, which is measured by the deflection of the calibrated
spring. The adapter in this experiment has a provision for temperature circulation of
bath fluid. The viscosity of different base ratios of nano-lubricants based Al2O3 started
from 30 to 60 °C at an interval of 5 °C. Each measurement was conducted three times
to generate a reliable data, and the average value of the three values was considered for
analysis.

3 Results and Discussion

3.1 Thermal Conductivity of Nano-Lubricants Based Al2O3

The thermal conductivity of recycled spent lubricants mixed with different ratios of
Al2O3 nanofluids are shown in Fig. 1(a). As observed from the figure, thermal con-
ductivity is increased with the increasing of temperature and nanofluids percentages,
followed the behavior of nanofluids thermal conductivity as stated by Syam Sundar
et al. [4] and Lim et al. [6]. However, there is small fluctuation of thermal conductivity
occurs at temperature 35 °C where the percentage of nanofluids 40% higher than 60%
nano-lubricants. In overall, all the nano-lubricants with the percentage of 60%
exhibited the maximum thermal conductivity. The observation seems to be related to
the Brownian motion and convection heat transfer of nanoparticles where the increases
of nanofluid ratio tends to increase the collision of particles with molecules of base
liquid at high temperature [10].

3.2 Dynamic Viscosity of Nano-Lubricants Based Al2O3

The dynamic viscosity measurements of nano-lubricants based Al2O3 were conducted
in temperature range from 30 to 60 °C as presented in Fig. 1(b). At the base fluids of
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60:40 (N:RSL), the dynamic viscosity enhancement percentage was 39.7% at 60 °C
compared with the 40:60 (N:RSL) base fluids only 27.1%. The dynamic viscosity of
the nano-lubricants increased as the volume concentration of nanofluid increased. In
addition, each volume concentrations have similar increment pattern of viscosity.
According to Syam Sundar et al. [11], who found similar pattern of viscosity, it is
caused by shear resistance given by the particles onto the fluid. However, the dynamic
viscosity of the nanofluid diminished exponentially as the temperature increased. As
mentioned by Usri et al. [12] in their research paper, the temperature weakening the
inter-particle and inter-molecular adhesion forces.

3.3 Optimum Thermal Properties of Nano-Lubricants for Machining

The optimum ratio of nano-lubricants at 60:40 (N:RSL) was measured for suitable
dynamic viscosity and thermal conductivity in temperature range from 30 to 60 °C, as
presented in Fig. 2. From the temperature of 45 °C, the thermal conductivity of nano-
lubricants with base ratio 60:40 (N:RSL) started to above the average value, while the
dynamic viscosity decreased to break even value. At 45 °C bulk temperature of
machining coolants, the augmentation of thermal conductivity was approximately
46.7% compared with initial temperature of 30 °C. It was established that the optimum
value was obtained using nano-lubricant base 60:40 (N:RSL) at the temperature of 45 °
C. Omolayo et al. [13] reported that machining lubricant temperature was above 40 °C
during machining process of aluminium alloys. Moreover, viscosity was vital to the
internal friction force in a fluid and resistance to the molecule displacement in relative
motion during exposed to shear stress [14].

Fig. 1. The results of nano-lubricants for different ratios of nanofluid (N) and recycled spent
lubricant (RSL) (a) Thermal conductivity (b) Dynamic viscosity
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4 Conclusion

In this paper, the thermal conductivity and dynamic viscosity of Al2O3 base nano-
recycled spent lubricants were investigated. The experimental analysis found that
thermal conductivity increased with the increment of temperature and percentages of
nanofluid as base fluids. However, the dynamic viscosity of nano-lubricants expo-
nentially decreases with the increase of temperature and the decrease of nanofluid
percentages as base fluid.

The thermal conductivity enhancement was determined to be greater than the
enhancement of dynamic viscosity. The highest thermal conductivity enhancement
increased by 18.5% compared to the 40:60 (N:RSL) base fluid. However, the
enhancement of dynamic viscosity exceed 39.7% which is not giving benefit to the heat
transfer. Therefore, the use of nano-lubricant of 60:40 (N:RSL) based Al2O3 is rec-
ommended for application as machining lubricants to reduce cutting temperatures.
Further investigations and experiments on the performance of the machining processes
such as milling and turning process by using nano-recycled spent lubricants as coolants
are required to extend the present work.
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Abstract. The performance and reliability of an internal combustion engine
depend on the robustness of the engine crankshaft as it is one of its important
moving component. An internal combustion engine is affected by the vibration
activities of a crankshaft. This vibration performance is hard to determine due to
the complex nature of the crankshaft. To avoid failure of an engine crankshaft,
calculation of the crankshaft strength becomes an importance component. In this
paper, fatigue, failure and harmonic response analysis of an internal combustion
engine by Finite Element method (FEM) using ANSYS workbench were carried
out. The analysis is carried out in ANSYS static structural, mechanical solver on
a structural steel material. Result from the transient analysis indicates presence
of stress at the crankpin journals and with the appearance of deformation at its
crank nose. The failure analysis safety factor is high in the Gerber theory being a
structural steel material.

Keywords: Crankshaft � FEM � ANSYS � Harmonic � Stress � Deformation �
Fatigue

1 Introduction

A crankshaft is used to provide rotary motion when subjected to a number of con-
tinuous loads and stress. The idea behind the principle of a crankshaft is changing the
input of devices (pumps, compressors, generators) from a sudden displacement to
rotary form [1]. The crankshaft is hammered by the power impulse whenever the
engine is running generating torsional vibration. In the past, the stress in a crankshaft is
calculated using the methods of beam and frame model. The limitation to these
methods is that they have a finite number of nodes. Recently, the advancement in
computer technology has provide the means of calculating and analyzing the stress in a
crankshaft using the method of Finite Element Method (FEM). The part of the structure
that was modified as a result of the subjected stress due to harmonically changing loads
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can be determined by carrying out the harmonic analysis of the structure. The three
different approaches that can be used to carryout harmonic analysis includes: Full,
Reduced, and Mode superposition (commonly used approach) [2–5]. Majority of
materials have fatigue limit also known as endurance limit. Those having a stress level
below this limit are said to have an infinite fatigue life. The three most common use
theory for fatigue analysis to evaluate the mean stress on fatigue life include: Soder-
berg, Goodman and Gerber failure theory [2]. Analysis of a crankshaft have been
conducted by numerous researchers using the ANSYS workbench. For calculating
stress, or the effect of other components such as the flywheel on a crankshaft, harmonic
analysis is used [6]. In [7], the dynamic twisting moment was determined using har-
monic analysis. In another research, the transient analysis was carried out to determine
the harmonic response for torsional deformation. Transient dynamic analysis for the
steady state values of deformation, stress and stiffness on plates using the harmonic
method of mode superposition was conducted and presented in [8]. In this paper,
transient, fatigue failure and harmonic response analysis is carried out to determine the
stress, deformation and modal analysis of a crankshaft. The analysis is carried out in
ANSYS static structural, mechanical solver on a structural steel material.

2 Methodology

The design of the structure is done using Solid-Works software, which is then exported
into ANSYS workbench for further analysis. Figure 1 below shows the sketched
structure with the dimensions.

Failures of engineering structures makes analysis to become very significant to
ascertain safety of the structure because failure of the whole or part of the structure
leads to high risk of life and financial loss [9, 10]. For an efficient and qualitative
analysis of material, the material properties need to be correctly and carefully entered
[11]. Depending on the aim of the analysis, some mechanical properties such as
density, strength and coefficient of thermal expansion definition is optional [12].
Knowing and declaring the correct value of the material property is very useful for

Fig. 1. (a) Counter weight and flywheels (b) Main journals
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design analysis purpose [13, 14]. For this analysis, the material used is structural steel.
The fatigue analysis of the crankshaft structure will be carried out for a moment of
100 Nm under a rotational velocity of 150 rmp.

In the presence of dynamic loading at stress level lower than the material yielding
strength, fatigue normally occurs. Figure 2 shows the constraint for the failure analysis.

The harmonic response analysis basically followed by the modal analysis. The
frequency operation ranges and response to harmonically loads of the crankshaft is
determined from the harmonic analysis. The modal analysis is the primary step to begin
the harmonic analysis with the boundary conditions set as shown in Fig. 3.

Fig. 2. (a) Rotational velocity (b) Moment

Fig. 3. (a) Setting the frequency response (b) Force application
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3 Result and Discussion

Figure 4 shows the safety factor result for the three empirical mean stress theories
(Soderberg, Goodman, and Gerber) for an equivalent load ratio of 0 the by application
and removal of the load (zero- base loading type). It shows Gerber theory having the
highest safety factor followed by Goodman and then lastly the Soderberg theory. The
material used for the Analysis been structural steel have high strength, toughness and
ductile property. This clearly explained why the safety factor is higher for the Gerber
mean stress theory.

The crankshaft lower order natural frequency has much effect on the system
response as they generate larger vibrations. The total deformation for 4 first natural
frequencies of the modal analysis are shown in Fig. 5. The frequency response indi-
cates which frequency the crankshaft should operate without failing. For a linear fre-
quency spacing type. The minimum and maximum range of frequencies for the analysis
are 800 and 6800 Hz respectively, in an interval of 300. Figure 6 shows the fatigue life
prediction for a single fully reversed loading.

Fig. 4. Mean stress theory (a) Goodman (b) Soderberg (c) Gerber
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Fig. 5. (a) Total deformation (b) Total deformation 2 (c) Total deformation 3 (d) Total
deformation 4

Fig. 6. Fatigue life
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4 Conclusion

In this work, the behavior of the crankshaft is analyzed by determining the deformation,
stress, fatigue and harmonic result. From the transient analysis result of the crankshaft
model, the occurrence of the stress concentration is clear and obvious at the crankpin
journals. The maximum deformation occurs at the crank nose of the crankshaft. The
elastic strain appears at the counter weights of the crankshaft. The deformation is
predominantly bending deformation occurring at the lower frequency. The frequencies
from the harmonic response which are the critical frequencies increase as the order
number increases. Further operation beyond will result in breakdown of the crankshaft.
This paper provides an introduction to FEM for engineering systems with similar
models and give a way for future research for dynamic analysis in multi-cylinder
engines and optimization of the structural design.
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Abstract. The use of composite materials in UAV development has increased
significantly. The chosen of composite material for the UAV structure is due to
the advantage of composite both from the strength and the light side of material
that good for improving structure performance because it can be reducing the
weight of the structure. Nowadays, research in material not only focus on
reducing weight but also focus on reducing undegradable waste to environment.
Tensile test has been carried out for Cassava Peel/Lycal composite and E-
Glass/Lycal Composite. The comparison results showed that the cassava/lycal
composite has modulus elasticity average value (3445,3 ± 0.36 MPa) smaller
than Hybrid Cassava Peel+E-Glass 135/Lycal Composite (4704.28 ±0,67 MPa)
and E-Glass 135/Lycal Composite (5916,5 ± 1,24 MPa). This trend is hap-
pened also for tensile strength value with average 44,63 ± 5,11 MPa for Cas-
sava Peel/Lycal, 143,01 ± 15,82 MPa for E Glass 135/Lycal composite and
109.68 ± 7,05 MPa for Hybrid Cassava Peel+E-Glass 135/Lycal Composite.
This result showed that the strength of E Glass 135/Lycal Composite still much
bigger than Cassava Peel/Lycal Composite with but not really higher than
Hybrid Cassava Peel+E-Glass 135/Lycal Composite. It means the cassava
composite can’t be the alternative material for UAV skin but it can be used for
another part inside the UAV that not directly touching from outside impact.

Keywords: Composite � UAV � Cassava Peel � E-glass � Hand lay-up

1 Introduction

Composite material is a material that widely used in Unmanned Aerial Vehicle (UAV).
Composite materials has used for the main structures of aircraft such as wings, fuselage
etc. [1]. The selection of this type of material is to reduce the weight of the aircraft
structure.
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E-glass composite with thermoset resin is the material that mostly used in
unmanned aircraft. Nowadays, environmental friendly materials are needed and it is
also very important for reducing the environmental harmness, enhancing the public
awareness of environmental concerns and make new environment regulation for sus-
tainability consumption [2]. Materials from natural fibers are needed to replace syn-
thetic materials that are difficult to decompose. In a review of Natural Fiber Reinforced
Polymer Composite (NFPCs) and Its Application, Mohammed and coworkers said that
NFPCs was getting attention from many researcher due to the environmental advan-
tages (eco-friendly and sustainability) [3]. Some specific design parameters that meet
an airplane models specification are not available for public deployment. Specific
design parameters such as mechanical properties (skin-core adhesion, flexural strength,
impact resistance), Acoustical Properties (transmission loss), Resistance to cabin
environment (vibration, humidity, fluid susceptibility, etc.) and weight are important
information to design a structural material of airplane. There are some advantages of
natural fiber if it chosen for aircraft structure such as replace the hazardous materials,
Replace the non-renewable resources, and weight reduction that can be reduce fuel
consumption/CO2 emissions [4].

Cassava peel fiber is one of some choices in this study that easy to obtain and easy
to produce the composite using thermoset resin. Research that has been conducted by
Ahmed Edirej et al., about the addition of cassava bagasse (CB) and cassava peel
(CP) in bio-composite cassava films, the addition of both fibers increases tensile
strength and modulus while reducing the breakthrough of bio-composite films [5].
Previous research has been conducted on the preparation and characterization of cas-
sava starch/peel for composite film. Cassava starch was extracted and the peel was
added as a fiber film to the composite. The addition of 6% cassava peel to the com-
posite increased the elastic modulus and tensile stress up to 449.74 and 9.62 MPa [6].

The purpose of this study is to find out the comparison between the tensile strength
of E-glass fiber composites, cassava peel fiber composites and hybrids both with lycal
thermoset resin. The results of this comparison will be used as a database of material
for making UAV at National Institute of Aeronautics and Space (LAPAN). The
material database is used as reference for UAV’s part manufacture where the strength
of each part is adjusted to the type of UAV and its regulation [7, 8].

1.1 Composite Specimens

The specimens made by 3 sample plats of composite, the 1st plat was using cassava
peel fiber with Lycal, the 2nd plat was using woven- E glass type WR135 with Lycal,
and the 3rd plat was using Hybrid composite both Cassava Peel and E Glass WR 135
fiber with Lycal as Table 1 below:

Figure 1 shows the specimens before test. The Lycal resin was Lycal GLR 1011
(N) that mix with its hardener, this is a thermoset resin type. The ratio of the resin and
fiber mixture was 60:40. The manufacturing method was a standard hand lay-up
technique. The sample plats of composite were cured in room temperature for 24 h, and
cut with geometry of 250 mm � 25 mm as mentioned in ASTM D3039 standard test.
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1.2 Tensile Testing Method

The testing method was all refer to ASTM D3039 standard tensile test of composite
material. The test has done using Universal Testing Machine (UTM) Tensilon RTF -
2410 with crosshead speed of 2.0 mm/min. Figure 2 shows the research methodology,
and the tensile test arrangement can be show as Fig. 3 below.

Table 1. Sample information

Specimen code Specimen content Fiber orientation

A Cassava Peel/Lycal –

B E-Glass 135/Lycal [0/90]
C Cassava Peel+E-Glass 135/Lycal [0/90] E-Glass

Fig. 1. Specimens before test

Fig. 2. Research methodology
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2 Data Analysis

The tensile test has been held using ASTM D3039 procedure standard [9]. This test is
used to obtain the composite tensile stiffness and strength. The maximum stress (r) of
the specimen can be determined by the following equation:

ri ¼ Pi=A ð1Þ

The maximum strain (e) on the mid-span of the specimen can be determined by the
following equation:

ei ¼ di=Lg ð2Þ

The modulus of elasticity E is comparison between stress and strain as following
equation:

Echord ¼ Dr=Dc ð3Þ

3 Result and Discussion

The failure specimen after test are shown in Fig. 4. From the figure we can see that
most of failures both for Cassava Peel/Lycal and E-glass WR135/Lycal sample occur at
the top and bottom near the grip of the specimen, typical modes based on ASTM
D3039 are LAT (Lateral, at grip/tab, Top) and LAB (Lateral, At grip/tab, Bottom).
Different with other, the failure of Hybrid Cassava Peel+Eglass WR135/Lycal sample
occur not only in the top/bottom near the grip side but also there are some delamination
failure in the middle of the specimen gage between E-Glass and Cassava Peel fiber, it
means there are two typical modes that represent this sample failure based on ASTM
D3039 that is LAT (Lateral, at grip/tab, Top) and DGM (Edge Delamination, Gage,
Middle). The Density of each specimen are 1.12 g/cm3 for Cassava Peel/Lycal,
1.55 g/cm3 for E-glass WR135/Lycal Composite and 1.32 g/cm3 for Hybrid Cassava
Peel+Eglass WR135/Lycal Composite. From this result, we can said that
Cassava/Lycal composite has a lowest density than others.

Fig. 3. Tensile test of composite material using universal testing machine

380 L. R. Isna et al.



The results are given in Fig. 5. It shows that all of the sample failed in elastic mode.

Elastic modulus determines the film stiffness, so its indicates the high stiffness of a
material [10]. From the result, we can see that the highest elastic modulus
3445.3 ± 0.36 MPa was recorded for Cassava Peel/Lycal, 5916.5 ± 1,24 MPa for
Eglass WR135/Lycal and 4704.28 ± 0,67 MPa for hybrid cassava peel+E glass
135/Lycal composite.

The smallest strength value that occur in cassava peel composite is due to the poor
adhesion of the hydrophilic group in its own fibers to the hydrophobic group in
polymer matrix. The porous structure of most natural fibers causes water absorption,
which leads to a change in the mechanical properties [11]. The hydrophilic character in
the surface of Cassava peel is due to this fiber is principally made up of lignin and
cellulose, it is refer to research by Syazwani et al. that demonstrated it from the FTIR
spectra of each samples that consist of carboxyl (C = O) and hydroxyl (H = O) groups
[12]. The hybrid composite has the middle strength value compare with other

Fig. 4. The failure composite specimen after test

Fig. 5. Stress-strain graph of tensile test

Tensile Properties Comparison with Hand Lay up Manufacturing Method 381



composite is due to the hydrophilic group of this composite has fewer than Cassava
peel composite along with half of its compound consist of E-Glass fiber.

Refer to Table 2, the ultimate tensile strength (UTS) average of Cassava Peel+E-
Glass 135/Lycal 44.63 ± 5,11 MPa, this result is still smaller than the tensile value of
e-glass epoxy with 346.15 MPa where this type of composite has been applied by Nur
et al. as LSU-02 NG LD wing skin. The result showed that its composite has failed
when the load is 2.5 g [13]. Refer to FAR 23 for the normal category of UAV, the load
of maneuver limits that must be met is between 1,52 to 3,8 g [7]. Further research is
needed regarding the application of this material in UAV components.

The average stress value comparison shows in the following graph (Fig. 6):

4 Conclusion

The comparison results showed that the Cassava Peel/lycal composite has modulus
elasticity average value (3445,3 ± 0.36 MPa) smaller than Hybrid Cassava Peel+E-
Glass 135/Lycal Composite (4704.28 ± 0,67 MPa) and E-Glass 135/Lycal Composite
(5916,5 ± 1,24 MPa).

This trend is happened also for tensile strength value with average 44,63 ± 5,11MPa
for Cassava Peel/Lycal, 143,01 ± 15,82 MPa for E Glass 135/Lycal composite and
109.68 ± 7,05 MPa for Hybrid Cassava Peel+E-Glass 135/Lycal Composite. This result
showed that the strength of E Glass 135/Lycal Composite still bigger than Cassava

Table 2. Tensile test result comparison

Data A B C
Average Average Average

Stress (Mpa) 44.63 ± 5,11 143.01 ± 15,82 109.68 ± 7,05
Elastic modulus (Mpa) 3445.3 ± 0.36 5916.5 ± 1,24 4704.28 ± 0,67
Break point strain (%GL) 2.91 ± 1.13 3.81 ± 1,39 4.14 ± 2.06
Density (g/cm3) 1.12 1.55 1.32
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Fig. 6. Tensile strength average comparison
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Peel/Lycal Composite but not really higher thanHybridCassava Peel+E-Glass 135/Lycal
Composite. It means the cassava composite can’t be the alternativematerial for UAV skin
but it can be used for another part inside the UAV that not directly touching from outside
impact.
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Abstract. In this paper depicts the manufacture and assessment of tubular
carbon membrane equipped from BTDA-TDI/MDI (P-84) polyimide mixes with
Nanocrystalline cellulose (NCC). Given earlier investigations, we planned the
theory that tubular carbon membrane performance could impose constraints by
controlling the carbonization conditions which directed with a heating rate of 3 °
C/min, a final temperature of 800 °C and stabilization temperature of 300 °C.
The principal purpose of this examination is to acquaint successful dip-coating
strategies with produce superior tubular carbon membrane. The coating-
carbonization cycles (1, 2, 3, and 4 times) have been considered. This
methodology empowers quick and straightforward assessment of dip-coating
techniques to yields high separation performance. Gas separation performance
of the carbon membranes was adequately carried out by a single gas permeation
experiment of H2, and N2 to explore the transport component in the carbon
membrane separation process. In this case, the most elevated selectivity of
434.68 ± 1.39 for H2/N2; side by side with H2 permeance of 1399.66 ± 5.22
GPU shall accomplish by employing two coating-carbonization-cycles.

Keywords: Coating-carbonization-cycle � P84 co-polyimide �
Nanocrystalline cellulose (NCC) � Tubular carbon membrane � Hydrogen

1 Introduction

Membrane innovation has sociably attracted many reviews in consideration with the
gas separation enterprises, for example, hydrogen recovery, air separation,
olefin/paraffin separation, CO2 capture, nature gas dehydration, and many other [1].
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Carbon membrane innovation is in the process of being created promptly for these
reasons. The requests on inorganic membrane have expanded because of the reduced
temperature and chemical resistance of natural membrane. The hand-selected molecular
sieving system of carbon membrane is especially helpful to accomplish great separation
which is smooth between gases with practically relative molecular size [2]. Some other
way, this approach turns out to be more energy conservation thus progressively effi-
cient by contrasting with other gas separations technique. In this manner, a few spe-
cialists have participated in evolving new materials with a few manufacture techniques
for carbon membrane [3]. One method is to manufacture the carbon membrane as a
tubular aided membrane to limit imperfection and manage the cost of high gas sepa-
ration performance. The fundamental focal point of this examination ponders to give
better comprehension of the best dip-coating process parameters to control the mor-
phology of the tubular aided carbon membrane. Through the author learning, dip-
coating techniques are a standout amongst the most significant strategies for generation
zone to supplant the conventional spin coating and spray coating methods. It has
something to do with the fact of no impediment in supported estimate size, and the
usage of polymers is low [4]. Hydrogen (H2) is a decent fuel possibility for clean
energy generation since it just generates water as side-effect upon burning. Filtration of
H2 from the output stream is mandatory for earlier utilisation. As for H2/N2 separation,
if the molecular size of H2 is small, H2 is specialised in permeating through the
membrane. In any case, the H2 gas that penetrates through the membrane ought to be
compacted again before it tends to utilise and this is a keen energy procedure [5]. In this
paper, our target is to manufacture the PI/NCC-based carbon tubular membrane for
both H2 filtration and flue gas treatment. The tubular membrane design is suitable for
industrialised gas separation, and mixing of NCC with PI which can enhance the gas
separation performance [6]. As we all know, this is the initial endeavour of mixing
NCC with PI to create carbon tubular layers for H2/N2 separation.

Dip-coating of porous tubular alumina ceramic with a solvent of PI-copolyimide
mixes with nanocrystalline cellulose (NCC) was utilised to manufacture carbon
membrane. As one of the writer philosophies, the manufacturing by a composite of
NCC is the initial examination; henceforth bring the reproducible way of NCC itself.
Past investigation proposed that cellulose is one of the natural linear polymers of b
−(1/4) - D-glucopyranose that is owing novel highlights, for example, nontoxicity, high
biocompatibility, and biodegradability [6]. Additionally, it is likewise, has excellent
mechanical strength with durable adsorption manner. Truth be told, the one of a kind
local property owe by the cellulose has pull in specialist in including cellulose sub-
stances as a supplement substance inside the mixing materials [7]. The hydrophobized
cellulose inferred so as to keep away from muster of cellulose started from the surface
hydroxyl cluster. Past investigation expressed that, NCC is one of the hydrophobized
cellulose subordinates for lean or thin cellulose that frequently utilize. Amid membrane
manufacture, it is essential to keep away membrane from any fractures and pinholes
flaw so as to keep up great membrane selectivity. Therefore, the decision of material to
aid this process is a crucial job. In this examination, tubular support produced from
alumina ceramic is utilised because of its high physical quality, high gas diffusivity and
tolerance to the high-temperature carbonization treatment amid membrane fabrication
[8]. Although the vast majority of the analysts in this field would prefer to pick support
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materials with a deformity-free microporous. Several even on nanoporous surface layer
to guarantee useful invention by steer clear of deformities generation, the uprising
expense joined by this best quality will help in the long run keep down the capability of
carbon membrane applications. In the present study, an affordable tubular macro
porous Al2O3 is chosen as the membrane support material to acknowledge cost sparing
in the fabrication process. Nevertheless, the issue of the vulnerability of carbon
membrane established from the low-cost assist should initially suppress so as to
guarantee reproducibility and versatility of the membrane. Dip-coating is considered
the least difficult and most possibly applied manufacture method in the market.
Numerous works are in progress to enhance this system [9]. Hence, this paper will
review about dip-coating state because of less research on dip-coating process
conditions.

2 Experimental Section

2.1 Materials

Polyimide BTDA-TDI/MDI (P-84), polyvinylpyrrolidone (PVP), and microcrystalline
cellulose (MCC) which acquired from Sigma Aldrich whereas N-methyl-2-pyrrolidone
(NMP) obtained from Merck (Germany). All synthetic compounds were utilized with
no more than that of purification. Nanocrystalline cellulose (NCC) is presently not
financially accessible and was equipped already in our investigation (7). Porous tubular
ceramic assist (TiO2) with 8 cm long, 13 mm in external diameter, 10 mm internal
diameter with the standard pore size of 0.2 µm (porosity of 40-half) that bought from
Shanghai Gong Tao Ceramics Co., Ltd.

2.2 Preparation of Carbon Membrane

Polymer mixture comprise of 15wt% of P-84 out of a NMP is set up under consistent
mixing at 80 °C. 7wt% of NCC was bit by bit added to the mixture and keeps mixing
until homogeneous mixture was acquired. The mixture was sonicated to eliminate
trapped bubbles from the mixture and put aside for 12 h. The tubular aid was immersed
into the polymeric mixture for 45 min and experienced ‘aging’ at 80 °C inside the
fume hood. The membranes were then submerged in methanol for 2 h before being set
inside an oven at 100 °C for 24 h to permit moderate expulsion of the solution. Carbon
membranes were set up via carbonization procedure of the supported polymeric
membranes. The supported polymeric membranes were positioned at the focal point of
the Carbolite horizontal tubular furnace to experience carbonization operation. The
carbonization procedure executed at various carbonization temperature of 800 °C
under Argon condition (200 ml/min). The heating rate of 3 °C/min was connected all
through the procedure. In the wake of finishing each heating cycle, the provided
membrane was cooled generally to room temperature. Carbon membrane without
supported was produce by employing an identical procedure for characterization
purpose.
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2.3 Pure Gas Permeation Measurements

The carbon tubular membrane was experimental in a gas penetration framework as
portrayed in our past examination [10]. The carbon tubular membrane laid inside a
tubular stainless-steel module of 14 cm long. The membrane was adjusted with elastic
O-rings to enable the membrane to the position in the module without spillages. The
porousness of four pure gases with various molecular sizes; H2 (2.80), and N2 (3.64) as
a result carbon membrane created from various coating cycles at a feed pressure of
8 bar. On account of the molecular diameter who is nearly identical, the gas separation
by gas compound containing H2, CH4, CO and CO2 is an intricate issue. Thus, gain
insight into developed of porous carbon structure is expected to manage the pore sizes
in the membrane. The permeance, P/l (GPU) and selectivity, a of the membranes were
determined and the selectivity characterized as the penetration proportion of fast gas
permeation to moderate gas permeation.

3 Results and Discussions

3.1 Gas Permeation Measurements

Dip-coating procedures might have profoundly recommendable for reasonable appli-
cations because of their relative simplicity. The impact of coating parameters addi-
tionally affected the moving or transfer properties of the carbon membranes [10]. It
expressed that fitting manipulation of the coating cycles created carbon membrane with
high solidness while coating time improved the membrane selectivity and decreased the
membrane’s porousness. Amid dip covering process, the interfacial stress among
polymer and aiding which diminishes the Tg of the polymer subsequently will restrain
the development of complicates structure [7]. Later in the carbonization process, dis-
tinction in carbon microstructure are because of the contrast at homogeneous polymer
surface. In the dip-coating technique, the gases permeability came to very nearly a
consistent incentive after two coatings and can be considered that two times coating
cycle are the best while though in film casting which required three coatings. Liu stated
four successive dip-coating is essential to create their membranes [11] (Table 1).

Table 1. Gas separation performance of carbon membranes produced from different coating-
carbonization cycles.

Carbon membrane

Sample
(CM-PI/NCC)

Permeance (GPU) Selectivity
H2 N2 H2/N2

1 cycle 1306.27 ± 3.22 3.05 ± 1.21 428.29 ± 1.87
2 cycles 1399.66 ± 5.22 3.22 ± 3.21 434.68 ± 1.39
3 cycles 1105.21 ± 2.39 2.71 ± 1.03 407.835 ± 1.76
4 cycles 988.91 ± 2.94 2.55 ± 2.71 387.81 ± 2.44
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Increasing the number of coatings cycle to four brought about roughly no adjust-
ment in permeance for dip-coating and film casting systems. Nonetheless, for the
pouring technique, H2 permeance was diminished relentlessly after four successive
coatings [12]. The selectivity of the equipped membrane by dip-coating was higher
than that for the film casting method a role as notified by past examination. The coating
carbonization cycles have prompted an expansion of the membrane selectivity.
Enlarging the number of coatings to four brought about roughly comparative perme-
ance for dip-coating and film casting systems. Selectivity of the equipped membrane by
dip-coating was higher due to better permeation of PI/NCC mixture into membrane
surface pinholes. For the strategies, as the number of repeated coatings expanded, the
exposed pores or deformities on the membrane surface were additionally clogged or
blocked and thus, enhance production was attained. Besides, a correlation of film
casting and dip-coating strategies demonstrated improve inclusion of deformities by the
coating layer in the dip-coating procedure than that in film casting [13]. In respect to
the optimum manufacture states, the aided carbon membrane shall examine so as to
decide their gas permeances. Sad to say, all membrane may experience the small
insignificant despite the fact that the membrane was seen to be without fracture or
gap. The residue from the surrounding air could have debased with the aided membrane
which brings about little pinholes and infinitesimal defects on the membrane.

4 Conclusions

From this examination, the impact of dip-coating conditions on PI/NCC carbon
membrane was explored. As a result, there are couple of outcomes can be made:

1. The enlarging of carbonization-covering-cycles from 1 to 2 would upgrade pore
configuration because of disintegration preceding carbonization method. Existence
of NCC as added substance gives better pore auxiliary properties due to their
nanocrystalline structure.

2. In this context, the carbon membrane carbonized at 800 °C demonstrates the most
encouraging outcome to H2/N2 selectivity of 1399.66 ± 5.22 with H2 permeance of
213.56 ± 2.17. Positive findings acquired in this examination show the capability
of crystalline cellulose, particularly NCC, for thermally labile added substance
warrants for further study.
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Abstract. Hydrogen (H2) has been recognized as the clean potent energy
carrier to pacify the worldwide energy and environmental problem. The
tremendously escalate of high-quality hydrogen urge the development of
membrane technology for hydrogen separation that believe have high potential
and advantages compare to the conventional hydrogen separation technique. In
correlation, the growing of research field like chemical and material sciences,
membrane sciences and technology, and advance membrane technology over
the decade provides important information on the membrane technology for
hydrogen separation. Moreover, the present review was set up as the preliminary
study and guidance for the future research and development of membrane
materials and membranes for hydrogen purification, and hence promote the
development of sustainable and clean hydrogen energy.

Keywords: Hydrogen purifications � Gas separation �Materials characteristic �
Sustainable energy

1 Introduction

In the present years, H2 is a top-notch transporter for clean energy which draws in
refreshed and regularly expanding concern around the globe generally because of the
progression of power cells, ecological loads along with worldwide environmental
alteration issues [1–3]. Enhancement and separation innovations are imperative in the
thermochemical procedures of H2 creation from petroleum products [4]. The membrane
reactors show dependable affirmations in transferring the harmony at whatever point
the transfer response of water–gas associated with converting monoxide into H2 [5].
Membranes are additionally vital in the accompanying refinement of H2. Generally,
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there are two inorganic membrane classifications in the cleansing and generation of H2:
metal alloy and thick segment metal, including porous ceramic membrane. Sol-gel or
hydrothermal method are utilized in manufacturing porous ceramic membrane for
elevated consistency and toughness in high temperature, hydrothermal conditions and
severe pollutants, for example, microporous membrane which exhibit affirmations in
gas transfer response at high temperatures. Figure 1 shows Palladium-based membrane
for H2 purification [6].

Eminent importance of separation innovation in diverse parts of synthetic and
energy enterprises is broadly recognized. In a way, a primary development will be
accomplished by the advancing of technologies related to the separation of aerosolised
species [7]. This may be because of a high fossil-fuel request in addition to the interest
for several gases for pharmaceutical and industrial applications [8]. For instance, it
determined that in the fossil-fuel derivative segment alone 41 of the established gas
sources inside the US are sub-quality which should be updated through the expulsion
of exorbitant carbonic acid gas, H2S, N2 with different polluting influences so as to
satisfy the wellhead procedure or pipeline transmission necessities [9]. A comprehen-
sive investigation ponders are carried out on current strategies paying little heed to
different setup gas separation technologies present, for example, pressure swing
sorption and fluid ingestion so as to detected procedures with abilities to offer expense-
effective task and less complicated management [10]. Membranes innovation has been
a possible option for numerous uses of gas separation mostly because of its multiple
benefits, for example, little footprint, simple scale-up and high energy strength [11].

As indicated by the referred accounts, following in the year of 2002, the gas
separation membrane innovation has turned into a $150million/year business with the
prospect to develop in the coming years [5]. Therefore, a comprehensive discovery of

Fig. 1. Palladium-based membrane for H2 purification [6].
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R&D membrane innovation development is required so as to conquer the hindrances.
Beside high caliber, economically accessible membrane composed of a chemical
compound, carbon membranes offer an utterly remarkable and engaging membranes
class with recognized determinations along with excellent gas separation performance.
Carbon membranes contribute striking attribute with excellent thermal and compound
strength beside the capacity to exceed the permeability – selectivity exchange off.
Carbon membranes have an inkling by taking the lead in acknowledgement and
appearance of morphology in separation performance. This is bolstered by the porous
structure which permits high penetrability as a result of high profitability while con-
servative size and segregation of molecules structure result in high selectivity which
given by the molecular sieving system.

2 Membrane-Based H2 Purification

As a relatively new and rapidly developing technology, membrane technology exhibits
inherent advantages of energy-efficiency, cost-effective and environmental compati-
bility compared to conventional separation techniques. Moreover, membrane tech-
nology can be facilely coupled with other separation techniques to enhance the
efficiency and economics of separation process. Nowadays, membrane technology has
been widely used in water treatment, meanwhile it has also commercialized for air
separation, natural gas sweetening and hydrogen recovery from ammonia purge gas.
With the rapid development of hydrogen economy and membrane science, membrane-
based gas separation technology shows great potential for the hydrogen purification
market as well. Great demands for high-quality hydrogen products provide the driving
force for research and development of advanced membrane materials and membranes
for hydrogen purification [7].

2.1 H2-Selective Membranes

The H2-selective membranes were suggested as polymeric membrane by several
researchers worldwide based on experimental process on the membrane technology for
hydrogen purification before 2010. Across the modern era, the technology of mem-
brane was believed has been developed significantly and the research on membrane
increase their potential on application for the biohydrogen purification [12]. Unfortu-
nately, there are still no extensive review in the hydrogen purification on the mem-
brane. The uses of hydrogen basically being established worldwide as promising
energy that can initially fulfill by having precise technique of separation for producing
the high quality of hydrogen. The use of membrane technology in hydrogen purifi-
cation was believe to be success based on the successful of the practice of advance
membrane technique for separation using inorganic material, organic material and
polymers that have lowest cost and great performance compare to the conventional
separation techniques. The previous study shows that the low-cost membrane material
such as PEO-based copolymers and polyvinylamine produce vast achievement in fil-
trated material and the membrane module such as Proteus™ and Polaris™ produce
significant performance in remove CO2 from the shifted gas. In relation, the hydrogen
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separation membrane currently being separating into five categories such as proton
conducting membranes, porous membranes, polymeric membranes and dense metal
membranes. In order to achieve positive result of membrane for hydrogen separation,
there are several parameters must be taken care with caution such as the flux of
membrane can be use, the perm selectivity and the temperature range. Moreover, the
membrane also must have high chemical stability characteristic, high mechanical
durability characteristic and low cost respectively. This characteristic was important to
follow because membrane is the crucial component to act as barriers for the separation
process take place. Figure 2 shows H2 separation by syngas system [12].

In current energy usage, the fossil fuel is still the dominant resource for fulfill daily
basis energy for human in earth. However, the fossil fuel has been estimated to be
execute for 5–20 years more. Even though there are plenty research and development
of renewable energy technologies were setting up but still the use of renewable energy
reclines the domination of fossil fuel as major energy resource in the world. Thus, the
use of membrane for hydrogen separation is major step to utilize the fossil fuel for
being more sustainable energy. The hydrogen was well known as with the character-
istic of high gravity energy density (1.43 � 108 J/kg) and low greenhouse gas emis-
sion [9] that can benefit as the energy carrier and medium for the sustainable energy
system. Nowadays, the interest for the hydrogen has been increase tremendously in
chemical industries with 53 million metric tons of hydrogen worldwide was produced
annually, and the hydrogen market valued at $88 billion in 2010 [13]. Figure 3
illustrates hydrogen as fuel system.

Fig. 2. H2 separation by syngas system [12].
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3 Conclusions

In completion, the further research on membranes for hydrogen separation is crucial to
be carried forward. The feasibility study on the application, the effect on the temper-
ature, pressure of membrane technologies and the material use really important factor
to be set on as preliminary bases for the membrane technology development in
hydrogen separation field [14–16]. The development of membrane technology these
day and the literatures published contribute great exemplary in order to develop the
meet requirement of practical application for membrane technology in hydrogen sep-
aration in future.
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Abstract. This paper presented a new route of producing coating onto a mild
steel substrate called “Silicanizing” by using natural silica sand originated from
Tronoh Silica Sand (TSS) at elevated temperatures. Influence of the silicanizing
process parameters especially temperature and time on the silicanized coating
layer’s microstructure and mechanism were studied. Formation of Fe-SiO2 via
interdiffusion of Fe and SiO2 were determined by the rate of grain boundary
diffusion of SiO2 through the growing Fe-SiO2 phase shown at Silicanizing
process temperature of 1000 °C for 4 h. Relevant silicanizing mechanism and
chemical reaction involved in transforming TSS particles into thin film
silicanized-coating on mild steel substrate is expected to be established.

Keywords: Silica sand � Coating � Mild steel

1 Introduction

The importance of coatings and the synthesis of new materials for industry have led to
a tremendous increase in innovative coating processing technologies. Many of the
surface treatment techniques, especially silicanizing can be applied economically and it
is defined as imparting silica-like properties to a substrate material by addition or
reaction of silica sand containing compounds, which results in formation of a thin
surface film. Several metal oxide coatings including SiO2 were reported for corrosion
protection of metals [1–3]. This research has laid the foundation for the coating pro-
duction of SiO2 fine particles from Tronoh mineral resources (TSS) using silicanizing
processes. Among methods of surface treatment, siliconizing is a common method that
has been widely used in industry. This is because of its have advantages such as
flexibility, simple, economical and suitable for the material especially TSS as powder
coating as well as mild steel substrate. A novel method has been reported for coating
surfaces with dense layer of silica in solutions [4]. A homogeneous coating could be
formed with multiple layers of silica particles. Initially, small particles coated the
surface and larger particles bound to them in the final step. The silica coatings acted as
diffusion barrier layers and generated outstanding corrosion resistance despite the
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thinness of the coatings [5]. These characteristics enable silica a good ceramic coated.
The siliconizing process has been described as a heterogeneous solid/liquid reaction
followed by a mechanism of diffusion of the reactant [6, 7]. Some researches attempted
to use the mechanism to standardize the siliconizing process. The thermodynamics,
chemical reaction and kinetics of the pack siliconizing process are strongly affected by
the operating conditions and pack components. Generally, pack siliconizing can be
considered as a self-generated process carried out in a thermodynamically closed
system under isothermal conditions [8]. In this paper, the influence of the
microstructure of “silicanizing” process during transformation was studied. Relevant
silicanizing mechanism and chemical reaction involved in transforming TSS particles
into thin coating on mild steel substrate is expected to be established.

1.1 Experimental Procedures

Material and Silicanizing Process
A rectangular mild steel specimen with dimension 18 mm � 18 mm � 5 mm were
embedded in TSS. This was performed using fire clay jacket as crucible, which sub-
jected to surface hardening treatment. For this, samples surface was ground with series
of SiC paper of 600 grits. Subsequently, the sample were cleaned in acetone baths and
dried in air. TSS powder with size below 150 µm was used in the silicanizing
experiments. In the next step, the sample was subjected to heat treatment in furnace at
elevated parameters.

2 Result and Discussion

2.1 Microstructure of Silicanizing Process

Figure 1 demonstrate SEM image of the coating layer by silicanizing process at 1000 °
C for 4 h. In addition, the surface morphology of coating structured by silicanizing
process is presented in Fig. 1. The findings reveal that diverse structured layer expe-
rienced temperature point and time during the silicanizing process. The SiO2 con-
centrations varied steadily across of the thin layer to the surface and diffused and
deposited into substrate, which led to the formation of coating layers rich in SiO2. The
substrate was covered with SiO2 with brown in colour and the thickness of the layer
was almost uniform dimension. Figure 1(b) illustrates the bond Fe-SiO2 interface
which the interface is clear several micro-cracks are observed in the substrate beneath
the bond Fe-SiO2 interface. In particular, the pack mixture containing 80–90 wt% SiO2

resulted in deposition of Fe-SiO2 with an average thickness 500 µm. The as-formed
coatings were very rough but more homogeneous, crystallize and had porosity.

Microstructure and Mechanism of Silicanizing Process on Mild Steel 397



Formation of the coating compounds is the result of reaction of the SiO2 with the
chemically deposited mild steel substrate. Table 1 demonstrates their chemical com-
position concentration. For an accurate identification of the as-formed structure, SEM-
EDS analysis of several regions of the final coating was performed. The results
demonstrated the formation of three different Fe-SiO2 compounds. The area SEM-EDS
scan-line denoted in Table 2 was found to contain 91.0 wt% Fe, 1.8 wt% Si. Fur-
thermore, insignificant amounts of O2 (less than 7.2 wt%) was found, which can be
attributed to the amounts of oxygen in the mixture of SiO2 pack powder.

Top surface 
silicanized layer

Mild steel

Boundary be-

tween mild steel and 

silicanized layer

400-500μm

a b

Fig. 1. SEM image of siliconized layer at 1000 °C for 4 h (a) top surface view (b) cross-
sectional view.

Table 1. Chemical composition of silicanized layer at 1000 °C for 4 h

Element Composition concentration %wt

Fe 47.4
Si 43.8
Al 3.16
K 1.83
P 1.22
Other 2.59

Table 2. wt% concentration silicanizing layer at 1000 °C for 4 h.

Element Composition concentration %wt

Fe 91
Si 1.8
O 7.2
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The aforementioned results are in agreement with the XRD pattern (Fig. 2)
acquired from the same sample. By combining the results of SEM-EDS analysis
(Table 2) and XRD characterization it was concluded that the substrates correspond
with FeSi, Fe2SiO4, FeSiO3 and SiO2 respectively. Furthermore, deposition at 1000 °C
for 4 h resulted in full transformation of SiO2 into substrate. This process was con-
tinued because the as-formed compounds are very brittle and cross-sectional sample
preparation for microscopic observation was impossible practically.

In fact, as reported for mechanical properties of Fe and SiO2, all four equilibrium
phases in the Fe-SiO2 system can be formed, depending on the Fe/SiO2 atomic ratio
[9]. The description of the FeSi binary and phases were combined into the description
of a semi-stoichiometric phase Fe-SiO2 to reflect the continuous solubility of this phase
in the ternary Fe-Si-O system [10]. Furthermore, the diffusion of SiO2 to this interface
is accelerated by the presence of the ternary elements, Fe, Si and O. When coating
powder (TSS) containing SiO2 is used, the coating exhibited a microstructure of ver-
tically oriented dendrites solidification growing on the interfacial layer. This structure
resembles the columnar structure, which is useful for thermal barrier coatings. More-
over, the micro-cracks were mainly found between the dendrites and not in the main
branches. Consequently, the microstructure is less prone to mechanical failure due to
interconnected networks of cracks. This is because the thermal conduction coefficient
of the steel was ten times higher than of the SiO2 and the thermal gradient was more or
less vertical in the coating. The effect of SiO2 on the microstructure of the Fe-SiO2

coating is demonstrated in the Fe-Si-O phase diagram [11]. This phase diagram rep-
resents a generalization of the equation with the result of current study [11].

Fig. 2. XRD analysis of silicanized layer at 1000 °C for 4 h
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2.2 Chemical Reaction of Silicanizing Process

The silicanizing process phenomenon is more pronounced for the Fe-containing alloys.
The Fe diffusivity was very weak in SiO2, where thermal SiO2 oxide is a barrier for the
diffusion of Fe into SiO2. The result supported the possibility that SiO2 can be formed
through diffusion reaction between Fe and SiO2. In the case of Fe-SiO2, high tem-
perature (1000 °C for 4 h) is considered as stable oxide phase. This could be attributed
to two scenarios: (1) the high temperature Fe-SiO2 phase decomposed during cooling
into bcc and (2) Fe-SiO2 did not form as a result of nucleation difficulties or increased
surface energy. At the processing temperature and time, the pack power silicanizing
and substrate react to form solid-state deposition.

The equilibrium is established in the pack and the substrate surface is driven by
chemical potential gradients in the solid-state phase and surface reactions at the sub-
strates to deposit the silicanized layer. This mechanism has strong dependence on pack
powder silicanizing content. In this research, a large number SiO2 were deposited and
diffused layers of various composition deposited on Fe and silicanized at 1000 °C for
4 h. based on these results, the structural changes occurred as Fig. 3. The process is
described as; (1) The fine-grain structure of as-deposited layers quickly re-crystalline
and formed large grains of FeSi, Fe2SiO4 and FeSiO3 through solid-state diffusion
reaction; (2) Fe react with SiO2 and nucleates grains of the FeSi, Fe2SiO4 and FeSiO3

(silicates) along the silicanized layer interface. The orientation of the nucleated phase is
random, considering the amorphous nature of SiO2, the lack of structural relationship
between body centered cubic (bcc) and silicates phases. The phase grains coalesce and
a continuous layer formed separating the SiO2 and thin coating (silicanized layer) and
(3) The Fe-SiO2 reaction released unbounded Si and O that diffused into unreacted
silicanized thin layer.

Since solubility of oxygen in Fe is very low, precipitation of the phase transforming
occurs throughout the thin layer, coarsening forms round particles of the oxide. Since
migration of oxygen into substrate is much faster than migration of SiO2, the rate-
controlling step for growth Fe2SiO4, FeSi and FeSiO3 could be the outward diffusion of
SiO2. A schematic diagram illustrating the formation of Fe2SiO4, FeSi and FeSiO3 is
shown in Fig. 3. The dashed line presents the interface between austenite and the oxide
xos and xso are equilibrium silicon concentration in the oxide and mild steel respec-
tively. x is the average SiO2 concentration near the steel surface.

Fig. 3. The schematic diagram for the formation of Fe-SiO2
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3 Conclusion

The formation of TSS on mild steel is caused by silicanizing process (heat treatment)
and produced thin coating layer (silicanized layer) due to high temperature and time. It
was found that at high temperature, 1000 °C for 4 h, FeSi, FeSiO3 and Fe2SiO4

including SiO2 can be formed spontaneously on mild steel in furnace using fine par-
ticles TSS. The formation of silicanized layer of Fe-SiO2 was predicted with respect to
the thermodynamics supported with experiment data. To form Fe-SiO2, SiO2 needs to
diffuse more comparing with the formation of FeSi, Fe2SiO4 and FeSiO3. The pre-
diction of thickness of the coating layer depending on process time and temperature is
important for technological and industrial applications.
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Abstract. Composite materials such as carbon fiber-reinforced plastics
(CFRPs) for product structures have been steadily increasing due to the superior
material properties such as high strength, low weight and corrosion resistance
especially in the aerospace industry. This research initiated to investigate the
effect of a various router or burrs tool geometrical feature towards surface
roughness as well as tool wear during edge trimming process on a specific CFRP
material. CFRP panel which measured in 3.25 mm thickness with 28 plies in
total has been chosen to be the main study material. There were three various
types of tool geometries made of un-coated carbide with the same diameter,
6.35 mm which vary in a number of flute and helix angle are successfully
studied. Surface roughness measurement was taken using Mitutoyo Surftest SJ-
410. Optical microscope, Nikon MM-800 is utilized to further observe the
impact on the tool wear of the cutting edges. The result reveals that tool type 3
(T3) resulted in the minimized surface roughness with respect to the overall
averaged Ra value whilst tool Type 1 (T1) achieved the highest surface
roughness value. Meanwhile, the tool type 2 (T2) falls in the middle between the
rests of two others type of tool. Observation of tool wear illustrated a clear
fractured tool observed on the T1 compared to the T3 which the tooltip of the
pyramidal cutting edge was still obviously intact.

Keywords: CFRP � Edge trimming � Surface roughness � Tool wear
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1 Introduction

Carbon Fiber Reinforced Polymers (CFRP) are extensively used in today’s aerospace
industry due to their lightweight, good fatigues performance and high static strength.
The behavior of composite such as its inhomogeneity and interaction with the cutting
tool whilst machining is a complex phenomenon to be understood. Machining may
possibly cause the quality of the machined composite part such as delamination,
cracking, fiber pull-out, and burned matrices. The abrasive nature of the reinforcement
fibers and the need to shear them neatly bring to the additional requirements and
constraints on the selection of the best tool materials as well as geometry [1].

Prakash conducted an experiment to study the effect of various tool geometry. They
discovered that trapezoidal geometry generated lower cutting force and moderate
surface roughness with no delamination [2]. Haddad reported that burr tool seems to
minimize defects on trimmed surface. Tool geometry and the cutting parameters which
impacted the formation of the chip thickness were the two main factors discovered
affecting the mass of harmful particles [3]. Gara found that the transverse roughness
does not depend on cutting conditions but only on tool geometry. Contrary to the
longitudinal roughness which was not only depending on the tool geometry but also the
cutting conditions [4]. Sundi revealed that the tool geometrical feature especially the
variation number of teeth or flute for router type tool may affecting the surface quality
during edge trimming CFRP material [5]. Meanwhile, Sheikh-Ahmad et al. discovered
that the wear of burr tools is best correlated with cutting temperature, delamination
depth, and normal face [6].

This paper attempts to provide a more detailed investigations regarding the effects
of various geometrical design mainly for router or burrs tool towards surface roughness
and the impact on the tool wear in edge trimming process on a specific CFRP material.

2 Experimental Procedure

2.1 Material

The CFRP panel measured 3.25 mm in thickness and the type of fabric was unidi-
rectional (UD). It has 28 number of plies in total which consist of 2 thin layer of
glass/epoxy woven fabrics at the top and bottom of the CFRP laminate. The 26 uni-
directional plies were made of carbon/epoxy prepreg. The stacking sequence was
[45/135/902/0/90/0/90/0/135/452/135]s. The nominal fiber volume fraction is 60%.
Table 1 illustrates the overall specification of CFRP material used in this work.

Table 1. CFRP details

Composite composition No. of ply Areal density Fabric type CPT/Ply

Carbon 26 203 g/m3 Unidirectional 0.125
Glass 2 107 g/m3 Woven 0.08
Total thickness (mm) 3.25
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2.2 Cutting Tool Design

There were three types of router or burrs tool made of carbide (uncoated) and has
diameter of 6.35 mm with different geometrical features have been chosen and
investigated in this work (refer Fig. 1 and Table 2). Type 1 (T1) is defined as fine,
Type 2 (T2) medium and Type 3 (T3) smooth. The machine used for to perform the
edge trimming process was a Hass CNC Gantry Router – 3 Axis GR-510.

2.3 Machining Parameters

The range of cutting speed (Vc) (Table 3) applied for each type of chosen router tool
was between 50 m/min to 150 m/min. Meanwhile, the cutting feed (fz) was varied from
0.05 feed/rev to 0.15 feed/rev. Down-milling has been selected as the mode of
machining configuration. In this work, the edge trimming process performed with
100% of tool diameter or step width (ae) and the depth of cut (ap) was taken in full
thickness of the selected composite panel.

T1 T2 T3

Fig. 1. Three different geometrical feature of router or burrs tool

Table 2. Router or burrs tool properties

Diameter (mm) Number of teeth Number of
helix

Angle of
helix (°)

Length (mm)

Right Left Right Left

T1 6.35 12 12 12 28 28 80.0
T2 6.35 10 11 10 26 26 75.0
T3 6.35 9 7 9 19 32 75.0
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2.4 Surface Finish and Tool Wear Measurement

Surface finish of the workpiece was measured using surface roughness tester Surftest
SJ-410 (Fig. 2). In this study, Ra (Arithmetical mean deviation) is used to measure the
surface finish. Longitudinal surface roughness is evaluated in this work. There were 5
points of measurements taken on every machined surface and final average Ra is
obtained to represent the result of surface finish on every specimen. On the other hand,
Nikon MM-800 (Fig. 3) microscope is utilized to observe the tool wear for each type of
tool geometrical design. The magnification range is 1x magnification to 100x magni-
fication. Therefore, it helps on identifying the details during the tool wear observation.

Table 3. Machining parameters

Tool type Vc (m/min) Spindle speed,
N (RPM)

Feed/Rev,
Fz

Feed rate,
Vf (mm/min)

T1 R1 Fine 50 2526 0.05 126
R2 Fine 100 5053 0.1 505
R3 Fine 150 7579 0.15 1137

T2 R1 Medium 50 2526 0.1 253
R2 Medium 100 5053 0.15 758

R3 Medium 150 7579 0.05 379
T3 R1 Smooth 50 2526 0.15 379

R2 Smooth 100 5053 0.05 253

R3 Smooth 150 7579 0.1 758

Surf-tester Stylus

CFRP Panel

Fig. 2. Longitudinal surface roughness measurement by SJ-410 roughness tester

Enlarged Micrographs

Tool to be observed

Fig. 3. Tool wear observation by Nikon MM-80 optical microscope
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3 Result and Discussion

3.1 Surface Roughness Analysis

From Fig. 4, it is obviously seen that the Type 3 (T3) tool indicates the lowest averaged
surface roughness value, Ra which ranged between 2.22 µm to 5.29 µm. Meanwhile,
Type 1 (T1) tool shows the highest Ra values ranged between 2.86 µm to 19.36 µm.
Type 2 (T2) tool falls in the middle between the rests of two others type of tool which
stated the range of Ra value was between 3.91 µm to 5.28 µm. In general, T3 resulted
the lowest surface roughness exhibited by the Run no. 1 (R1) which the machining
parameter applied was cutting speed, Vc at 50 m/min and feed per tooth, fz
0.15 mm/rev. In contrast, T1 has presented the highest surface roughness, Ra value
indicated by the Run no. 3 (R3) which the machining parameter applied was cutting
speed, Vc at 150 m/min and feed per tooth, fz 0.15 feed/rev. An enormous difference of
Ra value obtained by the R3 of T1 and T3 which is approximately (19.36 µm
−3.78 µm = 15.58 µm or almost 400% or 4 times different) which provides an evi-
dence that the difference in tool geometrical design impacted the trimmed surface
quality. Both mentioned tools (T1 & T3) were having different geometrical design in
details. T1 has more number of flutes compared to the T3 (refer Table 2). In addition,
T1 has identical helix angle for both right and left flutes whilst T3 has different helix
angle for both flutes.

3.2 Tool Wear Observation

Figure 5 presents the overall and the enlarged micrographs for all selected tool
geometries of router tool with the specified cutting condition applied. The main focus is
given on the T1 and T3 at Run no. 3 (R3) which resulted the highest and the lowest

Fig. 4. Surface finish result for all the types of router tool
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surface roughness value. The cutting edge on the T1 exhibits severe worn off or also
known as fractured tool. Meanwhile, the cutting edge on the T3 was still obviously
intact. Hence, it could be summarized that the tool wear condition influenced the
surface quality of the trimmed surface. Fractured tool condition on T1 produced worst
surface finish whilst good cutting edge on T3 was the main reason led to better surface
finish produced. This was believed due to the ability of the cutting edge to neatly cut
the fibers which indirectly caused the formation of the chip thickness. Moreover,
variation of feed rate applied may also impacted the tool wear generally. This finding is
consistent with findings of past studies by Janardhan et al. which stated that the number
of teeth fractured was influenced by the feed rate and cutting speed [7]. Therefore, an
important conclusion could be drawn from the finding of this work that variation in the
tool geometry design of router or burr tool may affecting the result of surface quality in
edge trimming of a specific CFRP material.

4 Conclusion

This paper presented results of surface roughness analysis and observation of tool wear
on edge trimming of CFRP with three different tool geometries. Tool T3 resulted in the
minimized surface roughness with respect to the overall averaged Ra value whilst tool
T1 achieved the highest surface roughness value. In addition, clear fractured condition
observed on the T1 compared to the T3 which the pyramidal cutting edge was still
obviously intact.

---100μm---100μm

Fig. 5. Fractured tool observed of T1 (R3) (bottom-left); Tool tip or pyramidal edge tooth still
intact T3 (R3) (bottom-right).
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Abstract. Carbon fiber reinforced polymers (CFRPs) have found wide-ranging
applications in numerous industrial fields especially in aerospace as well as
automotive industries due to their excellent mechanical properties such as high
strength, low weight and corrosion. The aim of the present work is to investigate
the effect of machining parameters on surface quality and cutting forces in edge
trimming process for a specific CFRP material. There were two variation of
machining parameters focused in this work namely spindle speed (N) and feed
per tooth (fz). The range of spindle speed applied was of 2506 rpm (low),
5012 rpm (moderate), and 7518 rpm (high) speed whilst for feed per tooth;
0.05, 0.1, and 0.15 mm/rev. The CFRP panel measured 3.25 mm in thickness
and the type of fabric was unidirectional (UD) with 28 number of plies in total
has been chosen to be the main study material. Router or burr tool geometry
made of uncoated tungsten carbide with a diameter of 6.35 mm was used to
perform the edge trimming process. Surface roughness measurement was taken
using Mitutoyo Surftest SJ-410. Kistler Type 9257B dynamometer is attached
during the edge trimming process to record the cutting forces. The result reveals
that the smallest value of the surface roughness (1.62 µm) is obtained by Run 1
(R1) and the highest surface roughness value (12.62 µm) exhibited by the R9.
The resultant force exhibits no clear trend on the cutting forces for all the
machining parameters applied. However, it is strongly believed that the thermal
effect especially the low temperature of glass transition, Tg of the polymer
matrix was the main reason affecting the result of the resultant force. Details
results elaborated and discussed further in this manuscript.

Keywords: CFRP � Edge trimming � Surface roughness � Cutting forces
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1 Introduction

In manufacturing of aero-structural composite material, milling and drilling are critical
for finishing trimmed edges of panels or making accurate holes. However, due to their
anisotropic, heterogeneous and brittle behavior, these materials are hard to be machined
by comparing to the metals or isotropic materials.

Surface roughness is one of the measurable criteria which has a huge impact on
dimensional accuracy, performance of mechanical properties of the machined com-
posite as well as on the overall production costs. In achieving the desired surface
roughness of the machined surface, it is compulsory to understand the mechanisms of
material removal and the kinetics of machining processes. Machined or trimmed sur-
face was found to be smoother and the cracks reach one or two of fiber diameters into
the composites when the CFRP is machined parallel to the fiber [1]. Ucar [2] dis-
covered that the chips removed from CFRP are in discontinuous scrap or powder forms
because CFRP is brittle and the removed chips are fractured instead of being elastically
and plastically deformed. The larger the feed rate the larger the cutting force due to the
chip thickness [2]. Duboust [3] proved the surface roughness increased with machining
distance generally following a steady trend. They also concluded that diamond coated
tool with multiple cutting teeth or also known as burrs tool was able to produce a good
quality surface although at high feed rate in comparison with polycrystalline diamond
(PCD) tool [3]. In more recent work by Sundi et al. summarized that spindle speed was
found to be the main influential factor towards surface finish in edge trimming a
specific CFRP material [4].

It appears from the aforementioned investigations that numerous researches have
been conducted to study the effects of tool type and cutting conditions towards surface
roughness, delamination and cutting temperature. To the best of authors’ knowledge,
only few works thoroughly described the relationship between machining parameters
towards the trimmed surface finish and the cutting forces in edge trimming of CFRP
material. Therefore, this was the motivation behind the present study.

2 Experimental Procedure

2.1 Material

The CFRP panel measured 3.25 mm in thickness and the type of fabric was unidi-
rectional (UD). It has 28 number of plies in total which consist of 2 thin layer of
glass/epoxy woven fabrics at the top and bottom of the CFRP laminate. The 26 uni-
directional plies were made of carbon/epoxy prepreg. The stacking sequence was
[45/135/902/0/90/0/90/0/135/452/135]s. The nominal fiber volume fraction is 60%.
Table 1 illustrates the overall specification of CFRP material used in this work.
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2.2 Cutting Tool Design

The type cutting tool used in this study was router or burr tool made of tungsten carbide
(uncoated) and diameter 6.35 mm (Fig. 1). Both right and left helix angles were 30°.
Number of tooth was 10 flutes for both right and left helix.

The machine used for to perform the edge trimming process was a Hass CNC
Gantry Router – 3 Axis GR-510.

2.3 Machining Parameters

There were two variation of machining parameters focused in this work namely spindle
speed (N) and feed per tooth (fz). The range of spindle speed applied was of 2506 rpm
(low), 5012 rpm (moderate), and 7518 rpm (high) speed whilst for feed per tooth; 0.05,
0.1, and 0.15 mm/rev. Taguchi method (Orthogonal Array L9) one of the statistical
techniques was adopted to plan the overall experiment. Table 2 represents the
machining parameters applied in this work. Down milling has been selected as the
mode of machining configuration. Total travel distance of each run was 260 mm.

2.4 Surface Finish and Cutting Forces

Surface roughness plays a major role in specifying surface finish of machined CFRP
material in production. Machining processes can rapidly change the surface layer,
which results in a change of mechanical properties of the composite. Cutting speed,
feed rate, cutting force as well as tool geometry were the examples of factors affecting
the surface quality. Surface roughness tester; Surftest SJ-410 (Fig. 2) is used to mea-
sure the surface finish of the workpiece. In this study, Ra (Arithmetical mean deviation)
is referred to measure the surface roughness. There were 5 points of measurement taken
on every machined surface and final average Ra is obtained to represent the result of
surface finish on every specimen. Meanwhile, Kistler Type 9257B dynamometer is
attached during the edge trimming process to record the cutting forces.

Table 1. CFRP details

Composite composition No of ply Areal density Fabric type CPT/ply

Carbon 26 203 g/m3 Unidirectional 0.125
Glass 2 107 g/m3 Woven 0.08
Total thickness (mm) 3.25

Fig. 1. Geometrical feature of router or burrs tool

Surface Roughness and Cutting Forces During Edge Trimming 411



3 Result and Discussion

3.1 Surface Roughness Analysis

Figure 3 presents the result of averaged longitudinal surface roughness, Ra values for
Run 1 (R1) until Run 9 (R9). It is obviously seen that the smallest value (1.62 µm) of
the surface roughness is obtained by Run 1 (R1) which the spindle speed applied was

Table 2. Machining parameters

Run (R) Cutting speed, Vc RPM Feed per tooth, Fz (mm/rev) Vf mm/min

1 50 2506 0.05 125
2 100 5012 0.15 752
3 50 2506 0.1 251
4 100 5012 0.05 251
5 100 5012 0.1 501
6 150 7518 0.1 752
7 150 7518 0.05 376
8 50 2506 0.15 376
9 150 7518 0.15 1128

CFRP Panel

Kistler 
Dynamometer 

Fixture 

Fig. 2. Longitudinal surface roughness measurement by SJ-410 roughness tester (top). Fixture
and Kistler Type 9257B dynamometer arrangement during edge trimming process (bottom)

412 S. A. Sundi et al.



2506 rpm and feed rate at 125 mm/min. Meanwhile, the highest surface roughness
value (12.62 µm) exhibited by the R9 which has the highest setting of spindle speed,
7518 rpm and the highest feed rate, 1128 mm/min. Looking at the two sets of identical
feed rate (R3&R4 = 251 mm/min, R7&R8 = 376 mm/min) it could be summarized
that an increase in spindle speed improves the value of surface roughness. This finding
is inconsistent with the work by M. Haddad et al. which revealed that the quality of the
machined surface is mainly affected by the cutting speed followed by cutting
distance [5].

3.2 Cutting Forces Analysis

The cutting force generated during the edge trimming process due to various cutting
parameters was measured using the Kistler type 9257B dynamometer. The Eq. (1) is
used for calculating the resultant cutting forces.

Fr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Fxð Þ2þ Fyð Þ2þ Fzð Þ2

p
ð1Þ

Fr ¼ Resultant Force
Fx ¼ Force acting along x-axis
Fy ¼ Force acting along y-axis
Fz ¼ Force acting along z-axis

Figure 4 illustrates the result of resultant forces for Run 1 (R1) until Run 9 (R9).
The smallest resultant force is clearly indicated by R9 (16.18 N) which has the highest
setting of spindle speed, 7579 rpm and the highest feed rate, 1137 mm/min. Mean-
while, the highest resultant force is obtained by R3 (18.69 N) which the spindle speed
applied was 2506 rpm and feed rate at 251 mm/min. Overall, the resultant force

Fig. 3. Surface roughness result for all runs (R) (averaged Ra values)
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exhibits no clear trend on the cutting forces for all the machining parameters applied.
These results were contradicted by the study carried out by Zám et al. whom con-
sidered, feed rate has the most significant effect on the cutting force, followed by the
cutting width [6]. However, it is strongly believed that the smallest resultant force
presented by R9 which had the highest spindle speed and feed rate was due to the
thermal effect especially the low temperature of glass transition, Tg of the polymeric
matrix. Heat evacuated through the workpiece remains 16% less regardless of cutter
type, spindle speed, or feed. This is mainly attributed to the CFRP’s poor thermal
conductivity [7] The main concern was when this temperature exceeded, the
mechanical properties of the overall composites will absolutely inconsistent [8].
Therefore, further investigation on the cutting temperature during machining or trim-
ming process is highly recommended in the future work in order to gain better
understanding on the relationship between cutting temperature and cutting forces.

4 Conclusion

This paper presented results of surface roughness analysis and cutting forces on the
edge trimming of CFRP composite with burrs tool geometry. The smallest value of the
surface roughness (1.62 µm) is obtained by Run 1 (R1). Besides, the highest surface
roughness value (12.62 µm) exhibited by the R9. The resultant force exhibits no clear
trend on the cutting forces for all the machining parameters applied. However, the
thermal effect especially the low temperature of glass transition, Tg of the polymer
matrix was believed the main reason affecting the result of the resultant force.

Acknowledgement. Authors are grateful to Universiti Teknikal Malaysia Melaka for serving a
platform to perform this study and Ministry of Education (MOE) for their financial support.
(FRGS/2018/FKP-AMC/F00378).

Fig. 4. Resultant forces result, N
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Abstract. Heat exchanger is important for cooling and heating in industrial
sectors. Current working fluid widely used for heat transfer in heat exchangers is
water, which requires large space in a plant. Researchers has found an engi-
neered, nanosized colloidal suspensions named nanofluids that have high
potential in replacing water due to its superior thermal properties. Whilst
nanofluid shows a promising heat transfer enhancement in heat exchanger, the
dispersion of two different types of nanoparticles in a base fluid are expected to
have a better efficiency of heat transfer. This paper compiled the studies done by
various re- searchers in implementing hybrid nanofluids as working fluid in heat
exchangers and its limitations.

Keywords: Nanotechnology � Hybrid nanofluid � Heat exchanger �
Heat transfer

1 Introduction

In order to achieve maximum thermal efficiency of heat transfer, numerous studies
were carried out concerning the enhancement of heat transfer [1–3]. With addition to
current globalization activity, environment is experiencing temperature rises and thus,
energy savings has become an important theme in researchers’ scope of work. Most of
industrial sector employed the concept of heat transfer in their facilities. For decades,
heat exchangers have been used widely in industries such as petrochemical industry,
food processing industry and manufacturing industry. Therefore, it is essential to
optimize energy usage of the heat exchangers.

Heat exchanger is a device that allows exchange of heat between two fluids until
thermal equilibrium is achieved without mixing the fluids. In a heat exchanger,
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working fluids are used to transfer heat from or to applied fluids. Applied fluids in this
context are fluids that needs to be cooled or to be heated depends on its functional
usage. Conventional fluid used to absorb or transfer heat from applied fluids are water,
which then results in drawback of needing large size of heat exchanger to accommodate
higher heat transfer. After several attempts, a new type of working fluid called nano-
fluid was discovered in 1995 [4–6]. The suspension of small, nano-sized particles into
working fluid has flourished attentions since then due to its superior thermophysical
properties. To date, there are many literatures reporting on various types of nanofluids
for enhancement of heat transfer in heat exchanger [5, 7, 8]. However, to author’s
knowledge, there are scarce to none that focuses on application of hybrid nanofluid in
heat exchangers. This paper addressed the preparation method of hybrid nanofluids and
studies done by past researchers in the recent 5 years.

2 Preparation Method of Hybrid Nanofluids

Mono nanofluid or only known as nanofluid is a single type of nanoparticles that were
incorporated in a base fluid while hybrid nanofluid is mixture of two or more types of
nanoparticles in different proportions, fused into base fluids at required volume con-
centration [9]. Two benefits of hybrid nanofluid compared to single type nanofluid are
that they exhibit better thermal properties and have superior rheology [6]. There are two
approaches established in preparing the hybrid nanofluids; one step method and two
step method.

In single step approaches, synthesize of nanoparticles and dispersion of the particles
in base fluids are conducted simultaneously. Corresponds to its name, nanofluids from
this method is accomplished in only a single step. For two step method, nanoparticles
will be processed separately and dispersed in a base fluid [10]. Figures 1 and 2
illustrates the flow of one step method and two step method, respectively. Depending
on the suitability between nanoparticles and base fluids, most of researchers commonly
used two step method in their studies as it produced large scale of nanoparticles at low
cost [7, 10]. However, the usage of surfactant or dispersant are partially required in two
step method to depress agglomeration due to forces between independent nanoparticles
[10].

Fig. 1. Illustration for one step approach
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Surfactants helps to reduce agglomeration and increase the stability of the sus-
pension. It can be classified into four categories; (1) Non-ionic surfactant, (2) Anionic
surfactant, (3) Cationic surfactant and (4) Amphoteric surfactant, and is chosen fol-
lowing its compatibility [6].

3 Hybrid Nanofluids in Heat Exchangers

Following the demand in energy-efficient and economical heat transfer devices comes
the idea of utilizing hybrid nanofluids in heat exchangers. Performance of nanofluids
are affected by various parameters, in which thermos-physical properties (i.e. Thermal
conductivity, viscosity, specific heat and density) of the hybrid nanofluids itself plays
an important role. Other crucial parameters include temperature, particle concentration
and particle size [6, 7]. Researchers conducted various studies in both numerical and
experimental way in order to evaluate the performance of hybrid nanofluids when
operated in heat exchangers. Few commercially available heat exchangers include plate
heat exchanger (PHE) and shell and tube heat exchanger (STHE).

Allahyar et al. [11] in their experimental work investigated thermal performance of
both hybrid alumina-silver nanocomposite dispersed in distilled water and mono alu-
mina nanofluid employed in a coiled-type heat exchanger. The experiment was con-
ducted at constant wall temperature and under laminar flow. They observed that heat
transfer rate when operated using hybrid nanofluids of 0.4% volume concentration
were 31.58% higher compared to when using distilled water as the working fluid.
Moreover, they noted that increase in particles concentration led to an increment in heat
transfer rate. On the other hand, Huang et al. [12] studies the behavior of hybrid water-
based alumina with multi-walled carbon nanotubes in a corrugated plate heat exchanger
(demonstrated in Fig. 3). From their findings, heat transfer coefficient for hybrid
nanofluids are slightly higher than single alumina/water nanofluid and water itself with
addition that it has smaller pressure drop, denoting its energy-efficiency. In plate heat
exchanger, strong turbulence due to liquid flow inside the narrow-corrugated channels
helps to enhance the heat transfer [13–15].

Recently, similar study on water-based alumina-multiwalled carbon nanotubes
(MWCNT) nanofluids operated in plate heat exchanger was conducted by Bhattad

Fig. 2. Two step method illustration [6]
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et al. [16] using simulation CFD software. The results from their study was in conform
with aforementioned study done by Huang et al. [12], where heat transfer coefficient
increased when hybrid nanofluid was used. Three parameters; inlet temperature of
nanofluid, flow rate and concentration of nanofluid that affects rate of heat transfer were
evaluated in their literature. Aluminium nitride nanoparticles dispersed in ethylene
glycol utilized in a double pipe heat exchanger was experimentally investigated by
Hussein [17] under laminar flow. He suggested that heat transfer efficiency may aug-
mented up to 160% when lower volume fractions of nanofluids is used. Furthermore,
their results show that increment in flow rate decreases the friction factor, contradict
with when volume concentration was increased. Therefore, low volume concentration
is more favorable as it will produce low friction factor.

Arsan et al. [18] performed experimental work in shell and tube model heat
exchanger using magnesium and aluminium nanoparticles dispersed in distilled water
with different volume fraction ranging from 5 vol.% to 25 vol.%. They explained that
by increasing nanoparticles volume incorporated in the base fluids, the performance of
heat transfer in shell and tube heat exchanger increased. Next, effect on heat transfer
and pressure drop in plate heat exchanger was investigated experimentally and
numerically by Kumar and Tiwari [19]. Similar to previous paper, they also varied their
volume concentration of nanofluids (Titanium dioxide and MWCNT in distilled water)
from 0 vol.% to 1.50 vol.%. Numerical analysis was done via CFD software,
employing the discrete phase model of plate heat exchanger. They found out that their
experimental results were closely match with results from simulation except for cold
water side pressure drop. However, they concluded that simulation study could help to
predict the application of real scale heat exchanger, specifically the plate heat
exchanger. Table 1 below addressed the findings from various researcher.

Fig. 3. Schematic plate heat exchanger used by Huang et al. [12].
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4 Conclusion

In conclusion, in depth study need to be done in order to implement the usage of hybrid
nanofluids in heat exchanger. This paper presented a mini review of recent studies on
heat transfer enhancement in a heat exchanger. Based on various literatures, it was
known that hybrid nanofluid does exhibits a superior performance for heat transfer but
due to its complexity, it still has not been utilized in a real scale heat exchanger [20].
Type of heat exchanger, type of nanoparticles, volume concentration and size of
nanoparticles need to be taken into consideration as it influences the performance of
heat transfer in a heat exchanger.
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Table 1. Summary of past literatures

Study mode Heat
exchanger

Nanoparticles Base
fluid

Findings Ref

Experimental Coiled
type heat
ex-
changer

Aluminium
and silver

Distilled
water

Hybrid nanofluid at 0.4 vol.%
showed the best performance of
heat transfer

[11]

Plate heat
ex-
changer

Aluminium
oxide and
MWCNT

Distilled
water

Hybrid nanofluid possessed
highest heat transfer coefficient
with low pressure drop

[12]

Shell and
Tube heat
exchanger

Magnesium
and
Aluminium

Distilled
water

Heat transfer rate enhanced when
hybrid nanofluids volume fraction
increased

[18]

Simulation Plate heat
ex-
changer

Aluminium
oxide and
MWCNT

Distilled
water

Discrete phase model gives better
prediction than homogenous
model and hybrid nanofluids
showed excel- lent heat transfer
performance

[16]

Plate heat
exchanger

Titanium
dioxide and
MWCNT

Distilled
water

-Usage of hybrid nanofluid
showed positive augmentation on
heat transfer
-Drawback in terms of fluid
viscosity

[19]
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Abstract. Numerous technologies for H2-rich gaseous mixture production has
been know through studies. However, most approaches do not satisfy the purity
level for certain process such as fuel cell technology that demands a high-purity
hydrogen supply (>99.99 vol.%). Therefore, purification technology to purify
hydrogen is taken into consideration in order to meet purity requirement by
certain applications, and it is a key factor to efficient hydrogen supply. In
addition, CO2 capture in pre-combustion of integrated gasification combined
cycle (IGCC) power plants include the separation of H2-CO2 to generate elec-
tricity at a lower hydrogen purity. Advantage of hydrogen gaseous are its low
volumetric energy density compared to other materials and the storage is
essential for wider applications using hydrogen as well as hydrogen purification.

Keywords: Hydrogen purifications � Fuel cell technologies �
Hydrogen storage � Selective membrane

1 Introduction

Abundance and longer lifetime of natural gas has initiated the idea of using it as
primary feedstock in most petrochemical processing industries. Compared to other
energy sources available, natural gas is the cleanest sources, generating low pollution
than fuel. According to literature, it is expected that worldwide natural gas con-
sumption will reach 182 trillion cubic feet in 2030, increasing from 95 trillion cubic
feet in 2003 [1]. However, raw natural gas contains impurities such as methane (CH4),
and other hydro- carbons such as ethane (C2H6), propane (C3H8), butane (C4H10), CO2
coexists and other impurities such as hydrogen sulphide (H2S), sulphur dioxide (SO2)
and nitrogen (N2) are also present [2]. Therefore, it needs to undergo purification prior
to the usage to prevent and minimized the fouling effect, corrosion, as well as pipeline
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rupture [3]. In addition, calorific value and transportability of natural gas would
increase when carbon dioxide is removed from the gas mixture [4]. This separation can
be achieved by employing thin barriers called membranes to remove the unwanted
components and the technique was proven to be economically and technically excellent
by past researchers [5]. Currently, performance H2-selective membranes have been
widely studied for separation of gas mixture H2-CO2. Molecules of H2 are known to
possess smallest kinetic diameter compared to other types of gases molecules, thus, it
has a large diffusion co- efficient which is suitable for permeation through membranes.
Despite the reported achievements of hydrogen, gas separation via membrane tech-
nology still require lot of intensive investigations before being able to practice in a
large-scale industrial application [6]. This is due to low quality hydrogen production
from the reported H2–CO2 separation that unable to satisfy the requirement. To
improve competitively of membrane-based separation in terms of technology and
economy, few challenges that need to be addressed by both scientific and engineering
community has been outlined below [7]:

I. Materials’ ability to develop a perfect, crack-free thin layer on porous supports or a
self-standing thin film with enough mechanical strength, is the most essential factor
in order to reach successful practical application, but are rarely investigated [8].
Even though the chosen materials possess a high permeability, it is unable to be
practiced in industrial sector if it cannot be easily synthesized into a thin-selective
layer. Therefore, fabrication of thin membrane with large area need to be handled
alongside the advancements in advanced membrane materials. It should be noted
that pre-requisite for a membrane to be successfully applied commercially are the
stability of its separation performance under different practical conditions (i.e.
pressure, temperature and impurities).

II. Development in materials science since the past decades has also shows
improvement in performance of conventional membrane materials via structural
optimization. Introduction to several advanced materials for novel membrane
fabrication include metal organic frameworks (MOFs), graphene-based materials,
thermal rear-ranged (TR) polymers, polymers of intrinsic microporosity (PIMs),
ionic liquids (ILs) and functionalized polymers, which are specialized for hydrogen
purification and produced from thermochemical and biotechnological method.
Membranes for H2–CO2 separation can be classified as H2-selective membranes or
CO2-selective membrane depending on its favorable gas species permeations.
Alternatively, the gas mixture can be separated according to type of membrane
materials, specifically inorganics membranes; polymeric and mixed matrix mem-
branes. The only well- known H2-selective membrane is molecular sieving
mechanism for microporous membranes which resulted in high-efficiency gas
transport. To achieve molecular sieving effects, complete control of pore structures
need to be achieved first [9]. It includes pore size, shape of pores and pore size
distribution. MOFs shows all the aforementioned requirements and thus, became
the potential candidate for molecular sieving H2-selective membranes. It is pre-
dicted that investigations for new fabrication approaches can produced a highly
molecular-sieving MOF membrane.
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2 Fuel Cell Development

Fuel cells advancement as well as environmental strains for example climate change
concern lead to increasing global attention of hydrogen as clean energy carrier of high
quality in the recent years [10, 11]. Purification and separation technologies are crucial
in thermochemical operations of transforming fossil fuels into hydrogen. Membrane
reactors demonstrate exceptional potential in equilibrium shift involving water–gas shift
reaction in forming hydrogen from carbon monoxide. Membranes are also significant in
hydrogen purification. There are two classification of inorganic membranes for hydro-
gen purification and production which are porous ceramic as well as metal alloys and
dense phase metal membranes. Hydrothermal technique and sol-gel are usually used in
preparing the porous ceramic membranes with qualities such as high durability and
stability in elevated temperature, severe contamination as well as hydrothermal sur-
roundings [12]. Particularly, microporous membranes exhibit potentials in water gas
shift reaction at elevated temperatures. Registry of membrane technology importance
and relevance to recent creation of zero-emission power technologies is necessary in
order to study the vital concerns involved with these membranes according to economic
and technical benefits as well as shortcomings. Hydrogen economy concept can be
defined as hydrogen utilization as the primary energy carrier. This concept is already
well-known among the policy makers and futurists for several decades. Promising
prospective brought by hydrogen is widely recognized for nearly two centuries.
Hydrogen was used as fuel in the first combustion engine build by Isaac de Rivaz in
1805 [13] Fig. 1 illustrates hydrogen as fuel system [10].

Nevertheless, steam and petroleum preceded hydrogen in powering engines until
now. Implications of shifting to hydrogen economy are seriously considered by various
countries. Increasing attention gained by hydrogen is attributed to its potential in

Fig. 1. H2 as fuel system [10].
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solving two main concerns faced by the global economies which are achieving inde-
pendence in energy while reducing the effect of economic activity on the environment
[11]. Realization of hydrogen economy needs to be preceded by the development of
four crucial technologies which are:

1. Cost effective hydrogen manufacture in carbon restricted system of global energy.
2. This area comes with a few trials such as hydrogen production from fossil fuels with

inclusion of carbon sequestration as well as growing employment of renewable
sources.

3. Hydrogen storage and purification technologies with abilities to separate as well as
refine hydrogen streams according to subsequent usage and storage systems
essentials. US DOE target of 6.5 wt% needs to be achieved in developing practical
and efficient hydrogen storage devices.

4. An effective, broadly accessible with sound management hydrogen distribution and
delivery structures.

5. Effective fuel cells as well as other energy transformation technologies utilizing
hydrogen (Fig. 2).

3 Generation of H2 and Purification Needs

Separation and purification technology are very crucial for H2 derived from fossil fuels.
In the process, water-gas shift reaction occurs and carbon monoxide is converted to H2

inside a membrane reactor. In this context, membrane reactor shows a great potential in
shifting the equilibrium. It should be noted that membranes also play an important role

Fig. 2. H2 as fuel cell [13].
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in purification mechanism of H2. Economical way to produce H2 is by stream re-
forming, where steam reacted with hydrocarbons and nickel are added to accelerate the
process [14, 15]. Example of competitive separating technology for H2 from the
streams is amine absorption, pressure swing adsorption (PSA), and membrane sepa-
ration [16]. Among the list, gas separation using membrane system are more cost-
effective than PSA in comparison to the relative capital investment and unit recovery
cost [17]. Selective removal of H2 from the reaction system shifted the reaction
equilibrium to the products side, resulting in higher conversion of CH4 to H2 and
carbon dioxide, and it can be obtained at lower temperatures. A simulation study which
employed Pd-based disk membrane with 100 lm of thickness proved the enhancement
of steam reforming performance in a real membrane catalytic system [18, 19]. From
their study, the production of H2 was increased but at high temperature range of 700 or
800 °C. However, available commercial membrane for Pd-based membrane are too
thick and does not work effectively at temperature suggested. Few properties of a good
membrane reactors include high separation selectivity, high gas permeance, and the
durability and stability of the membrane itself. There are two inorganic membrane
classes for production and purification of H2 which are dense phase metal, metal alloys
and ceramics, and porous ceramic membranes [20].

4 Conclusion

Currently hydrogen-based technology is used in various gas separation processes such
as H2 recovery, H2 purification, as well as H2 storage. Although H2 have been
extensively applied for gas separation process and fuel cell development, these tech-
nologies are less competitive as compared to the conventional processes concerning to
their performance and the durability. Few challenges that need to be addressed has been
outlined in order to achieve a high-quality gas separation performance. Purification
technology is essential, and it is a key factor to efficient hydrogen supply.
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Abstract. Nowadays, polymers are widely used for various applications but
have some disadvantages such as poor fire retardancy and thermal stability.
However, some types of flame retardants for polymer have negative impacts on
health and environment. Lignin, the second most highly abundant material from
biomass, is one of the potential flame retardant for polymer. In this study,
biobased flame retardant for unsaturated polyester (UP) was successfully fab-
ricated from lignin using safer material. Lignin was functionalized using poly-
ethylene imine and diphosphorous pentoxide to improve its fire retardancy and
thermal stability. The chemical structure of functionalized lignin was charac-
terized using FTIR and the results show that phosphate and nitrogen groups
were successfully grafted on lignin. Based on UL 94 test results, we concluded
that functionalized lignin using polyethylene imine and diphosphorous pen-
toxide can reduce burning rate of UP by 31.98% while the neat one reduced only
as high as 22.87%. The TGA results also show that the functionalized lignin
increases thermal stability of UP higher than the unfunctionalized one.

Keywords: Lignin � Flame retardant � Unsaturated polyester

1 Introduction

The combustibility of polymer is a challenge. This weakness is improved by adding flame
retardant [1, 2]. Widely used flame retardant for polymers include brominated flame
retardant (BFR). Unfortunately, some types of BFR such as polybrominated diphenyl ether
(PBDE) which is a persistent organic pollutants (POPs), are known to be toxic [3, 4]. Other
types of BFR are also reported to be potentially toxic in living things and can pollute the
environment [5]. Therefore, innovation is needed to find alternative flame-retardant
materials that are safe and environmentally benign as substitute for BFR.

Lignin is a second most abundant biopolymers after cellulose. It has been reported that
more than 50 million tons of lignin are produced globally in a year as a by-product of pulp
and paper industry. But less than 2% are used as chemical products and the leftovers are
considered aswaste [6, 7]. Therefore, lignin is a promisingmaterial, thanks to its abundancy
as well as chemical modifiable functional groups to produce certain properties [8, 9].

Some studies suggest that the addition of nitrogen and phosphate groups to lignin
can improve flame retardancy of lignin by forming char and inert gases. Nitrogen-
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composed flame retardant will form inert gases (ammonia, nitrogen) that slow down the
combustion. Furthermore, phosphate assists the formation of char that influences flame
retardancy through slowing down the heat transfer, preventing the entry of oxygen, and
polymer degradation [10, 11]. Some groups reported successful functionalization of
lignin using polyethylene imine (PEI) and diethyl phosphite [11]. Unfortunately, the
later chemical is listed as a hazardous material [12].

At present, there is limited information about efficient and safer route to func-
tionalized lignin to be used as flame retardant. Therefore, in this study, lignin is
functionalized using safer materials i.e. polyethylene imine (PEI) and diphosphorous
pentoxide (P2O5) using modified method of Liu et al. [11]. The resulted material was
used as flame retardant in unsaturated polyester.

2 Experimental Methods

2.1 Materials

Alkalinated lignin (Tokyo Chemical Industry, Japan Ltd) was used as precursor.
Polyethylene imine (PEI) (Tokyo Chemical Industry, Japan Ltd) and diphosphorus
pentoxide (P2O5) (Merck, Germany Ltd) were used as nitrogen and phosphorous
sources respectively. Formaldehyde and tetrahydrofuran (THF) (Merck, Germany Ltd),
were used as reaction media. Sodium hydroxide (NaOH) (Merck, Germany Ltd) was
used as pH adjuster. Hydrochloric acid (HCl) (Merck, Germany Ltd) were used as pH
adjuster and precipitator. All reagents used were analytical grade.

Unsaturated polyester resin, Yucalac 157 BQTN (Justus Kimiaraya, ID Ltd), was
used as base polymer while methyl ethyl ketone peroxide, Mepoxe (Justus Kimiaraya,
ID Ltd), was used as catalyst.

2.2 Methods

Modified method of Liu et al. was used to synthesis PN-lignin [11]. The synthesis was
divided into 2 steps, i.e. functionalization reaction with nitrogen using PEI and func-
tionalization with phosphate using P2O5 consecutively.

N-Lignin: At first, 42 g of lignin and 10 g each of formaldehyde and PEI were mixed
for 5 h in 330 ml distilled water at 50 °C and mixing speed 80 rpm. 20% NaOH
solution was added to adjust pH to 10. Following 5 h mixing, HCl solution was added
into the mixture to adjust pH to 3 or 4 and to precipitate the supernatant. Supernatant
was washed and neutralized using distilled water. The resulted powder, namely N-
Lignin, was dried overnight in an oven at 80 °C. 37.2 g of N-lignin were collected.

PN-Lignin: Secondly, 36 g of N-lignin powder were dissolved in 168 ml of THF and
stirred. 12.4 g of P2O5 were added to the solution [13]. Reaction was kept for 7 h at
70 °C and mixing speed 80 rpm. As the reaction ended, the solvent was evaporated
using vacuum oven and the resulted powder was washed with distilled water several
times until pH 7 was reached. The powder was dried overnight in an oven at 80 °C.
Resulted powder was labelled as PN-Lignin.
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Characterization of Functionalized Lignin: A FTIR spectrometer Tensor 27 with
Hyperion 2000 was used to investigate the chemical composition of PN-lignin. TGA
was performed with TGA/SDTA 851 (Mettler Toledo). 20 mg of sample was heated
from 50 °C to 900 °C at heating rate of 10°C/min under nitrogen atmosphere. Peak
temperature of mass loss (Tonset) and mass of resulted char were determined.

Composite Preparation: The composite specimen was prepared by mixing 12.5% of
flame retardant with unsaturated polyester resin using mechanical stirrer. 1% of catalyst
was added to accelerate reaction.

Characterization of Composite Samples: Flammability test was conducted according
to UL-94 standard method. All samples with dimension 125 mm � 14 mm � 5 mm
were tested in vertical setting and exposed to flame for 10 s. The burning rate was
determined using Eq. 1.

Burning rate mm3=second
� � ¼ volume

time
ð1Þ

Thermal stability of samples was analysed using TGA/SDTA 851 (Mettler Toledo).
All samples were heated from 50 °C to 900 °C at heating rate of 10 °C/min under
nitrogen atmosphere. Onset temperature of decomposition and mass of resulted char
residue were determined.

3 Results and Discussion

3.1 Characterization of Functionalized Lignin

Figure 1 shows the FTIR spectra of neat lignin, N-lignin, and PN-lignin. For neat
lignin, a broad absorption band at around 3400 cm−1 is attributed to the stretching
vibration of aromatic and aliphatic OH groups.

Fig. 1. FTIR spectra of (a) Neat Lignin, (b) N-Lignin, (c) PN-Lignin
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The peaks around 2900 cm−1 are assigned to C-H stretching vibration. For neat
lignin, a broad absorption band at around 3400 cm−1 is attributed to the stretching
vibration of aromatic and aliphatic OH groups, and the peaks around 2900 cm−1 are
assigned to C-H stretching vibration. The absorption band at 1595–1420 cm−1 belongs
to the stretching vibration of aromatic rings of lignin. After functionalization by
grafting nitrogen (N-Lignin), several new absorption peaks of nitrogen group formed,
which are 1659 cm−1 which belongs to -NH; 1367 cm−1 of aromatic amine; and
1085 cm−1 of C-N. This suggested that PEI chain has been grafted on lignin. As a PN-
lignin, the additional peaks of 1630 cm−1 (P = O) and 1073 cm−1 (P-O-C and PN) are
formed which indicate the presence of a phosphate group [11, 14–16]. In addition,
there was reduction in the intensity of -OH group (3400 cm−1) of functionalized lignin
compared to neat lignin. This indicated the conversion of the free hydroxyl groups in
lignin to phosphate nitrogen group during reaction [16]. Therefore, the FTIR results
demonstrated that phosphate and nitrogen were successfully grafted in lignin.

3.2 TGA Analysis of Functionalized Lignin

The TGA analysis was performed to obtain residue and thermal stability of function-
alized lignin. As shown in Fig. 2a, PN-lignin had a lower initial decomposition tem-
perature, which is 170 °C, than neat one at 277 °C. As reported in previous study, the
lower initial decomposition temperature of functionalized lignin, the earlier char pro-
duced that can effectively protect the materials from heat and flame. Previous studies
also reported that the addition of a phosphate group to lignin will increase the amount
of char formed [11, 16]. However, this study found that the number of chars formed in
PN-lignin almost similar as the neat one. This is probably due to the addition of PN
groups to lignin is not yet optimum.

Fig. 2. TGA Thermogram (a) Effect of functionalization lignin on thermal properties, (b) Effect
of neat lignin and functionalized lignin on decomposition temperature of unsaturated polyester
resin
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3.3 Flame Retardancy and Thermal Stability Properties

Composite specimens of unsaturated polyester/lignin (UP/lignin) and unsaturated
polyester/PN-lignin (UP/PN-lignin) were successfully manufactured. The flammability
of samples was tested using UL-94, with the burning rate of each samples reported in
Table 1. Burning rate of UP was 64 mm3/second, while UP/neat lignin and UP/PN-
lignin were 49 mm3/second, and 44 mm3/second, respectively. In general, the addition
of neat and functionalized lignin decreased the burning rate of unsaturated polyester
resin. The addition of neat lignin reduced burning rate of UP by as low as 22.87%,
while grafted nitrogen/phosphate lignin (PN-lignin) succeeded to reduce burning rate
of UP by as much as 31.98%. Although neat and PN-lignin had similar char residue,
the fire retardancy of the later was higher than of the former. This is probably caused by
the effect of more rapid char produced by PN-lignin compared with neat one, as
described above. Therefore, optimization grafting PN on lignin will improve its flame
retardancy properties.

Figure 2b and Table 1 showed the thermal decomposition behaviour of UP,
UP/lignin, and UP/PN-lignin composites in nitrogen environment. The TGA results
show that UP started to decompose at 326 °C while UP/lignin was at 330 °C.
A slightly increased about 4 °C compared with UP. The highest increment was
obtained by UP/PN lignin (335 °C), which 9 °C higher than UP. This indicates the
addition of lignin and PN-lignin can improved the thermal stability of UP.

4 Conclusion

Functionalized lignin (PN-lignin) was successfully fabricated using Polyethylene imine
and Diphosphorus pentoxide to raise flame retardancy and thermal stability of
Unsaturated polyester resin. Compared to neat lignin, the addition of the same amount
of PN-lignin to UP further enhances its flame retardancy properties. The TGA results
show that PN-Lignin can increased thermal stability of UP much higher than neat
lignin. However, the results of study show that the amount of char residue from neat
and PN-lignin is not significantly different.

Table 1. Flammability and thermal stability properties of UP/Lignin samples

Sample Burning rate (mm3/second) Tonset (°C)

UP 64.18 326
UP/Neat Lignin 49.50 330
UP/PN Lignin 43.66 335
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Abstract. The use of carbon-based fiber that can disrupt radar signal trans-
mission on the flights especially on UAV remains problem. To address the
problem, composites based UAV skin using E-glass, S-glass and aramid fibres
as well as epoxy resin has been successfully manufactured by vacuum infusion
process. Full factorial design of experiment (DoE) and analysis of variance
(ANOVA) was performed using Minitab 16 to analyse the effects of layer
variations on specific tensile, compression and bonding shear. Fiber configu-
ration was divided into two layers, namely layer 1–9 and 10–18. In general,
mechanical properties i.e. tensile strength, bonding shears and compression
strength increased compared with epoxy resin properties. Tensile strength and
modulus increased by 484% and 204% respectively, while bonding shear and
compressive strength increased by 24226% and 94% respectively. The overall
result indicated that the best properties of composites-based UAV skin were
obtained by the utilization of aramid fiber.

Keywords: Composite � Mechanical properties � UAV

1 Introduction

Property of composite depends on the behaviour of its constituents as well as of the
interfaces between the fiber and resin [1]. Development of composite containing more
than one type of reinforcement is motivated by the desire to combine advantageous
features of reinforcement to improve performance as well as to reduce weight and
cost [2].

In aerospace applications, especially Unmanned Aerial Vehicle (UAV), thermoset
is more widely used than thermoplastic, due to its easier to fill in the fiber [3]. Among
thermoset resins, epoxy is the most commonly used resin, due to its high chemical
resistance, excellent dimensional stability, good fiber adhesion and performance under
wet conditions.

To increase flight time of UAVs, lightweight materials are needed, namely S-glass,
E-glass, aramid, carbon fiber and graphite. More specifically, carbon fiber is the most
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suitable material for UAV due to its high specific strength-to-weight [4]. However, the
use of carbon based fiber can disrupt radar signal transmission on the flights [5].

Processing methods that can be used for manufacturing composite for UAV include
vacuum infusion, vacuum bag, hand lay up, resin transfer moulding (RTM), prepreg
lay-up and filament winding with oven or autoclave curing [6, 7]. However, hand lay-
up and pre-preg lay-up show low reproducibility while RTM and filament winding
require sophisticated machine. In contrary, vaccum infusion and vaccum bag require
only simple machine, facile set up but manage to produce good reproducibility, and
improving fibres-to-resin ratio with minimized of voids so that improve mechanical
properties compared with hand lay-up process [8].

In this research, we conducted a study to compare aramid, E glass and S glass fibers
as well as hybrid arrangement thereof on the mechanical properties of UAV skin,
manufactured using epoxy resin and vacuum infusion process. Main and interaction
effect analyses on specific mechanical properties were carried out using ANOVA in
Minitab 16.

2 Materials and Methods

2.1 Materials

Epoxy Renlam LY 5138-2and Ren Hy 5138(Huntsman, Indonesia) were used as the
matrix and hardener respectively. E-glass EW 130 and S-glass SW220B-90A (Jus-
tusKimiaraya, Indonesia) as well as aramid (Coats Rejo, Indonesia) were used as the
reinforcement.

2.2 Manufacturing Method

All composites were manufactured using vacuum infusion except for control sample.
Control sample was made in advanced from unsaturated polyesther (UP) and a layer of
E-glass using hand lay up method.

Table 1 list all layer combinations. In a typical experiment, eighteen layers of fibers
were arranged and enclosed by bagging film that connected to inlet and outlet flow
tube. Epoxy resin in a container was pumped through a tube to wet the entire laminate.
The specimen was placed at room temperature (25 ± 2 °C) up to 3 h for curing.

2.3 Measurement Testing

The cured specimen was conditioned at 23 ± 2 °C and 50 ± 5% humidity over 40 h
prior to measurements. Density was obtained using analytical balance following the
method in ASTM D792. A typical size specimen was weighed in air (mair) and in a
solution (mdissolved) and both masses were recorded and the density was calculated.
Tensile strength and modulus test were carried out according to ASTM D3039. The
tests were carried out at rate of 2 mm/minute. Bonding shear test was carried out in
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accordance with ASTM D5868 using epoxy resin as adhesive. Shear rate was
13 mm/minute. Compression test was carried out in accordance with ASTM 6641.
Compression rate was 1.3 mm/minute. All properties were divided by density to obtain
specific properties.

3 Results and Discussion

Main Effect Analysis of Mechanical Properties
Main effect analysis analyze the effect of isolated parameter on property of interest.
Figure 1 (a) shows that specific tensile strength of layer 1-9 and 10-18 was mainly
affected by aramid fiber, while E-glass fiber had the least effect. These results were
consistent with specific tensile strength value of formula 1 (260.66 MPa cm3/g) and
formula 2 (184.16 MPa cm3/g) in Table 2. E-glass fiber has the lowest strength
compared to S-glass and aramid fiber.

On the other hand, Fig. 1 (b) reveals that aramid and E-glass fiber positively effected
specific tensile modulus of layer 1-9 and 10-18 respectively, while S-glass fiber gave
the least influence. These followed the results of formula 1, 2 and 3 i.e. 6.81 GPa cm3/
g, 6.67GPa cm3/g and 4.93 GPa cm3/g respectively. Figure 1 (c) demonstrates that
aramid fiber had the slightest effect on specific compressive strength, while E-glass
withstood compressive stress superiorly. Figure 1 (d) shows that specific bonding shear
was affected mostly by aramid fiber in layer 1-9 and S-glass fiber in layer 10-18, while
E-glass and aramid fiber had minor effect on specific bonding shear in layer 1-9 and 10-
18 respectively. Compared to S-glass and E-glass fibers, Aramid fiber not only has the
highest specific strength, but also the highest tensile modulus. As well as aramid fiber
has high stiffness caused by its symmetrical internal structure [9].

Interaction Effect Analysis of Mechanical Properties
Interaction effect analysis analyze the effect of combined parameter. Figure 2 (a) shows
that regardless of aramid fiber has the most effect on specific tensile strength, utilization
of whole aramid fiber at 18 layers (formula 1), did not resulted in the highest specific
tensile strength. The highest specific tensile strength (321.9 MPa cm3/g) was obtained

Table 1. List of fiber combination

Formula Layer 1–9 Layer 10–18

1 Aramid Aramid
2 S-glass S-glass
3 E-glass E-glass
4 S-glass Aramid
5 Aramid S-glass
6 S-glass E-glass
7 E-glass S-glass
8 Aramid E-glass
9 E-glass Aramid
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by combining aramid and S-glass (formula 5). This is also true on applying merely
whole E-glass for all 18 layers (formula 3). Whole E-glass fiber reinforced composite
did not become the lowest specific tensile strength. The lowest specific tensile strength

Fig. 1. Main effect analysis of specific (a) tensile strength (b) tensile modulus(c) compression
(d) bonding shear

Table 2. Results of density measurement and mechanical test of composites

Formula Density Specific tensile
strength
(MPa cm3/g)

Specific tensile
modulus
(GPacm3/g)

Specific
compressive
strength
(MPa cm3/g)

Specific
bonding shear
(N cm3/g)

1 1.103 260.66 6.81 61.13 3932.91
2 1.679 184.16 6.67 169.65 3817.15
3 1.696 233.01 4.93 129.92 4117.33
4 1.348 282.00 7.83 82.43 3206.23
5 1.404 321.90 7.35 92.08 5390.31
6 1.699 178.96 5.79 128.13 3238.38
7 1.723 176.82 6.07 134.54 3823.56
8 1.295 219.84 10.67 69.60 4519.69
9 1.276 222.88 8.35 61.40 2194.00
Control 1.747 150.51 3.03 55.84 921.00
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(176.8 MPa cm3/g) was obtained by combining E-glass and S-glass fiber (formula 7).
Similar with specific tensile strength, the highest specific tensile modulus was not
resulted from applying whole aramid fiber in every layer. The highest specific tensile
modulus (10.7 GPa cm3/g) was obtained by combining aramid fiber in layer 1–9 with
E-glass fiber in layer 10–18 (formula 8). On the other hand, applying S-glass fiber in
layer 1–9 with E-glass in layer 10–18 (formula 6) gave the lowest specific tensile
modulus (2.6 GPa cm3/g). Figure 2(c) depict that whole E-glass fiber arrangement
(formula 2) showed the best specific compressive strength (169.65 MPa cm3/g), while
whole aramid arrangement (formula 1) gave the smallest one (61.13 MPa cm3/g).
Figure 2(d) shows that combination between aramid and S-glass fiber (formula 1) gave
the best bonding shear (5390.31 N cm3/g), while combination between E-glass and
aramid fiber (formula 9) gave the lowest one (2194.00 N cm3/g).The interaction
between two different fibers was responsible for all those results.

4 Conclusion

Composites based UAV skin has been successfully manufactured by vacuum infusion
process using epoxy resin as matrix as well as E-glass, S-glass and aramid fibres as the
reinforcements. The result show that specific tensile strength and specific modulus was

Fig. 2. Interaction effect analysisof specific (a) tensile strength (b) tensile modulus(c) bonding
shear (d) compression
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mainly affected by aramid fiber. However aramid fiber had the slightest effect on
specific compressive strength, while E-glass withstood compressive stress superiorly.
The same results also occur at interaction effect analysis of compression that E-glass
fiber arrangement showed the highest value.
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Abstract. Thermal fatigue crack results in decrease of die service life has
brought to a significant loss in the die casting industry due to the high cost of
die. Laser surface modification is proposed in this study to enhance the surface
properties of die and increase the resistance of thermal crack. In this study, the
changes of surface roughness of laser modified die surface were investigated
during thermal cyclic loading. H13 tool steel samples were sectioned while the
surface of the samples were laser modified at different parameters. Laser
modified samples were subjected to thermal cyclic loading by continuously
heating in molten aluminium and cooling in water bath at respective temperature
range of 850–900 °C and 27 °C. The results of surface roughness and mor-
phology were obtained using a display optical microscope after 3000, 4000 and
5000 cycles of thermal cyclic loading. The surface roughness of laser modified
tool steel with hardness properties of 745 HV experienced the least changes
throughout the thermal cyclic loading process. The minimal changes of surface
roughness on the laser modified die reduces the formation of the oxide layer and
thus reduces the thermal fatigue of die casting dies.

Keywords: Die casting � Surface roughness � Thermal crack

1 Introduction

High pressure die casting process is capable of producing sharply defined and net shape
dimensional, metal part with smooth or textured surface. Aluminium die-casting acts as
a vital role especially in the automotive industry due to its light weight and good
formability characteristic. By adjusting and determining the parameter of the alu-
minium die casting process, the quality of die-cast part produced can be improved.
However, the quality of tool steels in the die casting process decreases and the lifetime
is limited due to thermal fatigue.
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During operation, the tool steel dies are exposed to high-pressure peaks of melt and
temperature gradients. Temperature gradients between the surface and the die core are
causing thermal stresses, which leads to the accumulation of local plastic strains on the
die surface and finally causes the surface cracks [1]. Other failures due to thermal
include heat checking, wear, plastic deformation and corrosion.

The enhancement of tool steel surface can be carried by using laser surface mod-
ification which increases the surface hardness of the material and improve the resis-
tance against thermal fatigue. Surface modification using laser can produce small grain
microstructure via rapid solidification. Through this method, the tribological and
mechanical properties of the material can be improved [2]. The surface roughness
(Ra) is a critical factor that causes cracking or wear occur. In many applications, a
suitable surface roughness value is required to avoid premature failure from surface-
initiated cracking [3].

In this study, the changes of surface roughness in laser modified tool steels which is
subjected to thermal cyclic loading were investigated. The as-received and laser
modified AISI H13 with different surface roughness were subjected to thermal cyclic
loading test.

2 Methodology

The materials used in this study is AISI H13 tool steel (5.64 wt% C, 1.37 wt% O, 0.85
wt% Si, 1.03 wt% V, 8.84 wt% Cr, 1.51 wt% Mo and Fe balance). AISI H13 tool steel
is commonly used for aluminium die casting tool due to its high hardness and resis-
tance of thermal fatigue [4, 5]. The chromium, molybdenum and vanadium in the AISI
H13 tool steel are the main alloying ingredients for the hot working tool steel [6]. AISI
H13 tool steels were machined into a rectangular shape with a dimension of 56 mm
33 mm. The surface of test specimens treated with different laser surface modification
to increase the thermal fatigue resistance. The thermal cyclic loading test which
includes cyclic immersion test was started when the temperature of molten aluminium
alloy reaches 850 °C. When the temperature of molten aluminium is more than its
melting point (630 °C), it can prevent the sticking of molten aluminium to the test
specimens. The test specimens were immersed in molten aluminium alloy for 11.2 s
followed by a rotation and immersion in water at 27 °C for 11.2 s. After that, the test
specimens were rotated back to its original position. The total time taken per cycle was
31 s which include 4.3 s for each rotation time.

Before the thermal cyclic loading test, the average surface roughness of test
specimens was measured by using a Mahr MarSurf PS1 surface roughness tester. The
evaluation length and cut-off length were set at 4.0 mm and 0.8 mm respectively which
complete the ISO 4288 standard. The surface roughness of test specimens was mea-
sured after 3000, 4000 and 5000 cycles. The changes of surface roughness for all
samples before and after the thermal cyclic loading test were determined.
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3 Results and Discussion

The surface roughness (Ra) of laser modified samples were affected by laser param-
eters. The samples used in this study were as-received AISI H13, laser modified AISI
H13 with low surface roughness (9.0 µm) and laser modified AISI H13 with high
surface roughness (42.3 µm). The laser modified sample with surface roughness of
9.0 µm produced hardness properties of 745 HV while the modified sample with
surface roughness of 42.3 µm experienced hardness properties reduction down to 591
HV. The surface roughness and hardness of the as-received AISI H13 were 1.3 µm and
202 HV respectively. After the laser surface modification, the surface hardness of the
samples was increased approximately 3 times compared to the as-received sample.
Table 1 summarises the surface roughness results at different cycles of thermal fatigue
test for all samples.

Overlapping of laser spot was the significant parameter that affects surface
roughness of laser modified surface. The surface roughness decreased when overlap-
ping of laser spots decreased. The previous work by Qin & Chen [7] obtained a similar
trend which justifies this statement. On the other hand, the hardness increased when
overlapping decreased. Low overlapping lead to grain refinement of microstructure
occurred. This was due to the low interaction time between laser beam and the surface
of sample. Decreasing surface temperature caused rapid solidification and results in
finer grains formation. This was also the reason why laser surface modification process
enhances the surface properties which increases the hardness properties and resistance
of thermal fatigue [8, 9].

The changing of surface roughness (Ra) after 3000, 4000 and 5000 cycles of
thermal fatigue (TF) test for as-received AISI H13 and laser modified AISI H13 were
shown in Fig. 1. From the experiment, the surface roughness of all samples increased
when the number of cycles was increased.

Table 1. Comparison of surface roughness before and after thermal fatigue test.

Samples cycles Surface roughness,
Ra (µm)
Initial 3000 4000 5000

As-received AISI H13 1.3 4.9 5.4 6.8
Laser modified AISI H13 with low surface roughness 9.0 5.9 6.3 7.4
Laser modified AISI H13 with high surface roughness 42.3 5.9 7.3 8.2
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Thermal fatigue crack and oxide layer formation after the thermal fatigue test
caused the surface roughness of samples increased. As reported by previous work, the
increment of immersion time leads to crack increase [10]. Immersion time stands for
the number of cycles of thermal fatigue test. When the number of cycles increased, the
thermal fatigue crack also increased. The presence of oxygen and high-temperature
environment caused the formation of oxide layer on the surface of the sample. Such
condition hastens the surface crack on the samples. In addition, the high temperature in
aluminium die casting environment also caused the AISI H13 tool steel to undergo
thermal softening trend and accelerated crack growth.

Figure 2 shows the rate of change of surface roughness for all samples after sub-
jected upto 3000, 4000 and 5000 cycles of thermal fatigue test. The surface roughness
of as-received AISI H13 undergoes a huge changing which was more than 200% after
3000 cycles of thermal fatigue test. The rate of change for as-received AISI H13 was
273.31% which increased from 1.3 µm (before TF test) to 4.9 µm (after 3000 cycles).
The surface roughness keeps increasing gradually by 12.42% and 21.96% after 4000
and 5000 cycles respectively. On the contrary, the surface roughness of all laser
modified samples decreased after 3000 cycles and increased after 4000 and 5000
cycles. The rate of change for laser modified sample with lowest Ra was reduced to
−34.37% which mean surface roughness decreased from 9.0 µm to 5.9 µm. Laser
modified sample with highest Ra also had −86.06% of the rate of change after 3000
cycles. The surface roughness decreased from 42.3 µm to 5.9 µm. After 4000 and 5000
cycles, the rate of change for laser modified sample with highest Ra was higher than the
laser modified sample with lowest Ra. When compare as-received AISI H13 and laser
modified samples with lowest and highest Ra, the rate of surface roughness change
was: laser modified AISI H13 with lowest Ra < laser modified AISI H13 with highest
Ra < as-received AISI H13.

Fig. 1. Surface roughness changes after thermal fatigue test.
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Fig. 2. Rate of surface roughness change after 3000, 4000 and 5000 cycles of thermal fatigue
test.

Fig. 3. Surface morphology after 3000 and 5000 cycles of thermal fatigue test: (a)–(b) AISI
H13; (c)–(d) laser modified sample with lowest Ra; (e)–(f) laser modified sample with highest
Ra.
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The as-received AISI H13 has the highest rate of surface roughness change among
all the samples. This is because as-received AISI H13 has the lowest hardness and
weakest resistance of thermal fatigue among the samples. Thermal fatigue crack and
wear occurred on the surface of as-received AISI H13 were more than laser modified
samples as shown in Fig. 3. Improvement in the hardness properties of laser modified
samples due to the refinement of grain in microstructure enhances the resistance of
thermal fatigue and wear. Hence, the change of surface roughness in laser modified
samples was insignificant compared to the as-received AISI H13.

4 Conclusion

In this study, the AISI H13 tool steel was treated by laser surface modification process
and changes of surface roughness of laser modified die surface were investigated
during thermal cyclic loading. The following conclusions are drawn:

(a) In comparison, laser modified AISI H13 tool steel undergo refinement of grain
which increases the hardness and resistance of thermal fatigue crack. This can
reduce the rate of surface roughness change.

(b) By minimising the change of surface roughness, suitable parameters of laser
surface modification process like low overlapping need to be applied to increase
the life time of die casting dies.

(c) Laser modified AISI H13 tool steel with low surface roughness and high hardness
has excellent surface properties toward the high-temperature environment.
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Abstract. The world today is experiencing a significant global warming
problem. One of the causes of the problem is due to the use of excessive and
uncontrollable material. Replacing the material with more environmentally
friendly is a priority today, especially from wasted natural materials such as
pineapple leaf fibre (PALF). Therefore, the aim of the study is on an investi-
gation of tensile properties from composites made by reinforcing woven glass
fibre and short fibre PALF into epoxy resin. The fibre contains a fixed glass fibre
with 20 wt% and PALF contains with a range of 5 wt%, 10 wt% and 15 wt%.
The architecture of hybrid composite comprises of bottom and top are woven
glass fibre meanwhile middle layer is short fibre of PALF. Epoxy resin was
poured into it, then hand lay-up technique was used to spread the epoxy evenly.
Cold compression method was used to cure the composite. The results show that
10 wt% of PALF and 20 wt% woven glass fibre have shown the best tensile
strength and stiffness. This concluded that the best filler of PALF is at 10 wt%.

Keywords: Pineapple leaf fibre (PALF) � Woven glass fibre � Hybrid
composite � Tensile properties

1 Introduction

Nowadays, request on an alternative material is highly demanded especially in auto-
motive, aircraft, marine and offshore industries. Increasing demand for environmentally
friendly materials, rising prices of petroleum-based plastics, increasing depletion rates
and pressing environmental regulations have created an increasing interest in com-
posites [1]. The conception of natural resources has gained importance in recent years.
Research and engineering interest have been shifting from monolithic materials to
natural-glass fibre reinforced polymeric materials. Natural fibres such as wood fibre
composites are being used in a large number of applications in decks, docks, window
frames and moulded panel composites, meanwhile car bumper manufactured by
kenaf/glass epoxy material, banana reinforced composites apply at under-floor pro-
tection for passenger car [2].
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Recently, natural fibre reinforced polymer matrix composites has been gaining
importance all over the world because of their environmental friendliness and light-
weight [3]. Based on their origin, natural fibres can be generally classified to bast fibres
such as jute, flax, hemp, kenaf, and mesta; leaf fibres such as pineapple, sisal, hene-
quen, and screw pine; and seed or fruit fibres such as coir, rice, cotton, and oil palm [4].
The important advantages of using these natural fibres are availability, easy
biodegradability, renewable and cost-effective [5]. Natural fibres may play a major role
in developing biodegradable composites to resolve the current ecological and envi-
ronmental problems. Natural fibres are lighter and cheaper, but they have low
mechanical properties than glass fibres. The use of hybrid fibres may solve this issue.
Most of the studies on natural fibres are concerned with single reinforcement. The
addition of natural fibre to the glass fibre can make the composite hybrid relatively
cheaper and easier to use.

Hybrid composites refer to a combination of two or more different materials
combined in a common matrix. Hybridization of two or more different materials is
found to be an effective approach to design materials with different requirements and
applications. Result from hybrid composite can acquired new properties, which are
determined by chemical and individual components, structure and interface of the
different components [6]. Problems of high-cost synthetic fibres and low mechanical
properties of natural fibres can be solved by blending them in a common matrix. By
having a hybrid composite, what lacks in one material can be complemented by the
strength of the other material [7]. E-Glass has 2.58 g/cm3 of density, 3445 MPa for
tensile strength and 72.5 GPa for tensile modulus [8]. Meanwhile, the properties of
PALF are 1.2–1.53 g/cm3 for density, 290.61 MPa for tensile strength, 5.83 GPa for
Tensile Modulus [9] and cellulose content 70–80% [10]

In this research, the hybrid composites used are glass fibre as a synthetic fibre
meanwhile pineapple leaf fibre (PALF) as a natural fibre. Fibre loading is one of the
important factors affecting the strength of composite material as it determines the load
transfer within the composite sample, thanks to the fibre-matrix bonding. Hence, this
study is focused on investigating the effect of different fibre loading on tensile prop-
erties of glass fibre/pineapple leaf fibre (PALF) hybrid composite.

2 Materials and Methods

2.1 Material Preparation

The PALF is supplied from Acheh, Indonesia in long fibres form. PALF is easily
growing in Malaysia and Indonesia as agricultural products. The synthetic fibre used in
this research is E-Glass mat woven fibre supplied by Salju Bistari Sdn. Bhd. Epoxy
Amite 100 purchased from Mecha Solve Engineering Sdn Bhd, Malaysia, was used as
a matrix. A long fibre of PALF was cut to short fibre around 15 cm length, then used
crusher machine to grind the fibre become shorter which is around 1–20 mm length.
The short fibre then sieved using a sieve machine to characterize the fibre size
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distribution. Most of PALF had around 3–14 mm length. Drying process of PALF took
placed in Vacuum Oven for 24 h at 80 °C to remove moisture in fibre, then stored in
the vacuum bag to avoid from the air inlet.

2.2 Material Fabrication

The manufacturing process of the sample begins with a weight distribution of PALF,
Glass Fibre and Epoxy resin. Table 1 showed each weight distribution of PALF, Glass
Fibre and Epoxy. The variable weight distribution of PALF was 5 wt%, 10 wt% and
15 wt%, while glass fibre was consistent with 20% throughout the combination. For
example, sample GP1 represents Glass Fibre (G), PALF (P) and 1 is the percentage of
natural fibre.

Firstly, the woven mat of glass fibre was cut to 20 wt% which is equivalent to 4
layers and according to mould which in size of 260 mm � 192 mm. Then, short fibres
of PALF were distributed equally on top of one layer of the woven mat, then covered
with another one layer of glass fibre. Mould was prepared and wiped with a special wax
remover before pouring the epoxy resin. The ratio between epoxy and hardener was 3:1
by weight, and was stirred with a magnetic stirrer at 200 rpm for 3 min to avoid cross-
epoxy crossbar. After that, the mixing resin was left in a container for 5 min to ensure
no trapped air bubbles. Next, the mixture was poured into mould evenly before a layer
of E-Glass fibre mat is placed then poured epoxy again. An E-Glass mat contains on
short PALF was placed repeated with epoxy. Next, a glass fibre placed and lastly
poured epoxy before curing. Figure 1 shows the sequence of layering between the glass
fibre and PALF. The warp and weft directions of the fabric were neglected based on the
assumption that the fabrics have similar properties in each direction. This due to glass
fibre woven mats are balance plies (0°/90°) [11]. After fabrication, the mould was cured
under 5 psi load under cold press machine for at least 8 h. Next, the plates were cut
according to ASTM D638 by using a CNC milling machine.

Table 1. Summary of weight distribution of PALF, glass fibre and epoxy resin

Sample Glass
fibre wt%

PALF
wt%

Epoxy
wt%

Glass
fibre (g)

PALF
(g)

Epoxy
resin (g)

Total
(g)

G2 20 – 80 76 – 182.4 182.4
GP1 20 5 75 76 9.12 171.0 256.1
GP2 20 10 70 76 18.5 159.6 254.1
GP3 20 15 65 76 27.8 148.2 252.0
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2.3 Tensile Test

The tensile test was conducted according to the 638 type IV Dumbell shape American
Society for Material Testing (ASTM) with Universal Testing Machine (Instron Co.
3369). The test was performed at a loading rate of 2 mm/min at room temperature as
shown in Fig. 2(a), as load and displacement data were recorded to analyse Young
Modulus and elongation at break. Five specimens for each sample were examined
based on ASTM 638 recommendation, as shown in Fig. 2(b). All the specimens were
tightened hardly to prevent slippage during testing.

3 Results and Discussion

The specimens were maintained under the same experimental conditions to prevent
data variation. When each specimen reached its maximum elongation and break, the
data was recorded e.g., load, tensile stress and tensile strain. Table 2 shows the average
of maximum load, tensile strength, tensile modulus and elongation at break.

Fig. 1. Sequence layering of glass fibre and PALF

(a) (b)

Fig. 2. Photos of (a) specimen test for tensile (b) five specimens each variant.
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Tensile strength of PALF/Glass fibre reinforced hybrid composite presented in
Fig. 3. Based on this bar chart, the highest tensile strength is GP2 at weight distribution
of PALF 10% with 175.68 MPa meanwhile the lowest is solely Glass fibre with 20%
113.963 MPa. It was observed that tensile strength increases with fibre loading up to
10% PALF/20% glass fibre but decreases with further loading of PALF. This result
slightly higher than Glass/Jute/Pineapple hybrid composite reported by [12] with value
78 MPa at 0.42 weight distribution for highest tensile strength and lowest 40 MPa at
0.18. But, looking at 15 wt% of PALF the tensile strength decrease about 22.2% from
GP2. This situation is due to poor interfacial bonding between reinforcement and
matrix happened, and also due to access amount of PALF and less amount of matrix
cause the mixing process not happened equally. Tensile strength of natural fibre depend
on cellulose content, so when the cellulose content high the tensile strength becomes
increased, contradicting with increase content of hemicellulose decreased tensile
strength. So, at this point, PALF had a high cellulose content with 70–80% made this
hybrid, especially at 10 wt% of PALF have a higher strength [10].

The effect of PALF loading on tensile modulus of hybrid composite is presented in
Fig. 3. The addition of PALF in this hybrid composite increased the tensile modulus
until optimum at 10 wt% PALf/20 wt% GF with value 1.72 GPa. Further loading of
PALF at 15wt% PALF/20 wt% GF decreased the modulus with value 1.28 GPa. This

Table 2. Summary of result from tensile tests

Sample Max.
load (kN)

Tensile
strength (MPa)

Tensile
modulus (GPa)

Elongate a
t break (%)

G20 2.209 113.963 1.463 0.42
GP1 3.066 165.140 1.585 0.60
GP2 3.447 175.680 1.723 0.75
GP3 3.392 136.708 1.285 0.73
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Fig. 3. Effect of PALF loading on tensile properties of the hybrid composite.

452 M. Ismail et al.



result quite high compared to glass/jute/pineapple hybrid composite with 0.9 GPa the
highest Tensile Modulus at 0.42 volume fraction and 0.5 GPa for the lowest at 0.18
volume fraction [12].

4 Conclusion

The effect of PALF weight distribution on hybrid glass fibre/PALF epoxy composite to
obtain the tensile strength, tensile modulus and elongation at break were investigated. It
can be concluded that, addition of PALF made composite became more strength and
stiffness. In contrast, the strength becomes less if too much inclusion of PALF.
Approximately 54% increased of strength when added with PALF and 26% increased
of stiffness from solely glass fibre. The best fibre loading to be added in hybrid
composite was at 10 wt% of PALF either at tensile strength, tensile modulus or
elongation at break. This proves that natural fibre plays an important role as a filler to
enhance mechanical properties of woven glass fibre. Synthetic fibres have better
properties but natural fibre reinforced composites showed better performance. Natural
fibre reinforced composites also have a better impact on the environment as compared
to the synthetic fibre reinforced composites. Natural fibre will help to improvethe
climate without hampering the green globalization.
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Abstract. One-dimensional of layered structure manganese oxide (MnO2) has
been synthesized via hydrothermal route without further heat treatment. Varying
the hydrothermal route parameter has an effect on the layered structure of MnO2.
a-MnO2 obtained in this study has been physicochemical characterized using X-
Ray diffraction (XRD), Fourier Transmission Infra-Red (FTIR), Field Emission
Electron Microscopy (FESEM), Transmission Electron Microscopy (TEM) and
Selected Area Electron Diffraction (SAED). Its electrochemical property has
been evaluated by performing cyclic voltammetry using potentiostat. From the
electrochemical analysis, it was shown MnO2 with larger layered structure
having high specific (Cs) compared to that of MnO2 with smaller layered
structure. This high CS is originated from a combination of electrochemical
double layer and pseudo-capacitance storage mechanisms. Besides, the
appearance of water molecules within the layered spacing assisted the cations
diffusion process.

Keywords: A-MnO2 � Hydrothermal � Supercapacitor � Layered structure �
Nanorods

1 Introduction

One-dimensional (nanorods, nanowires, and nanofibers) nanostructure of manganese
dioxide (MnO2) have made extreme research interests over the years due to their
superior properties (e.g., catalytic, optical, magnetic, electrical and electrochemical) [1,
2]. Their main importance for energy storage devices have been intensively investi-
gated as promising electrode materials in primary/secondary batteries and electro-
chemical capacitors. It is due to their superior electrochemical properties, low-cost,
environmentally friendly and facile method of preparation [3, 4]. Several routes have
been used to synthesize MnO2, such as chemical precipitation [1], cathodic elec-
trodeposition [2, 5], solvothermal [6], sonochemistry [7], and hydrothermal methods
[8–10]. Powerful synthesis approach of hydrothermal method is used to synthesize
different forms of MnO2 and it offers various benefits (mild conditions of pH and
temperature, and variety of precursors) [10]. Crystalline structure and morphology of
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the MnO2 is strongly affected their electrochemical properties. MnO2 exists in various
polymorphic forms (a, b, c and d), which are different in the spatial arrangement of
basic octahedral [MnO6] units. a-MnO2 have is received special attention as cathode
materials for lithium batteries [5], since the large MnO2tunnels existing in the crys-
talline lattice of a-MnO2 are believed to facilitate the accommodation and trans-
portation of inserting lithium ions.

Synthesis of various MnO2 nanostructures via a facile and mild hydrothermal route
without using any template and surfactant is reported here. Both d-MnO2 and a-MnO2

nanostructures were synthesized based on the hydrothermal reaction of MnSO4 and
KMnO4 in aqueous medium and at mild temperatures. Effects of hydrothermal syn-
thesis conditions on the evolution of structural morphology and phase transformation of
MnO2 nanostructures were investigated. The modification of layered structure by
changing the hydrothermal parameters have been reported and showed the benefits of
layered structure for energy storing mechanism.

2 Methodology

In a typical synthesis, 4.225 g of MnSO4 was mixed with 2.37 g KMnO4 by dissolving
it in 40 ml distilled water. The mixture was stirred under magnetic stirring, with 200 ml
total volume of the solution. Then the solution was charged into a Teflon(PTFE)-lined
autoclave, tightly sealed and oven-heated at different temperature (100 °C, 120 °C, and
140 °C) for 24 h, and then cooled to room temperature naturally. The precipitate was
centrifuged and repeatedly washed with deionized water, then dried at 100°C for one
hour to obtain the final product. The prepared samples are labelled as MnO2-a, MnO2-b
and MnO2-c for 100 °C, 120 °C, and 140 °C, respectively.

3 Characterization

Crystal structure of the final sample was studied by X-ray diffraction (XRD) technique
using the Rigaku Miniflex II X-ray diffractometer employing Cu Ka radiation
(k = 1.5406 Å). Morphology and microstructure of the materials were studied by
scanning and transmission electron microscopic techniques. The shape and size of the
samples were obtained using a field emission scanning electron microscope (JSM-
7800F (JEOL, Japan).

For electrochemical evaluation, a working electrode was prepared by mixing the
active material with polyvinylidene fluoride (PVDF) (Sigma Aldrich, USA) and carbon
black (Super P conductive, Alfa Aesar, UK) in a mass ratio of 85:5:10 and was stirred
in N-methyl-2-pyrrolidinone to achieve a homogeneous mixture. The resulting slurry
was then pasted on a nickel foam substrate (current collector) and the electrode was
dried at 70 °C for 12 h. The dried electrode was then pressed using a pelletizer at 5
tonne. A three electrode system was used to evaluate the electrochemical performance
by cyclic voltammetry (CV) using a potentiostat (Autolab PGSTAT 30, Eco
Chemie B.V., The Netherlands) employing NOVA 1.9 software in 1 M KOH aqueous
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electrolyte at room temperature. A platinum rod and a saturated Ag/AgCl electrode
were used as the counter and the reference electrodes, respectively. The kinetics at the
electrode were studied using electrochemical impedance spectroscopy (EIS) using the
AutolabPotentiostat.

4 Discussion

Figure 1(a) shows the XRD recorded for the hydrothermally synthesized MnO2

nanostructures at different experiment parameter as mentioned in methodology section.
The XRD analysis was done in the range of 10°–80° at 2h° with scan rate of 0.02°/min.
It can be seen from the XRD pattern of MnO2-a (Fig. 1(a)) is indexable to a tetragonal
a-MnO2 phase. The coexisting of potassium ion in the MnO2 is arising from one of the
precursors used to prepare the MnO2. However, in this study, the characteristic peak
represent potassium ion was not observed for all samples. The amount of potassium ion
may be very negligible to be detected using XRD. While, XRD pattern of MnO2-b
(Fig. 1(a)) is attributed to the body centered tetragonal, which are in agreement with the
standard values (JCPDS 44-1041). MnO2-b showing an interlayer spacing of 6.6 nm
attributed by (110) peak at around 2h = 12.4°. For layered MnO2 was formed as the
characteristic peaks of the layered structure clearly appear around 2h = 12.4°. It can be
seen that MnO2-a has larger interlayer spacing of 6.9 nm compared to that of MnO2-b
(6.7 nm). There are several humps in the XRD pattern of the MnO2-a which are
attributed to the presence of water in the layered structure.

Fig. 1. (a) XRD pattern of the sample, and FESEM images of sample (b) MnO2-a, (c) MnO2-b
and (d) MnO2-c.
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The size and morphology of each sample were examined by FESEM. All of
samples composed of nanorods structure but with different diameter and length.
FESEM picture in Fig. 1(b) and (c) shows that the sample MnO2-a and MnO2-b is
composed of dense bare shape nanorods within the diameter range of 20–30 nm and
with various of length. Whereas, sample MnO2-c (Fig. 1(d)) is having larger diameter
compared to other samples (*200 nm) as a result of high temperature during
hydrothermal treatment. This high temperature hydrothermal treatment induced more
fusion process between MnO2 particle and forming larger diameter nanorods.

Figure 2(a) shows the CV profiles at scan rate of 100 mV/s for MnO2–a, MnO2-b
and MnO2-c in 1 M of KOH. All samples showed CV profile with the quasi-
rectangular shape, which indicating the pseudocapacitance nature of MnO2. It was
almost symmetric between the cathodic and the anodic processes for sample MnO2-a,
which pertained that the samples had been an excellent electrode material for super-
capacitor in the alkaline electrolyte. Almost non-symmetrical shape of CV was
observed for sample MnO2-b and MnO2-c reflecting to the less reversibility of elec-
trode materials. Besides, it can be seen that the area under the curves of CV of MnO2-a
is larger compared to that of MnO2-b and MnO2-c, demonstrating the highest of Cs.

At this higher scan rates, the ions were intercalated probably only on the surface of
the electrode, whereas at lower scan rate, the ions could diffuse into the inner active
sites as well, because lower scan rates provide longer lengths of time permitting better
intercalation of the ions with the active sites. However, from the CV shape of sample
MnO2-a at this higher scan rate, it can be seen that there are redox peaks appeared
which corresponded to the Mn transtition of Mn4+ and Mn3+. This could be attributed
to the presence of water molecules in the interlayer spacing of the sample (as shown in
Fig. 1(A)), whereby leads to the succeeding electrochemical ion diffusion,
intercalation/de-intercalation, and transport process, resulting in the redox process of
Mn between Mn4+ and Mn3+. Thus, higher Cs of 678 F/g was obtained by sample
MnO2-a and followed by 196F/g and 91 F/g for sample MnO2-b and MnO2-c,
respectively as shown in Fig. 2(b). Redox peak is also proven by the non-triangular
charge-discharge curve as shown in Fig. 2(c). However, it was observed that all
samples are having similar charge-discharge curve since this analysis has been done at
low current density. Thus, all samples have longer time for intercalation/de-
intercalation process, contributing to the redox reaction. Two mechanisms have been
generally proposed for the charge storage process of MnO2; (1) intercalation of protons
from electrolytes (C+ = H+, Li+, Na+, and K+) in the bulk of electrode material upon
reduction, and then, followed by de-intercalation upon oxidation [11]. And (2) surface
adsorption of electrolyte cations (C+) on MnO2 [11].
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5 Conclusion

In summary, simple and free-template hydrothermal route has been used to prepare
MnO2 with different interlayer spacing and crystal structure but with similar one-
dimensional nanorods with various sizes. microstructure. Sample with bigger interlayer
spacing (MnO2-a) exhibited high Cs due to the better ion diffusion and intercalation/de-
intercalation for redox reaction to be occurred even at high scan rate of cyclic
voltammetry. Besides, the presence of water molecules in the interlayer spacing
facilitates better ion diffusion process.
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Abstract. Three-dimensional (3D) printing is one of the many popular types
additive manufacturing. Current FDM product has low tensile strength due to
the printing orientation that affect to the low bonding layer by layer inside the
material. Furthermore, experimental work of FDM using different printing ori-
entation are still limited. The aim of this investigation is to characterize the effect
of build orientation and heat treatment on the mechanical performance of PLA
samples manufactured using fused deposition modelling (FDM) - 3D printer.
Specimens were fabricated according to ASTM-D638 type IV. The next
investigation was to analyse the effect of build orientation and heat treatment on
the printed specimens. Tensile tests were carried out to determine the
mechanical response of the printed specimens. The highest result for ultimate
strength and yield strength achieved by heat-treated on-edge orientation,
47.84 MPa and 43.94 MPa respectively while the highest elastic modulus is
untreated upright orientation, 8.96 GPa. The results showed that different ori-
entations effect the behaviour of tensile strength and yield strength of the 3D
printed PLA. Heat treatment process effected the layer bonding of the specimen
as it strengthens the bonding between the layer. In addition, the results have
highlighted different fracture behaviour for the upright orientation, on-edge and
flat orientations.

Keywords: FDM � 3D printing � PLA � Build orientation � Heat treatment

1 Introduction

Nowadays, polylactic acid (PLA) is one of the most commonly used material for 3D
printing or known as fused deposition modelling (FDM). The variety of the products
that can be produced with 3D printers is growing steadily such as prototypes, moulds,
tools, organ in human body parts, prosthetics, toys and furniture [1]. 3D printing can be
used to perform product development which involves conceptual design selection,
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which is an activity engaging with numerous types of data including technical-
customer specifications and current design developments [2–4]. The 3D printer works
by placing the thin lines of molten material side by side and on top of each other to
create a printed product. The printers using this technique are fed with a filament of
thermoplastic printing material. This filament is melted through an extrusion die
connected to a three-dimensional positioning system. The nozzle is controlled to per-
form a selective material deposition that produces the geometry of the desired com-
ponent [5]. Precise and simpler design methods are required to accurately perform the
static assessment of 3D printing materials. Therefore, 3D printing is an “additive”
process that allows more complex-shaped components to be manufactured more
effectively than traditional “subtractive” technologies, with a remarkable degree of
accuracy in both shape and dimensions [6].

FDM strategy is exceptionally convincing because of its relationship to desktop 3D
printers. 3D printing frames a 3D geometry by collecting singular layers of expelled
thermoplastic fibre, for example PLA, which have melting temperatures sufficiently
low for utilize in melt expulsion in open air non-committed offices [6]. PLA is a
biodegradable thermoplastic aliphatic polyester derivative from renewable assets. PLA
was one of the highest utilization volumes among bioplastics around the world [8].
However, PLA brittleness and low thermal resistance limit its applications [9]. Cur-
rent FDM product has low tensile strength due to the printing orientation that affect to
the low bonding layer by layer inside the material. Therefore, in this investigation, the
objective is to fabricate 3D printed PLA test specimen using FDM using different
orientations and heat treatment. The next objective is to perform tensile test and
fracture analysis on the specimen. The final objective is to analyse the effect of building
orientation and heat treatment on the tensile strength and yield strength.

2 Methodology

Material for this investigation PLA filament 1.75 mm Makerbot was utilised. Test
specimen dimension was produced according to ASTM D638 Type IV. This is the
standard for polymer/PLA tensile testing. The 3D model of the specimen was designed
in a CAD software and transferred to MakerBot software to prepare for the G-codes 3D
printing. Figure 1 shows the specimens build orientations during 3D printing.

Each build orientation consisted of five specimens. The total were 30 specimens.
15 out of 30 specimens (5 specimens for each build orientation) undergo heat treatment
process using a vacuum oven. The heat treatment temperature was set to 65 °C as this
is the glass transition temperature for PLA [10]. It took 30 min for the oven to reach
65 °C from room temperature. Once it reached the desired temperature, test specimen
was put in the oven and the temperature remained constant at 65 °C for 15 min. After
15 min of heat treated, test specimen was rested in the oven for 60 min to allow the
specimen to slowly cool before proceeding to tensile testing.

The tensile test was performed to express the mechanical and deformation prop-
erties of a specimen under a parallel stress at a given rate. The specimens were loaded
until they are fractured. The best possible load of the specimens was calculated at the
end of the tensile test. The equipment then automatically records all data prior to export
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to provide a graphical representation of the test progress. Fracture analysis was per-
formed by examining cracked specimens. This was to investigate the fracture modes of
the untreated and heat-treated test specimens.

3 Result and Discussion

The build orientation significantly influenced the mechanical properties, the ductility
and the failure behavior. On-edge and flat orientations showed the highest values for
maximum tensile strength, while the upright orientation resulted in the lowest. The
results in Table 1 showed a brittle behavior for upright orientation.

On-edge and flat orientations, however, showed a ductile behavior with significant
plastic deformation. In particular, on-edge samples showed the value of the maximum
tensile strain at break as more layers were drawn longitudinally. This result was in
agreement with previous finding [8].

Heat-treated specimen was still a ductile material due to a small increasing percent
of yield strength therefore both untreated and treated specimens are easy to be plas-
tically deformed. The reason of higher ultimate strength and highest decreasing of

Build Orientation

Upright 

Flat 

On-edge

Fig. 1. Isometric view of specimens build orientation.

Table 1. Average yield strength and ultimate strength.

Build
orientation

Heat treatment
(65 °C)

Yield strength
(MPa)

Ultimate strength
(MPa)

Elastic modulus
(GPa)

Up-right Untreated 18.2091 20.3515 8.9698
Heat-treated 18.6833 (+2.5%) 24.5583 (+17%) 5.3642 (−40%)

Flat Untreated 30.3996 41.6246 3.0794
Heat-treated 41.2957 (+26.4%) 45.7108 (+8.9%) 3.1401 (+1.9%)

On-edge Untreated 41.5920 46.0643 3.2186
Heat-treated 43.9184 (+5.3%) 47.8352 (+3.7%) 3.3328 (+3.4%)
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elastic modulus for heat-treated specimen as much as 40% for the heat treated specimen
is due to the inter-layer bond of the specimen. Next, flat orientation shows the highest
increasing percentage of yield strength which is 26.4%. It shows that heat-treated
specimens were easy to deform a plastic deformation compared to untreated specimen.
Untreated specimen is more ductile as it has a trans-layer failure. From Table 1, ulti-
mate strength and elastic modulus of flat orientation increased 8.9% and 1.9%
respectively. On the other hand, on-edge orientation has the smallest differences of
mechanical responses for untreated and heat-treated specimen. On-edge orientation has
the most optimum results compared to upright and flat orientation. This is because heat
treatment only gives a small effect to the inter-layer and trans-layer of the specimen.

The heat treated specimens, on-edge and flat orientations showed the highest values
for the maximum tensile strength, while the upright orientation gave the lowest. The
maximum yield strength and tear strength for upright orientation are 18.68 MPa and
24.56 MPa, which is lower than for edge orientation and flat.

Figure 2 shows the cross section of untreated and heat-treated specimens after
tensile tested. Untreated specimens have void in their printing layer as showed in circle
A, B and C for each build orientation. With heat treatment, number of void is reduced
as showed in circle A’, B’ and C’. For upright orientation, the samples were pulled
parallel to the layer deposition direction and the load was perpendicular to their fibers,
resulting in failure of the inter-layer bond. In the case of edge and flat orientation, the
specimens were pulled perpendicular to the layer deposition direction, and therefore,
the fibers were pulled parallel to the loading direction, resulting in failure of the trans-
layer. The heat treatment strengthened the bond between the layer, thus the inter-layer
and trans-layer were stronger. The current findings were in agreement with previous
research [11].

Fig. 2. Fracture analysis of the specimens.

464 N. Fatchurrohman et al.



4 Conclusion

This research was accomplished with all the objectives had been achieved. From this
investigation, it can be concluded that the upright orientation, on-edge and flat orien-
tations have affected the behaviour of tensile strength and yield strength of the 3D
printed PLA. Heat treatment process affected the layer bonding of the specimen as it
strengthened the bonding between the layer. In addition, the results have highlighted
different fracture behaviour for different printing orientations. Future investigation
would be suggested to test the specimens using fatigue test, which is to observe the
lifetime of the specimens against fatigue loading.
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financial support through Internal Research Grant RDU180324.
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Abstract. Recently, polymer blend composites are receiving significant atten-
tion to fulfill the growing demand from automotive industries because of their
improved properties as compared to that of pure polymer blends. In this research
work, considering 0%, 3%, 6% and 9% glass fiber content, four different
compositions of polyamide 6 (PA6)-polypropylene (PP)-glass fiber composites
such as, 80%PA6+20%PP, 77%PA6+20%PP+3%GF, 74%PA6+20%PP+6%GF
and 71%PA6+20%PP+9%GF were prepared using an injection molding
machine. Different process parameters were taken into consideration in order to
produce dog bone shaped specimens free of defects. All flexural tests were
performed according to ASTM standard. Results showed that flexural yield
strength steadily improves as fiber content increases. Test data showed that
flexural stiffness or modulus is lowest for pure blend and it gradually improves
with addition in glass fiber. Flexural strength is lowest for pure blend and it
gradually develops with increase in fiber content. On the other hand, it was
observed that flexural strain is hardly impacted by fiber content.

Keywords: Flexural properties � Polyamide � Polypropylene � Glass fiber

1 Introduction

Thermoplastic polymer materials are reinforced by different types materials in order to
strengthen mechanical properties and these polymer composites can be prepared by
different manufacturing techniques. During past decade, research efforts were applied on
dissimilar composite materials to examine mechanical or tribological properties [1–10].
Different types of reinforcing and matrix materials, different processing methods as well
as different operating parameters are responsible for properties of these composites.
Fiber reinforced polyamide-6 composite was prepared by application of injection pro-
cess and flexural properties were examined in detail [11]. Experimental data revealed
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that modulus and flexural strength of reinforced polyamide-6 were much increased than
that for polyamide-6 without reinforcement. Experimental data revealed that strength
properties and elastic modulus of composites were markedly affected by fiber content
and fiber orientation [12]. During injection process, parameters such as fill time, tem-
perature etc. were theoretically examined for pure polyamide material [13]. It was
noticed that strain rate was important parameter for properties of composites [14].
Experiments were performed to examine properties of reinforced nylon [15]. It was
apparent that modulus and strength of composite were markedly influenced by fiber
content. Polypropylene-epoxy based composites were prepared using E-glass fiber
reinforcement and it was proved that type of resin has marked influence on impact
strength [16]. Research efforts were applied to examine flexure properties for nylon 6-
polypropylene based blend composites [17, 18]. It was found that flexure strength,
flexure modulus and impact strength of composites were influenced by fiber content.

In this study, four types of polyamide 6-polypropylene based composites were
prepared considering 0%, 3%, 6% and 9% glass fiber reinforcement. How the flexural
properties such as flexural yield strength, flexure modulus, flexure strength, flexural
strain etc. were influenced by fiber content that were examined in detail.

2 Experimental

Four types composite specimens were prepared by the application of injection molding
process. Polyamide 6-polypropylene based composite specimens were prepared con-
sidering 0%, 3%, 6%and9%glassfiber reinforcement. Four types of specimens of various
compositions such as, 80%PA6+20%PP, 77%PA6+20%PP+3%GF, 74%PA6+20%PP
+6%GF and 71%PA6+20%PP+9%GF were processed in conformity with ASTM stan-
dard. Considering suitable process parameters, different types of dog-bone shaped
composite specimens were prepared. Moreover, temperatures at different sections/zones
of barrel such as, rear section and nozzle section were varied depending on the compo-
sition of composite. During injection process, temperature control was very critical in
order to produce defect-free specimen. After successful preparation of composite speci-
mens, flexural tests were performed to examine flexural properties of these composites.
Using a universal test machine, three point bending flexural experiments were performed
using crosshead speed of 3 mm/min according toASTMstandard andBluehill 2 software
was used to generate all data. The detailed flexural characteristics such as, flexural yield
strength,flexuralmodulus,flexural strength,flexural strength at break andflexure strain at
break were examined for different types of composites.

3 Results and Discussion

Flexural experiments of glass fiber reinforced PA6-PP blend composites were carried out
and at slope threshold 0.2%, flexural yield strength results of composites are shown in
Fig. 1. At this stress level, material started to deform plasticallymeans that non-reversible
deformation occurred at this stress level. Experimental data revealed that pure blend 80%
PA6+20%PP started to deform permanently at reasonably low stress level of 38.13 MPa.
It is apparent that due to addition of 3%GF, composite showed an improvement in yield
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strength of 40.88 MPa which is 7.2% greater than that of pure blend. Results showed that
74%PA6+20%PP+6%GF composite exhibited moderately improved yield strength of
46.06 MPawhich is nearly 21%higher than that of pure blend.Due to additionof 9%glass
fiber, composite showed further improvement in yield strength to 50.03 MPa. It is
noticeable that due to more fiber content, flexural yield strength improved steadily and
deformation of composite started plastically at reasonably greater stress level.

The experimental results of flexural modulus are shown in Fig. 2. These results are
measure of stiffness of composites to resist bending deformation. The obtained result
reveals that 80%PA6+20%PP blend has low modulus of 1.1 GPa. Due to the addition
of 3%GF, composite shows little improved modulus of 1.26 GPa, which is 14.5% more
than modulus for pure blend. 74%PA6+20%PP+6%GF composite shows 32.7%
increased modulus of 1.46 GPa as compared to modulus of pure blend. Finally, due to
addition of 9%GF, the composite shows 44.5% improved modulus of 1.59 GPa. From
these results, it is evident that resistance to deformation or stiffness improves gradually
as fiber content rises.

Fig. 1. Flexural yield strength of PA6-PP-GF composites.

Fig. 2. Flexural modulus of PA6-PP-GF composites.
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Flexural strength of PA6-PP-GF composites is presented in Fig. 3 and in experi-
ments, the composites experienced maximum stress at extreme fiber. Experimental data
show that 80%PA6+20%PP has flexural strength of 38.85 MPa. With 3% glass fiber
addition, composite shows an improved strength of 41.43 MPa which is about 6.6%
higher than the strength of pure blend. The obtained result reveals that because of
increased fiber content 6%, flexural strength shows 21% increased strength of
46.97 MPa as compared to that for pure blend. Experimental result also reveals that 9%
GF composite has reasonably high strength of 51.26 MPa and this is about 32% higher
than strength of 80%PA6+20%PP. From these results, it is obvious that flexural
strength improves gradually as fiber content increases up to 9%. Figure 4 represents
flexural strength at break of the composites. Obtained data show that pure blend has the
breaking strength of 38.55 MPa. Due to addition of 3%, 6% and 9% glass fiber, the
composite shows the strength of 41.01, 46.42 and 50.11 MPa respectively. These
results almost correspond to maximum flexural strengths of composites (Fig. 3), means
that, the extreme fiber (outermost layer) of the composite reached to breaking point
instantly after reaching the maximum strength under flexure loading.

Fig. 3. Flexural strength of PA6-PP-GF composites.

Fig. 4. Flexural strength at break of PA6-PP-GF composites.
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Figure 5 represents flexure strain at break (slope threshold 0.2%) of composites.
During experiment, this unit deformation (%) was at outermost layer of composite.
Experimental data revealed that pure blend has flexure strain of 6.32% at breaking
point and composites have 6.31%, 6.27% and 6.23% strain for fiber content of 3%, 6%
and 9% respectively. It is distinctly clear that these strain results at breaking point are
hardly influenced by fiber content up to 9%.

4 Conclusions

Using injection molding, polyamide 6-polypropylene based composites were suc-
cessfully prepared considering 0%, 3%, 6% and 9% glass fiber contents. Three point
flexural properties of these composites were investigated in detail. It was found that
pure blend exhibits low flexural yield strength which improves steadily with increased
content of fiber. Pure blend shows low flexural modulus and it rises gradually with
increased fiber content. Experimental data also show that pure blend has minimum
flexural strength and it rises gradually due to increased fiber content. It is found that
flexural strengths almost correspond to breaking strengths. Furthermore, it is evident
that flexural strain is hardly influenced by fiber content up to 9%.
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Abstract. The use of natural fibre-reinforced composites is continuously get-
ting more attention worldwide mainly due to their environmental friendliness.
The present work investigates the effect of drilling parameters namely spindle
speed and feedrate on the delamination damage of Kenaf fibre-reinforced
composite laminates. Two different laminate thicknesses were fabricated (i.e.
4 and 6 mm). It was found that the spindle speed did not significantly affect the
delamination damage. Whereas, increasing the feedrate resulted in a higher
delamination factor possibly because of a higher thrust force. Meanwhile, the
different in laminate thicknesses did not notably influence the delamination
damage during the drilling process. The results of the present work are useful to
be used for future reference in the study on the drilling of natural fibre-
reinforced composite.

Keywords: Natural fibre reinforced composite � Drilling process � Push-out
delamination

1 Introduction

Reinforced plastics composite material is a combination of various sources of rein-
forcement materials and plastics which acts as a binder. As a result, it can withstand a
stronger load as the strength and other properties are improved. Reinforcements are
used to provide the strength and rigidity at a lower cost. In recent years, there is a
tendency to use composite materials in many industries due to its various advantages.
However, majority of reinforcement materials or fibres are made from non-
biodegradable materials. Lately, there is a huge interest of using natural fibre-
reinforced composites (NFRC) due to the environmental and sustainability aspects of
engineering materials. NFRC also offer numerous benefits which includes low cost,
biodegradability, eco-friendly nature and relatively good mechanical properties [1].

Amongst various machining processes, drilling is a commonly employed technique
in industry because of the requirement to assemble components in mechanical pieces
and structures. The drilling of composite laminates is significantly affected by the
tendency of these materials to delaminate under the action of drilling forces (thrust
force) which may result in fibre pull-out and thermal damages especially the polymeric

© Springer Nature Singapore Pte Ltd. 2020
M. N. Osman Zahid et al. (Eds.): iMEC-APCOMS 2019, LNME, pp. 472–477, 2020.
https://doi.org/10.1007/978-981-15-0950-6_72

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_72&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_72&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_72&amp;domain=pdf
https://doi.org/10.1007/978-981-15-0950-6_72


matrix [2]. Furthermore, Capello [3] concludes that the delamination is the most critical
damage since it can severely impair the performance of the machined components.

Various studies were done to examine the effect of drilling on composite materials.
Hocheng and Tsao [4] conducted a study in order to determine the best drill tool,
method and operating conditions. They found that the application of special drill bits,
pilot hole and back-up plate may help to prevent or reduce the delamination. Maleki
et al. [5] found that the HSS twist drill was found to generate a lower thrust force
compared to the CoroDrill 854 and CoroDrill 856 thus producing less delamination. In
terms of the effect of machining parameters, the feed rate and cutting speed are seen to
make the largest contribution to the delamination factor [6]. During machining of four
different fibre-reinforced composites namely glass, hemp, jute and banana, Babu et al.
[7] concluded that the use of high cutting speed and low feed rate favour the minimum
delamination for all composite materials. Therefore, it is interesting to make a further
study on the effect of drilling parameters namely spindle speed and feedrate on the
delamination during drilling process of Kenaf fibre-reinforced composite laminate.

2 Methodology

Two different thicknesses of composite laminates were fabricated using hand lay-up
technique. Woven glass fibre and chopped strand mat Kenaf fibre were used as rein-
forcement materials. Their properties are shown in Table 1. The matrix use as the
binder of the reinforcement was epoxy resin. Epoxy is one of the thermosetting
polymers that has been used widely because of its quality and low cost. The properties
of the epoxy resin are shown in Table 2. The fibre fabrics were cut into square of
200 mm � 200 mm. The layers were properly stacked with different number of plies
as to produce laminates with two thicknesses. Natural Kenaf fibres were layered
between the upper and lower plies of glass fibres as to provide a more rigid shape to the
laminate. The orientation of glass fibre fabric was kept constant all the time during the
lay-up process and they are considered as bidirectional laminates [0°/90°]. Meanwhile,
plies of chopped Kenaf fibres as shown in Fig. 1(a) were placed in between the layers.
One and two plies of Kenaf fibre were used to produce 4 and 6 mm thicknesses of
composite laminates respectively. The open mould concept was used during the hand
lay-up process where the load applied was 10 kg. The final fibre volume fraction of the
laminate was calculated to be around 0.8.

Table 1. Properties of reinforcement fibres [1].

Fibre Density
(g/cm3)

Tensile
strength
(MPa)

Specific tensile
strength (MPa)

Elastic
modulus
(GPa)

Specific elastic
modulus (GPa)

Kenaf 1.45 930 641 53 3.5
Glass fibre 2.5 2000–3000 800–1400 70 29
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Vertical CNC milling machine was used for the drilling experiment. Diameter of
the drilling tools was fixed for all sets of experiment at 10 mm using HSS drill bit. All
experiments were conducted without coolant. The machining parameters and their
respective levels are shown in Table 3. These parameters were chosen as they are
commonly used parameters in the drilling process of composite materials [8, 9]. The
design of experiments (DoE) was planned using a full-factorial approach which
required nine (9) total number of experiments as presented Table 4.

The delamination of drilled holes at the exit of the tool was evaluated using an
optical video measuring system for the calculation of delamination factor. The average
delamination factor, Fd, for each drilled is calculated as a ratio of the maximum
diameter of the damage area, Dmax, to the drill diameter, Dnorm, as illustrated in Fig. 1
(b) [10].

Table 2. Properties of epoxy resin [6].

Density
(g/cc)

Elastic
modulus
(GPa)

Tensile
strength
(MPa)

Compressive
strength (MPa)

Elongation (%) Cure shrinkage
(%)

1.1–1.4 3–6 35–100 100–200 1–6 1–2

Fig. 1. (a) Kenaf strand mat fibre, (b) Illustration of the maximum diameter, Dmax and original
diameter, Dnorm [10].

Table 3. Machining parameters and their respective levels.

Parameter Spindle speed (RPM) Feedrate (mm/min)

Level 1 (Low) 800 25
Level 2 (Medium) 1000 46
Level 3 (High) 1200 58
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3 Results and Discussions

The results of delamination factors for both laminates thicknesses at different spindle
speed and feedrate are displayed in Table 4. The effect of feedrate and spindle speed on
the delamination factor is shown in Fig. 2. It is to note that the delamination factor was
measured at the exit of the hole. This is due to the fact that more significant delami-
nation occurs at the exit of the hole or push-out delamination as compared to the peel-
up delamination (hole entry) [5]. In general as observed from Fig. 2, increasing the
feedrate produces a higher delamination for both thicknesses of laminates. This can be
attributed to the increase of thrust force with an increase of feedrate during the drilling
process. A higher friction between the cutting edges of the drill bit with the fibre
particularly at a higher feedrate may accelerate the increase of the thrust force. Fur-
thermore, the increase in thrust force is due to the fact that the shear area is elevated
while increasing the feedrate. As a result, a higher thrust force tends to cause a bigger
damage to the hole thus increasing the amount of push-out delamination. In contrast,
Maleki et al. [5] observed unexpectedly a reverse pattern where they found a decrease
in the delamination size with a rise in feedrate. They attributed it to the higher heat
generation for a lower feedrate which increases matrix softening thus increasing the
delamination size. However, a similar finding with the present study was observed
when using drill bit CoroDrill 854. Furthermore, it has been widely reported that the
drill bit type largely contributes to the effect of delamination size [5, 6, 11]. In case of
the spindle speed, there is no obvious trend on its effect in causing the delamination
damage as shown in Fig. 2. This similar effect has been reported previously where the
effect of spindle speed is small or negligible compared to the feed rate on the
delamination damage [1, 6]. Similarly, there is no clear trend on the delamination
damage for different laminate thicknesses (i.e. 4 and 6 mm) as shown in Fig. 2.

The optical images of push-out delamination damage are shown in Figs. 3 and 4 for
both laminate thicknesses respectively. It is obvious that for both laminate thicknesses,
the severity of uncut fibres and delamination damage is more significant while drilling
at a higher feed rate. Due to the difference in the nature of fibres and in the mechanisms

Table 4. Experimental layout and results.

Trial
no.

Spindle speed
(RPM)

Feedrate
(mm/min)

Fd for 4 mm
thickness

Fd for 6 mm
thickness

1 800 25 1.2068 1.2077
2 800 46 1.2402 1.2094
3 800 58 1.2969 1.2892
4 1000 25 1.263 1.2341
5 1000 46 1.2531 1.2851
6 1000 58 1.2027 1.2889
7 1200 25 1.1634 1.2166
8 1200 46 1.2404 1.2102
9 1200 58 1.2628 1.2149
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of material removal in natural fibre-reinforced composites, it is relatively difficult to
establish the optimum drilling parameters. Furthermore, as previously mentioned, the
delamination damage for both thicknesses is not significantly differed from one to
another. Possibly, the different in thickness for both laminates is very small (i.e. 2 mm)
hence no considerable effect on the delamination damage.

Fig. 2. Effect of delamination factor for different thicknesses of laminates at different cutting
speeds and feedrates.

Fig. 3. Push-out delamination for the 4 mm thickness laminate at spindle speed of 1200 rpm
and feedrate of, (a) 25 mm/min, (b) 46 mm/min, and (c) 58 mm/min.

Fig. 4. Push-out delamination for the 6 mm thickness laminate at spindle speed of 1200 rpm
and feedrate of, (a) 25 mm/min, (b) 46 mm/min, and (c) 58 mm/min.
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4 Conclusion

Based on the findings in the present work, it can be concluded that the drilling
parameters can affect the delamination damage of natural fibre-reinforced composite.
The spindle speed did not significantly influence the delamination damage. Meanwhile,
the feedrate had greatly contributed to the delamination damage especially at a higher
feedrate. In term of laminate thickness, it can be concluded that it has no significant
effect on the delamination damage.
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Abstract. This study investigated the microstructure and hardness of
aluminium-aluminium oxide (Al-Al2O3) functionally graded material (FGM).
Preparation of metal-ceramic functionally graded material was carried out fol-
lowing powder metallurgy (PM) route. Four-layered aluminium-aluminium
oxide (Al-Al2O3) graded composite structure was processed using 0%, 5%, 10%
and 15% (from first layer to fourth layer) aluminium oxide as ceramic con-
centration. A cylindrical steel die was used for the fabrication process of the
FGM green compact. The green compact was prepared by applying cold
pressing technique using a hydraulic press. The sintering process was imple-
mented at 600 °C sintering temperature and 3 h sintering time using 2-step
cycle. Microstructural characterization of the sample was conducted layer by
layer using high resolution optical microscopy (OM). Hardness of the sample
was also performed layer by layer using Vickers microhardness tester. The
obtained results revealed that there is a uniform ceramic particle distribution
within the metallic phase. From the microstructural observation it was clear that
smooth transition occurred from one layer to next layer and each interface was
distinct. It was also observed that there is a steady increase in layer hardness
with the increase in ceramic concentration.

Keywords: Microstructure � Hardness � Aluminum � Aluminium oxide

1 Introduction

For diverse engineering applications, new generation engineering material known as
functionally graded material (FGM) possesses multifunctional characteristics in one
component.Within FGM, each composition gradually changes fromone side to other side
along thickness direction. For desired properties, FGMcan beprocessed by combining the
properties of metal and ceramic. For preparation of these graded materials, different
processing methods, such as powder metallurgy, thermal spraying, vapor deposition,
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centrifugal casting etc. were followed by researchers [1–3]. Powder metallurgy is a
method to achieve the desired properties and sintering is an important process to produce
homogeneous or inhomogeneous structure free of defects [4–6]. Different combinations
of graded composite materials were investigated theoretically and experimentally [7–10].
The properties of these composite structures were markedly influenced by sintering
parameters, material composition, layer number, applied load, sintering environment etc.
Multi-layered Graded composite materials were prepared by the application of laser
melting deposition method and it was reported that there is strong bonding between
substrate and deposited material [11]. Graded composite panels prepared by
aluminum/high-density polyethylene were analysed theoretically and experimentally
[12]. It was concluded that experimental results were agreed well with theoretical pre-
dictions. Characteristics of aluminium based composite systemswere analyzed and it was
revealed that hardness of outer parts of composites is more than that of inner parts or
middle parts [13]. Moreover, strength of outer region was greater than strength of inner
region. Al/SiC graded composite material was manufactured by centrifugal casting
method and the characteristics such as, microstructure, hardness etc. were analyzed [14].
Experimental results showed that properties of the composites were varied by applied
load, sliding speed etc. Six-layered nickel-alumina functionally graded composite
structure was prepared by pressureless sintering and microstructural observation con-
firmed that gradation of composite took place from first layer to sixth layer [15].

In this study, graded composite specimen of aluminium-aluminium oxide (Al-
Al2O3) was prepared considering 0%, 5%, 10% and 15% ceramic concentration. The
graded composite structure was prepared through powder metallurgy method and 2-
step sintering cycle. The properties such as microstructure and hardness were examined
layer by layer.

2 Experimental

Four-layered Al-Al2O3 graded composite specimen was prepared considering 0%, 5%,
10% and 15% ceramic (Al2O3) concentration and through powder metallurgy method.
In the fabrication process, three major steps were involved such as, mixing/blending of
powders, compacting and sintering of specimen. At first stage, based on molecular
weight of aluminium and aluminium oxide powders, the constituent of two materials
for each layer composition was measured. After that, by allowing sufficient time, the
constituents of two powder materials for each layer were sieved, mixed and blended in
order to achieve good homogeneous mixture for each layer. During powder stacking
process, the composition of powder was made in the order from 85%Al+15%Al2O3,
90%Al+10%Al2O3, 95%Al+5%Al2O3 and 100%Al+0%Al2O3 at the end of a cylin-
drical steel die (diameter 30 mm) made of alloy steel. The cold compaction of speci-
men was carried out by applying 30 ton (294.3 kN) uniaxial load manually using a
hydraulic press. After application of loading, sufficient time was allowed so that the
specimen (green compact) became at the stage of stable condition. Then, the specimen
was carefully ejected from the die so that no wear or tear of specimen surface occurred.
At this stage, the green compact was very fragile and had low cohesive strength. The
graded composite specimen was sintered by a sintering furnace using a two-step
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sintering profile. The sintering process was carried out at 600 °C sintering temperature
and 3 h sintering time. The sintered specimen was prepared for microstructural study.
Characterization of specimen was performed layer by layer using metallurgical
microscope. Finally, hardness of the sample was measured using a Vickers micro-
hardness tester. Hardness measurements were carried out layer by layer for a dwell time
15 s using 300 gf (2.94 N) loading. Along the longitudinal axis (thickness direction) of
the specimen, average hardness of 10 readings (within each layer) was considered as
hardness value for each layer.

3 Results and Discussion

The microstructure of four-layered Al-Al2O3 graded composite specimen was exam-
ined using a high resolution optical microscope. Characterization of sintered specimen
was carried out for each metal-ceramic graded layer to determine whether ceramic
particle distribution within the metallic phase is uniform or not. At first step, the
sintered specimen was cut along the longitudinal direction and then it was mounted by
cold mounting process. After grinding and polishing of the mounted specimen,
microstructural observations were carried out and the resulting micrographs/images for
all layers are presented in Fig. 1(a)–(d).

(a) 100%Al

100 μm

(b) 95%Al

100 μm

(d) 85%Al

100 μm100 μm

(c) 90%Al

Fig. 1. Microstructures of Al-Al2O3 graded composite layers (a) 100% Al - 1st layer (b) 95%Al
+5%Al2O3 - 2nd layer (c) 90%Al+10%Al2O3-3rd layer and (d) 85%Al+15%Al2O3-4th layer.
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The microstructure of Fig. 1(a) consists only pure Al for first layer whereas, Fig. 1
(b), (c) and (d) consist of 95%Al+5%Al2O3, 90%Al+10%Al2O3 and 85%Al+15%
Al2O3 for second, third and fourth layers respectively. It was noticed that the lighter
phase is Al matrix and the darker phase is Al2O3. From these micrographs, it is
distinctly evident that there is almost uniform dispersion of Al2O3 particles within Al
matrix for second, third and fourth layers. It is also apparent that Al2O3 ceramic
percentage is increased from second layer until fourth layer (5% to 15%).

Figure 2(a)–(c) show the interfaces for first-second layer, second-third layer and
third-fourth layer by AA′, BB′ and CC′ respectively. In relation to these interfaces, no
cracking was observed in between the layers or across any interface means that good
powder stacking process, good preparation of each layer, good compaction process and
good metal-ceramic bonding. It can also be observed that within graded structure, there
is continuous and graded microstructure across each interface of adjacent two layers, as
reported in previous investigation [8]. Moreover, it is distinctly evident that all inter-
faces are nearly straight and parallel to each other which establish that in order to
prepare the graded composite specimen, all processes were well implemented.

Figure 3 shows the hardness variation for each layer and test results revealed that
average hardness of first layer (100%Al) was 31.54 HV. From the indentation results,
average hardnesses of second, third and fourth layers were measured as 32.08 HV,
32.52 HV and 32.94 HV. It is very clear that hardness value is steadily increased at
each layer when the ceramics content is increased at the corresponding layer. These
obtained results are well agreed with the results obtained by previous investigation [8].
The increment of hardness for each layer was reasonably consistent as aluminium oxide
particles were well dispersed within aluminium matrix. Furthermore, it is distinctly
evident that hardness increases layer by layer of the graded structure very consistently.

A 

A'

B 

B'

C 

C'

(c) Interface of  
3rd-4th layer

(b) Interface of  
2nd-3rd layer

(a) Interface of  
1st-2nd layer

Fig. 2. Four layered Al-Al2O3 graded composite: Micrographs of interface: (a) 1st-2nd layer
interface (AA′) (b) 2nd-3rd layer interface (BB′) (c) 3rd-4th layer interface (CC′).
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It is convinced that because of high hardness of ceramic particles and good interfacial
bonding between metal and ceramic particles, continuous improvement in hardness
occurred along the gradient direction of composite specimen [11, 16].

4 Conclusions

Four-layered aluminium-aluminium oxide graded composite structure was prepared
considering 0%, 5%, 10% and 15% ceramic concentration. Microstructural observa-
tions revealed that there is uniform dispersion of ceramic particles within the matrix for
second, third and fourth layers of the graded composite structure. No cracking was
observed in between the layers or across any interface. Results also show that there is
continuous and gradient microstructure across each interface of adjacent two layers. It
is understood that all interfaces are nearly straight and parallel to each other. It is
believed that preparation processes of graded composite structure were well imple-
mented. Moreover, experimental data show that there is continuous improvement in
hardness along the gradient direction of the composite structure.
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Abstract. This paper reports the effect of compatibilizer agent, polyethylene-
grafted-maleic anhydride (MAPE) on the tensile strength of recycled poly-
ethylene terephthalate (rPET)/high density polyethylene (HDPE) plastic com-
posite. The 10% rPET/90% HDPE plastic composites with and without the
addition of compatibilizer agent MAPE were prepared by using hot pressing
machine. The tensile test was performed using universal testing machine. The
result shows that the tensile strength of rPET/HDPE composite with the addition
of MAPE increased up to 156.3 MPa, about 6 times higher than pure HDPE
(24.26 MPa). The increased tensile strength seen in rPET/HDPE/MAPE com-
posite can be suggested due to the compatibilizer agent MAPE increased the
interfacial bonding between rPET and HDPE, which consequently increased the
strength of the composite. The finding was supported by the SEM analysis done
on the fractured surface and FTIR analysis presenting the intermolecular
bonding of rPET/HDPE composite.

Keywords: Polyethylene Terephthalate (PET) � High Density Polyethylene
(HDPE) � Polyethylene-grafted-maleic anhydride (MAPE)

1 Introduction

The increasing number of plastic waste has become one of the major environmental
issues due to the plastics are non-biodegradable. One of the most common plastic waste
is PET because it is frequently used as commercial plastic in our daily lives as well as
in industries [1]. Many researchers nowadays focus to reduce the PET waste by
recycling the used PET and turn it into useful product. However, it is not easy and there
are many challenges to face when working with recycled PET or any other plastics.
These include the incompatibility between the recycled plastic and the matrix, which
could affect the mechanical properties of the composite [2, 3], and also the properties of
the recycled plastic itself prone to downgrade due to the degradation and decompo-
sition [4]. On another note, HDPE is one of the thermoplastics that has average
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mechanical properties with the tensile strength in a range of 23.00 MPa to 29.5 MPa
[5, 6]. Even there are limited researches investigate the use of recycled PET, particu-
larly as a filler in HDPE matrix and the use of MAPE compatibilizer in rPET/HDPE
composite, there are common researches reported that the mechanical properties of
polymer could be improved by introducing additive or compatibilizer agent in polymer
matrix [7, 8]. Therefore, in this research, the experiment focuses more on the effect of
rPET as a filler and MAPE as a compatibilizer in rPET/HDPE composite. The effect of
both rPET filler and MAPE compatibilizer in improving the tensile strength of HDPE
were studied accordingly.

2 Experimental

In this experiment, three different types of rPET/HDPE composites were prepared by
using hot-press machine. The composites are rPET/HDPE/0%MAPE, rPET/HDPE/5%
MAPE, and rPET/HDPE/10%MAPE. The rPET acted as a filler in HDPE matrix, and
MAPE acted as a compatibilizer. The rPET plastic bottles were first collected and
ground into flakes size (Fig. 1). Then, 10% of rPET flakes were mixed with the 90%
HDPE pellet. 5% of MAPE were added into rPET/HDPE/5%MAPE sample, and 10% of
MAPE were added into rPET/HDPE/10%MAPE sample. No MAPE was added into
rPET/HDPE/0%MAPE sample. The hot pressing temperature was set at 135 °C, which
was the melting temperature of HDPE. After the hot pressing process, the tensile test
was performed by using universal testing machine (UTS) based on ASTM D638
standard. The test was conducted with a crosshead speed of 2 mm/min. The average of
five readings were taken for each type of rPET/HDPE composite. The characteristics of
the composite were obtained from the sample characterization using tensile test, scan-
ning electron microscope (SEM) and fourier-transform infrared spectroscopy (FTIR).

Fig. 1. Raw materials: HDPE pellet and rPET flakes
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3 Result and Discussion

Figure 2 shows the tensile strength of pure HDPE and rPET/HDPE composites. It was
observed that the rPET/HDPE composite without the addition of MAPE has lower
tensile strength (7.41 MPa) than pure HDPE (24.26 MPa). The lower strength most
probably due to poor interfacial bonding between rPET and HDPE, acted as a weak
spot in the composite. Meanwhile, the tensile strength of samples with the addition of
5% MAPE and 10% MAPE increased significantly up to 116.9 MPa and 156.3 MPa,
respectively. High tensile strength can be suggested due to strong interfacial bonding
between rPET and HDPE improved by MAPE compatibilizer.

Figure 3 presents the SEM images of composite fractured surface after tensile test.
Figure 3(a) displays that the rPET/HDPE sample without the addition of MAPE has
poor interfacial adhesion with clear gaps seen in between rPET and HDPE phases. The
poor interfacial adhesion has caused the tensile strength to decrease lower than the pure
HDPE. The weak filler-matrix interface between rPET and HDPE also eased the pull
out of rPET when stress applied during tensile test. In Fig. 3(b), the SEM images of
rPET/HDPE sample with the addition of 5% MAPE shows that the interfacial adhesion
between rPET and HDPE was significantly improved. The intact surface and significant
white line tear exposed the fact that HDPE was also pulled out during the tensile test,
indicating strong adhesion between the HDPE and RPET [9], as thus increased the
strength of the composite. Similar observation seen in rPET/HDPE sample with the
10% MAPE as shown in Fig. 3(c). Particularly, the higher percentage of MAPE
allowed more sites in rPET functional group to be coupled and bonded with HDPE,
resulting in high tensile strength as observed in tensile test. The last figure which is
Fig. 3(d) shows the chemical elements of rPET/HDPE composite screened using
energy-dispersive X-ray (EDX), demonstrates different morphology of rPET and
HDPE.

Fig. 2. Tensile strength of HDPE and rPET/HDPE composites
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The intermolecular reaction between rPET and HDPE, with and without the
addition of MAPE, were investigated using FTIR. The results were shown in Fig. 4.
From the Fig. 4(a), it can be observed that the main peaks of pure HDPE arise from the
vibration characteristics of C-H ethylene group, the asymmetric and symmetric
stretching at 2915 cm−1 and 2847 cm−1, the bending vibrations at 1471 cm−1 and
1462 cm−1, and rocking vibration at 716 cm−1. Following the result, as can be seen in
Fig. 4(b), the addition of rPET into HDPE was confirmed with the noticeable peaks
arise at 1712 cm−1. The peak at 1712 cm−1 attributed to the C = O stretching of ester
group belongs to rPET [10]. Meanwhile, Fig. 4(c) and (d) show the FTIR spectrums for
the composite rPET/HDPE with the addition of 5% MAPE and 10% MAPE, respec-
tively. The intensity of C = O peak at 1712 cm−1 if compared to the C-H stretching
peaks at 2915 cm−1 and 2847 cm−1 was found to decrease with the addition of MAPE,
suggesting the coupling reaction occurred in rPET/HDPE composite. Notably, these
changes support the stronger interfacial bonding and enhanced tensile strength seen in
the rPET/HDPE/MAPE composite.

Fig. 3. SEM images of (a) RPET/HDPE/0%MAPE, (b) RPET/HDPE/5%MAPE, (c) RPET/
HDPE/10%MAPE, and (d) RPET/HDPE/10%MAPE EDX analysis
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4 Conclusion

Based on the experimental results discussed in this research, it can be concluded that
the presence of MAPE compatibilizer in rPET/HDPE composite has significantly
improved the interfacial bonding between HDPE and rPET phases. It increased the
compatibility of rPET/HDPE composite and enhanced the tensile strength of the
composite as shown in tensile result. The result was also supported by SEM and FTIR
which confirmed strong interfacial bonding formed between the rPET filler and HDPE
matrix.
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Abstract. Complex surface features such as micro-grooves on micro mould
which was produced by the micro-milling process have a significant problem of
raised edge or top burr formation. This problem can be solved by using mag-
netorheological polishing (MRP) technique. MRP capable to produce ultra-fine
three-dimensional profile structures. However, a tailored magnetorheological
polishing fluid (MRPF) need to be used. This paper presents the effects of
MRPF mixture components on their rheological properties. D-optimal mixture
design of experiment was used to formulate the MRPF with various composi-
tion. The MRPF samples than analyzed using MCR Rheometer for rheological
properties. It is found that each MRPF component composition has a significant
effect on rheological properties. The result indicates that an optimum compo-
sition of MRPF to meet the MRP requirement is by having a volume percentage
of carbonyl iron particle (CIP) and abrasive particles at 35% and 10% respec-
tively. The finding of this study produced a significant statistical model of
MRPF composition that beneficial for micro mould polishing technology.

Keywords: Magnetorheological polishing � Micro mould � Rheology

1 Introduction

Microfluidic devices were fabricated using many techniques such as micro moulding;
photolithography; print and peel; and polydimethylsiloxane (PDMS) processing [1].
Micro milling technique which is used to produce micro mould is low in cost yet
produce substantial accuracy of 5 µm. This process can be done without a cleanroom
environment and capable to produce complex surface features such as micro-grooves.
This technique has been used in microfluidic embossing dies due to its high flexibility,
fast and highly precise process. Micro-milling utilizes a high precision computer
numerical controlled (CNC) motion system, a high-speed spindle and a miniature
cutting tools [2]. However, this process has a significant problem with raised-edge or
top-burr-formation. Conventional raised-edge removal using planar polishing method
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is incapable to polish the inside surface of the micro-groove. This problem can be
solved by introducing the magnetorheological polishing (MRP) technique. This new
process is capable to polished wide range of materials at ultra-fine precision. MRPF is a
smart controllable material that can change in viscosity under the application of a
magnetic field. General MRPF compositions are magnetisable particle, carrier liquid
and non-magnetic polishing abrasive particle.

In MRP, abrasive particles were added in MRPF to increase the material removal
rate (MRR) properties. Among the widely used materials in MRPF are carbonyl iron
particle (CIP) as a magnetic particle, an abrasive particle such as alumina [3], diamond
[4] and ceria [5] and deionised water as a medium carrier. Polishing in MRF is per-
formed by the interaction of MRPF with the sample under the effect of a magnetic field.
When the MR fluid is exposed to the magnetic field, it gets stiffened due to the
magnetization of CIP. The abrasive particle that gripped by the connected chain of CIP
sheared the sample surface where the material removal took place [6]. Jang et al. [4]
removed the burr of a different type of machined specimen with the same type of
abrasive particle.

Rheological properties such as shear stress and viscosity of the fluid must be
considered in the MRPF mixture due to the direct relationship on the stiffening
mechanism. This property determined the condition like sedimentation, magnetic field
induced yield stress. In MRP, the supreme requirement for the MRPF is having low
viscosity at a high magnetic field. The MRPF must be synthesized with optimized
composition to meet the requirement for better applicability [7]. Sidpara et al. [8]
reported that the different concentration of the CIP and abrasive particle play a sig-
nificant role in the material removing mechanism. Alumina was selected as abrasive
particle because widely used in metal polishing [9].

This paper presents the effects of MRPF mixture components on their rheological
properties in micro mould polishing process. The experimental study on rheological
properties of shear stress and viscosity were conducted and optimised using D-optimal
design of experiment method.

2 Materials and Method

MRPF materials components in this study are 3–5 µm circular shapes carbonyl iron
particles (CIP); sharp polygonal shapes alumina powder (500 nm); and deionised water
with glyceryl glycol as a medium carrier. Size and morphology of the CIP and alumina
are shown in Fig. 1(a) and (b) respectively. The MRPF components are designed in
volume fraction where the minimum and maximum values are shown in Table 1 (ex-
plain Table 1). The ‘D-Optimal Mixture Design of Experiments’was used to investigate
the effect of MRPF components on the rheological properties of the MRPF suspension.
This method allows investigation and optimization of interdependent mixture variable
for desired response specification. Rheological properties of MRPF sample were mea-
sured using ‘MCR Rheometer 302 Anton Paar’ immediately after synthetization pro-
cess. The rheometer measurement setting was set at 1 mm gap, 25 °C measurement
temperature and sandwiched with parallel plate geometry. The rheological measurement
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included determination of shear stress and viscosity at 0 to 0.4 T magnetic field. The
magnetic field was applied perpendicular to the parallel plates of the rheometer, making
the obtained particle chains were also perpendicular to the flow direction.

3 Results and Discussion

3.1 Effect of CIP Concentration on Shear Stress and Viscosity

The CIP concentration in MRPF shows a significant effect on shear stress and viscosity
increment as depicted in Fig. 2(a) and (b) respectively. The MRPF behaved like non-
Newtonian liquid where the shear stress build-up as at initial state of shear rate. As
shown in Fig. 2(a), the initial shear stress value is increasing as the volume fraction of
CIP is increases. The amount the shear stress also increase as the shear rate is in
increase. MRPF samples with CIP with the highest CIP concentration of 35 volume %
shows the highest value of shear stress. This finding is similar to other MR fluid
behaviour where the volume % of the magnetic particle is dependent of shear stress
[10]. This is due to higher % of CIP in MRPF causes higher apparent magnetization

(a) (b) 

Fig. 1. Morphology of (a) CIP and (b) Alumina

Table 1. Minimum and maximum range of factors.

Factors Concentration range
(volume %)
Minimum Maximum

DI water 45 70.5
CIP 25 35
Alumina 3.5 10
Glycerol 1 10
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characteristic of the MRPF. Viscosity behaved similarly as it derived from the shear
stress. When the shear rate increase, more energy needed to break the magnetization
character in MRPF, thus the viscosity of the MRPF increased as the CIP concentration
increases.

3.2 Effect of Abrasive Concentration on Shear Stress

For material removal taking place during the MRP process, the concentration of
abrasive particle must be in a good range with CIP particle. Figure 3 shows rheological
behaviour of different abrasive particle concentration at different shear rate and mag-
netic field. In Fig. 3(a) significant increasing of shear stress was observed as abrasive
particle concentration is increased. Increment of shear stress is more obvious at 10%
volume fraction. As depicted in Fig. 3(b), the shear stress is increased as the magnetic
field is increases. Figure 3(b) also indicate that the MRPF with lower of abrasive
particle concentration (4% volume fraction) shows higher value of shear stress.
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Fig. 2. Effect of (a) shear stress and (b) viscosity on shear rate at different CIP composition.
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Fig. 3. (a) Effect of shear rate on shear stress at off state (0 T) and (b) effect of magnetic field on
shear stress at different abrasive particle concentration.

Rheological Properties of Magnetorheological Polishing Fluid 493



The increment shear stress as increasing of the abrasive particle was primarily due
to the thickening mechanism of abrasive particle where the particle-particle inter-
locking behaviour happened. The abrasive-particle to CIP size ratio of 10:1 is large
enough to let the small abrasive particle to fill the gap between CIP particle. Mean-
while, the High value of shear stress at a lower concentration of abrasive particle is due
to stronger CIP chain structure with few interruptions of non-magnetic particle A
higher concentration of abrasive particle will deform the chain structure thus lowering
the energy needed, to break the chain of CIP [8]. In the polishing process, the surface
roughness can be change by having different percentage of abrasive particle concen-
tration. Low concentration of abrasive will lead to low material removal [11].

3.3 D-Optimal Mixture Design of Experiment

Results of the rheological measurements show that the response value of zero magnetic
field shear stress ranges from 7.4 to 531.8 pa which has a large ratio of maximum to
minimum of 71.6. Due to the large value, results were transformed to Log10. The
results then proceed with the analysis of variant (ANOVA) to determine significant
design model and lack of fit. The ANOVA result shows the significant design model is
‘linear mixture’ with the Model F-value of 6.09. Model F value is 0.93%. This indi-
cates a small noise influence in the model. The model Lack-of-Fit F-value is 0.09
which implying the model is fit. The linear model shows that the Log10 (shear stress)
can be predicted through the model equation as stated in Eq. (1).

Log10 Shear stressð Þ ¼ �0:002387X1 þ 0:042653X2 þ 0:108367X3 � 0:006653X4

ð1Þ

where X1 is the % volume of DI Water, % volume X2 is CIP, % volume X3 is Alumina
and X4 is % volume Glycerol. Figure 4 shows the contour plot for three components at
a constant value of X4 of 1%. The most contributed factor is the volume fraction of DI
water while the CIP and Alumina shared similar contribution to affect the shear stress.

Fig. 4. Contour plot for each component to the effect of shear stress where glycerol is 10
volume percent.
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DI water plays important roles to carry the solid particle in absent of magnetic field.
This behaviour will be inversed when the magnetic field applied to the MRPF due to
higher particle-particle chain bonding strength at a lower volume of carrier fluid. To
meet the MRP requirement where the shear stress has to be set at the low value without
magnetic field is by having a volume percentage of carbonyl iron particle (CIP) and
abrasive particles at 35% and 10% respectively.

4 Conclusions

Experimentation carried out in study shows that the combination of MRPF components
can produce a variation of shear stress and viscosity at absent or with the application of
the magnetic field. In absent of magnetic field, shear stress is increase with CIP
composition. Statistical model investigated in this study can predict the rheological
properties of MRPF where the composition of the component in MRPF attribute to
changes in the rheological property.
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Abstract. Surface treatments on aluminum substrates are introduced to
improve the bonding characteristics between rubber and aluminum components
that are widely used in automotive industries. This present work involves the
modification of surface roughness of aluminum plates either by sand blasting or
anodizing or graphene coating followed by primer coating. Finally, rubber was
vulcanized on these surfaces and aluminum-rubber interface were characterized.
Sand blasted aluminum surface sample provides the best damping performance
with a capacity of 50% damping. Although, aluminum treated with graphene has
not been shown better damping properties, aluminum treated with sand blasting
and graphene shows equivalent damping performance as that of sand blasted
sample with similar average surface roughness (Ra) of 3.2 µm.

Keywords: Damping material � Surface roughness � Metal-to-rubber bond

1 Introduction

For many years, rubber to metal bonding has been used extensively to manufacture a
variety of components for the automotive industry in order to reduce noise and
vibration which occurred in the most of the automotive and engineering applications [1,
2]. Previously, rubber has been continuously bonded to steel [3] which have a density
in a range between 7.08 g/cm3 and 8.05 g/cm3 depends on its alloying constituents. In
recent times, automotive manufacturers have replaced steel with aluminum (Al) in
some applications such as engine mountings etc. [4]. Aluminum is getting attention
among researcher due to its lightweight (density: 2.70 g/cm3), ease in processing and
has good mechanical properties. However, Al alloys have some limitation which is
easy to oxidize [5]. When exposed to air, the surface of Al alloys will form a nano-scale
of oxidizing layer. This phenomenon causes poor bonding between Al and rubber.
Surface modification of aluminum by graphene nanopletlet impregnation to form the
nanocomposite for improved surface hardness [6] and tensile strength [7].
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Over the last couple of decades, the needs in improving bonding strength of metal
to rubber bonding were getting higher. Many researchers studied to achieve the good
bonding was by improving the surface conditions on a substrate [8, 9]. Preparation of
aluminum-rubber components usually follow the conventional sand blasting followed
by anodizing and primer coating in order to yield better interface bond between Al and
rubber. However entire process is cumbersome and limits the application of volatile
organic compounds (VOC) in primer. Therefore, growing attention has been turned to
mechanical impregnation of graphene nanopletlets (GNP) onto aluminum surface
which could be a solution for improved bonding and limit the use of VOC contents.
Thus, surface treatments of metals alloys were introduced to improve the bonding
properties between rubber and metal. In this paper, aluminum A6061 alloys with
different surface treatments were bonded to rubber by using commercial solvent-based
bonding agents to study the damping characteristic of rubber bonded interface with an
aim to produce lighter damping material with reduced in noise and vibration for
automotive applications. A few types of surface treatments have been performed to
attain good bonding strength including sand blasting, phosphate anodizing and gra-
phene coating. Surface roughness measurements were conducted after each treatment
and later Oberst Beam Method (OBM) testing was carried out to analyses the damping
properties.

2 Methodology

2.1 Surface Treatment of Aluminum

In this study, the Aluminum A6061 alloy samples were first degreased and cleaned
with acetone. Later sample surfaces were blasted by a high-speed stream of silica
particles impelled by compressed air to eliminate unfavorable oxides and contaminants
and to increase surface roughness. The distance of the Al substrate to the nozzle was
fixed at ±80 mm. After blasting, the samples were cleaned with compressed air and
acetone to obtain dirt free surface before the samples were left dried.

The second type of surface preparation for Al sample was phosphate anodizing
where the Al plate as anode was immersed in an electrolytic bath having 100 g of
phosphoric per liter of distilled water whereas, the graphite rod was used as the cathode
electrode. A current of 1.125 A and a voltage of 20 V were supplied to the bath and the
samples were kept for 1 h. After completion sample was washed with water and dried
at room temperature.

The third type was nanomaterial coating where graphene nanopletlets (GNP) and
polyvinyl alcohol (PVA) solution were swabbed onto the Al surface. Initially, the
surface of Al substrate was cleaned with acetone. Drop casting method was used to
place the GNP-PVA solution onto the Al substrate in equal amounts and kept in a
vacuum oven at a temperature of 60 °C for 8 h so that the water content of the solution
evaporates slowly from the Al surface. Finally, the Al plate was taken out from the
oven and left to cool at room temperature.

Surface roughness, Ra of Al from different surface conditions was measured by
profilometer.
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2.2 Rubber Compounding and Bonding onto Aluminum

Rubber used in this study were mixed and prepared at Malaysian Rubber Board, RRIM
Research Station based on the compounding formula from previous study [3, 10].
Initially, the primer and topcoat adhesive of bonding agents were applied onto the Al
surface at room temperature of 25 °C by brushing method and left to dry for about 30
to 45 min. Then, the rubber strip of 3 mm thick with primer adhesive coated aluminum
was placed in mold cavity. Finally, sample was preheated for 2 min and then further
hot compressed at an applied stress of 120 kg/cm2 for 6 min at 150 °C for vulcan-
ization of rubber. Later, rubber bonded sheet materials were cooled at room temper-
ature and withdrawn from the mold. Damping sheets were cut into appropriate
dimensions based on ASTM E756-05 [11].

2.3 Oberst Beam Method

Three samples for each surface condition with size of 140 mm � 20 mm � 3 mm
were used for OBM test and cantilever beam length was kept constant at 180 mm for
all test samples. The sample was held as a cantilever beam and an accelerometer was
attached at the free end of samples. Then, vibration frequency in the range of 100–
1000 Hz was triggered by a mini shaker. Figure 1 shows the schematic arrangement of
OBM test sample and Fig. 2 shows the experimental setup of OBM test system.

Initially, the frequency response function (FRF) measured on the bare aluminum
beam was analyzed to determine natural frequencies within the frequency range of 100
to 1000 Hz. Then, measured FRF on the damped beam would be analyzed to determine
the natural frequencies and corresponding modal loss factors of the other samples.

Fig. 1. Schematic arrangement of test samples for OBM testing

Fig. 2. Experimental set-up for OBM test
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3 Results and Discussions

3.1 Surface Roughness Measurements

The average surface roughness, Ra values obtained from the measurement profile on
aluminum substrate are shown in Table 1. From Table 1, sand blasting generates
almost five times rougher surface of 3.285 µm as compared to untreated aluminum
plate sample. Good adhesion occurs only when an adhesive penetrates into the pores,
holes and other irregularities of the adhered surface of a substrate and locks mechan-
ically to the substrate. Sample with sand blasted and impregnation of graphene shows
the lower surface roughness value because of the smooth coating of graphene layer on
blasted surface. However, graphene coating increases the surface roughness when
compared with untreated aluminum surface.

3.2 Oberst Beam Method

Oberst beam method is used to study the effects of surface roughness of Al with
different surface conditions on the damping materials. Figure 3 shows the comparison
of frequency response functions (FRF) obtained from aluminum beam and aluminum
with different surface treatments respectively. The surface treatment plays a positive
role on the damping mechanism especially for blasted and blasted/graphene samples
with the shift of natural frequency at lower values and reduced wave amplitude as
compared to bared Al sample. Obviously improved Al-rubber interface absorbed
vibration by efficient transfer of vibrational energy from Al to rubber side. Subse-
quently, it is also evident in loss factor (g %) comparison graphs (Fig. 4) for different
surface treated samples. Loss factor usually represents the combine effect of drift and
amplitude reduction of natural frequency. Blasting and blasting/graphene treated
samples having higher surface roughness have the loss factor above 4% for 2nd peak
whereas the untreated Al shows the lowest loss factor of 1.5% as it has the minimum
surface roughness. Similar trend was also observed when considered the resonance at
3rd peak. The more increase in loss factor of damping peaks indicated that more energy
was being dissipated during the damping mechanism indicating better bonding.

Table 1. Average surface roughness before and after treatments

Surface treatment Average surface roughness, Ra (µm)

Aluminum untreated 0.70 ± 0.1
Sand blasting 3.29 ± 0.1
Blasting + Graphene 3.16 ± 0.1
Phosphate Anodizing 2.47 ± 0.1
Graphene 1.47 ± 0.1
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Fig. 3. Comparison of frequency response functions (FRF) obtained from aluminum substrate
and aluminum with surface conditions of (a) sand blasting, (b) blasting and graphene
(c) phosphate anodizing and (d) graphene

Fig. 4. Effect of surface roughness on the loss factor of untreated and surface treated aluminum
samples
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4 Conclusion

Damping property prior to adhesive bonding of rubber and aluminum substrate with
different surface treatment conditions shows dependence on surface roughness. Sand
blasting or blasting/graphene showed highest loss factor as they attained higher surface
roughness. However, when aluminum surface is only coated with adhesive and bonded
with rubber, the damping properties in terms of loss factor attained the lowest loss
factor. Thus, rougher surface condition indicates good damping properties.
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Abstract. Light Railway Transit (LRT) operates daily and connects places in
city centre. Hence, it is important for operator company to maintain the oper-
ation and maintenance. In railway track maintenance, the fastening systems
plays major roles in sustaining the condition of rail, track and the train. This
study focuses on the current fastening system failure for product development
improvement for maintenance jobs in the railway track. The 3D modelling of the
fastening system consists of the base plate, tension clamp, rail pad, washers and
the bolt are modelled. Ansys software were analyzed the deformation occurs due
to load transmitted by moving train, the amount of stress on the baseplate, the
strain occurs and the failure location of the baseplate. Results showed that the
failure of baseplate location validates the simulation of the fastening system.
The failure location from prediction of the fastening system can identify based
on static stress simulation can be used for future baseplate in the fastening
systems.

Keywords: Baseplate � Finite element analysis � Strain � Stress � Failure

1 Introduction

The railway track maintenance is one of the important aspects in order to ensure the
safety, efficiency and reliability of the train services. Therefore, the major maintenance
work is done in every 10 years cycle. In this cycle, fittings, fastenings, switches, ballast,
sleepers, baseplate and the rail are inspected, repair or replace if needed [1]. Fastening
system used at the viaduct section is known as Direct Fixation Fastening System
(DFF). Viaduct section can be defined as the elevated part of the track and the short
span bridges that build to cross the valley or obstacle [2]. DFF is installed on the
concrete plinth on viaducts, bridges and in some section of the depot. Reason wise, cast
concrete plinth are constructed on viaducts or ballast-less track, in order to meet the
alignment requirement, provide adjustability of deck construction tolerances, act as a
containment feature and as electrical insulation (Figs. 1 and 2).
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The forces exerted by the moving train are transmitted into the rail and its fastener
and the plinth structure are designed to absorb all the rail forces and distribute it into the
viaduct deck. A typical cross section of plinth is in directional longitudinal directions
the plinth shall be separated in segments shorter than 8.0 m.

The type of fastening systems used in the elevated track is sandwich tie plate
assembly. There are three main function of the system, which is hold the rail in a
vertical condition, maintain the correct gauge distance and provide a resilient mounting
for noise and impact loading reduction. Sandwich tie plate assembly is the top plate and
bottom plate are sandwiched together with rubber made of polyethylene. By standards,
the baseplate sandwich stiffness value should be 22kN.

From the company information, the 1st cycle major maintenance was conducted in
2008. However, set of fastening systems are expensive. Therefore, the replacement
only covered the baseplate’s rubber, new metal bottom plate, new adjustment washer
and new plastic rail seat pad. During major maintenance, the technical requirements
such as the baseplate spacing, stiffness value and rubber formulation specification are
set according to the original OEM specification. Total of 48,000 pieces fleetwide
replacement have been done for the 14,214 m of track length for both directions. The
installation is completed on 2013 with 50–60 pieces installation per day. 2019 will be
the 2nd cycle of major maintenance for DFF. This project will involve the viaduct track
area, similar to 1st cycle project and total replacement of the system need to be
considered. Therefore, the existing fastening systems need to be considered for
replacement with new enhancement fastening systems that more durable with stiffness
value able to exceed 25kN based on references from OEM. For initial, the basic
information from the existing design is been evaluated via finite element analysis to
study the stress distribution and strain.

2 Structural Analysis

Structural analysis is one of the most commonly used in finite element analysis. The
structural analysis focuses on finding out the behavior of a physical structure when
force or structural loads are provided. There are two types of static structure analysis
methods which are non-linear static analysis and linear static analysis. In dynamic

Fig. 1. Plinth structure on the viaducts section Fig. 2. Sandwich tie plate
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analysis, the loads are applied as a function of time or frequency. Loads such as
displacements, velocities, accelerations, forces, and stresses make a dynamic analysis
more complicated and accurate. The equation of equilibrium for a structure under static
loading is as below:

K½ � xf g ¼ Ff g ð1Þ

Where:
{x} = Displacement. [K] = Constant (Linear elastic material behaviour is

assumed)
{F} = Force (statically applied and time-varying forces are not considered)
There are two types of structural analysis that can be conducted in Ansys which are

implicit and explicit analysis. Both analyses are the way to solve the governing
equations of the mechanical problem. Implicit Structural Analysis includes Strength
and Vibration Analysis. Table 1 shows the list of materials that involve in material
selection for simulation. Meanwhile, the information of the material mechanical and
physical properties listed in Table 2.

For boundary conditions, force applied and constraints need to be determined. The
type of rail used at LRT Ampang/Sri Petaling line is UIC60 where the weight of the rail
is 60 kg/m. Adding up both axle load and rail weight then, the force act on the

Table 1. List of fastening system material

Component Material

Rail Alloy Steel
Base Plate Steel + HDPE
Rail pad HDPE
S clip clamp Steel
Bolt Alloy Steel
Washer Stainless Steel

Table 2. Mechanical and Physical Properties of HDPE, steels and reinforced steel

Element Density
(Kg/m3)

Ultimate
tensile
strength
(MPa)

Yield
strength
(MPa)

Poisson’s
ratio

Elastic
modulus
(GPa)

Thermal
expansion
(10−6 k−1)

Impact
resistance,
IZOD
(J/M)

HDPE 958 29.6 25.7 0.46 0.5–1.2 100–200 20–210
Structural
steel

7850 0.46 0.25 0.3 207 799.615 0.46

Steel
reinforced

8808 0.756 0.522 0.385 322 116.25 10.5

Sources: [3–5]
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fastening system and the base plate is 113109.3 N, as shown in Fig. 3a. Figure 3b
shows fixed axes for the bottom base plate. Meshing was carried out with Ansys
meshing software. Combination of triangular and rectangular mesh was chosen as a
quadrilateral mesh of acceptable quality. The rail meshed using hexahedron shaped
mesh because it was not the main focus of the analysis area and to reduce analysis time.
The other parts used tetrahedron shaped mesh as it was critical to obtain the accurate
result for analysis with the help of the refined mesh. In this body sizing the element size
used was 5 mm. Figure 3c shows the mesh result of the fastening system and the
baseplate.

3 Simulation Result

The deformation of the baseplate occurs when loads are given, as shown in Fig. 4. In
this research, the base plate is set as steel. Thus, the deformation occurs are expected to
be small since the steel stress endurance is around 100 MPa. The stress exerted on the
base plate is 21 MPa and the total deformation is 0.002803 mm. Apart from under the
rail, the critical area also undergoes deformation due to the vibration and forces occur
on the anchor bolt. The critical area on the base plate is the area of connection the
anchor bolt to the concrete plinth structure. The thickness of the area is 10 mm. The
force that causes vibration and movement around the critical area when a train passed
by is 880 N.m. The minimum deformation occurs this area is 0 mm and the maximum
is 0.00085 mm.

Stress is defined as the internal forces per unit area exerted at an object subjected to
an external force. According to the boundary condition set up in the analysis, the area
subjected to force on the base plate is shown as Fig. 5. The area under the rail
undergoes most of the forces from the passing trains. The von mises equivalent stress
obtain from the simulation at minimum is 22.9 lPa and at maximum is 21.6 MPa. The
total stress occurs at the critical area is as follows. The minimum stress is exerted at this
area is 500 pPa and the maximum stress is up to 73.344 MPa.

a) Force applied b) Constraints c) Meshing

Fig. 3. Boundary conditions for baseplate simulation
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A strain is the response of the object when stress is applied. When a force exerted
on a material, stress is produced, which can cause the material to undergo deformation.
The strain is the amount of deformation in the direction of the applied force divided by
the initial length of the material. The strain is also the relative change in the size or
shape of an object due to external forces. Figure 6 shows the von mises equivalent
strain obtain from the simulation is at minimum 160 p and at maximum 130 l. The
total strain occurs in the critical area is as follows. The minimum strain exerted on this
area is 0.003 p and the maximum strain is up to 0.0005 mm/mm.

a. Baseplate b Critical area

Fig. 4. Total deformation of baseplate

a. Total stress on baseplate b..  Highest stress location

Fig. 5. Total stress

a. Total Strain b. Highest strain location

Fig. 6. The total strain on a baseplate
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Figure 7 shows the critical area is the area where the anchor bolt will be inserted
into the lock plate and then into the concrete plinth. This area fixed the base plate to the
ground. The critical area is quite thin at 10 mm. Loads from passing train cause
vibration surrounding this area cause the anchor bolt and lock plate to move at 880 Nm
force. From the results, maximum total deformation occurs here is 0.00085 mm. the
number is from one cycle of impact. Over time the force and vibration will overwhelm
the thin plate and causes it to break or damage.

4 Conclusion

The study conducted by recreating the fastening system assembly and are simulated
using ANSYS software. A static structural simulation was executed to study the effect
of dynamic force acting on the base plate of the Lord DFF fastening system. Defor-
mation occurs at the center of the base plate. This is expected since the center holds and
received directly. However, the deformation is small since the base plate are made of
high quality of steel layered with HDPE rubber. The deformation at the critical area
however, is more crucial. This is due to the thin plate is expected to sustain the same
force received from the center and in addition from visual observation, the force also
caused by vibration effect and moving anchor bolt. Total deformation occur are small
but not negligible since the deformation occurs on every cycle.
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Abstract. Surface integrity of machined subsurface is an important aspect in
any machining process especially in high accuracy demand industries like
aerospace. As is known, Inconel 718 is a difficult to machine material and in
most cases, Inconel 718 will be resulting an excessive heat generated at the
cutting zone which can causes rapid tool wear, damage on machined surface and
microstructural defects. Hence, various cooling methods have been made to
address these problems and improve the quality of machined surface. In this
study, a cryogenic cooling technique using nitrogen liquids (LN2) was devel-
oped for cooling the tool-chip interface during milling Inconel 718. The goal of
this paper is to present a comparison study on surface roughness, machined
surface microhardness and subsurface microstructure changes between cryo-
genic cooling and dry techniques. The experiments conducted using a physical
vapor deposition (PVD) coated with TiAlN/AlCrN ball nose tungsten carbide
for a range of cutting speeds between 140–160 m/min, 0.15–0.20 mm/tooth for
a feed rate, and 0.2–0.4 mm for radial depth of cut. The results show that the
cryogenic cooling technique is more effective than dry cutting for improving
surface roughness and lessening deformation of microstructure changes under-
neath the machined surface. However, machining in dry technique has produced
a high microhardness for machined surface compared to cryogenic cooling
technique. Overall, the utilization of the cryogenic technique has improved the
surface roughness to a maximum of 88% and reduced the plastic deformation
layer, while dry machining can improve the surface microhardness up to 5%.

Keywords: Surface integrity � Cryogenic � End milling � Inconel 718

1 Introduction

Inconel 718 has been widely used in industries that focus on high strength and dura-
bility such as aerospace, automotive and marine industries. According to Thakur et al.
[1], about 75% of the weight in aerospace use and 50% of the weight in the use of
modern jet engines are components made of Inconel 718. Ezugwu and Bonney [2],
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state that Inconel 718 is oxidizing and corrosion resistance which can be used at high
temperatures ranging from 217 °C to 700 °C and at the same time maintaining very
high strength to its mass weight ratio. Dudzinski et al. [3] categorizes Inconel 718 as an
advanced material where it has a good tensile, fatigue, creep and breaking strength.

In metal cutting, high speed machining not only enhances the rate of metal removal,
but also gives a positive result in terms of cutting force and surface finish. However,
machining Inconel 718 at high speed range presents a serious challenge especially
because of its unique combination of properties such as high temperature strength,
hardness, and resistance to chemical corrosion which make it difficult to engineered. In
a research done by Pawade et al. [4], they found that machining Inconel 718 at high
cutting speed will increase the work hardening for machined sub-surfaces at the depth
of 30 lm which is up to 68% as compared to its bulk counterpart. The integrity of the
Inconel 718 depends on the cutting tool and cutting parameters being used in order to
obtain a good result.

The geometry of the cutting tool gives a significant impact on the machining
performance. Research done by Subramaniam et al. [5] proofed that tool geometries
such as rake angle and nose radius have a strong influence on vibration amplitude
during end milling process. Research in ball nose cutting tool has earned attention due
to its ability to reduce stress concentration by smooth cutting tip. Saikaew and Baowan
[6] found that ball nose cutting tool can give a good surface finished during machining
process.

Machining using cryogenic environments is increasingly gaining attention and
evolving today due to the use of nitrogen liquids is safe, clean, no coolant toxic, do not
require disposal process and most important thing is this method can improve the tool
life. The use of cutting fluid represents about 16–20% of manufacturing cost. There-
fore, optimum use of cutting fluid is very necessary. However, only a few studies have
been carried out to study the effect of application of cryogenic methods using nitrogen
liquids to the surface integrity of the newly machined material using ball nose cutting
tool.

In this paper, the focus is on surface integrity performance during machining
Inconel 718 using nitrogen liquids as a cooling material due to its eco-friendly features.
The surface integrity evaluation will have focused on surface roughness, sub-surface
microstructure and surface microhardness of the workpiece. The results obtained from
cryogenic machining will then comparing to dry machining process.

2 Methodology

The machining process for both dry and cryogenic cutting conditions were conducted
on a DMC 635 V eco vertical milling machine. The cryogenic delivery system was
applied directly to the cutting zone through a nozzle. The cutting parameters during
both machining techniques are cutting speed (Vc) at 140–160 m/min, feed rate (fz) at
0.15–0.20 mm/tooth, axial depth of cut (ap) at 0.3 mm and radial depth of cut (ae) at
0.2–0.4 mm.

The workpiece material used was the aged-hardened and solution-treated of Inconel
718 alloy with a dimension of 150 � 100 � 50 mm rectangular block with hardness of
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42 ± 2 HRC. The chemical composition of Inconel 718 is shown in Table 1. The
machining process was done using a Sumitomo ball nose insert cutting tool with an
insert diameter of 10 mm and nominal diameter (insert with holder) of 16 mm. The
insert was made from tungsten carbide with multi-layer PVD TiAlN/AlCrN grade ACK
300.

Surface roughness (Ra) was measured using a Mitutoyo Surf Test model SJ-310
series. The measuring force was 0.75 mN with using the stylus tip radius 2 lm and tip
angle 60°. The measurements were taken three times at the beginning of the cut in order
to eliminate the tool wear effect.

Microhardness testing was done using a Vickers microhardness tester Eseway
model EW 442. The force load was set to 50 gf for 15 s each indentation. The sample
was 3 � 4 mm and 50 indentations were made on the sample (10 indentation � 5
lines).

For sub-surface microstructure analysis, the prepared sample was mounted, ground,
polished and etched by using a Kalling’s No. 2 etching solution. After that, the sample
was observed under an optical microscope to analyse the revealed microstructure of the
machined surface.

3 Results and Discussion

3.1 Surface Roughness Analysis

The difference in surface roughness value resulting from cryogenic and dry machining
is shown in Fig. 1. Based on the experimental results, it is clearly shown that surface
roughness resulted through cryogenic machining is much lower, in the range of
0.104 lm to 0.161 lm compared to the results for the dry machining, in the range of
0.835 lm to 1.630 lm. The average reduction of surface roughness from dry to
cryogenic machining was 88%. The results were found to be in line with the findings of
the study conducted by Shokrani et al. [7]. The graph in Fig. 3 also demonstrates that
cryogenic machining not only produce better surface roughness values but also produce
more consistent results compared to dry machining. The unstable reading during dry
machining is believed due to the sticking chips at the tool tip (Fig. 2) which interrupted
the contact surface and generated high friction value during machining process. This
scenario will let to poor surface finished.

Table 1. Nominal chemical composition of Inconel 718

Elements Al B C Nb. Ta Co Cr Cu Fe Mn Mo Ni Si Ti

% wt. 0.49 0.004 0.051 5.05 0.3 18.3 0.04 18.7 0.23 3.05 53 0.08 1.05
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Generally, Inconel 718 is commonly used to make blades for aircraft engine fans,
where conditions for blade surfaces, especially the aerofoil parts, must be smooth to
prevent vortices and erosion from any impurities found. In line with the requirements
of aircraft manufacturing, the value of surface roughness produced during cryogenic
machining experiments is less or equal to 0.2 lm, where this value is less than 0.5 lm
corresponding to manual polishing results [8].

3.2 Microhardness Analysis

The analysis of microhardness changes on the sub surface of the workpiece is intended
to see the plastic deformation changes in microstructure or work-hardening of the
workpiece during dry and cryogenic machining. Overall, the results of the experiments
found that both machining techniques had hardened the workpiece on the sub surface
after machining process. The most harden part is obtained at the closest to the
machined surface. The experimental reading also showed that when the depth of the
position of the observation point increased (measured from the machined surface), the
value of the microhardness reading would decrease further to the original value of the
workpiece which is around 413 ± 22 HV.

Figure 3 shows that dry machining produced harder machined surface as compared
to cryogenic machining when machined at Vc of 160 m/min, fz of 0.15 mm/tooth ae of
0.20 mm and ap of 0.30 mm. The result shows an increment in the microhardness of
nearly 5% as compared for both techniques. Dry machining will increase the com-
pressive stress and cause higher microhardness value in the machined subsurface. This
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Fig. 1. Comparison of the Ra values between dry and cryogenic machining.
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Fig. 2. Condition of the cutting tool after (a) dry and (b) cryogenic machining
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result is in line with the results of the study by Ravi and Kumar [9] on the milling of the
hard steel material. This is attributed to the reduction of cutting force and cutting
temperature formed during cryogenic machining. The used of nitrogen liquids that are
sprayed towards the cutting zone will evaporate and form nitrogen hydraulic cushion
between the surface of the cutting tool point and the workpiece points that will carry
some of the normal loads. In addition, Umbrello [10] in his study report that the dry
machining will attributed to the higher microhardness value due to the higher gener-
ation of white layer which normally represent untempered martensite structure.

3.3 Machined Surface Microstructure Analysis

Micro structure changes before and after cryogenic and dry machining are shown in
Fig. 4 under 20X magnification. From the results obtained, the plastic deformation near
the machined surface of the material was more visible with a depth of 31.79 lm during
dry machining compared to cryogenic machining which produced a plastic deformation
depth of 12.71 lm. This is due to the fact that dry machining will result in a stronger
workpiece adhesion to the cutting tool due to higher cutting temperatures. The same

Fig. 4. Comparison of microstructure changes occurring when (a) before machining, (b) dry
machining, (c) cryogenic machining.
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finding was obtained by Kenda et al. [11] proving that the shear deformation is less
likely to occur on the machined surfaces under cryogenic machining compared to dry
machining.

The results of this experiment also show that cryogenic cooling allows to reduce the
built-in pressure as well as the heat generated during the machining process before the
workpiece reaches its yield strength and returns to its original state after machining. In
other words, this result indicates that nitrogen liquids can penetrate the tool’s tip
interface with the workpiece more effectively. This finding further reinforces the evi-
dence that cryogenic cooling can reduce the friction during the machining process.

4 Conclusions

As a conclusion from this study, cryogenic machining produced a better surface
roughness as compared to dry machining. The results show that the value of surface
roughness that can be obtained during cryogenic machining is equal or less than
0.20 µm, where this value makes it almost like the value for manual grinding
(�0.50 µm). The microhardness value for machined surface has revealed that dry
machining produced harder machined surface compared to cryogenic machining by
almost 5% increment. The hardest value is located near the machined surface and as it
goes deeper toward the bulk surface, the hardness was decreased until match the
original hardness value of the material. In analysis for sub-surface microstructure
changes, cryogenic machining proved that less plastic deformation occurred compared
to dry machining. The used of nitrogen liquids was able to reduce the cutting tem-
perature during machining and allowed the build-in pressure drop before the workpiece
reached its yield strength value.
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Abstract. Drilling is one of the major machining operations in manufacturing.
The application of robots in machining is the alternative technique to produce
new products of the future. However, the performance of the robot always been
a challenge in production. This paper presents the investigation on the effect of
arm robot itinerary, holes orientation and materials type on holes accuracy and
toolpath angularity of Aluminum Alloy 6061 (Al 6061) and High-density
polyethene (HDPE). A series of drilling experiments by using COMAU robot
with 24 runs were conducted at difference combination parameters. The mea-
surement on hole accuracy and toolpath angularity were done by CMM
machine. Response surface methodology (RSM) was used as a design of
experiment (DOE) for optimization. Evaluation by ANOVA showing that the
interaction between arm robot itinerary and material type found to be significant
factor for the hole accuracy whilst the orientation of the hole dominant factor
affecting the toolpath angularity. Optimization results show that the best accu-
racy and angularity of the drilling hole when the arm robot itineraries of
971.82 mm (vertical direction) and 1120.65 mm (horizontal direction) for Al
6061 and HDPE respectively.

Keywords: Industrial robot � Precision manufacturing � High-speed drilling

1 Introduction

The application of robots in the manufacturing of engineering part is nothing new to the
industry. This alternative technology has been used since the 20th century. The
advantage of robot application because of the productivity, repeatability, flexibility,
programmability, relatively low cost besides another advantage [1]. The most impor-
tance advantage is the ability the robot arm to reach on the specific location which
cannot be done by conventional dedicated machine especially in dealing with the
complex shape. Hence, the demand of the robot increases yearly. The date
from International Federation of Robotics showing the robot sales increased by 16% in
2016 [2].

© Springer Nature Singapore Pte Ltd. 2020
M. N. Osman Zahid et al. (Eds.): iMEC-APCOMS 2019, LNME, pp. 519–524, 2020.
https://doi.org/10.1007/978-981-15-0950-6_79

http://orcid.org/0000-0002-8483-8227
http://orcid.org/0000-0003-2116-5886
http://orcid.org/0000-0002-1347-9554
http://orcid.org/0000-0002-1985-6736
http://orcid.org/0000-0001-7469-1113
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_79&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_79&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_79&amp;domain=pdf
https://doi.org/10.1007/978-981-15-0950-6_79


Machining, drilling, trimming are some of the newest application areas for a robot.
The challenge in production as the accuracy of machining has always been a primary
interest to product quality. The drawback of robot application such as low stiffness and
anisotropic behaviour draws researchers’ attention. Yin bu and his clique concluded
that stiffness property effects on drilling quality [3]. It was related to robot joints where
70–80% of the 6-DOF serial robot’s error comes from the stiffness joints [4]. These
problems lead to circularity, position and perpendicularity error [5].

Dimensional tolerance to the dimensions on engineering part is an important aspect
in manufacturing. It was specified since the part cannot be produced with exact shape
geometry and dimensions. The variation in dimension was reflected by the process
capability of removing process, material and product requirement [6]. The permissible
deviation is according to the part specification. ISO 2768 and JIS B 0408 specified the
different tolerance at different grades (fine, medium, coarse and very coarse). Fine
grade products and small dimension require tight permissible tolerance [7, 8]. Hence,
the purpose of this experiment is to verify the holes accuracy and toolpath angularity of
the robotic machining for the high-speed drilling process.

2 Experimental Setup

In this study three parameters were used as variable input for the DOE namely; arm
robot itinerary, materials type, and holes orientation. The responses of this experiment
were hole accuracy and tool path angularity. Two different types of materials were used
in this experiment that are Aluminium Alloy 6061 (Al 6061) and High-Density
Polyethylene (HDPE). Three arm robot itineraries were used are 550 mm, 1000 mm
and 1450 mm as shown in Fig. 1.

The HSS drill bit with the size of 6 mm Ø was used throughout of the experiment.
The drill bits were attached on the COMAU robot spindle motor with the speed of
25000 RPM. The numbers of 24 run were tested at different combinations of the cutting
parameter which will be evaluated by response surface method (RSM).

Fig. 1. Arm robot itinerary (a) 550 mm and (b) 1450 mm
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The workpiece was drilled in L shape in horizontal and vertical directions. Both
holes accuracy and angularity of toolpath were measured by XO Orbit 55 coordinate
measuring machine (CMM). Analysis of variance (ANOVA) was performed to identify
the dominating factors of the response. It can be identified when the probability of
response not changing at different level input where the P-Value is less than 5%.

3 Results and Discussion

3.1 Significant Parameters to Experiment

Variance analysis conducted on the experimental results suggests a quadratic models
type for both holes accuracy and toolpath angularity. The purpose of the ANOVA is to
investigate which variable inputs significantly affect the responses characteristic.
Tables 1 and 2 show the results of the ANOVA analysis.

Each material has its own unique stress-strain curve. The ability of the material to
withstand at the machine load would affect inaccuracy of the hole produced. Al 6061
tensile strength is 310 MPa whilst HDPE, 29 MPa. This shows that HDPE would
easier to break than Al 6061. However, drilling HDPE would be a problematic due to
its poor thermal conductivity. HDPE is plastic based materials. Therefore, the heat

Table 1. ANOVA analysis for holes accuracy

Source Sum of squares df Mean square F value p-value Prob > F

Model 0.21 5 0.041 3.9 0.0154 Significant

A - Arm itinerary 7.23 � 10−3 1 7.23 � 10−3 0.68 0.4198 Not significant

B - Materials type 0.058 1 0.058 5.51 0.0313 Significant

C - Holes orientation 0.015 1 0.015 1.45 0.2446 Not significant

AB 0.057 1 0.057 5.38 0.033 Significant

A2 0.067 1 0.067 6.31 0.0224 Significant

Residual 0.18 17 0.011

Lack of fit 0.083 6 0.014 1.59 0.2399 Not significant

Pure error 0.096 11 8.76 � 10−3

Cor total 0.39 22

Table 2. ANOVA analysis for toolpath angularity

Source Sum of squares df Mean square F value p-value Prob > F

Model 15.79 4 3.95 9.91 0.0002 Significant

A - Arm itinerary 0.44 1 0.44 1.09 0.3091 Not significant

B - Materials type 3.24 1 3.24 8.14 0.0102 Significant

C - Holes orientation 9.25 1 9.25 23.21 0.0001 Significant

A2 2.86 1 2.86 7.18 0.0148 Significant

Residual 7.57 19 0.4

Lack of fit 2.62 7 0.37 0.91 0.5333 Not significant

Pure error 4.95 12 0.41

Cor total 23.36 23
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generated during the material removal process cannot be dissipated by conduction. This
causes the material to overheat rapidly, soften and weld itself to the drill thus affecting
the diameter accuracy of the hole and toolpath angularity.

3.2 Develop and Validate Prediction Model

The cutting condition that affecting the hole accuracy and toolpath angularity were
determined. The developed prediction model as tabulated in Table 3 were used to
predict the outcomes response within the variable input range value. For instance, two
random combinations for arm robot itinerary and material type are classified during
validation are shown in Table 4.

The purpose of the validation test is to confirm conclusions drawn during the
analysis and Fig. 2 shows the result of the validation tests. The results reveal that the
percentage of error for the predicted values is less than 1%. It was common to justified
the acceptable percentage of error for non critical application less than 10% [9].
Therefore, it shows that the quadratic equation for both holes accuracy model and
toolpath angularity model can be used as the prediction model.

3.3 Optimization Responses

Table 5 shows the multi-objective optimization results. It shows the suggested arm
itinerary which can obtain both minimum errors of hole accuracy and tool angularity
simultaneously. The best itineraries are 971.82 mm at vertical direction and
1120.65 mm at the horizontal direction for Al 6061 and HDPE respectively. Based on
precision capability, these optimized result of hole diameter falls within IT14 tolerance
grade.

Table 3. Prediction model for holes accuracy and tool path angularity

Materials Orientation Hole accuracy Tool path angularity

Al 6061 Horizontal 6.87 − 1.03 � 10−3D + 5.60 � 10−7D2 86.58 − 7.60 � 10−3D + 3.62 � 10−6D2

Al 6061 Vertical 7.04 − 1.31 � 10−3D + 5.60 � 10−7D2 86.34 − 7.60 � 10−3D + 3.62 � 10−6D2

HDPE Horizontal 6.82 − 1.03 � 10−3D + 5.60 � 10−7D2 85.34 − 7.60 � 10−3D + 3.62 � 10−6D2

HDPE Vertical 6.99 1.31 � 10−3D + 5.60 � 10−7D2 84.61 − 7.60 � 10−3D + 3.62 � 10−6D2

Table 4. Results of the validation test for the holes accuracy and tool path angularity

Arm
robot
itinerary
(mm)

Materials Hole accuracy Tool path angularity
Predicted
(mm)

Actual
(mm)

%
error

Predicted
(º)

Actual
(º)

%
error

651 Al 6061 6.44 6.38 0.93% 90.00 89.98 0.02%
836 HDPE 6.34 6.40 0.95% 89.68 89.92 0.27%
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4 Conclusion

There are several conclusions can be rendered based on the study conducted:

1. Interaction between arm robot itinerary and material type found to be a significant
factor for the hole accuracy whilst the orientation of the hole is a dominant factor
affecting the toolpath angularity.

2. The error for the prediction models is less than 1%.
3. The best arm robot itinerary for COMAU robot based on the machining parameters

is 971.82 mm and 1120.65 mm with the horizontal direction.
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Abstract. The process of making tires is using the curing process, this process
using the Kobelco curing machine. Press Unit Problem contribute 51.5% of the
total problem in curing process. Press unit problems caused by dry time in press
cylinder unit to open or close movement still takes long time which is not
productive. Improvements made by modifying the speed cylinder and distance
speed cylinder movement. Optimization of Speed Cylinder by modifying the
setting of speed parameters on the cylinder selenoid valve, while optimizing the
distance speed cylinder movement by modifying the PLC program to obtain
optimal speed of movement distance. The results obtained after optimization
obtained 100 mm/s of hydraulic speed cylinder, and 45° mechanical flow
control. The problem of the press unit decreases, while the dry time reduced by
37% so that the production of tires increases 12 pcs tires/day/machine, so that
total saving cost as much as IDR. 84,000,000.

Keywords: Tire � Curing process � Cylinder speed � Dry time

1 Introduction

The manufacturing industry in Indonesia is increasing, and as shown from Indonesia’s
statistical export in January 2019, it was dominated by the processing industry exports,
73.24% of which are Indonesia non-oil and gas commodities [1]. The manufacturing
industry is rapidly developing, one of which is the tire industry. This industry is
growing, it is influenced by the rapid development of the manufacturing industry. Tires
generally use composite materials that are non-isotropic, consisting of several rubber
components combined with textile materials and steel material to strengthen the tire
structure [2].

The tire production process consists of several process stages as seen in Fig. 2.
The last process in the tire production process is the vulcanization process or better
known as the curing process, because the machine used is the Kobelco curing machine.
The main problem of the curing process is its long dry time, which often causes failure
in the press unit of the curing machine, resulting in productivity losses.
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Several research studies related to the curing process have been carried out. a
research study conducted by Pandya et al. [3] proved that reducing the delay time
during the curing process can improve product quality and reduce utility costs by
causing the temperature of the delay time to be lowered at from 38 °C to 4 °C, this
research study conducted an experimental study and CFD simulation. Other research
studies related to optimizing the curing process by reducing curing time by 35 min,
thus increasing productivity using the Finite Element Analysis (FEA) method [4],
regarding the effect of vulcanization on mechanical properties [5]. Another study is
conducted to measure the effect of temperature vulcanization using mixed methods [6].

2 Research Methodology

2.1 Curing Process

The curing process (vulcanization process) for this study is conducted using Kobelco
curing machine. This process is one of the processes of a series of tire manufacturing
processes carried out in the last production before quality check, as seen in Fig. 1. For
the outside of the tire, the process is conducted with temperature of 185 °C and
pressure of 10.5 bar, while for the inside the tire uses a combination of steam and N2

gas works alternately according to the specified product specifications, the pressure
used is 15 bar for steam and 21 bar for N2 gas. The curing process takes between 10–
30 min, depending on the type of tire used. In Fig. 2 it can be seen a total of 13 min for
the curing process is used for the A45 Eco type. From the latest data obtained, this type
of A45 Eco produces 31 pcs tire/mold/work shift.

Fig. 1. Tire manufacturing processes (Source: PT. Multistrada Arah Sarana, Tbk., STRADA)
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2.2 Dry Time

Dry time is the time needed by the curing machine to move from the previous curing
process to the next curing process, as seen in Fig. 3. Dry time can be interpreted as the
preparation and ending time of the curing machine before the next curing process
productivity will increase, and the longer the dry time the lower productivity is, which
will increase the loss of production targets. Delay time [3] is not the same as dry time,
because delay time is idle time, while dry time is part of curing process. Dry time has
10 different processes with a total dry time of 155 s, then 10 kinds of processes that
occur during dry time will be optimized so as to accelerate the motion of the com-
ponents that work so that the dry time is shorter. Figure 4 marked red which is the
process in dry time will be optimized for shorter time.

Fig. 2. Curing process A45 Eco type

Fig. 3. Dry time (2) is located between previous curing time (1) and next curing time (3)
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2.3 Research Framework

This research study, aims to shorten dry time by accelerating the speed of TCR
hydraulic cylinder movement (Fig. 5, part A), which current cylinder speed is
40.5 mm/s (top ring up; Fig. 4). Optimization is done by modifying the parameter
settings of the speed cylinder on the selenoid valve cylinder using transducer (Fig. 5,
part B) and mechanical flow control (Fig. 5, part C). Optimization of the speed cylinder
movement is also done by modifying the PLC program to adjust the suitability of the
actual position with TCR hydraulic cylinder speed changes to obtain the optimal of dry
time.

Optimization using two independent factors are TCR hydraulic speed cylinder (X1)
with range level of 40–100 mm/s, and mechanical flow control (X2) range level of 15°–
90° (Table 1). There are two independent factors with 6 and 7 levels respectively, so
that the full factorial is 42 possibilities. The dependent factor is Dry Time (Y), the
lower the dry time value, the better the result.

Fig. 4. Dry time breakdown

A

C

B

Fig. 5. (A) TCR hydraulic cylinder; (B) Transducer; (C) Mechanical flow control.
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3 Result

3.1 Dry Time Reduction

The optimization obtained after performing the Design of Experiment (Table 1),
hydraulic cylinder is 100 mm/s and mechanical flow control 45°. The overall actual
data speed after optimization can be seen in Fig. 6. The dry time before optimization is
119.7 s, which is the total time to be optimized. After optimization is implemented, get
a dry time reduction result of 37%, producing a total dry time of 74.9 s.

3.2 Increase Productivity

The dry time decrease was 37% or equivalent to 44.78 s. This shows that the total time
saved is 1388 s or equivalent to 2 pcs/mold/workshift. The condition of the machine
uses 2 pcs molds, and the work system in 3 workshifts. If the price is IDR 350,000/pc
tire, the total productivity increased is IDR 84,000,000/month.

Table 1. Design of Experiment (DoE) of TCR up (top ring up)

Independent factor Level
1 2 3 4 5 6 7

TCR hydraulic speed cylinder (X1); (mm/s) 40 50 60 70 80 90 100
Mechanical flow control (X2) 15° 30° 45° 60° 75° 90°

0 10 20 30 40 50

mold open
TCR up

Unloader Down
unloader up

Loader up
Mold close

Before and After optimization Dry Time  

Before Optimization (s) After Optimization (s)

Fig. 6. Comparison after dry time optimization
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4 Conclusions

The curing process that has been optimized is related to the dry time. Dry time has a
number of processes that take too long to cause productivity to decline. Optimization of
the curing process by increasing the speed cylinder, increasing the cylinder speed by
modifying the selenoid valve cylinder, and modifying the PLC program is able to
shorten the dry time. The results obtained after optimization are a decrease of 37% dry
time, and an increase productivity worth IDR 84,000,000/month.
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Abstract. Malaysia is hot tropical climate country. This effects the residential
environment over thermal comfort acceptable limit throughout the year. The
main aim of this study is to study important parameters to house design on
reducing temperature without air conditioning system. Four parameters were
considered in this study. They were air flow types, gap holes, radiant barrier, and
double skin façade (DSF) roof. An experiment was conducted and it has been
revealed that air flow inward, the roof has a gap hole, radiant barrier at bottom of
roof panel and thickness of DSF 1 cm shown the most significant results in
reducing the temperature. The maximum temperature difference between indoor
and outdoor is 7 °C. The eco design of roof in the house is considered a better
option for this climate not only for its ability to provide natural air circulation,
but also in reducing energy consumption up to 30% per year. Implementing this
design in a roofing system is to enhance the heat dissipation as well as con-
tributing the thermal comfort for human in residential building.

Keywords: Energy saving � Eco design � Thermal comfort

1 Introduction

Located closed to the Equator, Malaysia is experiencing the hot and humid climate.
Additionally, global warming effects increase the temperature to even higher level [1].
In the projection done by Tang shown that the temperature will increase up to 4 °C by
the end of 21st century. The increase rate is about 0.25 °C per decade in Peninsular
Malaysia [2]. As a result, overheating are becoming significant problem in buildings
especially residential type buildings in Malaysia [3]. Many types of research have been
undertaken to find solution to the problem and subsequently study the performance of a
ventilation system in house configuration. Common and conventional methods used to
solve overheating is the usage of air conditioners. It could realize comfortable indoor
environment even within warm city climate. However, continuous usage of air con-
ditioners leads to high energy consumption and heat release from air conditioners
external units are the root problem that causes global warming. In order to solve this
problem conclusively, alternative cooling method to air conditioners is a must. This
paper reveal natural’s application of biomimicry technique based from termite mold
[4]. This technique enables control of temperature and humidity to thermal comfort
using air flow channel within structure. The acceptable temperature range of thermal
comfort was from 25.5 °C to 28 °C and ideal comfort for humidity is within 30% to
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60% [5]. Objective of this study is to design a eco house that apply the passive cooling
technique which comfortable to human body at temperature between 25 °C to 28 °C
and investigate the parameter effectiveness for cooling process of house.

2 Methodology

This research was focused on the investigation of four parameters which is air flow
types, gap holes and radiant barrier availability, double skin façade (DSF) on their
significant contribution to reduce temperature inside the model of the house using
passive to semi active cooling technique. Figure 1 shows the design of the house and
parameters employed in the experiment. The material used to fabricate the model house
is acrylic. The thermal conductivity of acrylic is 0.2 W/m�K.

Natural ventilation is governed by volume and distribution of openings in the
building’s envelope, the internal pattern of air flow and pressure generated by an
external force. This section outlines the importance of the flow of air in closed
enclosure and opening at the roof. Hot air will rise upward due to buoyancy effect thus
the opening at the highest point of the roof will serve as an outlet for releasing the hot
air to the environment.

Double skin façade (DSF) is a combination of multiple layers of roof into one
system. The roof is separated by a layer of air or gas in-between called air cavity that
acts as an added layer of insulation. This will prevent unwanted heat from entering the
house and maintaining room temperature in no-flow state (conduction). DSF able to
serve as dual function of convection and conduction heat transfer to optimize its

Thickness DSF 1-3 cm

Gap

Air flow out 
and inward

Radiant barrier at top and 
bottom roof panel

Fig. 1. House dimension in mm and the parameter indicator.
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functions. In this study, DSF thickness of 1 cm and 3 cm was investigated to determine
which significantly reduce temperature.

The space between the DSF and gap holes can be positioned to set up a convection
flow induced by the density difference between cold and warm air. This is known as
natural or free convection flow type. Then, force convection using mechanical fan
controlled the air flow direction of either inward or outward were also investigated.

A radiant barrier is a highly reflective material able to reflect direct radiant heat.
Material used in this study as the radiant barrier was aluminium. Thermal conductivity
and emissivity of aluminium is 235 W/m�K and 0.04 respectively. In this experiment,
the location of the radiant barrier is to determine whether the barrier at the bottom or
top roof will give a better reflective performance.

3 Results and Discussion

3.1 Double Skin Façade (DSF)

From Fig. 2, the temperature indoor for thickness 1 cm is lower than thickness 3 cm
and outdoor temperature. At 2.00 pm, thickness 1 cm produce bigger temperature
difference between indoor and outdoor temperature. From this result, thickness 1 cm
can reduce temperature up to 7 °C while 3 cm is 2 °C. Convection heat transfer occurs
when there is air flow in the air cavity of DSF. The thickness of DSF must be smaller as
possible so that the velocity of air that flow will be higher. Incompressible fluids have
to speed up when they reach a narrow section in order to maintain a constant volume
flow rate. Using this method, the rate of fluid flow increase during convection heat
transfer which contributes to increasing the rate of heat removal.
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Fig. 2. Average temperature (°C) against time for thickness of DSF.
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3.2 Air Flow

Inward air flow into the DSF exhibit in Fig. 3, shown significant difference temperature
for both time, 2.00 pm and 6.00 pm compare to outdoor and outward air flow where air
were sucked from within DSF. Temperature difference of inward and outward air flow
to outdoor were 7 °C and 5 °C respectively. The difference seems to caused from the
air mass flow rate and pressure where inward air flow have higher rating of both while
outward might need higher fan power to produce similar results to inward flow. The
reason is because the intended low pressure at outlet by the fan was inadequate due to
lost of pressure in the opening space between fan and DSF.

3.3 Gap

Based on Fig. 4, the average temperature for the roof with gap exhibit higher tem-
perature difference between indoor and outdoor than roof without gap. At 2.00 pm,
temperature difference for roof without gap was about 2 °C. On the other, for roof with
gap, temperature difference was 7 °C. From these results, it is deduced that gap hole in
roof is significance in reducing temperature. The reason is it offers a good outlet for
ventilation because hot air naturally accumulates at the highest point of the roof. While
in the case for roof without gap, it will be an enclosed design that does not allow any
heat dissipate and air flow, thus resulting to heat gain and leads to a very high internal
temperature.
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Fig. 3. Average temperature (°C) against time for air flow directions.

534 N. Mohd and Z. Khalil



3.4 Radiant Barrier

From Fig. 5, temperature indoor for location radiant barrier at the bottom of the roof is
slightly lower than the radiant barrier at the top of the roof. Temperature difference for
radiant barrier at bottom and top of the roof about 6 °C and 5 °C respectively. So the
indoor temperature is lower than the outdoor temperature when the radiant barrier is
installed at the roof of the house. However, the differences were too small. We can

20

30

40

50

te
m

pe
ra

tu
re

 (d
eg

re
e 

ce
lci

us
)

time
8 am 6 pm 10 pm2 pm

without gap
outdoor

with gap

Fig. 4. Average temperature (°C) against time for gap opening availability
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conclude that while availability of radiant barrier is necessary in reducing temperature,
their position is not significant. This conclusion is agreed by Lee stating that the peak
of ceiling heat flux and house with radiant barrier system show a decrease of about 21%
to 25% due to the application of the radiant barrier [6].

4 Conclusion

From the experiment, it has been revealed that inward air flow, roof with gap, radiant
barrier at bottom of roof panel and DSF with 1 cm thickness exhibited significant
performance on temperature reduce. The maximum temperature difference between
indoor and outdoor is 7 °C. Implementing the eco design in roofing system will
enhance the heat dissipation as well as contributing the thermal comfort for human in
residential building. However, the efficiency of heat reduction depends on roof design
and climatic boundaries including air temperature, relative humidity, direction and
velocity of wind and sun radiation which differs from day to day. Therefore, to
effectively improve heat rejection from buildings by natural means, the physical
characteristics of the building should be sufficiently understood. Also, it should be
noted that general single roof system adapted in Malaysia shown a higher temperature
inside the residential area compare to outdoor. When compare to DSF systems where
temperature is reduced, it is obvious that the single roof system is one the root of
problems that leads to resident inconvenient, air conditioners with high energy con-
sumption usage and others.
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Abstract. Paint removal process in automotive coating is widely used in
vehicle component recycling industry. The need of utilization and recycling the
automotive component without producing secondary pollution from the paint
removal process is recently become a major concern globally. Water jet cleaning
is a new method for paint removal and getting recognition because of envi-
ronmental friendly and it is better than mechanical cleaning such as sand
blasting, brushing with water, hydropneumatic cleaning, controlled dry sanding,
low pressure water projection and low pressure water spray. The present study
focuses on the investigation of effect of multiple passes in plain water jet
cleaning on paint removal process. A new method of multiple passes treatment
is applied in plain water jet cleaning to access its effect on surface roughness and
paint removal rate. It was found that, with increasing of number of passes, the
surface roughness and paint removal rate is slightly increase. It is also found that
the increase in water jet pressure will increase the surface roughness and paint
removal rate. This is probably because increasing pressure will leads to more
energy to remove the paint. It is found also that the increase in traverse rate
increase the surface roughness and decrease paint removal rate. Based on the
present study, it is a high prospect to apply multiple passes of paint removal
using plain water jet in automotive industry.

Keywords: Paint removal � Waterjet cleaning � Multiple jet passes

1 Introduction

A removal process of deposits, contaminates and coating materials from the substrates
of parts or manufacturing product is defined as a fundamental in industrial technology.
Applications of this technique involve in various fields including automotive paint
removal industry. Paints are resulting from pigments (such as iron oxide, carbon black
or aluminium among others) combined with synthetic resins (thermoplastics or ther-
mostable) which permit the bonding between the paint and the substrates [1].

In paint removal, the main objective is high cleaning efficiency and paint erosion
with minimum substrate damage. The current study focuses on cleaning method mostly
using laser. Cleaning by laser is found to cause damage to the substrate, alteration of
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substrate colour and high cost. It was observed that the laser cleaning is almost 20 times
more expensive than conventional method leads to its application limited to historical
and ornamental usage [1]. Laser ablation create environmental health hazard with the
rapid improvement of this technology fail to follow the security and health assessment
and this is proven by the lack of study on stone emission using laser ablation [2]. There
are numerous aspects to be addressed in paint removal where water jet cleaning method
is prove to produce less environmental health hazard as compared to laser since water is
used for cleaning. High interest of research on paint removal using laser leads to scarce
data on water jet application on paint removal. Considerable works using water jet for
paint removal was done merely to study on parameters such as stand off distance, water
jet pressure, kinetic energy, traverse rate and attack angle. Theoretical and experimental
analysis done on coating removal from passenger-vehicle plastic for recycling by using
water jet demonstrates that regardless the changes in stand off distance, traverse rate
and pressure, the paint removal decrease when water jet angle increases due to decrease
in force of the jet impact [3]. Parameter optimization in research on de-painting of steel
substrate results a linear relationship between water jet kinetic energy (loading inten-
sity), stand off distance (loading frequency) and paint removal [4].

All of these studies were made with single pass cleaning. The recent research that
study on this multiple passes cleaning using laser cleaning results on two passes shows
more efficiency and less damage to the stone as compared to single pass [5]. This is due
to the removal was done by lower irradiance level (lower than damage threshold) than
single pass. The present work attempts to investigate the effect of multiple passes in
plain waterjet cleaning of paint.

2 Experimental Work

2.1 Material

Materials from automotive parts were cut away from standard plate by mechanical
sawing. Substrates were ready to be machined after primary cleaning with dry com-
pressed air to remove dust. The mass of the cleaned substrate was measured before and
after the paint removal process to study the paint removal by weight loss method. The
tensile mechanical properties of the paint on the surface of automotive plastics com-
ponent are shown in Table 1 [3].

Table 1. Mechanical properties of the paint on the surface of automotive plastics component.

Paint Elastic modulus,
E (Gpa)

Yield strength, r0.2 (Mpa) Ultimate strength,
rb (Mpa)

Top coating 1.59–1.76 11.34–15.85 17.43–21.22
Intermediate coating 1.54–1.88 8.99–13.10 10.71–13.75
Primer 0.52–0.77 4.93–7.11 7.83–10.60

538 M. N. M. Nawi et al.



2.2 Equipment

The whole experiments were conducted using a self-developed waterjet cutting
machine. The currently developed machine has a pump which can generate water
pressure of up to about 100 MPa due to its low cost. The type of the pump used is an
air driven liquid pump. The machine is controlled by a computer numerical control
(CNC) system. Table motion is controlled along multiple axes (X and Y) as well as the
nozzle that moves in the Z-axis (depth). The cutting head consists of a ruby orifice of
0.127 mm in diameter and a tungsten carbide focusing tube of 0.76 mm and 76.2 mm
in diameter and length respectively. The developed CNC waterjet machine is shown in
Fig. 1.

2.3 Experimental Design

The paint on automotive component was removed by waterjet cleaning using multiple
cleaning passes with various water jet parameters. Stand off distance and impact angle
are kept constant at 10 mm and 90 respectively. The machining parameters and their
minimum and maximum levels used in the present study are shown in Table 2.

Fig. 1. The self-developed CNC waterjet machine [6].

Table 2. Machining parameters and their levels.

No Machining parameters Value

1 Number of passes, n 1, 3
2 Traverse rate, u (mm/min) 500, 1000
3 Pressure, P (MPa) 34, 69
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3 Result and Discussion

3.1 Effect of Parameters on Paint Loss

Figure 2 illustrates the effect of traverse rate on paint loss on the painted surface at
different number of passes and pressures. It can be observed that a higher paint loss
occurs during cleaning at a higher pressure. Also, it is to note that with higher number
of passes produces more paint loss. Furthermore, it can be noticed that increasing
traverse rate produces less paint loss due to less interaction between the jet and
workpiece thus leads to ineffective erosion process [9]. It is interesting to notice that
with decreasing traverse rate from 1000 to 500 mm/min and increasing pressure, more
paint loss was acquired with more number of passes. This is due to more amount of
paint that is lost at every cleaning pass.

3.2 Effect of Parameters on Surface Roughness

Figure 3 shows the effect of traverse rate on surface roughness on the painted surface at
pressure 34 MPa. It can be noticed that increasing the number of passes results lower
surface roughness. This indicates the smoothening action on the same surface by the
second and third pass to remove uneven surface left by previous cleaning pass similar
to that cutting with multipass [7]. Furthermore, increasing the number of passes and
traverse rate result a slightly lower surface roughness. Lower traverse rate produces a
cleaner removal process with a smoother surface finish [8]. Moreover, a higher traverse
rate leads to less interaction between the water particle and paint surface [9]. It can be
seen that increasing the pressure results in a slightly lower surface roughness for triple
pass as compared to a single pass. This is due to increasing kinetic energy
of the particles at a higher pressure thus removing more materials similar to cutting
ceramic [9].

Single pass 34 MPa
Single pass 69 MPa

Triple pass 34 MPa
Triple pass 69 MPa

Traverse Rate (mm/min)
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Fig. 2. Effect of traverse rate on paint loss for different cleaning passes and pressures.
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3.3 Visual Inspection

Figure 4 show visual effect of paint removal using single pass at different traverse rate
and pressures. In all Fig. 4(a), (b), (c), and (d) it is note that the existence of black
area/lines in the picture is the paint area which has not yet been removed. Cleaning at
lower pressure at 34 Mpa, smoother surfaces are produced as compared to cleaning at
higher pressure of 69 MPa as indicated in Fig. 5. It seems that the pressure is too high
at 69 MPa to not only removing the paint but some portions of the substrate as shown
in Fig. 5(c) and (d). Furthermore, a higher traverse rate yields less paint erosion and
lower surface roughness since less water particle to clean the surface area as nozzle
speed increases.

Figure 5 shows effect of paint removal using three passes at different traverse rates
and pressures. Similar conclusions can be made regarding the effect of traverse rate and
pressures as cleaning using a single pass as shown in Fig. 4. Furthermore, comparing
both Figs. 4 and 5 for single and three passes respectively, it is found that three passes
remove more paint than single pass as indicated by the lacking of black area/lines. This
is due to continuous removal of paints at every cleaning pass. Increasing number of
passes decreasing the surface roughness as seen in Figs. 3 and visually proven by
smoother surface in Fig. 5 as compared to Fig. 4.
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Fig. 3. Effect of traverse rate on surface roughness for different cleaning passes and pressures.

Fig. 4. Visual effect of paint removal using single pass at different traverse rates and pressures,
(a) traverse rate 500 mm/min, pressure 34 MPa (b) traverse rate 1000 mm/min, pressure 34 MPa
(c) traverse rate 500 mm/min, pressure 69 MPa (d) traverse rate 1000 mm/min, pressure
69 MPa.
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4 Conclusion

It was shown that automotive part was successfully cleaned using waterjet machine
with multiple number of cleaning passes. The cleaning performance of the waterjet
machine is satisfactory with acceptable surface removal qualities. The paint loss
decreases with an increase in the traverse rate. Meanwhile, the surface roughness
increase with an increase in the traverse rate. It can be concluded that increasing
waterjet cleaning passes can be successfully used for recycling automotive component
with acceptable cleaning qualities.
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Abstract. Abrasive waterjet machining (AWJM) can perform various
machining operations on almost any material including hard to machine mate-
rials. However, performance of a process depends on the chosen set of
parameters. AWJM has major parameters such as traverse rate, water pressure,
standoff distance and abrasive flowrate that will affect its performance. The
present study investigates the effects of AWJM parameters (i.e. traverse rate,
water pressure and standoff distance) on the width, depth and roughness of a
channel produced at the surface of stainless steel. The results showed that by
reducing the standoff distance and water pressure, the width of the channel was
also reduced. For channel depth, increasing traverse rate produced a shallower
channel depth. In contrast, increasing the water pressure produced a deeper
channel depth. The surface roughness of the channel showed significant
improvement by reducing the water pressure at a lower traverse speed and
standoff distance. A proper selection of parameters is required in order to pro-
duce a suitable channel during AWJM surface texturing process.

Keywords: Abrasive waterjet machining � Waterjet channeling

1 Introduction

This paper discusses the effects of abrasive waterjet machining of parameter on surface
texturing on stainless steel. Waterjet either in plain form or mixed with abrasive can
perform various machining operation on almost any material including hard to machine
material. The application is endless and it is nontraditional machining method that has
been chosen by manufacturers due to its flexibility and reliability [1]. Performance of
any process depends on the parameter chosen. AWJM has major parameter such as
traverse rate, water pressure, standoff distance, abrasive flowrate and abrasive particle
size that affects the performance of the AWJM [2]. AWJM has no machine vibration or
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tool chatter and conventional tools are prone to edge chipping and tool wear [3].
The AWJM process is clean, do not create dust, chips and chemical pollution because
the eroded material is carried by the waterjet thus eliminating dust, air pollution and as
a result, it is environmentally friendly [4].

2 Experimental Work

2.1 Material

The samples used in the experiment was 25 mm � 25 mm � 4 mm Stainless Steel
SS400 cut by mechanical saw. Stainless Steel was chosen because many studies have
demonstrated the advantages of using Stainless Steels in the field of automotive and
other industrial applications [3] (Table 1).

2.2 Equipment

The machining setup used Haskel air driven liquid pump with maximum air pressure of
150 Psi and the pump can supply a maximum output of 33,000 Psi. The machine is
equipped with a gravity feed type of abrasive hopper, an abrasive feeder system with a
pneumatically controlled valve. This pump is reliable, compact, robust, and easy to
maintain while the cost of the pump is way cheaper than the standard electrical or
hydraulic type pumps which are used in a commercial waterjet machine. The machine
is controlled by a computer numerical control (CNC) system. The developed machine
is shown in Fig. 1. The nozzle and abrasive characteristic are mentioned in the table
below. The abrasive with mesh size of 80 (�177 lm). This size was selected due to its
most applications in industrial operations of abrasive water jet machining (Table 2).

Table 1. Workpiece characteristic.

Material Density (kg/m3) Tensile strength (MPa) Young’s Modulus (GPa)

SS400 7860 400 190–210

Table 2. Nozzle and abrasive characteristic.

Abrasive material Abrasive size particle Orifice diameter Nozzle diameter

Garnet 75 to 106 lm 0.05 mm 1.22 mm
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2.3 Experimental Design

In the current study, three control parameter were selected as a factor shown in the table
below. The parameters and level were selected by primarily based on preliminary
experiment and previous literature review for on cutting process. In the experiment a
channel was produce by abrasive waterjet. In the experiment eight runs of channeling
were conducted on the workpiece surface. The machining performance of all channel
samples was assessed in terms of width, depth and the roughness of the channel. The
width and the depth of the channel was measured using optical video measuring
system. The measurement was taken three times and average value is taken to minimize
errors. A surface roughness measuring device, MarSurfPs1 was used in this study. It
features a diamond stylus which travels along a straight line over the surface. All of
measurement of surface roughness were recorded in micrometer (lm). The surface
roughness was measured inside the channel depth. Three different measurements were
taken due to variation of roughness data for each surface so that the average could be
calculated (Table 3).

Fig. 1. The self-developed waterjet machine.

Table 3. List of machining parameters.

No Machining parameters Value

1 Traverse rate (mm/min) 50, 150
2 Pressure (MPa) 40, 80
3 Standoff distance (mm) 2, 10
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3 Result and Discussion

3.1 Effect of Parameters on Response

Figure 2(a) shows the effect of standoff distance over channel width. Result shows that
standoff distance is proportionate with channel width. An increase of the channel width
was found with the increase of standoff distance. The characteristic of waterjet that
widen after exiting the nozzle confirms the result since the width of channel become
bigger as the standoff distance got higher. The finding aligns with the experimental
observation done by [5] which stated that fully-developed lateral outflow jetting
causing the contact zone to expand. Researcher found that higher standoff distance
allows the jet to expand before impingement [6]. Figure 2(b) displays the effect of
standoff distance on channel depth. Result show that standoff distance is inversely
proportional with channel depth. An increase of standoff distance will cause the depth
of the channel to reduce. Higher standoff distance allows the jet to enlarge before
making contact with the workpiece substrate. The jet enlargement lowering the
densities of abrasive particles. This situation lowers the penetration depth of the
channel [6].

Fig. 2. Effect of standoff distance for channel width and depth.

Fig. 3. (a) Effect of pressure on roughness (b) Effect of traverse rate on channel depth.
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Figure 3(a) displays the effect of pressure on roughness of the channel surface. The
result shows that pressure is directly proportionate with roughness of the channel
surface. The roughness of the channel to increase with the increase of pressure. This
finding approves the fact that a higher air pressure results in higher particle velocities
and consequently higher particle kinetic energies which increases the material removal
rate. Higher particle kinetic energies cause larger dents on the surface and consequently
a rougher surface [7]. Figure 3(b) displays the relation between traverse rates and
channel depth. Result shows that traverse rate inversely proportional with channel
depth. An increase in traverse rate decreases the channel depth. As nozzle traverse
speed increases, depth of cut decreases [3]. When traverse rate is high, fewer particles
impact a given area of workpiece material. This has resulted in less material removal
hence a shallower channel depth [7]. Similar finding which concludes that higher
nozzle speed results in a shorter time of the jet exposing on to the material which,
leading to fewer particles contributing to material removal, hence resulting to shallower
channel depth [8].

3.2 Visual Inspection

This phase of the experiment is to study on visual inspection of the samples using
optical video measuring system. Figure 4(a) shows the top view of the channel produce
by AWJM. The figure shows the width of the channel. Figure 4(b) shows the depth of a

a) b)

Fig. 4. (a) Channel width top view (b) Channel depth side view.

Fig. 5. (a) Channel inner surface with high pressure (b) Channel inner surface with low
pressure.
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channel after polishing the side edge of the workpiece. Figure 5(a) show inner surface
of the channel that has higher roughness with high pressure compare to Fig. 5(b) which
has lower roughness due to lower pressure.

4 Conclusion

An experimental investigation has been carried out to understand the effects of abrasive
waterjet parameter on machining stainless steel. It has been found that by reducing the
standoff distance and water pressure, the width of the channel was reduced. For channel
depth, an increase in traverse rate produced a shallower channel depth while an increase
in the water pressure produced a deeper channel depth. Finally, it was found that the
surface roughness of the channel surface showed significant improvement by reducing
the water pressure at a lower traverse rate and standoff distance.
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Abstract. The main goal of machining methods is to achieve a given final
geometric shape within the shortest time. In this study, we propose a new model
of the contour-parallel machining strategy for triangular pockets in order to
minimize tool path length. We have extended an analytical model by appending
additional tool path parts to the existing tool path model for removing scallops,
which remained an area along the boundary. The result shows that the proposed
analytical model can give the shortest tool path among other models, so can
reduce the amount of pocket machining time.

Keywords: Contour-parallel � Milling machining � Tool path �
Triangular pocket

1 Introduction

Milling is the mechanical operation of removing material from a piece of stock through
the use of a rapidly spinning circular milling tool in order to form a given final
geometric shape [1]. Two basic topologies of tool paths, strategies for pocket milling
are directional-parallel machining strategy and contour-parallel machining strategy.
A pocket milling is one of the most common mechanical operation in machining of
metal parts. Almost 80% of the milling process to produce mechanical parts are
machined by numerical control (NC) pocket milling [2]. The pocket machining is
commonly met in the roughest and the finishing phase of molds and dies
manufacturing.

Contour-parallel tool paths are among the most widely used tool paths for pocket
machining. This method commonly used as cutting tool paths, especially for the large-
scale material removal in 2.5D end milling. If such features have two or more hard
faces, then the possibility of cusps arises with direction-parallel tool paths [3].
Therefore, contour parallel tool paths have acquired attention from many researchers
[4–6]. Although the contour-parallel tool path has over the years been researched with
the pairwise offset approach and the Voronoi diagram, but these are computationally
expensive [5]. The advantage of this method is that most of the contour-parallel
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machining time, the tool is always in contact with the material, which reduces idle time
spent in lifting, positioning, and plunging of the tool.

The purpose of pocket machining process is to eliminate all the material inside a
pre-defined contour between two horizontal planes in a minimum machining time [7].
Therefore, we propose the new analytical model for extending the analytic model of
contour-parallel strategy [8] in order to minimize tool path length. We only discuss in
case of triangular pocket machining in this paper.

2 Methods

2.1 Previous Work

The contour-parallel strategy gives a possibility for generating tool paths, which not
leaves the scallops. In this condition, there must exist the overlap, which depends on
the smallest angle of the triangular pocket [8]. Its mechanism is composed of two steps
that uses the diameter of tool 2r. First, move inward offset with half of tool diameter
r from pocket boundary. The result of first inward offset is the triangle ABC. Second,
move inward offsets to the triangle ABC by a distance of 2(r − q) and so on. The
triangular pocket machining using this strategy is shown in Fig. 1.

From this figure, there are two main segments in this strategy: (1) The boundary-
parallel paths (ABC, EFG, IJK, and so on) correspond to the parts which surround the
pocket boundary; (2) The connector paths (DH, HL, and so on) correspond to the parts
which connect to the pocket boundary-parallel segments.

The Length of Boundary-Parallel Paths
The closest offset to the pocket boundary (outer tool path) is a line of distance of tool
radius r from the pocket contour line. So, for the triangle ABC is given by

ABþBCþCA ¼ aþ bþ cð Þ � 2 � r � Cot a=2
� �þCot b=2

� �
þCot c=2

� �� �
ð1Þ

Furthermore, all of the inner offset lines must be overlapped to avoid un-machined
area (the shaded section in Fig. 2). The b is the smallest angle between two straight
lines corresponding to the contour line in the triangle pocket. From Fig. 2 is obtained

Fig. 1. Illustration of the basic contour-parallel machining strategy with overlap [10].
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Sin b=2
� �

¼ y=r ð2Þ

The overlap width of the closest two offset lines is

q ¼ r � y ¼ r � r � Sin Min a; b; cf g=2
� �� �

¼ r � 1� Sin Min a; b; cf g=2
� �� �

ð3Þ

Consequently, the offset distance of tool path is given by

d ¼ 2 � yþ q ¼ 2 � ðr � qÞþ q ¼ 2 � r � q ð4Þ

By distance of 2 ∙ r − q, for the triangle EFG (see Fig. 1) can be computed

¼ aþ bþ cð Þ � 2 � rð Þþ 2 � 2 � r � qð Þð Þ � Cot a=2
� �þCot b=2

� �
þCot c=2

� �� �
ð5Þ

Determining the number of triangles, which parallel to pocket boundary, is firstly
needed the value of h (Fig. 3).

From the figure above, the h value can be obtained based on sinus law

AB

Sin 180� b=2� c=2
� � ¼ OA

Sin c=2
� � ¼ OB

Sin b=2
� � ð6Þ

Fig. 2. Illustration of the overlap for avoiding remained area.

A B

C

a

bc

β γ

α

β/2 γ/2

180-β/2-γ/2
h

O

Fig. 3. The h value for determining the number of triangles.
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h ¼
AB � Sin b=2

� �
� Sin c=2

� �
Cos a=2
� �

¼
a� r � Cot b=2

� �
þCot c=2

� �� �� �
: Sin b=2

� �
� Sin c=2

� �
Cos a=2
� � ð7Þ

The number of triangles, which parallel to pocket boundary, is given by

n ¼ h
2 � r � q

¼
a� r � Cot b=2

� �
þCot c=2

� �� �� �
: Sin b=2

� �
� Sin c=2

� �
2 � r � qð Þ � Cos a=2

� � ð8Þ

The total length of tool paths, which parallel to pocket boundary, is given by

Xn
i¼1

aþ bþ cð Þ � 2 � rð Þþ 2 � 2 � r � qð Þ � 1� ið Þð Þ � Cot a=2
� �þCot b=2

� �
þCot c=2

� �� �
ð9Þ

where the value of n is rounded up.

The Length of Connecting Paths
The total distance of connector segments is given by

ðn� 1Þð2r � qÞ ð10Þ

Thus the function f(a, b, c, a, b, c, q, r), i.e. the total length of the tool paths in
contour-parallel machining strategy, is the sum of (9) and (10).

2.2 Previous Development of the New Analytical Model
in the Contour-Parallel Strategy Work

Given a, b, and c are the inner angles of the triangle corresponding to the three sides a,
b, and c, respectively, q is the cutter overlap coefficient (between 0 and 1) denoting the
degree of overlap between two adjacent cutting paths, and r is the radius of the cutting-
tool. Related to the proposed model, the value of q is zero because the proposed model
does not need the overlap. The triangular pocket machining using contour-parallel
strategy without overlap is illustrated in Fig. 4. As shown in Fig. 4, machining is
started from point B and ended at B again, so the first tool path is B-C-A-B. Then, the
machining is forwarded to ascending path BE with an angle of ½c. This path is used to
remove the scallops also. A triangular pocket with all three different angles
(a 6¼ b 6¼ c) has an ascending path that equals a tool path with the smallest angle. It is
due to the fact that an ascending path with the smallest angle is an ascending path with
the longest path.
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Furthermore, the tool path is continued by starting from point E, thus the second
tool path is E-F-D-E. This path has a track for removing unmachined area from point F
and D. For eliminating the scallops, cutting-tool at the point D and F performs re-
machining by distance of r with ½b and ½c respectively. The machining process is
repeated until the whole of triangular area has milled.

3 Results and Discussion

3.1 Derivation of the Proposed Analytical Model

From Fig. 4, there are three main segments in the proposed model: (1) The boundary-
parallel paths (ABC, DEF) correspond to the parts which surround the pocket
boundary; (2) The ascending paths connected to tool path which parallel to AB; (3) The
scallop removal paths.

In the proposed model, the length of boundary-parallel paths is the same with
Eq. (1) above. From Fig. 5 can be seen that the length of ascending paths in the triangle
BEI is given by

BE ¼ 2 � r
Sinð1=2cÞ

ð11Þ

Fig. 4. Illustration of the proposed tool path of contour-parallel strategy without overlap.

Fig. 5. Illustration of the ascending paths using the proposed model.
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So, the total length of ascending paths is given by

ðnÞ 2 � r
Sin1=2 minðb; cÞð Þ for n � 1 ð12aÞ

ðn� 1Þ 2 � r
Sin1=2 minðb; cÞð Þ for n [ 1 ð12bÞ

While the total length of scallop removal paths is given by

ðnÞ � 2 � 2 r

Sin1=2 maxðb; cÞð Þ � r

 !
for n � 1 ð13aÞ

ðn� 1Þ � 2 � 2 r

Sin1=2 maxðb; cÞð Þ � r

 !
for n [ 1 ð13bÞ

Then, the total length of tool paths is the sum of Eqs. (9), (12a), (12b) and (13a),
(13b).

3.2 Numerical Example

To illustrate the computation of the proposed model, we include the following
numerical example. Example 1, an equilateral triangular pocket has three equal angles
of 60° (a = b = c) and sides of 100 mm (a = b = c), curvature radius of corners and
cutting tool radius are 10 mm (Fig. 6a). In Fig. 6b, the illustrative toolpaths using the
proposed machining model is presented for numerical example 1.

For Example 2, given a triangular pocket, which has three different angles a, b, and
c of 90°, 53°, and 37° respectively, with sides of a, b, and c of 100 mm, 80 mm, and
60 mm respectively. Its curvature radius of corners and radius of cutting tool is 5 mm.

The comparison result of the machining models for two numerical examples is
shown in Table 1. From this table is known, that the proposed analytical model of the

Fig. 6. Illustration of triangular pocket for example 1.
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contour-parallel machining strategy cannot reduce the length of tool path of an equi-
lateral triangular pocket with all three equal angles and sides (Example 1). However,
this model can shorten the tool path length for a triangular pocket, which has all three
different sides and angles (Example 2).

4 Conclusion

The proposed model cannot decrease the tool path length for all types of triangular
pocket. However, the proposed model can give shorter total length of machining for all
types of triangular pocket than the direction-parallel milling strategy, with average
17%. This result shows that there is the improvement of the pockets machining time
using the contour-parallel milling compared with the zigzag milling strategy.
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Abstract. Microwave oven induced plasma method is a novel application of
microwave oven to generate plasma for coating process. By using integrated
microwave system with low cost 2.45 GHz magnetrons, low initial setup cost is
able to be achieved in compare to conventional plasma spray methods. The
innovation of microwave oven induced plasma spray is seen as a good candidate
for future research study due to its easily operable at low power. It requires
relatively low power compared to conventional plasma spraying method and
able to be generated at atmospheric pressure conditions. However, the research
regarding this microwave oven induced plasma spray is very less and the
mechanisms are still more to be discovered. Therefore, our research is focusing
on the understanding of the operational characteristics of microwave oven dri-
ven plasma spray device. 0.8 kW output power is used in this research, and by
controlling the working gas flow rate and antenna outlet diameter, the plasma
had been able to be generated at 2, 3, and 4 mm antenna outlet diameter with 10,
15, and 20 lpm flow rates of argon gas. The widest plasma plume had been able
to be generated was at 20 lpm for the each of antenna diameter, and at 3 mm of
outlet antenna diameter with 15 lpm of argon (Ar) gas flow rates, it is the
acceptable condition for producing plasma plume.

Keywords: Microwave plasma � Plasma spray � Plasma plume

1 Introduction

Coating technology is one of surface engineering method which can be used to enhance
the surface properties for corrosion and wear protection. It also a modification treat-
ment of surface by adding new materials on the surface of substrates [1]. Plasma
spraying method is the most versatile of the thermal spray processes which capable of
spraying all materials that are considered spray-able. It uses electrical energy to pro-
duce heat in form of thermal energy which caused by ignition of gas plume and other
type of way. Plasma spraying is one of the processes to fabricate thick coating which
has costly set up due to some of the process of thermal spray coatings require very
expensive apparatus and lead to a high initial set up cost [2]. There are three types of
plasma spray power source were used which is direct current (DC) plasma, radio
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frequency (RF) plasma, and microwave (MW) plasma. Microwave plasma is easy to be
generated at low power less than 1 kW [3] and has stability in wide range of pressure
[4]. Moreover, microwave plasma does not require electrode for electric discharge as
compared with DC plasma. It also can be operated both with and without external
magnetics field if compared to RF plasma. Furthermore, microwave plasma was able to
be generated at atmospheric condition and able to coat at much narrow area [4]. On the
other hand, conventional plasma spray method has extreme temperature plasma (above
10000 K) [5] and only operable at high power (above 40 kW). This extreme temper-
ature plasma is very useful to fabricate high melting point material in coating process
[6]. However, the excessive heat input from this plasma may effect in deterioration of
material phase structure and degraded some function as well in some materials. Thus, it
will cause the difficulty to fabricate coating onto low melting point substrates such as
plastic, resin and polymers.

Here, the innovation of microwave oven induced plasma spray is seen as a good
candidate due to its stability in various pressure ranges and easy to be generated at low
power. In this study, commercially available microwave oven is use to generate
plasma. By using integrated microwave generators, this innovation of microwave oven
induced plasma spray will reduce the cost and easier to handle. The magnetron and the
waveguide that produce the microwave at the center of resonant cavity leads to low
initial setup cost compare to other plasma spray methods [6]. However, the research
concerning this microwave oven induced plasma spray is very less and the mechanisms
are still more to be ascertained. Therefore, our investigation is centering on the com-
prehension of the operational characteristics of microwave oven driven plasma spray
device at different antenna outlet diameter and gas working flow rate by using same
output power which is 0.8 kW. This different in antenna outlet diameter and gas flow
rates will produce different length and width of plasma plume.

2 Experimental Procedure

2.1 Process

Figure 1 shows the experimental schematic diagram of the microwave oven plasma
spray device that is used in this study. Microwave with the frequency of 2.45 GHz is
transmitted from generator through a waveguide to the resonant cavity. The antenna
which is made of Cu-Zn material is positioned at the center of the resonant cavity to
utilize the concentration of electric field on the tip of the antenna for plasma generation.
The working gas is supplied through the antenna axially. To avoid microwave
reflection to microwave generator, dummy load is placed at the position shown in the
diagram. The possibility of arcing inside microwave oven cavity is also able to be
reduced [7]. Thus, all microwave that oscillated by generator are absorbed if the plasma
plume fails to be generated. At the tip of the antenna, high-intensity electric field is
generated from the induced electrical breakdown as a form of plasma plume at the
downstream.
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2.2 Experimental Setup

The investigation of the plasma ignition condition for the microwave oven induced
plasma is conducted in this experiment. The experimental condition of plasma ignition
of induced plasma is shown in Table 1. The operations time is limited until 210 s to
minimize the damage taken by the antenna. The images of the plasma plume produce
were taken by camera and will be analyzing using image processing method. On the
other hand, the effect of the gas flow velocity in stable plasma production can be
interpreted by Reynolds number. Reynolds number is calculated by applying the
antenna outlet diameter (OD) of which is 2, 3 and 4 mm respectively. Reynolds
number (Re) will indicate whether the flow is laminar and turbulence using equation
below.

Re ¼ p2V2D2

l2
ð1Þ

3 Result and Discussion

The plasma shows more stable discharge when laminar flow take place rather than
turbulence flow [8]. Based on table below, Reynolds number from all outlet diameter of
antenna are below 2000 which is laminar. In addition, due to high plasma temperature
in the central region, plasma will have high molecular velocity as a results of small
Reynolds number [9]. Therefore, it can be concluded that 2 mm, 3 mm and 4 mm is
applicable for plasma ignition (Table 2).

Fig. 1. Schematic diagram of the microwave oven induced plasma spray.

Table 1. Experimental condition for plasma ignition.

Antenna outlet diameter (mm) 2, 3, 4
Working gas flow rate (l/min) 10, 15, 20
Output power (kW) 0.8
Working gas Argon
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The experimental result for plasma ignition condition is shown in Table 3. All
working gas flow rate are able to generate plasma and the width of the plasma plume
increase when the increasing of the flow rate of the Ar is shown in Fig. 2. Thermal
pinching effect which play important role for the plasma shape of the velocity profile in
the nozzle antenna can be observe start at 15 lpm of flow rates [10]. In addition, the
length of plume only is affected by changing the gas flow rate of Ar [6]. Moreover, the
applied value of voltage, composition of gas and gas flow rate is affected by the length
of the plasma [11]. On the other hand, the increasing of gas flow rate will cause shape
of plasma becomes narrower.

Table 2. Calculated Reynolds number by
outlet diameter of antenna.

Antenna
OD (mm)

Calculated Reynolds number
10 lpm 15 lpm 20 lpm

2 121.53 131.10 192.59
3 65.63 107.01 89.01
4 747.43 682.60 563.09

Table 3. Experimental result for plasma ignition at 2, 3 and 4 mm antenna OD.

Antenna Outlet 
Diameter

Gas Flow Rates
10 lpm 15 lpm 20 lpm

2 mm

3 mm

4 mm

10 mm 
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4 Conclusion

The summary of the things that had been clarified from the study on operational
characteristic of microwave oven driven plasma spray device and the evaluation are
listed below.

1. Microwave oven induced plasma spray able to be developing at low power which is
0.8 kW.

2. All our nozzle antenna design has acceptable calculated Reynolds number which is
below 2000 which indicates laminar flow.

3. From the plasma ignition condition experiment, thermal pinching effect play
important role for the plasma shape of the velocity profile in the nozzle antenna.
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Abstract. CNC machines are widely used in production of various machinery
components including turbine blades, impellers, rotors, propellers etc. Most of
these components are built-up from free form surfaces which considered com-
plex shapes and required proper set up for machining. This paper presents
optimization of toolpath pattern for cutting parts with B spline surfaces in 4 axis
machining. Generally the operation is carried out by using 4 axis machining
methods which employs variable streamline operations in the finishing process.
The appropriate selection of a toolpath pattern can significantly improve pro-
ductivity and lead to lower production times. Different toolpath scenarios are
simulated in CADCAM prior to real cutting process. In order to execute the
comparative study of tool path strategies, all common cutting parameters
(spindle speed, feed rate, tool diameter, plunge-rate, and depth of cut) are set to
be constant. The toolpath strategies employed in this study includes helical or
spiral, zig, zigzag and zigzag with lift. Cutting operation built-up and validation
are performed through NX10, VERICUT and CNC machining. The objective is
to optimize the machining process for B-spline model by selecting the shortest
toolpath with maximum volume removal based on using variable streamline
operation. The result indicates different tool path strategies based on the level of
B spline curvature exhibit in the component.

Keywords: Toolpath pattern � B-spline � Free-form surface

1 Introduction

B-spline surfaces can be categorized as free form surfaces that require complex setup in
machining process. Complex surfaces are being used in various areas of work such as
to create medical replicas and in automotive and aerospace industries. Over the years,
many researchers study the best formulae to optimize the machining process of free-
form surface in terms of machining efficiency and surface quality. Lasemi et al. [1]
through their review paper of the fundamental issues and new developments in CNC
machining of freeform surfaces emphasize three major issues need to be considered in
freeform surface machining which is tool path, tool orientation, and tool geometry.
Zhang et al. [2] in their research has apply various toolpath in computer numerical
control milling of a complex freeform surface machining. The objective of the study is
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to understand how 3D tool paths influence the cutting response in term of machining
efficiency, surface quality, and form accuracy. In terms of machining efficiency, Li
et al. [3] in their research considered a basic criterion to choose a pattern which results
in less machining time or the short path length. It has been found that toolpath pattern
has significant influence on toolpath length or machining time. The influence is
dependent on the shape and size of the stock and island contours, and the size of cutter
used. He considered a basic criterion to choose a pattern which results in less
machining time or the short path length. They found that the tool travelling time is
usually a very small part of the total machining time (<2%), whereas the rest of the total
machining spends on cutting material. Hence, they proposed an approach to select
proper toolpath pattern. Currently, the development of cutting pattern optimization is
involving with 3-axis milling machine [4–6] and too little finding involving 4-axis
machining. Therefore, experiment has been conducted to find the optimization of
cutting pattern in 4-axis machining. In this paper, a comparative study toward the
different types of toolpath which lead to the effect of machining time and volume
excess is proposed. The goal of these studies is to optimize the machining process for
B-spline surfaces model in finishing operation by using 4- axis CNC machine.

2 Method of Machining Operation

The removal of excess material in finishing operation for B-spline surface can be done
in a number of ways. Most of the CAM systems would provide for different type of
finishing operation options which the user can choose considering the type of surface to
be machined. In complex surface machining, the common method use is variable
streamline operation. This method builds an implied drive surface from the selected
geometry. Streamline drive method enables completely flexible tool path creation that
suit for complex surface machining. A well-ordered grid of regular faces also not
required in this operation [8]. Since the B-spline surface is categorized as the complex
surface in CNC machining, this method considered as the most suitable operation to be
used in this experiment. In order to study the cutting pattern effects, other machining
parameters for example feed rate, spindle speed, cutting tool diameter and depth of cut
are set to be constant while the cutting pattern is set to be varies. There are four cutting
path strategies being used for variable streamline operation in NX10 and each cutting
method has advantages and disadvantages. In this study, 4 methods have been com-
pared to select the proper toolpath that satisfying minimum machining time (Fig. 1):

a. Helical or Spiral: Tool progressively deforms the blank with a Spiral movement
from the top going towards the maximum depth [7].

b. Zig: This takes a linear path in only one direction of flow.
c. ZigZag: This tool takes a zigzag path at every level of depth
d. ZigZag with Lift: This implement a mixed cut direction by default.
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2.1 Vericut Software

Vericut software is a computer aided machining (CAM) software that capable to
simulate machining process and provide machining data through the simulation process
in example cutting time, cutting distance and volume excess information. Vericut has
been used in these studies to obtain the volume excess information since NX10 is not
providing the volume excess information. Hence, after simulation in NX10 is done,
every model is simulated again in Vericut software to find the volume excess infor-
mation (Fig. 2).

3 Result and Analysis

Simulation have been conducted towards three B-spline model that consisting B-spline
free form surface. Based on the simulation in NX10 (to find cutting time and cutting
length information) and Vericut (to find volume excess information), the results
obtained as per table below (Fig. 3 and Table 1).

Optimal cutting pattern is measured by the shortest cutting time and cutting length
obtained with minimum volume access. Based on the result obtained from simulation,
the optimal cutting pattern selected for wind turbine blade is helical or spiral with the
shortest cutting time and cutting length among other cutting pattern tested. Even the
volume excess is not at the maximum removal amongst of all cutting pattern but the

(a) (b) 

(c) (d)

Fig. 1. (a) Helical or spiral (b) Zig, (c) Zigzag (d) Zigzag with lift
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value is still acceptable with only slight different compared to other cutting pattern
value tested (Fig. 4 and Table 2).

For the impeller blade, the optimal cutting pattern selected is Zigzag since it has the
shortest cutting time and cutting length. Volume excess value only has slight different
amongst other cutting pattern and the value is still acceptable (Fig. 5).

While for the handgrip shape, the optimal cutting pattern selected is Helical or
spiral since it has the shortest cutting time and cutting length. Volume excess value
only has slight different amongst other cutting pattern and the value is still acceptable
(Table 3).

(a) (b)

Fig. 2. (a) Simulation in NX10 (b) Simulation in Vericut

Fig. 3. Turbine blade.

Table 1. Result for wind turbine blade.

Cutting pattern Cutting time (sec) Cutting length (mm) Volume access (m3)

Helical or spiral 0:44:12 11212.3703 8971.1387
Zig 0:50:00 15447.6135 8894.3072
Zig zag 0:44:11 11205.0734 8895.5309
Zig zag with lift 0:47:36 12074.3683 8894.2494
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Fig. 4. Impeller blade.

Table 2. Result for impeller blade.

Cutting pattern Cutting time (sec) Cutting length (mm) Volume access (m3)

Helical or spiral 0:45:23 11456.0492 1086.5576
Zig 0:50:46 12842.4819 1086.5242
Zig zag 0:44:40 11278.0704 1086.5331
Zig zag with lift 0:50:55 12842.4139 1086.5244

Fig. 5. Handgrip.

Table 3. Result for handgrip.

Cutting pattern Cutting time (sec) Cutting length (mm) Volume excess (m3)

Helical or spiral 1:39:49 25154.5698 12317.5911
Zig 1:51:41 30246.3468 12312.9727
Zig zag 1:39:52 25170.5534 12316.7004
Zig zag with lift 1:51:50 28158.6369 12312.9549
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4 Conclusion

The results of the comparison show that the optimal toolpath is dependent on geometry
of the part and the type of the used toolpath. In general there is no specific toolpath type
that can be used specifically for every B-spline model since every model from simu-
lation give different type of optimal cutting pattern.
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Abstract. Eri worm (Samia Cynthia ricini) is a polyphagous animal whose
able to be fed by 29 species of plants such as tapioca and castor. Eri worm
produces cocoon which will be furthered process into fiber in the kind of staple
or short fiber. The fiber then usually blends with other fiber such as cotton or
polyester. In Indonesia, there have been Eri worm cultivation from livestock,
yarn making to fabric making, with poor quality, because the process is man-
ually and traditionally. In this paper, the eri silk fiber will be blended with cotton
fiber to develop a new blend fiber yarn using modern short spinning process for
quality improvement. The blended materials will be processed on a Drawing
Machine and then the results from that machine will be further processed using
Rotor Open End RIETER R35. Taguchi multi respond is used in this paper to
determine the optimal process parameters of eri silk/cotton yarn production. The
results of this research can be used to increase the quality of the yarn production
which currently processed using manual machine. Shows that the parameters are
speed rotor with two levels are 60,000 rpm and 80,000 rpm, and speed open roll
with two levels are 6,000 rpm, and 8,000 rpm, and twist multiply with two
levels are 4.3 and 4.6. The optimal process parameters for eri silk/cotton yarn
production were found at 60,000 rpm of rotor speed, 8,000 rpm of opening roll
speed, and 4.6 of twist multiply.

Keywords: Eri silk � Yarn spinning � Taguchi

1 Introduction

Eri worm (Samia Cynthia ricini) is a polyphagous animal whose able to be fed by 29
species of plants such as tapioca and castor [1]. Different with other silk worm (Bombyx
Mori L) which fed with mulberry leaf, eri silk produces staple fiber from the cocoon
which left broken to let the pupa coming out by itself. Staple fiber have some
advantages, one of them is on the process of staple fiber which can be mixed or blended
with other natural fiber like cotton or synthetic fiber like polyester. Fiber blending is
very common practice in textile industry to produce yarn to achieve certain charac-
teristics which cannot be resulted from the use of single fiber type [2]. In Indonesia, eri
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silk yarn has been produced in traditional way. The staple fiber must be twisted and
pulled out manually by hand and rolled up on traditional wheel. This method will
produce yarn with high unevenness, hence the yarn has poor quality on tenacity.
A modern machine can improve the quality of eri silk yarn through a spinning process.
Several machines are used in the yarn process, such as Blowing, Carding, Drawing
frame and Open End machine.

Several research has been conducted in eri silk yarn process. For example, there is a
study using Design of Experiment approach to determine and known how the eri silk
works, and find the best formula for blended fiber silk with waste staple rayon with
50:50 compositions [3]. Another research has been conducted to compare the mulberry
feeding silk and eri silk. The results showed that eri silk has a higher elasticity and
stronger against pests and insects. With this characteristics, eri silk fiber can increase
the characteristics of the resulted yarn [4]. In Indonesia, there have been Eri worm
cultivation from livestock, yarn making to fabric making, with poor quality, because
the process is manually and traditionally. The Quality of yarn can be determined the
seven quality tools, and for reducing nonconformance of yarn quality, we can use
fishbone diagram, why analysis and pareto to increase the quality of yarn [5]. In this
paper, the eri silk fiber will be blended with cotton fiber to develop a new blend fiber
yarn using modern short spinning process for quality improvement. In this paper, the
Order Preference Technique Similarity with Ideal Solutions (TOPSIS) is used to
determine the parameter of setting machine. TOPSIS has several advantages: simple,
taking into account all kinds of criteria, rational and easy to understand, and easy
calculations [6].

In the present work a study is conducted to blend eri silk and cotton in draw frame
process with different composition as an attempt and then the results from that machine
will be further processed using Rotor Open End RIETER R35 to determine good
quality eri silk/cotton yarn especially on tenacity characteristics.

2 Materials and Method

The eri silk fibers were prepared from eri silk cocoon (Samia Cynthia ricini) which
have been boiled and dried under the sun in two days. After that, cocoon is put into a
blowing machine and carding machine to make sliver as the feeding material of draw
frame. Blending process is carried out in the draw frame due to easy control of weight
ratios between eri silk and cotton fibers with blending six doubling of sliver [4]. By
feeding two eri silk sliver with four cotton slivers in the blend ratio of 33/67, then the
slivers will be drawn again through draw frame with eight doubling of blending
eri/cotton sliver to get final sliver product. The sliver from draw frame are then fed as
material in open end machine to produce open end yarn of 10s.

In order to prepare the yarn samples, Orthogonal array of L4(2
3) Taguchi method is

used. We use four number of experiment with three factors namely rotor speed, open
roll speed and twist multiplier. Each factor consists of two level as shown in Table 1.
The table shows this method is fractional factorial experimental matrix that is
orthogonal and balanced. The orthogonal array L4(2

3) is shown in Table 2. The
workshop condition have temperature of 32 °C and RH of 65%.
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Two responses are considered in this research, namely tenacity and elongation. The
specimens will be measured by following standard test method of SNI 7650:2010 using
Statigraph L tensile tester. The gauge length was kept at 50 mm and force 100 N, at
strain speed 500 mm/min. A total of 20 tests were conducted for each sample.

3 TOPSIS Method

Decision making problem is the process of finding the best choice among a set of
alternatives. Decision problems such as ranking, choice and sorting problem are dif-
ficult since they involve several criteria. Multi Criteria Decision Analysis method
(MCDA) has been developed to support decision makers in determining choices in
decision making. MCDA problems can be expressed in a matrix format (decision
matrix) as shown in Table 3.

In Table 4, A1, A2, …., Am denote all possible alternatives among which decision
makers have to choose, C1, C2,…, Cn denote the criteria with which alternative per-
formance are measured, xij denotes the rating of alternative A1 with respect to the
criterion Cj.

Table 1. Factors and level of experiment

Factors (unit) Factor designation Level
Level-1 Level-2

Speed rotor A 60,000 80,000
Speed open roll B 6,000 8,000
Twist multiply C 4.3 4.6

Table 2. L4(2
3) orthogonal array

Experiment
no.

Column Column
A B C A B C

1 1 1 1 60,000 6,000 4.3
2 1 2 2 60,000 8,000 4.6
3 2 1 2 80,000 6,000 4.6
4 2 2 1 80,000 8,000 4.3

Table 3. Decision matrix

C1 C2 …. Cn

A1 x11 x12 …. x1n
A2 x21 x22 …. x2n
Am xm1 xm2 …. xmn
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The main principle of TOPSIS is that the chosen alternative must have the closest
distance from ideal solution and have the farthest distance from non-ideal solution in
term of Euclidean distance. According to [7] TOPSIS has the following calculation
steps:

1. Perform Normalization
(a) Perform normalization of distributive data.

nij ¼ aij
ffiffiffiffiffiffiffiffiffiffi

P

x2ij
q ð1Þ

The distributive normalization is the decision matrix (aij) divided by the square
root of the sum of each element (a) the square in the column.

(b) Perform normalized ideal data

rai ¼ Xai

U þ
a

ð2Þ

rai ¼ Xai

U�
a

ð3Þ

Ideal idealization (rai) divides each matrix (xai) with the highest value in each
Uþ

a column, if the criteria should be maximized. If the criteria is to be mini-
mized, then each xai must be divided by the lowest value in each column.

2. Calculate the normalization of the weight of the decision matrix by Eq. (4).

v ¼ wi � nai ð4Þ

3. Determine the value of positive ideal solution and negative ideal solution using the
Eqs. (5) and (6) respectively:

Aþ ¼ vþ
i ; . . .; vþ

m

� � ð5Þ

A� ¼ v�i ; . . .; v�m
� � ð6Þ

Where Vþ
i = maxa (vai) if criteria i is maximized and V�

i = mina (vai) if criterion
i is minimized

4. Calculate the distance of each alternative from the ideal solution using the Eqs. (7)
and (8).

dþ
a ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

i
v�i � vaið Þ2

q

a ¼ 1; . . .; m ð7Þ

d�a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

i
v�i � vaið Þ2

q

; a ¼ 1; . . .;m ð8Þ

5. Calculate the nearest relative value to the ideal solution using Eq. (9)
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K ¼ da�

daþ þ da�
ð9Þ

6. Specifies the order of preference

4 Results and Discussion

TOPSIS calculation steps in this paper are as follow, the data as the results of
experiments are shown in Table 4.

Calculates the normalization of the weight of the decision matrix by multiplying the
weight of each criterion with the normalized results by ideal method. The calculation
results can be seen in Table 5. Determine the value of a positive ideal solution and a
negative ideal solution using ideal normalization. The calculation results at Table 6.

Calculating the distance of each alternative from the ideal solution using ideal
normalization can be seen in Table 7. Calculate the nearest relative value to the ideal
solution using ideal normalization. After that, determining the order of preference using
ideal normalization can be seen in Table 8. Based on the results of distributive cal-
culations, the sequence of ranking is experiment 2, 1, 3 and 4.

Table 5. Normalization of decision matrix weight

Experiment Tenacity (cN/Tex) Elongation (%)

1 0.5 0.5
2 0.52 0.53
3 0.39 0.48
4 0.37 0.48

Table 4. Ideal normalization

Experiment Tenacity (cN/Tex) Elongation (%)

1 7.88 6.97
2 7.63 6.53
3 10.21 7.26
4 10.59 7.2

Tabel 6. Ideal positive and negative

A+ A−

0.52 0.53
0.53 0.48
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In this research, the weight of criteria is assumed to be the same. According to the
TOPSIS final ranking, the best tenacity and elongation quality is experiment number 2,
which parameter setting are rotor speed 60,000 rpm, opening roll speed 8,000 rpm and
twist multiply 4.6 and the worst performance is experiment number 4, which have rotor
speed 80,000 rpm, opening roll speed 8,000 rpm and twist multiply 4.3 based on the
TOPSIS ranking.

5 Conclusion

In this research, Taguchi Multi Respond was used to determine optimal process
parameters of eri silk/cotton yarn. The yarn was processed on an open-end rotor
spinning machine to produce mixed yarns that has the better quality characteristics in
term of tenacity and elongation. TOPSIS was used to solve the multi respond problem
due to its simple calculations. From the data analysis, the optimal process parameters
for eri silk/cotton yarn production were found at 60,000 rpm of rotor speed, 8,000 rpm
of opening roll speed, and 4.6 of twist multiply. The result of this study provided a
useful data and information for eri silk/cotton yarn production. Further research may be
conducted by involving more factors and responds such as ratio of blending eri/cotton
fiber on factors and unevenness of yarn on responds.

Table 7. The distance of each alternative uses the distributive and ideal normalization

Experiment di+ di−

1 0.04 0.13
2 0 0.15
3 0.14 0.01
4 0.15 0

Table 8. Final ranking

Experiment K

1 0.78
2 1
3 0.09
4 0.03
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Abstract. The present work studies the effect of machining parameters for
determining surface quality during milling process of ductile iron under different
lubrication conditions. It was conducted by adopting direct and indirect mea-
surement using two accelerometers with coated and uncoated tool. The exper-
iment data was collected by inputs of spindle speed, feed rate, axial-radial depth
of cut, and MQL flow rate. The response in term of vibration signal was
measured and extracted from time series data into kurtosis and skewness anal-
yses. For direct measurement, surface qualities from experimental configuration
of workpiece were measured using roughness tester for verification and com-
parison. Alternatively, the result verified the different effect of machining pro-
cess parameters contributes to different surface quality based on kurtosis and
skewness analyses for the indirect measurement.

Keywords: Machining parameter selection � Vibration signal � Coated tool �
Uncoated tool � Kurtosis � Regression � Minimal Quantity Lubrication (MQL) �
Surface roughness

1 Introduction

Milling is one of common and efficient cutting process and the application has con-
tributed into various engineering and manufacturing industries. The efficiency of
milling is highly dependent on quality performance like surface finish, tool life and
wear, cutting force, temperature and coolant consumption [1]. The influential factors
like spindle speed, feed rate, axial-radial depth of cut, and materials used are considered
as parameter input [2]. This is to reduce the complication that leads to the milling tool-
workpiece failure [3] and increase the processing cost [4] subsequently. In the recent
decades, industries have been moving towards sustainable production besides envi-
ronmentally friendly and therefore MQL was adapted as potential substitute for tra-
ditional cutting coolant. Khan and Dhar outlined advantages using vegetable-based oil
besides of biodegradability, high lubrication and stability [5]. Boswell reviewed that
over the years, MQL are significantly comparable to traditional flood coolant [6]. For
instance, the range of cutting fluid consumption is between 50 ml/h to 2000 ml/h [7]
whereas other studies stated even lower flow rate of 10–100 ml/h [8], which is
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extremely low compared to flood cooling; approximately 1200000 ml/h. Moreover,
studies found that MQL can be applied to eliminate/lessened obstacle in dry machining
during end milling hardened steel, such as generation of temperature and force,
material softening, poor surface, tool wear and premature tool failure [1]. There are two
types of monitoring or measurement method in cutting processes: direct measurement
and indirect measurement. Direct measurement method estimates cutting condition
based on signal analysis captured by one or more sensors in order to monitor and
predict current cutting process. The signal can be representing various features, such as
vibration, cutting force, acoustic emission and sound [9]. For example, Madhusadana
et al. [10] installed an accelerometer whereas Jamil et al. [11] mounted multiple
accelerometers during milling process to enhance information derived from sensors.
These signals next were extracted into specific features such as time domain, frequency
domain, wavelet transform and etc. before constructed into monitoring model using
support vector machine (SVM) based, regression and others. A detection system by
[12] extracted feature information from time domain using statistical parameters of
central moment, include the root mean square, standard deviation, kurtosis and
skewness of time series data collected. In contrast, indirect measurement was con-
ducted using optical equipment such as optical microscope and portable measuring
device like potable roughness tester [11] to measure tool-workpiece surface condition.

In order to evaluate the correlation between direct and indirect measurements
besides selecting the machining parameter for end milling ductile iron, experiments
were carried out in terms of spindle speed, feed rate, axial-radial depth of cut, and MQL
flow rate in end milling ductile iron. The results from cutting process vibration signal
were measured using time domain analysis before extracted into quantification anal-
ysis. On the other hand, surface roughness of milling ductile iron was measured for
direct measurement. Coated/uncoated tool material and MQL effects also were
observed and discussed further in this article.

2 Experimental Method

The experiments were performed on Makino KE-55 vertical computer numerical
control (CNC) knee-type milling machine. The cutting tools were eight-flute solid
carbide end mill cutter with 20 mm diameter. An uncoated tool and a titanium alu-
minium nitride (TiAlN)-coated tool were used to observe and study the influence of
coated on cutting measurement. Ductile iron FCD450 used as the workpiece with
geometry of 150 mm � 150 mm � 50 mm.

The experimental set-up also includes of two PCB piezotronics accelerometers as
illustrated in Fig. 1. The single and tri-axial axes accelerometers were mounted on
spindle head and the ductile iron respectively. Both accelerometers at 100 mV/g of
sensitivity values were used to measure vibration signal during cutting process.
Meanwhile, the minimal quantity lubricant was used instead of presence cutting fluid or
flood coolant. The MQL was supplied by Unist Coolubricator model using flexible
plastic dual use nozzle during the experiment at 150 psi (1.0342 Mpa), whereby both
lubricant output and air blow off to clear chip. The model is capable of supplying
particles of oil-air mixture from ejector nozzles, while discharging MQL using 0.03 ml

578 N. Jamil and A. R. Yusoff



per stroke 1 drop pump. The oil used up in the experiment was the Unist Coolube 2210
lubricant. It is a hundred percent natural biodegradable lubricant, non-toxic and made
from renewable vegetable product that is friendly to the environment and machinist.
The experiments were carried out in a single path single pass system using coated and
uncoated tool with overhang length of 40 mm. Spindle speed (n), feed rate (vʄ), axial
depth of cut (ap), radial depth of cut (ae), and MQL volume flow rate ( _Q) as the input
parameters (Table 1). The signals during cutting process were measured by
accelerometers and converted by NI USB-4431 data acquisition via Dasylab software
under 10000 Hz of sampling rate and 20000 units block size. The signal was further
analysed using Matlab for time domain analysis as indirect method measurement. On
the other hand, as for direct measurement, a total of nine reading of surface roughness,
arithmetic average (Ra) were taken averagely at three different point for one single pass
using Mitutoyo roughness tester.

3 Results and Discussion

Figure 2 shows the time domain computed from accelerations for a spindle speed of
3026 rev/min, feed rate of 720 mm/min, axial depth of cut 3.5 mm and 100% radial
depth of cut at 18 ml/h of MQL. During the 10 s of cutting, it is visible that the
amplitudes were approximately 3000 mm/s2. A similar trend was reported for other

Fig. 1. Schematic of experimental set-up.

Table 1. Machining conditions

Machining parameters Values

Spindle speed, n (rev/min) 1000, 1487, 2015, 2495, 3026
Feed rate, vf (mm/min) 120, 165, 375, 520, 720
Axial depth of cut, ap (mm) 0.75, 1.25, 1.75, 2.5, 3.5
Radial width of cut, ae (%) 25, 50, 75, 100
MQL nozzle spraying angle (°) 135

MQL volume flow rate, _Q (ml/h) 9, 18, 27, 36, 45
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parameters and environments. Generally, cutting process at high speed and feed rate
increase the vibrations and can be reduced by applying coating and MQL. Since there
is no significant difference were observed in cutting process using time domain anal-
ysis, thus, kurtosis and skewness analyses were selected for next indirect measurement.

Figure 3 shows the variation in normalized kurtosis and skewness data for coated
tool and uncoated under dry cutting besides at 9, 18, 27, 36, 45 ml/h of MQL flow rate.
Since the signals by coated and uncoated tool were extracted from accelerometer 1 and
2, which mounted at cutting tool and workpiece respectively. Thus, there were four sets
of data to be examined thoroughly along the study. It is visible that all set data were
measured at its highest reading (1.00) during dry cutting and the best flow rate applied
for all is at 45 ml/h. It is also noticeable that difference between point is more visible at
skewness graph, such as at 36 ml/h of flow rate for both graphs. Since 75% of uncoated
tool data measured is higher than coated tool. Thus, it is verified that coated tool
performs better result along the MQL experiment. Furthermore, acceptable range for
MQL flow rate is 36 and 45 ml/h.

There are five different axial depth of cut (0.75 mm, 1.25 mm, 1.75 mm, 2.5 mm,
3.5 mm) were conducted. As illustrated in Fig. 4, only set data by accelerometer 2
using coated tool displays the maximum reading during 1.75 mm meanwhile others at
3.5 mm depth of cut. In contrast, the lowest reading obtained which considered as best
parameter for all four groups data were 0.75 mm and 1.75 mm. The result also sur-
prisingly shows that uncoated performs better in these range of axial cut. When the

Fig. 2. Time domain for coated (left) and uncoated (right) tool of axial 18 ml/h of MQL.

Fig. 3. Kurtosis (left) and skewness (right) schematic for MQL.
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graph is divided into two part at 2.0 mm axial depth of cut, it is visible that all coated
reading is higher than uncoated and alternately change at 2.5 mm and 3.5 mm cut.
Meanwhile, radial width of cut as in Fig. 3(c) used were 25, 50, 75, and 100% radial as
5 mm, 10 mm, 15 mm, and 20 mm width of cut respectively. Experimental conducted
using uncoated tool demonstrates best result at lower radial cut, which is 25 and 50%.
Meanwhile, coated tool performs well under larger radial which is at 15 mm and
20 mm width of cut. Besides, it is visualising that data plotted are collectively under
0.50 of kurtosis and skewness at 75% and full radial width of cut. For the direct
measurement, surface roughness was applied to observe the cutting process perfor-
mance index. Figure 5 shows a variation of Ra values during experiment at 0, 9, 18,
and 36 ml/h of MQL using coated and uncoated tool. It is visible that highest Ra value
was measured at 1.1716 µm during dry cutting using uncoated tool and decreased to
0.9552 µm when MQL is applied at 9 ml/h. Moreover, all Ra values under dry milling
were measured higher than when MQL was applied. In terms of cutting tool condition,
the Ra values obtained using coated tool were measured slightly inferior than uncoated
one. For instance, average surface roughness as feed rate at 9 ml/h and speed at
18 ml/h using coated tool were 0.785 µm and 0.95 µm, which lesser than while using
coated tool; 0.874 µm and 1.063 µm respectively.

Fig. 4. Kurtosis and skewness schematic for axial depth of cut.

Fig. 5. Correlation of parameters and surface roughness
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4 Conclusions

The current experiment with direct and indirect measurement and subsequent analysis
to select machining parameter illustrates both measurements shows enhancement in
acquiring and analyse data. Besides, increase of MQL flow rate up to 36 ml/h during
milling decreases the cutting vibration amplitude and surface roughness. It is recom-
mended to apply MQL system during cutting process over dry cutting. The accelera-
tions and average surface roughness measured were reduced up to 70% when using
coated tool over uncoated tool even though result surprisingly shows that uncoated
performs better in smaller depth of cut. It is recommended to extend the experiment
using variety types of coated tool to study the correlations between them. Graph
plotting using kurtosis and skewness of central moment is preferred. However, from
present study, there is no significant difference interpretation between kurtosis and
skewness. Thus, it was decided to use kurtosis plot in further experimental work.
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Abstract. In recent decades, there has been increasing interest in the study of
Minimum Quantity Lubrication (MQL) due to its outstanding performance
despite the minimal usage of cutting oil. However, study focusing on the
behavior of oil mist during the MQL machining process is still scarcely reported.
It is important to clarify this matter in detail as to explain how the lubricant oil
mist can successfully reach the narrow cutting zone. The aim of this study was
to investigate the cutting speed effects on the behavior of lubricant oil film by
measuring its thickness accumulation on the workpiece after the MQL milling
process. Measurement was conducted by using Laser Induced Fluorescence
(LIF) method. Results showed that the average thickness of oil film generated at
the center of milling path was approximately at 0.37 mm. Penetration ability of
lubricant oil to reach the narrow cutting zone dropped with increasing cutting
speed and subsequently leading to accumulation of thicker oil film at the cliffs of
milling path. Further investigation is needed to clarify whether the nozzle
position or the cutter flute may be the attributor of this phenomena. Moreover, it
was found that the MQL machining must be conducted appropriately to ensure
the oil mist can successfully lubricating the cutting zone on the entire workpiece.

Keywords: Minimum Quantity Lubrication � Lubricant oil behavior �
Laser Induced Fluorescence

1 Introduction

Minimum Quantity Lubrication (MQL) has emerged as the most versatile lubrication
method for its adaptability in various machining process such as turning, milling,
drilling and grinding [1]. The lubricant oil delivered by MQL is generally in oil mist
form, resulted from the atomization process between the oil and high pressurized air
[2]. This makes the total oil consumption in MQL become much less than that of
conventional lubricating method. Hence, the manufacturing cost as well as environ-
mental hazards also can be cut down.
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Apart from being the main source to help reducing the oil consumption, the
pressurized air in MQL also plays an important role to drive the lubricant oil suc-
cessfully penetrating the narrow cutting zone in the tool-workpiece interfaces. This
penetration ability of lubricant oil has been well reported to effectively enhance the
performance of MQL machining process [3], despite the minimal volume of oil being
used. Specifically, the enhancement can be attributed to the lubricating effects sourced
from the thin lubricant oil film generated in the contact area between the tool and
workpiece. This oil film is crucial in order to combat wear and corrosion of cutting tool
as well as reduce the surface roughness of workpiece [4]. The oil film is also able to
shield the finished surface of workpiece from abrasions [5].

Although there are many investigations involving the MQL machining process
have been conducted in the past, the study that is solely focusing on the behavior of oil
mist during the machining process is still scarcely reported. It is important to clarify
this matter in detail as to explain how the lubricant oil mist can successfully reach the
narrow cutting zone. However, limitation to set up the measurement apparatus during
the machining process is on-going has restraint such important study. Here, this paper
is aimed to study the cutting speed effects on the behavior of lubricant oil film by
measuring its thickness accumulation on the workpiece after the MQL milling process.
Although the measurement was not conducted instantaneously during the milling
process, the mechanism of lubricant oil successfully reaching the cutting zone can still
be predicted through this analysis.

2 Experimental Setup and Procedure

2.1 Preparation of Lubricant Oil and Machining Process

MQL generator system from Unist Coolube® was installed on an CNC milling
machine to supply the lubricant oil mist to the workpiece. Aluminum alloy of AA6061
in 45 mm-thickness and 100 mm2-top surface area was utilized as the workpiece. The
cutting tool was a coated carbide end mill in 8 mm-diameter. The cutting fluid is made
of natural based oil with 18.5 cSt-viscosity. The oil was initially dissolved with
fluorescent dye, i.e. coumarin153 in 0.06 wt%-concentration to allow its thickness
measurement after the milling process.

The oil solution was sprayed to the workpiece through the nozzle attached in the
MQL generator. The nozzle orifice is in 2 mm-inner diameter. The illustration of
milling setup is shown in Fig. 1. The workpiece was milled from the starting point, S to
the other tip, side by side on the entire surface of workpiece. The MQL spray nozzle
was directed to the cutting zone, positioned parallel in the feed direction with orifice
situated 5 mm from the tip of cutting tool. The Experiments were conducted in various
cutting speed, i.e. 30, 35 and 40 m/min at constant feed rate of 270 mm/min.
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2.2 Measurement of Lubricant Oil Film Thickness

After the milling process, the thickness of lubricant oil film accumulated on the
workpiece was measured by using a non-intrusive technique called as Laser Induced
Fluorescence (LIF) method. As shown in Fig. 2, the milling path was irradiated by a
line beam shape of diode laser at the center of milling path C, cliffs of milling path in
left, L and right, R sides, respectively. The diode laser is in 200 mW-power and
405 nm-wavelength. Upon the laser irradiation, coumarin153 contained in the oil
solution excited and consequently caused the oil solution to emit a fluorescence light in
532 nm-wavelength. A video camera was then used to record the emitted light intensity
at 30 frames per second in 1080 � 1920 pixels. A green filter was placed on the
emitted light path to filter undesirable wavelength.

Using this LIF method, a calibration procedure is essential to acquire relationship
between the lubricant oil film thickness and fluorescence light intensity. The rela-
tionship is theoretically based on the Eq. 1 [6] as follows.

Feed direction
Cutting tool

MQL spray nozzle

Workpiece

Milling starting point, S 
Milling path

5 mm

Fig. 1. Illustrations of machining setup.

Diode laser
Camera

Optical flat

Workpiece

Milling path

Green filter

Workpiece

L

R
SC

Feed direction

Top view

Fig. 2. Illustrations of LIF method in the measurement of lubricant oil film thickness.
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Ie ¼ /I0 � expð�cdye � d� 2kÞ ð1Þ

where Ie as emitted light intensity, I0 as incident light intensity, d as lubricant oil film
thickness, cdye as dye concentration in lubricant oil solution and 2k as molar absorption
of the fluorescent dye. In this study, the calibration gave a linear model of Eq. 2 as
follows.

Ie ¼ 49:401dþ 18:356 ð2Þ

3 Results and Discussion

The results of lubricant oil film thickness at feed rate of 270 mm/min and cutting speed
of (a) 30 m/min, (b) 35 m/min and (c) 40 m/min are shown in Fig. 3. The graphs were
constructed by plotting the distance from milling starting point versus to the oil film
thickness at left, center and right sides. Overall, it is depicted from the results that
lubricant oil mist tends to spread on the cliffs of milling path. This incident was
obviously seen at the lowest cutting speed of 30 m/min, where the oil film constantly
fluctuated along the milled area but with larger thickness at left and right cliffs. The
nozzle position being set parallel to the feed direction probably cause this incident,
where study by Rahim and Dorairaju [7] stated that nozzle positioned at 45° from the
feed direction will enhance the machining operation to enhance the penetration ability
of oil mist in the cutting zone.

As the cutting speed increased, the oil film barely appeared at the center the oil
mist. This specifically implies that the penetration ability of lubricant oil to reach the
cutting zone dropped with increasing cutting speed as the oil mist might be intensely
sent off to the air during the milling process. Only when the lowest cutting speed was
set at 30 m/min, the oil film accumulated at the center of milling path with average
thickness of 0.37 mm. According to Hadad and Sharbati [2], increasing cutting speed
may add the power of barrier led by the flute of cutting tool. Hence, the ability of oil
mist to slide off between the flute spaces decreased.

Moreover, lubricant oil film at the cliffs of milling path under cutting speed of
35 m/min was clearly seen to accumulate at the milling end point, rather than at the
milling starting point as can be seen under higher cutting speed of 40 m/min. This
suggests that the lubricant oil spraying was slightly delayed from the milling process
during the cutting speed was operated at 35 m/min. On the other hand, the oil spraying
under cutting speed of 40 m/min may has already begun even before the milling
process was started.
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(a)

Average δ = 1.01 [mm]

Average δ = 0.37 [mm]

Average δ = 0.88 [mm]

(b)

(c)

Average δ = 0.01 [mm]

Average δ = 0 

Average δ = 0.01 [mm]

Average δ = 0.19 [mm]

Average δ = 0 

Average δ = 0.01 [mm]

Fig. 3. Oil film thickness under feed rate of 270 mm/min and cutting speed (a) 30 m/min,
(b) 35 m/min and (c) 40 m/min.
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4 Conclusions

The average thickness of oil film generated at the center of milling path was found
approximately at 0.37 mm. Penetration ability of lubricant oil to reach the narrow
cutting zone dropped with increasing cutting speed and subsequently leading to
accumulation of thicker oil film at the cliffs of milling path. Further investigation is
needed to clarify whether the nozzle position or the cutter flute may be the attributor of
this phenomena. Moreover, the MQL machining must be conducted appropriately to
ensure the oil mist can successfully lubricating the cutting zone on the entire work-
piece. Although the oil film being measured on the machined surface after the cutting
process are considered as leftovers oil that remained on the surface, this study still give
a bit of an overview of lubricant oil mist capability to penetrate the narrow cutting
zone. However, a further study with correlation of the effects of lubricant oil film
thickness on the surface roughness of workpiece is therefore need to be undertaken to
support the explanation.
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Abstract. Tool deterioration of cutting insert is one of the crucial problem in
machining stainless steel due to its excellent mechanical properties. This current
work presents a study of tool deterioration of stainless steel 316 in milling using
carbide tools. Experiments were conducted in wet condition where tool pro-
gression was monitored carefully in every milling passes and the wear criterion
was measured. Result shows that the dominant tool deterioration mechanism of
carbide tool is tool wear at the flank area where the tool gradually wear from the
first milling passes to the final pass.

Keywords: Tool deterioration � Stainless steel 316 � Carbide tool � Milling

1 Introduction

Nowadays, stainless steel 316 a widely used steel in the industry and also for future
development planning to be used in desalination industry, phosphoric acid industry and
portable water industry [1]. This strongly shows that stainless steel has a high demand
and usage in the industry. Stainless steel has a strong corrosion resistance and a great
resistance to stress corrosion cracking while having a yield and tensile strength greater
than ferritic grades and austenitic [2]. It is also chosen for its great weld ability and
formability properties.

Due to high mechanical properties of stainless steel, tool deterioration has become
of the major concern. As the machining process occur gradually, this will lead to tool
wear and what this will do is that it will affect the tool life and resulting in an imperfect
finish product [3]. Currently there are limited source as only a small amount of studies
that have been conducted on tool wear for stainless steel 316 in up milling operation
using carbide tool in dry cutting condition. Thus, this study aims to monitor the
progression tool deterioration and understand how it fails during machining.
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2 Experimental Method

All experiments were conducted using a Makino KE55 milling machine. The work-
piece was clamped on the machine as shown in Fig. 1. Stainless steel 316 was used in
the experiments and the composition specification is provided in Table 1. The
dimension of the work piece was 75 � 100 � 30 in millimeter in rectangular form.
Tungsten carbide tools of SUMITOMO EAX2016EL-145 with TiAlN coating were
used in the experiments as shown in Fig. 2. A single flute tool holder was used,
enabling unambiguous tool deterioration monitoring of each tool. The holder was
16 mm diameter and the base circle radius from the cutting edge to the tool insert was
9 mm.

Fig. 1. Up milling set up and workpiece clamping

Table 1. Stainless steel 316 compositional specification

Grade C Mn Si P S Cr Mo Ni N

316 Min – – – 0 – 16.0 2.0 10.0 –

Max 0.08 2.00 0.75 0.045 0.03 18.0 3.00 14.00 0.10
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Milling experiments has been conducted by using machining parameters in Table 2
and a repetition experiment was performed for each parameters. These parameters are
commonly used when machining stainless steel. After each milling pass (1 pass =
100 mm), the tool insert was removed from the tool holder and the condition of tool
insert was examined using an Optical video measuring system (OVMS). This exper-
iment was continued until it reaches the wear criterion, VB � 0:3 mm as stated in the
ISO Standard 8688-2 [4].

3 Result and Discussion

The progression of the tool deterioration of tungsten carbide insert (insert 1) is pre-
sented in Fig. 3(a–d). Based on the Fig. 3b, after the second pass the VB value was
0.20 mm and progressively wear to VB * 0.206 mm after the fourth pass as shown in
Fig. 3c. The cutting insert has reached the wear criterion, flank wear of VB [ 0:3 mm
after the eighth passes, where the VB was 0.3243.

Similar observation can be seen on the second insert where the VB * 0.1956 mm
as shown in Fig. 4b. Then the cutting insert continued experiencing the slow wearing
process and reached the wear criterion after the seventh pass, VB * 0.1956 mm. This
slow rate of tool deterioration has suggested that flank face of the cutting insert
experienced some small “pieces” lost along the flank area in the beginning of the
milling pass and started to be visible after the final pass.

Figure 5 shows the trend of progression wear for the both cutting inserts. Based on
this figure, it can be seen that both of the insert experience an identical trend which is a
gradual loss. According to the ISO Standard [4], this phenomenon can be classified as
tool wear. This observation also can be found in Razak et al. [5].

Fig. 2. Tungsten carbide cutting insert.

Table 2. Machining parameters

Machining parameters Values

Feed rate (mm/tooth), f 0.05
Cutting speed, Vc 100
Spindle speed (rpm) 1000
Depth of cut (mm), DoC 1
Cutting condition Wet
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(a) (b)

(c)                                             (d)

Fig. 3. Optical video measuring system images of side flank face, (a) before machining,
(b) second pass, VB = 0.20 mm, (c) fourth pass, VB = 0.206 mm and (d) eighth pass, VB =
0.3243 mm for Vc = 100 m/min, f = 0.05 mm/tooth and DoC = 1.0 mm

(a) (b)

(c)                                           (d)

Fig. 4. Optical video measuring system images of side flank face, (a) before machining,
(b) second pass, VB = 0.1956 mm, (c) fourth pass, VB = 0.2162 mm and (d) seventh pass, VB =
0.3243 mm for Vc = 100 m/min, f = 0.05 mm/tooth and DoC = 1.0 mm
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4 Conclusions

From the observation from the duplicate experiments, it can be concluded that the tool
deterioration of stainless steel 316 using carbide insert is tool wear. It was observed that
the cutting tools experienced an identical slow rate of tool deterioration from the
beginning to the final pass. Small “pieces” lost was found at the flank face of the
cutting insert in the very beginning of milling passes and continue to apparent in the
final pass.
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funding this project under internal research grant (RDU1703132).
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Abstract. Sliding loss and power loss are the most dominating concern to
mechanical power transmission system by any type of gear. Power loss is
profoundly influenced by the friction force and friction loss between two gears
in contact. In this study, four types of lubricating gear oils 5W30, 10W30,
10W40 and 15W50 were tested for different properties using nylon gears test set
up. Test results revealed that 5W30 oil has highest stabilization temperatures
among all tested oils. On the other hand, 15W50 oil exhibited lowest stabi-
lization temperatures. It was also observed that gear oil 10W30 has higher
stabilization temperatures than gear oil 10W40. The obtained results show that
friction coefficient gradually decreases with the increase in rotational speed
ranging from 500 to 1000 RPM for all tested gear oils. Experimental data also
show that power loss of nylon gear increases with the increase in sliding speed.

Keywords: Sliding loss � Power loss � Nylon gear � Lubricating oil

1 Introduction

The gearbox consists of different parts such as gears, shaft, bearings, seals etc. The
effectiveness of a gearbox relies on high losses of the energy. Gear lubricant is an
important substance to reduce friction force, temperature, corrosion, and wear. For
transmitting rotational motion, characteristics of two meshing gears are very important.
During running-in operation and through the gear ratio, gears always produce a change
in torque in order to create a mechanical advantage. Frictional loss or power loss is very
important for gearing application. Factors influencing the gear box power loss were
investigated and it was reported that no-load losses can be minimized at low temper-
atures [1]. The research findings suggested that low-loss gears can significantly con-
tribute to load-dependent power loss reduction in gearing application. Using a FZG
back-to-back test rig, different types of durability tests such as micropitting and pitting
were carried out [2]. Moreover, scuffing and wear tests were also performed in this
investigation. The obtained results showed that in gear transmission, there is a limi-
tation for lowering the quantity of oil without any deleterious effect on load carrying
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capacity. The influence of oil temperature on gear failures was investigated and test
results revealed that gear failures such as micropitting, pitting, scuffing and wear were
influenced by oil temperature [3]. Characteristics of different types of polymer based
spur gears under different loading conditions were investigated in detail [4, 5]. The
effects of gear parameters, gear material and service conditions on the durability of
polypropylene spur gears were investigated extensively [6]. The obtained results
revealed that durability of test gear was significantly influenced by different gear
parameters. Recently, lubricated PEEK gears were experimentally investigated under
various loading conditions to examine the failure modes of the contact surfaces [7].

In this study, different characteristics of lubricating gear oils were investigated
using nylon gear test set up. Four types of lubricating gear oils 5W30, 10W30, 10W40
and 15W50 were tested for stabilization temperature, friction coefficient, sliding loss
and power loss.

2 Experimental Data and Methodology

Tables 1, 2 and 3 show the parameters of torque transducers, geometric properties of
the pinions used in the test gearbox and specifications of rolling bearings:

Table 1. Parameters of torque transducers.

Transducer Capacity
(Nm)

Non-linearity
(%)x

Hysteresis
(%)x

Repeatability
(%)x

Temperature
rangey (1C)

Input torque 5645 ±.0025 ±0.030 ±0.05 +20 to +75
Output
torque

2245

x is% of rated output and y is Compensated.

Table 2. Geometrical factors of the pinions.

Parameter Pinion
number
1 2

Modulus (m) in mm 10 10
Number of teeth (z) 38 50
Addendum modification (x) 0.415 0.3814
Face width (b) in mm 32 32
Pressure angle (a) 20 20
Gear ratio (I = z2/z1) 1.32
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The physical and chemical characterizations of the lubricants are displayed in
Table 4. Experimental test sequence data are shown in Table 5.

In this investigation, the sliding loss was calculated by using equations of previous
investigation [8]. Previous investigations also recommended the experimental formulas
for the estimation of the friction coefficient [9, 10]. In present study, we considered the
formula [10] to evaluate friction coefficient of gear power transmission system.

3 Results and Discussion

Figure 1 shows the oil sump stabilization temperatures for different types of tested gear
oils and for different rotational speeds ranging from 500 to 1000 RPM. The obtained
results revealed that 15W50 oil has lower stabilization temperatures compared to any
other selected gear oil, while 5W30 oil indicates the utmost stabilization temperatures.
Gear oils 10W30 and 10W40 also show higher stabilization temperatures than gear oil
15W50 for all experimental conditions.

Figure 2 demonstrates the test results in such a way that, on x-axis, the oil sump
adjustment temperatures Tor = TOil − TRoom are plotted. The variances between the
sump oil and outer gearbox wall temperatures were determined by Tow = TOil − Twall.
Moreover, the rotational speed is directly proportional to sliding velocity which

Table 3. Specification of roller bearings.

Quantity Type Reference d (mm) D (mm) r (mm) Basic load
dynamic (lbs)

Basic load
static (lbs)

1 Roller bearing 6207 35 72 2.0 5790 3450
1 Roller bearing 6207 35 72 2.0 5790 3450

Table 4. Chemical and physical properties of the gear oil (synthetic, Mobil Co).

Parameter Unite 5W30 10W30 10W40 15W50 ASTM method

Viscosity @40 °C mm2/sec (cSt) 61.7 78.1 95.9 114 D455
Pour Point °C −39 −37 −33 −30 D97
Flash Point °C 230 232 232 236 D92
Density@15.6 °C g/ml, 0.856 0.86 0.860 0.876 D4052
Sulfated ash mass% 0.80 0.96 0.91 0.98 D874

Table 5. Experimental test sequence data.

Experimental
sequence

Input speed
(rpm)

Input torque
(N-m)

Test duration
(hours)

1 500 1, 2, 4, 6 10 h
2 750 1, 2, 4, 6 10 h
3 1000 1, 2, 4, 6 10 h
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enhances the shear action of film within nominal contact zone and the increase in l
causes sliding loss and power loss according to Figs. 3 and 4 respectively.

On the other hand, the temperature rises due to the higher sliding velocity, and this
would lead to a reduction of the fluid viscosity, which further causes a decrease of l
according to Fig. 5. In addition to this, pressure dominating factors to control the
friction directly influence the operating viscosity. As a result, it will increase the
temperature and effect on friction which is also reported in previous investigation [11].
In the figure, the values of power loss were obtained at speed in between 500 to1000
RPM for various gear oil grades such as 5W30, 10W30, 10W40 and 15W50. In Fig. 6,
it is visible that the higher the rotational speed, the higher power loss was recorded at
different operating conditions. Figure 6 shows a comparison result of power dissipation
between estimation and experiment.

Fig. 1. Relation between oil sump stabilization temperature difference (DT) and shaft speed
(RPM) at 1 N-m for nylon gear.

Fig. 2. Relation between DTow and DTor at 1 N-m for nylon gear.
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Fig. 3. Sliding loss variation with RPM for different oils (torque 2 N-m).

Fig. 4. Power loss variation with shaft speed (RPM) at different torques (oil 5W30).

Fig. 5. Friction coefficient varies with shaft speed (RPM) for different types of gear oils.
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4 Conclusions

In nylon gearing application, 15W50 gear oil exhibits lowest stabilization temperatures
among all tested gear oils while 5W30 oil shows the maximum stabilization temper-
atures. On the other hand, gear oil 10W30 shows higher stabilization temperatures than
gear oil 10W40. Experimental data also reveal that friction coefficient gradually
decreases with increasing rotational speed for all tested oils. Furthermore, power loss of
nylon gear increases with increasing sliding speed.
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Abstract. Wheeled rover mobile robot was designed to help human with the
task that is out of human capability. Usually, it was used for driving over rough
terrain for example on unconsolidated sandy dune incline. Normally rover was
equipped with fixed grousers that were attached on its wheel but this type of
wheel has a problem which is it tends to slip and sink into the sand. This
problem happens when the wheel rotates and the grouser moves the sand from
below of the wheel to the back of the wheel. This situation caused the sand
accumulated behind the wheel. Previous researcher has designed an “assistive”
grouser with adjustable angle to minimize the sand movement and subsequent
sinkage to prevent this problem. The interaction between the rotation motion of
an assistive grouser and the sand movement cannot be seen clearly during the
experiment. The purpose of this study is to investigate the interaction between
the rotation motion of single grouser and the sand movement by using computer
simulation. Discrete Element Method (DEM) is used for the simulation process.
From this simulation, the effect of grouser movement towards generated resis-
tance force by the sand particles was observed. In high slip condition where the
grouser rotates in a static position, when there is higher number of particles
move upward toward the surface as the grouser rotated, it will cause the wheel to
dig the sand surface. It has high tendency for the wheel to getting stuck in real
experiment.

Keywords: Assistive grouser � Discrete Element Method � Wheel rover

1 Introduction

1.1 Overview

In the middle of this twentieth century, the development of mobile robot has been rise
in order to help human with the task that is out of human capability. An example of
mobile robot are wheeled robot, tracked robot, legged robot and etc. Usually wheeled
robot used for driving on unconsolidated surface terrain. For example NASA “Spirit”
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Mars rover in 2009. But one of the challenges when using wheeled rover is it tends to
get stuck in soft sandy inclines which caused mobility failure. It was happened to
NASA “Spirit” Mars where it was embedded into the sand and unable to move forward
when trying to move over a sandy slope [1].

This kind of problem has been lead to terramechanics modelling studies. Ter-
ramechanics is a study of soil properties, specifically the interaction of wheel or tracked
vehicles on various surfaces. This field of terramechanics began to emerge as a result of
the interest in land locomotion mechanics generated by the pioneering work of Dr.
Bekker [2]. There are three common terramechanics methods which is Bekker Method,
dynamic Bekker Method and Discrete Element Method (DEM). The comparison
between this three methods has been discuss by William Smith in his study [3].

1.2 Study Purpose

An effort to improve the mobility performance on sandy surface has been made by the
previous researcher. A new prototype design of wheeled rover by attaching “assistive”
grouser to conventional wheel rover [4, 5] has been built. The performance of wheel
rover that attached with assistive grousers and wheel rover that attached with fixed
grousers has been compared. From the experiment result, it shows that the rover with
assistive grouser managed to minimize the sand movement under the rotating wheel.
This type of grouser can be used to minimize the tendency of wheel rover getting stuck
into the sand.

However, during the experimental test, the interaction between the grouser and the
sand movement cannot be seen clearly. So the purpose of this study is to investigate the
interaction between the rotation motion of single grouser and the sand movement by
using computer simulation. Discrete Element Method (DEM) is used for the simulation
process. From the simulation, we can observe the parameters that affect the sand
movement.

2 Methodology

In this simulation study, conventional wheel rover attached with fixed grouser and
modified wheel rover attached with assistive grouser was designed. Both wheel rovers
were simulated at a level incline (flat surface) where the force of gravity component
parallel to the incline. The simulation was done with the wheel rotate at a static position
and constant 1 rpm speed (100% slip). The focus is to observe the effect between the
rotation motion of grousers and the sand movement. Table 1 shows the parameter of
the wheel rovers. The grouser length that has been chosen for the simulation is based
on the previous experimental test [5]. Figure 1 shows the simulation of conventional
and modified wheel rover design at flat surface (0-degree slope). The blue and orange
arrow shows the direction of rotation. The observation starts when the grouser enters
the sand surface until it exits the sand surface. To assist the analysis of the result, each
recorded data was divided into three parts which is grouser angle range h1, h2 and h3.
The values of the grouser angle range as in Table 2. The values are different because it
depends on the position of the grouser (refer Fig. 1).
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3 Result and Discussion

3.1 Average Force Generated

In this section, a discussion regarding the force that was generated when the grouser
and the sand particles interact will be explained. To assist the simulation analysis result,
the average force data was recorded for X-axis and Y-axis. The force recorded is the
resistance force experienced by the grouser plate surface. For this simulation, only one
surface was recorded which is the face surface that experience the highest resistance
force as shown in Fig. 1. Based on Fig. 1, positive force at X-axis means that the force
is directed to the back of the wheel (to the left of Fig. 1). Positive force at Y-axis means
the force is directed to upward toward the surface. The data was divided into three parts
of grouser angle range as in Table 2.

Table 1. Wheel rover parameter [5].

Wheel type/parameter Conventional wheel rover Modified wheel rover

Wheel diameter 408 mm 408 mm
Wheel width 90 mm 90 mm
Grouser type Fixed grouser Assistive grouser
Number of grouser 1 1
Grouser length 20 mm and 80 mm 50 mm and 90 mm
Grouser width 90 mm 90 mm
Grouser thickness 2 mm 2 mm

(a) Conventional wheel rover (b) Modified wheel rover

Fig. 1. Simulation of wheel rotation at 0-degree inclination slope (flat surface) for (a) conven-
tional wheel rover and (b) modified wheel rover.

Table 2. Values of grouser angle range.

Conventional wheel rover (degrees) Modified wheel rover (degrees)

h1 0–49 0–47
h2 49–98 47–94
h3 98–147 94–141
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A wheel or vehicle will experience different traction force and resistance force
depends on the type of surface. Basically traction force is a force used to generate
motion between a body and a tangential surface. If the traction force is higher, it may
help the body to move forward. While resistance force is a force that resisting the
motion of the body when it move on a surface. If the force generated by sand-grouser
interaction at X-axis direction is higher toward the back of the wheel, it can be assumed
that the force helps the rover to move forward. If the force generated by sand-grouser
interaction at Y-axis direction is higher to the downward, it can be assumed that the
sand particles are mostly moving upward toward the surface. This kind of situation may
lead the wheel to start digging the sand surface.

At 0-degree inclination slope (flat surface), Fig. 2 below shows the average force
generated when the grouser starts to enter the sand surface and exit the sand surface for
X-axis direction and Y-axis direction. CWR refer to conventional wheel rover and
MWR refer to modified wheel rover.

From Fig. 2(a), CWR 80 mm has a higher average force compared to CWR 20 mm
at all grouser angle range. The highest average force is at grouser angle range h1 when
the grouser starts to enter the sand surface. The average force from the sand-grouser
interaction becomes smaller as the grouser continues to rotate (from h2 to h3) because
most of the sand has been push toward the back of the wheel at the beginning of the
rotation. For MWR, 90 mm length has higher average force compared to MWR 50 mm
for all grouser angle range. The highest average force is at h2. For MWR the grouser
moves at constant angle which is 0-degree to the vertical surface (refer Fig. 1-assistive
grouser). At h1 and h3 the average force generated from sand-grouser interaction is
smaller compared to at h2 because at h1 and h3, the grouser moves translationally
without rotation, mainly in the Y-axis direction, while at h2 mainly in the X-axis
direction.

For CWR, 80 mm length has the highest positive value at X-axis. It can be assumed
that it has the highest traction to help the wheel to move forward compared to CWR
20 mm length. While MWR 90 mm has the second highest positive value at X-axis but
smaller compared to CWR 80 mm. In practical use however, an 80 mm long grouser is

(a) X-axis direction. (b) Y-axis direction.

Fig. 2. Average force generated at 0-degree inclination slope for all grouser type and length for
(a) X-axis direction and (b) Y-axis direction.
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too long for use on a wheel, while a long MWR can be folded upwards when on a hard
surface terrain.

From Fig. 2(b), CWR 80 mm has the highest positive average force at Y-axis
compared to CWR 20 mm at all grouser angle range. It can be assumed that most of the
sand particles are moving downward as the grouser start to rotate. At h3, CWR 80 mm
has higher negative force. This higher negative force shows that a large number of the
sand particles are moving upward toward the surface. This condition may lead the
wheel to start digging into the sand. For MWR, 90 mm length has higher average force
compared to 50 mm length at all grouser angle range. At h3, MWR 90 mm has smaller
negative force. It can be assumed that the number of sand particles that move upwards
smaller.

From the Y-axis graph at grouser angle range h3, CWR 80 mm shows the highest
negative average force compare to MWR 90 mm. The higher the negative value, the
larger the number of sand particles moving upward toward the surface. In this kind of
situation where the wheel is rotate at constant speed and static position (high slip), it
may lead the wheel to start digging into the sand and getting stuck in the real exper-
iment. It can also be assumed that, maybe CWR 80 mm is not suitable to be used in this
kind of situation.

4 Conclusion

The main purpose of this simulation study is to understand the interaction between the
moving grouser and the sand. By doing the experimental test alone, the parameter that
affects the wheel cannot be seen clearly. In this simulation, conventional wheel rover
(CWR) with fixed grouser and modified wheel rover (MWR) with assistive grouser was
design. The length chosen is based on the experimental test.

From the simulation result at 0-degree slope, at X-axis direction, CWR 80 mm has
the highest average force compared to the other length. It can be assumed that it has the
highest traction force to move forward compared to the other length. Beside, MWR
90 mm has the second highest average. But at Y-axis, CWR 80 mm shows smaller
positive average force at the middle of the rotation (h2) and higher negative values
toward the end of the rotation (h3). This shows a large number of sand particles are
moving upward toward the surface starting from the middle of the rotation toward the
end. In real experiment, this could cause the wheel to start dig the sand surface.

For MWR 90 mm at Y-axis, the value of average force increase from h1 to h2 but
slightly smaller at h3. When the wheel starts to rotate until the middle of the rotation, it
shows positive and higher values of average force which means that the sand particles
are moving downward. At h3 it shows a slightly negative value which means a smaller
number of sand particles are moving upward. This is because MWR has constant
grouser angle which is 0-degree to the vertical so by maintaining the angle during the
rotation it mainly generated force horizontally. In real experiment, it could prevent the
wheel from digging into the sand.
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In high slip condition where the grouser rotates in a static position, when there is a
higher number of particles move upward toward the surface when the grouser is
rotated, it will cause the wheel to dig the sand surface. It has high tendency for the
wheel to getting stuck in real experiment.
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Abstract. A parametric study of engine’s influential parameters on compressed
natural gas direct injection (CNG-DI) engine’s torque was performed by using a
dynamic, analytical model of the CNG-DI vehicle. The objective of the study is
to analyze the effect of the selected six parameters on the engine’s total brake
torque. The simulations were carried out to mimic the speed-sweep test pro-
cedure of the vehicle on a chassis dynamometer. Based on the actual test setup, a
ramp input is provided on the power pedal and the vehicle is allowed to
accelerate under the influence of dynamometer inertia load only. Based on the
results, the most influential parameter on the maximum engine torque is the
injection pressure. The maximum predicted engine mean brake torque at 60 bar
injection pressure is about 120 Nm. The second influential parameter is the
injection duration, where the maximum predicted engine brake torque is about
100 Nm. Both parameters are related to the controlling amount of the fuel-
injected, which affected the amount of energy released into the cylinder. The
third influential parameter is the ignition timing, where the maximum pressure
predicted is closed to 70 bar. It can be concluded that the magnitude of brake
torque is sensitive to the amount of fuel supplied for combustion. This com-
prehensive model is suitable for parametric analysis regardless of the expensive
computing time.

Keywords: Dynamic modelling � Transient simulation � Gas Direct-Injection

1 Introduction

A new configuration of compressed natural gas direct injection (CNG-DI) engine is
developed. A model is required to predict the theoretical engine torque and to identify
the influential parameters on engine’s brake torque. Engine parameters such as the
ignition timing [1], the injection duration [2] and the injection timing [3] are highly
influence parameters which affect the engine torque. The gas injection pressure also
affected engine performance since injector is operated in a choke condition [4]. Pre-
viously, most studies utilized moderate injection pressure at a value of 20 bar [5, 6].

Nowadays the experimentation cost for parametric investigations is expensive
hence encouraged the used of model-based analysis. In the field of IC engine

© Springer Nature Singapore Pte Ltd. 2020
M. N. Osman Zahid et al. (Eds.): iMEC-APCOMS 2019, LNME, pp. 611–616, 2020.
https://doi.org/10.1007/978-981-15-0950-6_93

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_93&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_93&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0950-6_93&amp;domain=pdf
https://doi.org/10.1007/978-981-15-0950-6_93


modelling, the mean value model and experimental model are too simplified, thus
hindered the evaluation of parameters interaction [7]. Analytical engine model based on
thermodynamic single-zone modelling is preferable to analyze detail interaction
between parameters. Its consisted the solutions of in-cylinder thermodynamic processes
such as combustion, heat transfer, intake and exhaust flow dynamics [8], throttle
dynamics [7], and work transfer from the piston to the crankshaft [9]. Recently, the
model is also expected to be able to simulate the transient condition of engine operation
[10, 11] to gain a more realistic insight into actual driving condition.

Based on the discussed findings, this study is carried out with the purpose to
identify the influential engine parameters affecting the engine’s brake torque by using a
comprehensive analytical model of CNG-DI prototype. There are six parameters have
been selected which are the ignition timing, injection duration, injection timing, throttle
positioning rate, gas injection pressure, initial vehicle speed, and vehicle mass.

2 Modelling Method

The developed analytical engine model in the current study is made of two types of
model (1) Simulink model (2) Simscape model. Simulink blocks symbolize basic
mathematical operations. And linked Simulink blocks are equivalent to a mathematical
model or representation of a system under study. Whereas, Simscape blocks dedicated
to the modelling of physical components in their actual physical properties.

2.1 The Simulink Model

The Simulink model consisted of the following; the throttle dynamics model [7], the
intake manifold model [7], the intake and exhaust valve dynamics [8], the combustion
model [12], the heat transfer model [8], and the empirical model of convective heat
transfer coefficient [8]. The variation of cylinder volume and cylinder surface area are
solved by the solution of kinematics and dynamics of the crank slider mechanism
which consider the piston-pin and crankshaft offset [9]. All the sub-models are
incorporated within the framework of the modified first law of thermodynamics to
solve the in-cylinder pressure and temperature. The crankshaft dynamics are modelled
based on the approach taken by Zweiri [9].

2.2 The Simscape Model

The SimScape model consists of the clutch model, the simple manual transmission
model, the final drive model and finally attached to a vehicle model. The input to these
models is the acceleration and torque from the crankshaft. Figure 1 presents the overall
layout of the model developed in Matlab-Simulink environment.
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3 Simulation Procedure

Six control parameters were manipulated and studied. The selected parameters are
presented in Table 1.

The measured mass flow rates are corresponding to the gas injection pressure setup
has been recorded from independent injector testing on the bench [4]. The vehicle
model had been simulated in an acceleration mode, mimicking the speed sweep test
procedure on a chassis dynamometer. The vehicle was given ramp input. The recorded
simulation time was set to 30 s (Table 2).

Fig. 1. The overall model layout in Matlab-Simulink

Table 1. Cases description for the parametric study

Case Description Manipulated parameter ranges

1 Effect of throttle opening rate 2 s to 18 s period
2 Effect of ignition timing advance −5 to −20 deg BTDC
3 Effect of injection pressure variation The mass flow rate of 20 bar to 60 bar setup
4 Effect of increased injection duration 0.02 s to 0.1 s
5 Effect of different vehicle mass 1050 kg to 1250 kg
6 Effect of different initial speed 0 mph to 20 mph

Table 2. Specification of the baseline case for vehicle simulation analysis

Description Magnitude

Throttle opening rate 0.6885 rad/s
Ignition timing advance Default
Injection pressure 40 bar (mass flow rate = 0.7 g/s)
Injection duration Default
Vehicle mass 1015
Initial speed 0 mph
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4 Results and Discussion

Based on Fig. 2, the increased throttle rate opening affect the maximum mean brake
torque timing except its magnitude. Based on Fig. 3, there were slightly noticeable
increments of maximum mean brake torque when the spark timings were advanced.
The effect of ignition timing advanced is insignificant due to the combustion speed of
CNG is slower compared to the gasoline. Based on Fig. 4, the injection pressure
significantly affects the maximum mean brake torque. The highest mean brake torque
was obtained by the highest injection pressure of 60 bar at a value about 120 Nm. The
maximum brake torque value obtained is 19% lower than the maximum value obtained
by the port injection gasoline engine which was rated at a value of 148 Nm. Based on
Fig. 5, the longest injection duration produced the highest maximum mean brake
torque at a value of about 100 Nm. The effect of injection duration and injection
pressure increment are constructive because both parameters control the amount of fuel
supply for combustion. A larger amount of fuel supplied for combustion, more heat is
released by combustion and consequently increased the amount of mean brake torque.
Based on Fig. 6, it is obvious that the effect of the vehicle initial speed is modest on the
resultant net mean brake torque produced insignificance difference. The increment of
vehicle mass decreased the maximum net mean brake torque but the difference is
insignificant as presented by Fig. 7.
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5 Conclusion

The most influential parameter on the maximum engine torque is the injection pressure.
Higher injection pressure resulted in higher engine mean brake torque. The maximum
predicted engine mean brake torque at 60 bar is about 120 Nm. The second influential
parameter is the injection duration where the maximum predicted engine brake torque
is about 100 Nm. Both parameters are related to the controlling amount of fuel injected
into the cylinder which affects the air to fuel ratio of the cylinder mixture. The third
influential parameter is the ignition timing where the maximum pressure predicted is
closed to 70 bar. Contrary to the characteristics of a gasoline engine where ignition
timing is highly affected engine torque and speed. This is mostly due to the longer
combustion period model for CNG fuel combustion which resulted with ‘less sensitive’
performance of engine output torque. The model is not suited for the control oriented
analysis since it is computationally demanding. However, it details and comprehen-
siveness is a major contribution for the development of a complete vehicle model.
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on engine mean brake torque
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Fig. 5. Effect of injection duration on
engine mean brake torque
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Fig. 6. Effect of initial vehicle speed on
the engine net mean brake torque
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