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Preface

The Applications and Techniques in Information Security (ATIS) conference series has
been held annually since 2010 in various countries. The 10th ATIS conference was
organized by the School of Computing, SASTRA Deemed University, Tamil Nadu,
India, during November 22–24, 2019. ATIS 2019 focused on various techniques and
applications in information security research. It included a global blend of participants
from industry and academia. This volume includes all the accepted papers of this
conference.

ATIS 2019 received 50 papers pertaining to the theme of the conference. Each paper
was reviewed by three experts from the international Program Committee. As a
result of a thorough review process, 24 papers were selected for publication in the
current proceedings (an acceptance rate of 48%). The program of this conference
included several outstanding keynote lectures presented by internationally renowned
and distinguished researchers: Prof. V. Kamakoti (IIT Madras, India), Prof.
Aditya P. Mathur, (Professor of Computer Science, Purdue University, West Lafayette,
IN, USA; Professor and Center Director, iTrust, SUTD, Singapore), Prof. Kasi
Periyasamy (Professor and MSE Program Director, University of Wisconsin-La
Crosse, WI, USA), and Prof. Lejla Batina (Professor in Digital Security, Institute for
Computing and Information Sciences, Radboud University, the Netherlands). Their
keynote speeches contributed towards increasing the overall quality of the program and
significance of the themes of the conference.

At this juncture, we would like to thank everyone involved in the successful
completion of ATIS 2019. Especially, it is our immense pleasure to thank the Program
Committee, for their diligence and concern towards the quality of the program.
The conference also relies on the efforts of ATIS 2019 Organizing Committee.
Specifically, we thank Prof. Lynn Batten, Dr. Gang Li, Prof. V. S. Shankar Sriram,
Dr. V. Subramaniyaswamy, Ms. H. Anila Glory, and Mr. T. Santosh for dealing with
the general administrative issues, the registration process, and the maintaining of the
conference website. Finally, and most importantly, we thank all the authors, who are
the primary reason for the success of ATIS 2019.

September 2019 N. Sasikaladevi
Leo Zhang
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A Memory-Efficient Multiple String
Matching Algorithm Based on Charset

Transformation

Yuhai Lu1,2, Yanbing Liu1(B), Gongxin Sun1,2, and Jianlong Tan1

1 Institute of Information Engineering, Chinese Academy of Sciences, Beijing, China
{luyuhai,liuyanbing,sungongxin,tanjianlong}@iie.ac.cn

2 School of Cyber Security, University of Chinese Academy of Sciences,
Beijing, China

Abstract. Multiple string matching algorithm is a core technology in
network intrusion detection system. Automata based matching algo-
rithms such as AC and BOM are widely used in practical systems because
of their excellent matching performance, but the huge memory usage
of automata restricts them to be applied to large-scale pattern set. In
this paper, we proposed a charset-transformation-based multiple string
matching algorithm named CTM to reduce the memory usage of the
automata. Based on the classical compression algorithm banded-row,
CTM algorithm optimizes the compression method and increases the
compression rate. The proposed CTM algorithm plays a charset trans-
formation on the charset of the patterns to increase the continuity of
distribution of non-empty elements in the automata, and then uses the
banded-row method to compress the automata. Experiments on random
ASCII charset show that the proposed algorithm significantly reduces
memory usage and still holds a fast matching speed. Above all, CTM
costs about 2.5% of the memory usage of AC, and compared with basic
banded-row method, the compression rate of CTM can be increased by
about 35%.

Keywords: Multiple string matching · Charset transformation ·
Automata compression · Network security · Intrusion detection

1 Introduction

Multiple string matching is one of the most classic problems in computer science,
with the aim of finding all occurrences of a given set of patterns from input string.
Multiple string matching is a core technology for network content detection,
which is widely used in network and security fields, including intrusion detection
and prevention, protocol identification, virus detection, web content filtering,
etc.

Since the 1970s, many multiple string matching algorithms have been pro-
posed. Among which the automata-based matching algorithms such as AC [1],
c© Springer Nature Singapore Pte Ltd. 2019
V. S. Shankar Sriram et al. (Eds.): ATIS 2019, CCIS 1116, pp. 3–15, 2019.
https://doi.org/10.1007/978-981-15-0871-4_1
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4 Y. Lu et al.

BOM [2], SBDM [3] have superior matching performance. But as the scale of
the patterns increase, the memory consumption of the algorithm grows rapidly,
requiring a large amount of memory to store the automata, this prevents them
from being applied to large-scale pattern set.

In this paper, we proposed a charset-transformation-based multiple string
matching algorithm named CTM, which is the optimization method based on the
classical banded-row [4] method. Compression rate of the banded-row method
depends on the distribution of non-empty elements in the automata, if the dis-
tribution is very discrete, the compression rate will be extremely low. Aiming at
this problem, the proposed CTM algorithm plays a charset transformation on
the charset of the patterns to increase the continuity of distribution of non-empty
elements in the automata, and then uses the banded-row method to compress
the automata. We evaluate the experiment on random ASCII charset with the
AC automata and BOM automata. Experiment result shows that CTM can sig-
nificantly reduce memory usage and the matching speed can be kept at the same
level as both the original algorithms. Take AC as the example, CTM costs about
2.5% of the memory usage of AC, and compared with basic banded-row method,
the compression rate of CTM can be increased by about 35%.

The rest of this article is organized as follows. Section 2 reviews the related
work by analyzing representative works in multiple string matching. Section 3
introduces the key ideas and implementation of CTM. Experimental results and
comparison are detailed and analyzed in Sect. 4. Section 5 concludes the article.

2 Related Work

2.1 Classical Multiple String Matching Algorithm

According to the characteristics of the multiple string matching algorithms, we
divide the existing classical algorithms into three categories: automata based
matching algorithm, hash based matching algorithm and bit parallel based
matching algorithm. (1) Automata based matching algorithms compile the pat-
terns into a whole automata, and then scan the data by the automata. AC [1]
and BOM [2] are typical automata based matching algorithms. The performance
of these algorithms is stable on different types of data sets and has linear scan
speed in theory. But disadvantage is that automata need to consume so huge
storage space that it cannot adapt to large-scale string matching. (2) Hash based
matching algorithms calculate the hash value of the patterns and store the hash
values in the hash table, KR [5] and WM [6] are typical hash based matching
algorithms. The advantage of hash based matching algorithms is that they only
need small storage space and get fast matching speed on random data with large
character sets. But for data with small character sets or for patterns with short
length, the matching speed of these algorithms drops rapidly. (3) Bit parallel
based matching algorithms use bit vector to simulate the automata, the oper-
ation of the bit vector is used to represent the state transition of automata.
Shift-AND/Shift-OR [7] and BNDM [8] are typical bit parallel based matching
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algorithms. These algorithms have the advantages of small storage space con-
suming and fast matching speed. But bit parallel based matching algorithms are
only suitable for small-scale (only dozens of pattern strings) string matching.

Because of stable performance and linear scan speed, automata based algo-
rithms, especially AC algorithm, is widely used in various fields. As mentioned
above, automata need to consume huge memory, and this restricts its application
on large-scale pattern set. In recent years, in order to solve the performance bottle-
neck caused by the storage space of the automata, researchers have proposed many
compression algorithms to reduce thememory consumption of the automata-based
algorithms. Until now, commonly used compression techniques mainly include row
compressionmethod [9], bit-splitmethod [10,11], double arraymethod [12,13], and
banded-row method [4]. Row compression method only stores the input character
and the next state of the non-empty transition for each state transition table row;
bit-split method decomposes an AC automata into 8 binary automata to reduce
memory usage; double array method uses a one-dimensional array to store all rows
of the state transition table, and uses other two arrays to store the offset of each row
and the exact row number of those elements stored in the one-dimensional array;
banded-row method reduces automata storage space by eliminating empty transi-
tion at the head and the tail of each row.

We can conclude that the existing compression techniques of automata based
algorithms can achieve good compression effect, but compression technology gen-
erally increases the time complexity of the original matching algorithm, reducing
the matching speed of the algorithm and affects its real application. Among all
the existing compression methods, the extra time overhead introduced by the
banded-row [4] method is very small, and its matching speed is almost the same
as the original AC algorithm. Because of the excellent performance of banded-
row, it has been used in the Snort [15] project which is an open source intrusion
detection system widely applied in network security filed.

2.2 Principle of the Banded-Row Algorithm and Its Insufficiency

As introduced in the former part, AC [1] and BOM [2] algorithms use automata
as the matching data structure. Automata, also known as finite state automata
(FSA), is an abstract machine used in the study of computation and languages
that has only a finite, constant amount of memory (the states) [14]. There are
a finite number of states, and each state has transitions to zero or more states.
There is an input string that determines which transition is followed. Finite
state machines are studied in automata theory, a subfield of theoretical computer
science. FSA can be divided into deterministic finite automata (DFA) and non-
deterministic finite automata (NFA). FSA used in AC [1] and BOM [2] is an
DFA. Formally, a deterministic finite automata (DFA) consists of:

– an alphabet Σ
– a set of states S, one of which is chosen as a start state and zero or more as

accepting states
– a transition function δ(S × Σ)
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0 1 2 3 3230 31 126 127 128 252 253 254 255

-1 -1 -1 -1 89-1 78 -1 -1 -1 90 -1 128 -1 -1

lb ub

Fig. 1. Demonstration of banded-row method.

Automata can be generally represented as a two-dimensional matrix AN×|Σ|
with size of N × |Σ|, where N is the number of states and |Σ| is the size of the
alphabet. For the current state s and the input character c, A[s, c] represents the
next transition state, represented by a non-negative integer or −1, A[s, c] = −1
indicates the current state s has no successor state for the input character c. In
AC [1] and BOM [2] algorithms, most states usually only have a few successor
states, that means most of the elements in the transition table are meaningless.
It is a waste of storage space to store |Σ| elements for each state table row in
the transition table.

Norton [4] proposed a banded-row method to compress the AC automata.
For row A[s] of the transition table, banded-row uses an integer lb to record the
character c of the first successor state, and uses ub to record the character c of
the last successor state. Figure 1 demonstrates the value of lb and ub of one state
row, in the Fig. 1, lb equals to 30, ub equals to 253, and 224 elements between
interval [lb, ub] needed to be stored.

lb = min
{

0 ≤ c < |Σ|
∣∣∣A[s, c] �= −1

}
(1)

ub = max
{

0 ≤ c < |Σ|
∣∣∣A[s, c] �= −1

}
(2)

By eliminating empty transition at the head and the tail of each row, and
just storing the elements between lb and ub, the number of elements to be stored
for each row of the transition table is ub − lb + 1, compared to original number
of elements with |Σ|. We can know that the banded-row method can reduce
the storage space of AC automata, and also the access speed of transition table
is still O(1). But obviously, the compression rate of the banded-row method
depends on the size of interval [lb, ub]. For the state transition table with scat-
tered distribution of non-empty elements, that means the size of interval [lb, ub]
may be very large, then the compression rate will be extremely low. The most
extreme example is that lb equals 0 and ub equals to |Σ|−1, for this situation,
the banded-row method will has no compression effect even if the current state
row has only two successor states. Aiming at this deficiency of the banded-row
method, we propose a mechanism based on bijective charset transformation in
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this paper. After the bijective transformation for the pattern charset, the con-
tinuity of non-empty elements of the state transition table can be increased,
thereby greatly increasing the compression effect of banded-row.

Algorithm 1. State transition procedure of banded-row method
1: procedure NEXTSTATE(state table=T, current state=s, input char=c)
2: if c ≥ T [s].lb and c ≤ T [s].ub then
3: return T [s].next[c − lb]
4: else
5: return -1
6: end if
7: end procedure

3 CTM: Multiple String Matching Algorithm
Based on Charset Transformation

3.1 Charset Transformation Mechanism

As previously described, banded-row is a competitive compression method for its
good compression effect and without matching performance decline. But also we
know that compression rate of the banded-row method strongly depends on the
size of interval [lb, ub]. So our motivation in this paper is that we can increase the
compression rate by decreasing the size of interval [lb, ub]. Aiming at this goal, we
proposed a Charset-Transformation-Based Matching Mechanism (named CTM)
in this paper, which will play bijective charset transformation on the charset of
the patterns. The purpose of the bijective character transformation is to increase
the continuity of the distribution of non-empty elements in the state transition
table, and that means size of the interval [lb, ub] can be reduced accordingly.

The CTM is independent of the specific string matching algorithm and can
be applied to all automata based string matching algorithms, such as AC and
BOM, etc. For the CTM method, the core point is the charset transformation
function f(c) : Σ → Σ. When designing the charset transformation function,
three key aspects must be considered.

(1) The correctness of the matching algorithm after charset transformation must
be ensured, must avoid false positives and false negatives, this means f(c)
must be a bijective function. The bijective function can make sure that any
two unequal characters c1 and c2, f(c1) can not be equal to f(c2), and for
any character c, it can only be mapped to a unique f(c).

(2) The transformation process of f(c) can not be too complicated. During
the string matching procedure, the input original character needs to be
transformed by the transformation function f(c), and then do the matching
procedure on the transformed character. If the transformation operation is
too complicated, it will bring in excessive extra time overhead, and finally
decreasing the matching speed.
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Fig. 2. Demonstration of charset transformation method.

(3) Transformation function should not bring in excessive extra space overhead.
Excessive extra space overhead means reducing the compression rate, even
maybe increase the storage space.

The example of charset transformation is shown in Fig. 2, A[s] is a state row
of the state transition table, p is the offset of each successor state in the state row,
c is the corresponding input character. The left side of Fig. 2 demonstrates the
banded-row method, in which input character c and offset p are the same. We can
see that although there are only three valid successor states, but in order to store
all of the valid successor states starting from the first valid successor state and
to the last valid successor state, it needs to store 13 successor states 10 invalid
successor states. The right side of Fig. 2 demonstrates the CTM method, in which
the input character c is mapped to the offset p by the charset transformation
function f(c). After the charset transformation, all valid successor states are
stored in a more continuous region, so the successor states those need to be
stored has been reduced from 13 to 4.

3.2 Construction of Transformation Function

In our paper, we constructed two charset transformation functions, one is the
XOR transformation f(c) = a xor c, and the other is the linear congruence
transformation(LCT for short) f(c) = (a × c + b) mod m. The charset discussed
in our paper is ASCII, so the corresponding size of the charset is 256. Both of
the two transformation functions are needed to found the optimal transformation
parameters for each row of the state table. We use the iterative method to find
the optimal parameters for each state row, and then records the corresponding
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character lb of the first successor state in the state row after the transforma-
tion and the character ub of the last successor state in the state row after the
transformation (for the Fig. 2, lb is 3, ub is 6).

1. XOR transformation
XOR transformation f(c) = a xor c is one of the simplest mathematical
transformations, and obviously, is a bijective transformation. In our paper,
in order to ensure that the transformed characters are less than charset size
256, integer parameter a must satisfy 0 ≤ a ≤ 255.

2. Linear congruence transformation
Linear congruence transformation f(c) = (a × c + b) mod m is a widely used
mathematical transformation for that it has low computational complexity
and requires only a small amount of extra space to store the parameters of the
transformation function. In order to ensure the correctness of the matching
algorithm, the transformation function used in our paper needs to satisfy two
basic constraints:

(1) m ≥ |Σ|, Σ is alphabet of the pattern set and |Σ| is the size of the alphabet.
ASCII is the alphabet discussed in our paper, so |Σ| equals to 256, and we use
256 to represent |Σ| in the rest part of this paper. If m < 256, assuming n,
that is to say the largest character after the transformation is n−1 (less than
255), but we know that the largest character of the original charset is 255.
This means that several different original characters will be mapped onto
the same character by transformation, and then lead to incorrect matching
result. So m must be larger than or equals to |Σ| (256). In our paper, we
chose m equals to |Σ|.

(2) a and m must be coprime numbers (can be represented as (a,m) = 1),
so that the transformation function can be guaranteed to be a bijective
function. We can prove it by reductio ad absurdum:

The range of character c is [0,m), so we suppose that 0 ≤ c2 < c1 ≤ m − 1,
and (a× c1 + b) mod m = (a× c2 + b) mod m, that means exiting k1, k2, y, that:

a × c1 + b = k1 × m + y (3)
a × c1 + b = k1 × m + y (4)

From Eqs. 3 and 4, we can get that:

a × (c1 − c2) = (k1 − k2) × m (5)

Equation 5 shows that a × (c1 − c2) is a multiple of m. According to the
knowledge of elementary number theory, because of (a,m) = 1, as a multiple of
m, the minimum value of (c1 − c2) is m. But according to our hypothesis, we
know that 0 < c1 − c2 ≤ m − 1, this fact contradicts the conclusion of Eq. 5.
Finally, we can conclude that if (a,m) = 1, then for any c1 �= c2, f(c1) �= f(c2),
that is to say transformation function a bijective function.
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Algorithm 2. Pattern preprocessing procedure of CTM
1: procedure PREPROCESSING(P=p(1), p(2), ... , p(r), m)
2: construct original state transition table S for pattern P=p(1), p(2), ... , p(r)

3: n←number of row of state transition table S
4: for i=1 to n do
5: parameters←BestParameter(S, i,m)
6: end for
7: construct CTM state transition table CS
8: return CS
9: end procedure

3.3 Implementation of CTM

Like the original string matching algorithm, CTM also includes pattern prepro-
cessing stage and string matching stage, Algorithm 2 shows the preprocessing
stage and Algorithm 3 shows the matching stage. During the pattern preprocess-
ing stage, we firstly construct the state transition table of the original automata,
and then change the distribution of non-empty elements in the state table by
using bijective transformation on the charset, finally construct the compressed
automata. The number and distribution of non-empty elements of each state
transition row are different, so we need to find the optimal transformation param-
eters for each row. During the matching stage, for each character ti of input text
T = t1, t2, ..., tn, firstly, we use the transformation function f(c) to calculate
the transformed character c, then get the next state s, according to value of c.
If the next state s is a terminal state, then report a match.

Algorithm 3. String matching procedure of CTM method
1: procedure MATCHING(CTM state table=S, T=(t1, t2, ... , tn))
2: s←initstate of S
3: for pos=0 to n do
4: c

′ ← f(c)

5: if S[s].lb � c
′ � S[s].ub then

6: s ← S[s].next[c
′ − S[s].lb]

7: else
8: s←initstate of S
9: end if

10: if s is terminal then
11: report a match
12: end if
13: end for
14: end procedure

During the preprocessing stage, For each row of the state transition table,
we need to find the best transformation parameter to minimize the size of the
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Algorithm 4. XOR find optimal parameter for one state row
1: procedure XORBestParameter(state table=S, row=k)
2: min interval ← 255
3: for i=0 to 255 do
4: inf ← min

{
i xor c

∣
∣S[k].next[c]! = −1, c ∈ [0, 255]

}

5: sup ← max
{
i xor c

∣∣S[k].next[c]! = −1, c ∈ [0, 255]
}

6: if min interval > (sup − inf) then
7: a ← i
8: lb ← inf
9: ub ← sup

10: min interval ← (sup − inf)
11: end if
12: end for
13: return (a, lb, ub)
14: end procedure

interval [lb, ub] for both of the XOR transformation add LCT transformation.
Optimal parameter a for the XOR transformation f(c) = (a xor c), and optimal
parameter (a, b) for LCT f(c) = (a × c + b) mod m. Algorithm 4 describes the
optimal parameter finding procedure of XOR transformation for one state row.
The candidate value of parameter a ranges from 0 to 255, we need to find the
value by minimizing the interval [lb, ub], then assigns this value to parameter
a and records corresponding lb and ub for the current state row. Algorithm 5
describes the optimal parameter finding procedure of LCT for one state row.
The candidate value of a is odd number between 1 and 255, and the candidate
value of b is integer between 0 and 255, we need to find the combination (a, b)
by minimizing the interval [lb, ub], then also records corresponding lb and ub for
the current state row.

4 Experiment and Evaluation

We implement XOR and LCT for AC and BOM algorithm, and evaluate the
performance on this two algorithms. The hardware and software environment
of the experiment is as follows: CPU is Intel Xeon E5-2667 (3.20 GHz), main
memory size is 125 GB, and operating system is CentOS 7.2 (64 bit). The algo-
rithms are written in C++ and executed by single thread. Charset chose in our
experiment is ASCII with the size of 256 (1 byte).

The patterns are generated by random algorithm, the characters in patterns
and text both obey the independently identically distribution, each character of
the patterns are uniformly drawn from range [0, 255]. The length of patterns is
8, and scale changes from 100,00 to 200,000. The patterns are searched against
a random text of 200 MB generated in the same way.

Table 1 shows the detailed experimental results on the above dataset. We
compare the tested algorithms in two aspects:
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Algorithm 5. LCT find optimal parameter for one state row
1: procedure LCTBestParameter(state table=S, row=k, mod pa=m)
2: min interval ← 255
3: for i=1 to 127 do
4: for j=0 to 255 do
5: inf ← min

{
((2 × i+ 1) × c+ j) mod m

∣
∣S[k].next[c]! = −1, c ∈ [0, 255]

}

6: sup ← max
{
((2 × i+ 1) × c+ j) mod m

∣
∣S[k].next[c]! = −1, c ∈ [0, 255]

}

7: if min interval > (sup − inf) then
8: a ← i
9: b ← j

10: lb ← inf
11: ub ← sup
12: min interval ← (sup − inf)
13: end if
14: end for
15: end for
16: return (a, b, lb, ub)
17: end procedure

Table 1. Detailed experimental results of XOR and LCT transformation for AC and
BOM algorithm.

Pattern scale Algorithm Memory

(MB)

Matching

speed

(MB/s)

Algorithm Memory

(MB)

Matching

speed

(MB/s)

10000 AC 136.6 40.7 BOM 136.7 35.4

BandedRow-AC 4.0 44.4 BandedRow-BOM 15.6 42.4

CTM-LCT-AC 3.4 42.0 CTM-LCT-BOM 4.5 43.5

CTM-XOR-AC 3.7 51.1 CTM-XOR-BOM 10.1 38.4

50000 AC 654.4 15.0 BOM 654.1 16.4

BandedRow-AC 24.5 19.0 BandedRow-BOM 77.4 17.3

CTM-LCT-AC 15.7 20.1 CTM-LCT-BOM 36.7 16.3

CTM-XOR-AC 20.1 19.6 CTM-XOR-BOM 57.4 16.7

100000 AC 1270.4 12.2 BOM 1269.7 14.1

BandedRow-AC 53.1 13.5 BandedRow-BOM 113.7 14.8

CTM-LCT-AC 32.5 15.4 CTM-LCT-BOM 71.0 14.2

CTM-XOR-AC 42.8 14.7 CTM-XOR-BOM 91.8 13.8

150000 AC 1872.5 11.3 BOM 1871.2 13.1

BandedRow-AC 79.9 11.6 BandedRow-BOM 141.3 13.6

CTM-LCT-AC 50.3 13.2 CTM-LCT-BOM 95.5 12.8

CTM-XOR-AC 65.3 12.4 CTM-XOR-BOM 116.6 13.1

200000 AC 2468.0 12.3 BOM 2466.4 12.9

BandedRow-AC 104.1 10.8 BandedRow-BOM 168.6 13.1

CTM-LCT-AC 68.5 12.3 CTM-LCT-BOM 115.0 11.9

CTM-XOR-AC 86.6 11.5 CTM-XOR-BOM 139.0 12.3
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(1) Memory usage. We compared the memory usage of original AC algorithm,
original BOM algorithm, banded-row algorithm and proposed CTM algo-
rithm (including XOR and LCT) in different pattern scale. Figure 3 shows
the specific memory usage of AC and BOM automata after compressed by
banded-row, CTM-LCT and CTM-XOR, and sub-figure a of Fig. 3 for AC
automata, sub-figure b of Fig. 3 for BOM automata. From Fig. 3, we can see
that memory usage of LCT and XOR are both smaller than original banded-
row, where memory usage of LCT is smaller than XOR. Figure 4 shows the
compression rate increasing of the CTM, compared to banded-row, sub-
figure a for AC automata, and sub-figure b for BOM automata. Figure 4
shows that the compression rate of CTM-LCT is better than CTM-XOR,
take the AC automata as the example, compared to banded-row, compres-
sion rate of CTM increased by an average of 32%, but for CTM-XOR is
16.3%.

(2) Matching speed. We have mentioned that multiple string matching algorithm
is a core technology in network intrusion detection system, it needs to process
high speed network traffic, matching speed is the most important factor for
practical applications. When designing a compression algorithm, we must
not only achieve the purpose of space compression, but also must main-
tain the matching speed of the original algorithm. We can see the detailed
matching speed of different pattern scale in Table 1, result show that match-
ing speed of CTM can be kept at the same level as the original AC algorithm,
even slightly faster than AC. Take the pattern scale 500,00 and AC automata
as the example, the matching speed of original AC is 15 MB/s, of banded-
row is 19 MB/s, of CTM-LCT is 20.1 MB/s, of CTM-XOR is 19.6 MB/s,
speed of CTM-LCT is the fastest.

a. Memory usage of AC automata compressed by banded-row, CTM-LCT and 
CTM-XOR

b. Memory usage of BOM automata compressed by banded-row, CTM-LCT and 
CTM-XOR
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Fig. 3. Memory usage of AC and BOM automata after compressed by banded-row,
CTM-LCT and CTM-XOR, with different pattern scale.
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a. Increased compression rate of CTM-LCT and CTM-XOR for AC b. Increased compression rate of CTM-LCT and CTM-XOR for BOM 

16.5%

35.8%
38.7%

36.9%
34.2%

9.0%

18.0% 19.4% 18.2% 16.8%

0.0%

5.0%

10.0%

15.0%

20.0%

25.0%

30.0%

35.0%

40.0%

45.0%

1 5 10 15 20
Rule Scale(ten thousand)

INC Compression Rate of AC CTM-LCT CTM-XOR

71.2%

52.7%

37.6%
32.4% 31.8%

35.5%

25.9%

19.2% 17.5% 17.6%

0.0%

10.0%

20.0%

30.0%

40.0%

50.0%

60.0%

70.0%

80.0%

1 5 10 15 20
Rule Scale(ten thousand)

INC Compression Rate of BOM CTM-LCT CTM-XOR

Fig. 4. Increased compression rate of CTM for AC and BOM.

5 Conclusion

Multiple string matching algorithm is a core technology in network intrusion
detection system. Automata-based multiple string matching algorithms such as
AC and BOM are widely used in practical systems because of their excellent
matching performance, but the huge memory usage of automata restricts them
to be applied to large-scale pattern set. We proposed a space-efficient multiple
string matching algorithm CTM, which plays the character transformation on
the charset of the patterns to increase the continuity of distribution of non-empty
elements in the automata, and then uses the banded-row method to compress the
automata. The proposed algorithm can significantly reduce memory usage and
maintain the matching speed of the original multiple string matching algorithm.
We have designed linear congruence transformation and XOR transformation
in this paper, and we have known that CTM is independent of the specific
string matching algorithm, so in the future, we can design better transformation
functions to further increase the automata compression rate.
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Abstract. The present scenario of the medical field is that sending the
healthcare images through the internet is so far exposed to security threats.
Hence, there is a need for an efficient and secure procedure to exchange
healthcare images over the Internet. The Digital Image and Communication in
Medicine (DICOM) provides security features for image header information but
not for the pixel information. Hence to send the pixel information in a highly
secured manner, the pixels need to be encrypted by using a suitable encryption
algorithm. The number of pixel changing rate (NPCR) and the unified averaged
changed intensity (UACI) are well-known encryption evaluation metrics to
analyse the differential attack in image encryption. These two values are used to
calculate the average number of pixel changes and intensity changes between
two encrypted images before and after modifying any one pixel in a plaintext
image respectively. If these two values are high, then the image encryption can
resist the differential attacks. In this paper, a theoretical value of NPCR and
UACI are computed for DICOM image encryption concerning different sig-
nificant levels. An encryption algorithm with Gould transform, RC5, logistic
map and DNA Diffusion is proposed for DICOM image to increase the NPCR,
and UACI value and this method offered an efficient security strategy for
DICOM pixel information. Finally, the computed theoretical value of NPCR and
UACI are compared with the existing and proposed algorithm.

Keywords: DICOM encryption � Randomness test � Differential attacks �
DICOM encryption metrics � UACI � NPCR

1 Introduction

Imaging the inner human parts are essential for diagnosing patient disease; however, it
is indeed a complicated task. The unique technique which is used to capture the image
of a human’s inner body parts is called medical imaging. After obtaining the infor-
mation by applying DICOM, Picture Archiving and Communication Systems (PACS),
they are used to convert the medical images in the form of digital values [1, 2]. DICOM
is the commonly recommended standard. The digital medical information offers a
useful tool for treatment, and it is beneficial for surgery when compared to analogue
data. To take the accurate diagnostics about the patient disease, the medical image has
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to be sent for the concern of specialised experts. Hence in the medical field, an
enhancing requirement for communicating medical images through the internet [3, 4].
In the present technology, addressing the medical images has been made simple and
easy for a third person to hack the details.

Already existing methods like Advanced Encryption Standard (AES), Data
Encryption Standard (DES) and International Data Encryption Algorithm (IDEA) are
used to send the medical images securely. There are several properties of DICOM like
large data size, many numbers of pixels, highly correlated pixels, great redundancy and
low resolution. The efficiency of these methods is either vulnerable or takes the high
computational time to protect the pixel information. Various conventional encryption
methods have been suggested by many researchers [5–9]. There have been a lot of
attacks on the encrypted image. The differential attack is the most usual attack. To
overcome this issue, the differential cryptanalysis is invented by Israeli researchers Eli
Biham and Adi Shamir for Data Encryption Standard (DES) [10]. They have proposed
various attacks on a block cipher, and also they defined the possible limitation on DES
[11, 12]. The well-designed encryption algorithm will give utterly different ciphertext
for a single bit changed the plain text. If the encryption algorithm is not suitable, the
relationship between the two ciphertexts before and after a one-bit change of plaintext
will lead to finding the key.

In an image encryption algorithm, the differential attack is examined by NPCR and
UACI [13–35]. The NPCR and UACI are developed to evaluate the number of
modifying pixels and the average modified intensity between ciphertext images
respectively. When the distinction between plaintext images is simple, these two values
are compactly described and easy to determine. But analysed ratings are hard to
understand in the sense of whether the efficiency is good enough. For example, if the
upper-bound of NPCR value is hundred percentage, then NPCR value of a protected
cipher should be very near to this upper-bound, but we don’t know which range of
NPCR values can resist the differential attack. Hence there is a need for NPCR and
UACI ratings for an image cipher. Wu et al. [25] proposed the theoretical value of
NPCR and UACI for grayscale image encryption. The proposed work focuses on to get
the theoretical value of NPCR and UACI for DICOM image encryption and also a
straightforward image encryption technique was implemented to show how the NPCR
and UACI value can be improved.

Existing methods provide good Image Encryption [26–35], but NPCR and UACI
value can be improved and the obtained values are not guaranteed for optimum ben-
efits. Inspired by the above discussions the proposed algorithm suggests optimum
values for NPCR, UACI to DICOM Images.

The main contribution of the proposed algorithm involves

• The theoretical value of the NPCR and UACI are computed for DICOM image
• It shows the way to improve the NPCR and UACI value
• The proposed method can resist the differential attacks
• The proposed method has both confusion and diffusion
• Gould transform, RC5 with logistic map and DNA (XOR and XNOR) extended

diffusion to increase the proposed method performance.
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2 Materials and Methods

The encryption algorithm consisted of four stages and presented in Fig. 1, which are

1. Bitwise XOR and XNOR operation;
2. Gould Transform
3. RC5 Encryption
4. Enhanced diffusion algorithm.

2.1 Bitwise XOR and XNOR Operation

This stage has two steps. The first step performs the XOR operation from top to bottom
as shown in Algorithm 1. The second step performs the XNOR operation from bottom
to top as shown in Algorithm 1. Hence, if anyone pixel is changed in the plain image,
then all the pixel values in the encrypted image are affected and NPCR, UACI value is
increased. If the first-pixel value is changed, then all the pixel values are affected by
both XOR and XNOR. If the last pixel value is changed, the entire pixel values are
affected by the only XNOR. If the middle pixel is replaced, and then half of the pixels
are affected by both whereas half of the pixels are only affected by XNOR. Hence the
encryption algorithm should be designed in such a way that if the one-pixel value is
changed, that will affect all the pixel values.

Fig. 1. The proposed encryption algorithm
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2.2 Gould Transform

Le et al. in 2006 [26] invented the DGT to provide authentication and better security. It
has the special property of identifying the variation between neighboring pixels, if the
hackers carried out any exploitation; its non-existence shows that the image has been
changed. The transform matrix GT with size N � N can be defined as

GTxy ¼ �1xþ y po
x� y

� �
, for x; y ¼ 0; 1; . . .;N� 1, where po is a positive integer.

For example, for po = 1 and N = 2, the GT matrix equals to 1
2GT ¼ 1 0

�1 1

� �
For

extra security, Gould transform is applied to provide authentication and tamper
proofing as in [27].

2.3 RC5 Encryption Algorithm

Ronald Rivest invented RC5 in 1994 for RSA security. It has a different key size
stretching from 0 to 2040 bits; the total of rounds also differs from 0 to 255, and it can
have three different block size 32, 64 and 128-bit word. In this paper, RC5-32/12/16 is
used to encrypt 64-bit block in 12 rounds using the 16-byte secret key. This algorithm
gives high protection for differential attack because in each round the bits are rotated to
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“random” positions depending on the input, and it is not a deliberate one. This is shown
in Algorithm 2 where A and B are w-bit register input blocks, and S is the expanded
key array.

Algorithm 2:
A=A+S[0] ; B=B+S[1]
loop i=1 to r do 

2.4 Enhanced Diffusion Algorithm

Enhanced diffusion is carried out as the final step of the encryption algorithm. This unit
utilises the 1D logistic maps and DNA coding. As the first stage of enhanced diffusion,
two chaotic sequences are generated from the logistic map. The representation of the
logistic map is,

Xnþ 1 ¼ l� Xn 1� Xnð Þ

The chaotic series generated from the logistic map are quantised to act as a key for
DNA diffusion as follows,

Step 1: Key sequence 1, K1 ¼ X1;X2; . . .. . .;Xm�nf g,
Key sequence 2, K2 ¼ Y1;Y2; . . .. . .;Ym�nf g,
Step 2: Quantized key sequence 1, Q1 = ((K1 � 1014) mod 2) + 1,
Quantized key sequence 2, Q2 = ((K2 � 1014) mod 8) + 1.
Step 3: Initially, the encrypted image from Sect. 2.3 is encoded into equivalent

DNA code using R. Let R be the user-defined number (R € [1, 8]). The DNA encoding
rules are given in the following Table [35].

Eight sets of DNA encoding rule.

Rule 1 Rule 2 Rule 3 Rule 4 Rule 5 Rule 6 Rule 7 Rule 8

00-A 00-A 00-C 00-C 00-G 00-G 00-T 00-T
01-C 01-G 01-A 01-T 01-A 01-T 01-C 01-C
10-G 10-C 10-T 10-A 10-T 10-A 10-G 10-G
11-T 11-T 11-G 11-G 11-C 11-C 11-A 11-A

Step 4: The key set Q1 is used to choose the operation on DNA encoded matrix. If
Q1 is 1, then DNA XOR operation is chosen for diffusing the DNA matrix, else
DNA XNOR operation is selected. The DNA XOR and XNOR operations are tabulated
in the following tables.
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Example for DNA XOR matrix.

EX-OR A G C T

A A G C T
G G A T C
C C T A G
T T C G A

Example for DNA XNOR matrix.

EX-NOR A G C T

A C T A G
T T A G C
C A G C T
G T C G A

Once the type of operation is selected for a particular pixel, the quantised key
sequence Q2 is used to select a specific rule set for diffusing the pixel.

Step 5: As a final step of enhanced diffusion, the DNA diffused matrix is then
decoded using R to get the encrypted image.

2.5 Critical Value Calculation of NPCR and UACI for DICOM Image
Encryption

(i) Definition of NPCR and UACI

The NPCR and UACI are the best metrics to analyse the diffusion features of image
encryption algorithms. Both metrics are analysing the algorithm by comparing the
ciphertext images CT1 and CT2 of plaintext images earlier and subsequently the one-
pixel change. Equations (1) and (3), can explain the NPCR and UACI. Where C g; hð Þ
defined by Eq. (2) and CT1 g; hð Þ;CT2 g; hð Þ represents the pixel values of the images
CT1 and CT2 at positions g, h respectively where symbols G, H represent the height
and width of the image and ‘IN’ represents the maximum intensity value of an image.
For binary image the maximum intensity value is 1 for gray scale and the, DICOM
image is 255, 65535 respectively.

NPCR ¼
P

g;h C g; hð Þ
G� H

� 100% ð1Þ

C g; hð Þ ¼ 0 if CT1 g; hð Þ ¼ CT2 g; hð Þ
1 if CT1 g; hð Þ 6¼ CT2 g; hð Þ

�
ð2Þ

UACI ¼ 1
G� H

X
g;h

CT1 g; hð Þ � CT2 g; hð Þjj
IN

� 100% ð3Þ
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This paper deals with the statistical analysis of NPCR and UACI for the ideally
encrypted image. The ideally encrypted image means that the numbers of occurrences
of all the pixel values are same. For example, in 256 � 256 grayscale image, the
number of existence of each pixel value is 256. For 512 � 512 grayscale image, the
number of presence of each pixel value is 1024.

(ii) Theorem 1

IEI1 and IEI2 are two ideally encrypted images. The pixel value at (g, h) defines a
random variable ‘R’.

R ¼ 0 if IEI1 g; hð Þ ¼ IEI2 g; hð Þ
1 if IEI1 g; hð Þ 6¼ IEI2 g; hð Þ

�

where R is the random variable that follows one of the unique cases of two-point
distribution called Bernoulli distribution with the parameter q ¼ IN

IN þ 1.

Proof
The Bernoulli distribution is defined by fn yð Þ ¼ qy 1� qð Þ1�y, ‘y’ = 0, 1, where ‘q’
represents the probability occurrence of the event.

P R ¼ 0½ � ¼ P½IEI1 g; hð Þ ¼ IEI2 g; hð Þ�

¼
XIN
l¼0

P IEI1 g; hð Þ ¼ l½ � � P½IEI2 g; hð Þ ¼ l�

¼ IN þ 1ð Þ 1
INþ 1ð Þ

1
INþ 1ð Þ ¼

1
IN þ 1ð Þ

P R ¼ 1½ � ¼ 1� 1
INþ 1ð Þ ¼

IN
INþ 1ð Þ

(iii) Theorem 2

The sum of all C(g, h) of two ideally encrypted images defines the random variable ‘V’.
It follows a Binomial distribution with the parameter q ¼ IN

IN þ 1ð Þ and it is defined by

V ¼PG�1
g¼0

PH�1
h¼0 C g; hð Þ:

Proof: The ideally encrypted image size is G� H and the value of C (g, h) is either 0
or 1 and by using Theorem 1 the probability of ‘V’ can be defined in the following
equation.

P V ¼ s½ � ¼ GH
s

� �
IN

INþ 1

� �s 1
IN þ 1

� �GH�s

which represents the Binomial distribution.
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The Eqs. (4) and (5) defined the mean and variance of the variable ‘V’

lV ¼ GH � q ¼ GH
IN

INþ 1ð Þ ð4Þ

r2V ¼ GH � q � 1� qð Þ ¼ GH
IN

INþ 1ð Þ2
 !

ð5Þ

NPCR IEI1; IEI2ð Þ ¼ 1
G� H

X
g;h

C g; hð Þ ¼ V
GH

ð6Þ

Hence the probability of NPCR can be defined as

P NPCR IEI1; IEI2ð Þ ¼ s
GH

ih
¼ GH

s

� �
IN

INþ 1

� �s 1
IN þ 1

� �GH�s

ð7Þ

lnpcr ¼
lV
GH

¼ IN
INþ 1

from 4ð Þ ð8Þ

r2npcr ¼
r2V
GHð Þ2 ¼

IN

GH INþ 1ð Þ2 from 5ð Þ ð9Þ

(iv) Critical value for NPCR

The hypothesis H0 for NPCR IEI1; IEI2ð Þ with ‘a’ level significance is lnpcr. Where we
accept H0 when NPCR IEI1; IEI2ð Þ�NPCRa

� where NPCRa
� is the critical value of

NPCR with ‘a’ level significance which is defined by Eq. (10). Critical value of NPCR
for different sizes of DICOM is shown in Table 1 and NPCR value of proposed
methodology is tabulated in Table 3. Further this value is compared with several
existing methodologies in Table 5.

NPCRa
� ¼ lnpcr � u�1 að Þrnpcr

¼ IN�u�1 að Þ
ffiffiffiffiffiffiffiffi
IN
GH

r ! 
= IN þ 1ð Þ ð10Þ

where u�1 is the inverse cumulative density function (CDF) of normal standard dis-
tribution N(0, 1).

(v) 2.5.5 Theorem 3

The random variable defines the absolute difference between IEI1; IEI2 and it follows
discrete distribution. If d ¼ D g; hð Þ ¼ IEI1 g; hð Þ � IEI2 g; hð Þj j which is the pixel value,
difference between two encrypted images IEI1 g; hð Þ and IEI2 g; hð Þ at position g, h.
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P d ¼ k½ � ¼
1

IN þ 1 if k ¼ 0
2 IN þ 1�kð Þ

IN þ 1ð Þ2 if k� 1 and k� IN

(

Proof
When d = 0 from Theorem 1 P [d = 0] = 1/(IN + 1)

When k � 0; INþ 1ð �

P d ¼ k½ � ¼P½ IEI1 g; hð Þ � IEI2 g; hð Þj j�
¼P IEI1 g; hð Þ � IEI2 g; hð Þ ¼ k½ � þP IEI2 g; hð Þ � IEI1 g; hð Þ ¼ k½ �

P IEI1 g; hð Þ � IEI2 g; hð Þ ¼ k½ � ¼
XIN
i¼0

P IEI1 g; hð Þ ¼ i½ � � P IEI2 g; hð Þ ¼ i� k½ �

¼
XIN
i¼0

P IEI1 g; hð Þ ¼ i½ � � P IEI2 g; hð Þ ¼ i� k½ �

¼
XIN
i¼k

P IEI1 g; hð Þ ¼ i½ � � P IEI2 g; hð Þ ¼ i� k½ �

¼ IN � kþ 1ð Þ 1
INþ 1

1
INþ 1

;

Similarly

P IEI2 g; hð Þ � IEI1 g; hð Þ ¼ k½ � ¼ IN � kþ 1ð Þ 1
INþ 1

1
INþ 1

Hence P d ¼ k½ � ¼ 2 INþ 1� kð Þ= INþ 1ð Þ2 which gives the probability and density
function of the random variable d.

ld ¼
XIN
k¼1

2k IN þ 1� kð Þ
IN þ 1ð Þ2

¼ 2= INþ 1ð Þ2
XIN

k¼1
k IN þ 1� kð Þ;

¼ 2= INþ 1ð Þ2 IN þ 1ð Þ
XIN
k¼1

k �
XIN
k¼1

k2
 !

¼ 2

IN þ 1ð Þ2
INþ 1ð Þ IN INþ 1ð Þ

2

� �
� IN INþ 1ð Þ 2INþ 1ð Þ

6

� �� �

¼ 1

IN þ 1ð Þ2 INþ 1Þ IN ðINþ 1ð Þ � IN INþ 1ð Þ 2INþ 1ð Þ
3

� �� �

¼ 1
INþ 1ð Þ IN INþ 1ð Þ � 2INþ 1ð Þ

3

� �� �
¼ IN

IN þ 1ð Þ
3IN þ 3� 2IN � 1

3

� �
¼ IN IN þ 2ð Þ

3IN þ 3ð Þ
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r2d ¼
XIN
k¼1

2k2 INþ 1� kð Þ
INþ 1ð Þ2 � l2d

¼ 2

IN þ 1ð Þ2
XIN
k¼1

k2 INþ 1� kð Þ � l2d ¼
2

IN þ 1ð Þ2 IN þ 1ð Þ
XIN
k¼1

k2
 !

�
XIN
k¼1

k3
 !

� IN IN þ 2ð Þ
3INþ 3ð Þ

� �2

¼ 2

IN þ 1ð Þ2
INþ 1ð ÞIN IN þ 1ð Þ 2IN þ 1ð Þ

6

� �
�

IN2 INþ 1ð Þ2
� 	

4
� IN IN þ 2ð Þ

3IN þ 3ð Þ
� �2

¼ IN 2IN þ 1ð Þ
3

� IN2

2
� IN INþ 2ð Þ

3INþ 3ð Þ
� �2

¼ 2IN2þ IN
3

� IN2

2
� IN IN þ 2ð Þ

3IN þ 3ð Þ
� �2

¼ IN IN þ 2ð Þ
6

� �
�

IN2 IN þ 2ð Þ2
� 	

3INþ 3ð Þ2 ¼
3INþ 3ð Þ2IN INþ 2ð Þ � 6 IN2 INþ 2ð Þ2

� 	
6 3IN þ 3ð Þ2

¼ IN IN þ 2ð Þ 3IN þ 3ð Þ2�6IN INþ 2ð Þ
6 3IN þ 3ð Þ2

 !
¼ IN IN þ 2ð Þ 9 IN þ 1ð Þ2�6IN INþ 2ð Þ

54 IN þ 1ð Þ2
 !

¼ IN IN þ 2ð Þ 3 IN þ 1ð Þ2�2IN INþ 2ð Þ
18 IN þ 1ð Þ2

 !
¼ IN IN þ 2ð Þ ðIN2 þ 2IN þ 3

18 IN þ 1ð Þ2
 !

Let U ¼PG�1
g¼0

PH�1
h¼0

IEI1 g;hð Þ�IEI2 g;hð Þj j
GH which is the mean value of D(g, h).

That is, U ¼PG�1
g¼0

PH�1
h¼0

D g;hð Þ
GH .

(vi) Theorem 4

If U ¼PG�1
g¼0

PH�1
h¼0

IEI1 g;hð Þ�IEI2 g;hð Þj j
GH is the scaled version of UACI between

IEI1 g; hð Þ; IEI2 g; hð Þ with lU ¼ ld ¼ IN IN þ 2ð Þ
3IN þ 3ð Þ ; and r2U ¼ r2d

GH ¼ IN IN þ 2ð Þ IN2 þ 2IN þ 3ð Þ
18 IN þ 1ð Þ2GH ,

then the mean and variance of UACI are

lUACI ¼
lU
IN

¼ INþ 2ð Þ
3INþ 3ð Þ ; r

2
UACI ¼

r2U
IN2 ¼

INþ 2ð Þ IN2 þ 2INþ 3ð Þ
IN 18 INþ 1ð Þ2GH
� 	

(vii) Critical value for UACI

The hypothesis H0 for UACI IEI1; IEI2ð Þ with ‘a’ level significance is lUACI . Where we
Accept the H0 when UACIðIEI1; IEI2Þ 2 ðUACIr��;UACIr�þ Þ where UACIr��;UACIr�þ
are the critical value of UACI with ‘a’ level significance which are defined in Eqs. (11)
and (12).

UACIr�� ¼ lUACI � u�1 a=2ð ÞrUACI ð11Þ

UACIr�þ ¼ lUACI þu�1ða=2ÞrUACI ð12Þ
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The critical value of UACI for different size of Dicom image is shown in Table 2,
the UACI values is tabulated in Table 4 based on proposed one. Further, this value is
compared with several existing methodologies in Table 6 and also shown in Fig. 4.

3 Results and Discussions

The 16 bit MRI images with size 256 � 256 and 512 � 512 is proposed and imple-
mented. The tested images and its equivalent encrypted images are shown in Figs. 2a–e
and 3a–e respectively.

            (a)                (b)                          (c)                         (d)                  (e)                        

Fig. 2. Test images: (a) MR_Image1 (b) MR_Image2 (c) MR_Image3 (d) MR_Image4
(e) OT_Image5

(a)    (b)                 (c)                     (d)                      (e)         

Fig. 3. Encrypted images: (a) MR_Image1 (b) MR_Image2 (c) MR_Image3 (d) MR_Image4
(e) OT_Image5

Table 1. Numerical results of DICOM image for NPCR randomness test

M � N lnpcr rnpcr NPCR0:05
� NPCR0:01

� NPCR0:001
�

64 � 64 99.9985 0.00610 99.9884 99.9843 99.9796
128 � 128 99.9985 0.00305 99.9935 99.9913 99.9890
256 � 256 99.9985 0.00153 99.9960 99.9949 99.9938
512 � 512 99.9985 0.00076 99.9972 99.9967 99.9961
1024 � 1024 99.9985 0.00038 99.9978 99.9976 99.9972
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Table 2. Numerical results of DICOM image for UACI randomness test

M � N lUACI rUACI UACI0:05�� UACI0:01�� UACI0:001�� UACI0:05�þ UACI0:01�þ UACI0:001�þ
64 � 64 33.3338 0.3682 32.6119 32.3851 32.1218 34.0557 34.2826 34.5459
128 � 128 33.3338 0.1841 32.9729 32.8594 32.7278 33.6948 33.8082 33.9399

256 � 256 33.3338 0.0921 33.1534 33.0967 33.0308 33.5143 33.5710 33.6369
512 � 512 33.3338 0.0460 33.2436 33.2153 33.1823 33.4241 33.4524 33.4853
1024 � 1024 33.3338 0.0230 33.2887 33.2745 33.2581 33.3790 33.3931 33.4096

Table 3. NPCR for proposed DICOM image encryption

DICOM
IMAGE

256 � 256 NPCR0:05
� ¼ 99:9960 NPCR0:01

� ¼ 99:9949 NPCR0:001
� ¼ 99:9938

512 � 512 NPCR0:05
� ¼ 99:9972 NPCR0:01

� ¼ 99:9967 NPCR0:001
� ¼ 99:9961

Image Result 0.05 level 0.01 level 0.001 level

Image1
256 � 256

99.9991 Pass Pass Pass

Image2
256 � 256

99.9989 Pass Pass Pass

Image3
256 � 256

99.9998 Pass Pass Pass

Image4
512 � 512

99.9987 Pass Pass Pass

Image5
512 � 512

99.9986 Pass Pass Pass

Table 4. UACI for proposed DICOM image encryption

DICOM
IMAGE

256 � 256 UACI0:05�� ¼ 33:1534
UACI0:05�þ ¼ 33:5143

UACI0:01�� ¼ 33:0967
UACI0:01�þ ¼ 33:5710

UACI0:001�� ¼ 33:0308
UACI0:001�þ ¼ 33:6369

512 � 512 UACI0:05�� ¼ 33:2436
UACI0:05�þ ¼ 33:4241

UACI0:01�� ¼ 33:2153
UACI0:01�þ ¼ 33:4524

UACI0:001�� ¼ 33:1823
UACI0:001�þ ¼ 33:4853

Image Result 0.05 level 0.01 level 0.001 level

Image1
256 � 256

33.3510 Pass Pass Pass

Image2
256 � 256

33.2839 Pass Pass Pass

Image3
256 � 256

33.2120 Pass Pass Pass

Image4
512 � 512

33.3365 Pass Pass Pass

Image5
512 � 512

33.2438 Pass Pass Pass

An Image Mathcrypt - A Flawless Security via Flawed Image 27



Table 5. NPCR randomness test for DICOM image encryption

512 � 512 DICOM
IMAGE

NPCR0:05
� ¼ 99:9972 NPCR0:01

� ¼ 99:9967 NPCR0:001
� ¼ 99:9961

Methods Result 0.05 level 0.01 level 0.001 level

Sathiskumar [28] 98.4309 Fail Fail Fail
Mahmood [29] 99.6501 Fail Fail Fail
Fu [30] 99.6391 Fail Fail Fail
Lima [31] 99.6082 Fail Fail Fail
Padmapriya [23] 99.88 Fail Fail Fail
Weijiacao [33] 99.6011 Fail Fail Fail
Dhivya [34] 99.997 Pass Pass Pass
Parvees [32] 99.9992 Pass Pass Pass
Proposed method 99.9987 Pass Pass Pass

Table 6. UACI randomness test for DICOM image encryption

512 � 512 DICOM IMAGE UACI0:05�� ¼ 33:2436
UACI0:05�þ ¼ 33:4241

UACI0:01�� ¼ 33:2153
UACI0:01�þ ¼ 33:4524

UACI0:001�� ¼ 33:1823
UACI0:001�þ ¼ 33:4853

Methods Result 0.05 level 0.01 level 0.001 level

Sathiskumar [28] −0.0083 Fail Fail Fail
Fu [30] 33.5141 Fail Fail Fail

Lima [31] 33.4682 Fail Fail Pass
Parvees [32] 50.0857 Fail Fail Fail

Padmapriya [23] 33.49 Fail Fail Fail
Weijiacao [33] 33.4811 Fail Fail Pass
Dhivya [34] 33.3731 Pass Pass Pass

Proposed method 33.2901 Pass Pass Pass

(a)
(b) (c)

Fig. 4. Comparison of UACI DICOM image Encryption: (a) UACI0:05�� ¼ 33:2436 and
UACI0:05�þ ¼ 33:4241 (b) UACI0:01�� ¼ 33:2153 and UACI0:01�þ ¼ 33:4524 (c) UACI0:001�� ¼
; 33:1823 and UACI0:001�þ ¼ 33:4853
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This proposed method is implemented using JDK 1.8 in windows 7. For all tested
images the NPCR and UACI values are calculated. The NPCRr

� value of DICOM size
256 � 256 and 512 � 512 for r ¼ 0:05 are 99.9960, 99.9972 respectively and for
r ¼ 0:01, 0.001 the values are 99.9949, 99.9967, 99.9938, 99.9961 respectively. For
the proposed method, all five tested images NPCR values are higher than this estimated
value. Hence the proposed method passes the NPCR randomness test in Table 3.

The UACIr�� value of the DICOM with size 256 � 256 and 512 � 512 for r ¼
0:05 are 33.1534, 33.2436 respectively and for r ¼ 0:01, r ¼ 0:001 the values are
33.0967, 33.2153, 33.0308, 33.1823, respectively. All five tested images UACI values
are higher than this estimated value. The estimated UACIr�þ value of the DICOM with
size 256 � 256 and 512 � 512 for r ¼ 0:05 are 33.5143, 33.4241 respectively and for
r ¼ 0:01, r ¼ 0:001 the values are 33.5710, 33.4524, 33.6369, 33.4853, respectively.
All five tested images UACI values are lower than this estimated value. Most of the
existing method fails the NPCR and UACI randomness test.

4 Conclusion

The key contribution of this paper is to improve the DICOM security. This article
concentrates on security challenges in patient’s clinical information in the field of the
digital medical system. A novel approach is confronted with efficient encryption
algorithms to ensure the security and confidentiality of patients’ clinical data. The
proposed method deals with the NPCR and UACI randomness assessments for DICOM
encryption. The hypothesis assessments with a level significance are made for NPCR
and UACI. With these two hypothesis assessments, it is easy to just Agree or Decline
the null hypothesis that test cipher text images are random-like. Therefore, such
assessments offer qualitative outcomes rather than quantitative outcomes for DICOM
image security. After analysing the findings of various researches in this field, it shows
that many of the examined methods are challenging or at least not mathematically
random-like. Based on the result obtained from the proposed algorithm it shows that it
is statistically random –like. Hence the suggested DICOM cryptosystem acquires an
appealing quantity of safety for real-time medical image security programs.
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Abstract. Recently, criminals frequently utilize logical attacks to Automated
Teller Machines (ATMs) and financial institutes’ networks to steal cash.
An ATM security measure called “Control Command Verification” has been
proposed to cope with the issues. The measure utilizes peripheral devices to
prevent logical attacks “unauthorized cash withdrawals” for smart card trans-
actions. When this measure is applied to magnetic stripe card transactions, there
are a variety of implementable systems because of less implementation con-
straints resulted from the existing security standards for magnetic stripe card
transactions. Properly implementable systems should be selected from these
systems in terms of three viewpoints: preventing a wide range of logical attacks
in a transaction, harmonizing with existing ATM operations, and minimizing the
number of peripheral devices to be modified. This paper proposes a systematic
implementation design method of the measure to satisfy those three viewpoints.
Three proper systems out of the 135 implementable systems can be selected by
applying the design method to magnetic stripe card transactions.

Keywords: ATM � Cryptography � Device � Malware � Network � Security

1 Introduction

Recently, criminals frequently carry out logical attacks to Automated Teller Machines
(ATMs) and financial institutes’ networks to steal cash in more than 30 countries, and
these attacks resulted in serious social issues. In general, an ATM consists of a PC and
peripheral devices, such as a card reader and a dispenser. The PC and a peripheral
device are connected with a USB/RS-232C cable, and the PC and the host computer are
connected via the financial institute’s Wide Area Network (WAN). Major attack sur-
faces of those logical attacks are the financial institute’s WAN [1], the PC [2–5], and
the USB/RS-232C cables [1, 6–8]. Eventually, unauthorized cash dispensing com-
mands are sent to the dispenser to withdraw cash from the ATM.
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The existing security measures [1, 8–12] try to protect the WAN, the PC, and the
USB/RS-232C cables, and especially secure integrity of executable files in the PC.
However, there is an issue that those measures could be bypassed or disabled by
criminals since frequent physical/logical accesses inside ATMs are required in existing
ATM operations. For example, periodical cash replenishment and collection for cash
services once a few days to a week, and quarterly periodical software/content updating
for better services. ATM management costs could increase if integrity of the executable
files is assured by tight ATM operational managements to cope with that issue. Fur-
thermore, it is difficult to secure the integrity by limited human resources 24 h 7 days
when a financial institute operates more than ten thousand ATMs. To solve the issue,
an ATM security measure [13] was proposed, in which controlled peripheral devices
themselves verify commands sent from the PC before executing the commands to
access property. The proposed measure is called “Control Command Verification” in
this paper, and the primary model is depicted in Fig. 1. The information acquiring
device extracts verification information to verify a command from input data, and
securely sends the information to the verified command executing device. The com-
mand verification module verifies a command sent from the control unit with the
received information, and the command execution module accesses the property
according to the verified command. The primary model was applied to smart card
transactions to prevent unauthorized cash withdrawal, and a prototype system of the
primary model was developed with an existing ATM system to confirm the operational
feasibility [13].

The Control Command Verification should be also applied to widespread magnetic
stripe card transactions since there are many logical attacks targeting those transactions.
When the Control Command Verification is applied to magnetic stripe card transac-
tions, there are a variety of implementable systems because all transaction sub-
processes in a cash withdrawal transaction must be protected due to poor existing
security mechanisms. In smart card transactions, the Control Command Verification is
applied to prevent only unauthorized cash dispensing commands sent from the PC
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Fig. 1. Primary model of Control Command Verification
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since the card number and transaction messages transferred between an ATM and the
host computer, are protected in accordance with EMV®1 specifications [14]. In mag-
netic stripe card transactions, properly implementable systems of the Control Com-
mand Verification should be selected from the variety of the implementable systems in
terms of three viewpoints: preventing a wide range of logical attacks in a transaction,
harmonizing with existing ATM operations, and minimizing the number of peripheral
devices to be modified. In general, ATMs are composed of a set of peripheral devices,
which are supplied as one of multiple models by multiple device vendors, in confor-
mity to the required specifications of the financial institute and the country regulations.
Thus, many devices equipped with greatly modified functions for the control command
verification result in increased costs and delayed delivery times. Minimization of the
number of peripheral devices to be modified is required, and device/system design to
implement the Control Command Verification should be standardized to meet a lot of
financial institutes’ requirements. This paper proposes a systematic implementation
design method of the control command verification to satisfy the three viewpoints
described above. By applying the design method to magnetic stripe card transactions,
three proper systems out of the 135 implementable systems can be selected.

The remainder of this paper is organized as follows. Section 2 addresses existing
ATM systems, the issue of existing measures, and the conditions to implement the
Control Command Verification. Section 3 presents the design method to implement the
Control Command Verification. Section 4 describes implementation for magnetic
stripe card transactions. Section 5 concludes this paper.

2 Control Command Verification

2.1 An ATM System and Magnetic Stripe Card Transaction

Figure 2 outlines an example of an ATM system and data flow of an existing cash
withdrawal transaction with a magnetic stripe card. An ATM consists of a PC and
peripheral devices. The PC logically consists of three layers: multi-vendor application, a
standardized ATM platform [9] to control the peripheral devices, and an Operating
System (OS). It is noted that the ATM platform and the OS are not shown in the figure.
The ATM platform is vulnerable to unauthorized APIs accesses due to unencrypted APIs
and its openness to the public. Encrypting PIN Pad (EPP) is a peripheral device used by an
ATM user to enter Personal Identification Number (PIN). The EPP outputs an encrypted
PIN [15] and the PIN is transferred to aHardware SecurityModule (HSM) connectedwith
the host computer. Then the HSM extracts a PIN from the encrypted PIN to verify the PIN
for the user’s authenticity. The HSM and EPPs must be a tamper-proof secure crypto-
graphic device meeting the PCI PIN requirements [16–18]. It is supposed that the multi-
vendor application includes “transaction application” (hereinafter called “transaction
AP”) processing transaction messages and “cash dispensing application” (hereinafter
called “cash dispensing AP”) controlling the dispenser.

1 EMV is a registered trademark in the U.S. and other countries and an unregistered trademark
elsewhere. The EMV trademark is owned by EMVCo, LLC.
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A transaction consists of three sub-processes: (1) generating a transaction request
message, (2) communicating with the host computer, and (3) executing cash dis-
pensing. An example of the three sub-processes is described as follows:

(1) Generating a transaction request message
The transaction AP receives an S1-1 Primary Account Number (PAN) stored on a
magnetic stripe card from the card reader, an S1-2 encrypted PIN from the EPP,
and an S1-3 withdrawal amount from the touch screen. And then, the AP gen-
erates a transaction request message (hereinafter called “request message”) from
the PAN and the withdrawal amount.

(2) Communicating with the host computer
The transaction AP sends the S2-1 encrypted PIN and the S2-2 request message to
the host computer. When the host computer receives them, the hardware security
module verifies the encrypted PIN. And then, the host computer decides whether
authorizes the transaction or not by confirming the user’s account balance. The
host computer sends an S2-3 “transaction response message” (hereinafter called
“response message”), including the host authorization flag which indicates the
host computer’s decision, back to the transaction AP.

(3) Executing cash dispensing
The transaction AP provides the cash dispensing AP with an S3-1 cash dispensing
request in accordance with the host authorization flag. The cash dispensing AP
sends an S3-2 cash dispensing command to the dispenser. The dispenser dispenses
cash according to the command.
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Fig. 2. Data flow example of existing magnetic stripe card transaction.
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Table 1. Logical attacks to steal cash from ATMs

No. Sub-process Attack
objective

Attack
method

Targeted property Outline of logical attack

A1 Generating
request message

Manipulation of
request
message for
fraudulent
withdrawal

Malicious
device

S1-1 PAN, S1-3
withdrawal amount

– A malicious device on a
USB/RS-232C cable
manipulates a PAN for a
reverse brute force attack to
fraudulently withdraw cash
from other users' accounts

– A malicious device
manipulates a withdrawal
amount for cash robbery
from a confused ATM user

A2 Malware Request message in
Transaction AP

– Malware manipulates a
PAN for a reverse brute
force attack to fraudulently
withdraw cash from other
users' accounts

– Malware manipulates a
withdrawal amount for cash
robbery from a confused
ATM user

B1 Communicating
with the host
computer

Unauthorized
cash
withdrawal

Man-in-
the-
Middle

S2-2 request
message, S2-3
reply message

– Same as A2
– Fake host responses are
generated to withdraw cash
without debiting the
fraudsters' accounts

C1 Executing cash
dispensing

Unauthorized
cash
withdrawal

Malware S3-1 cash
dispensing request,
S3-2 cash
dispensing
command in PC

Malware forces the ATM to
cash out

C2 Malicious
device

S3-2 cash
dispensing
command on
USB/RS-232C

An external computer
connected to the dispenser
forces it to cash out

D1 Making a false
trouble for
fraudulent cash
dispensing

Malware Transferring time
of S3-2 cash
dispensing
command in PC

Either cash dispensing
request or cash dispensing
command is temporarily held
by malware to make a false
trouble, and then is sent again
by operating the malware to
steal cash after a user leaves
the ATM

D2 Malicious
device

Transferring time
of S3-2 cash
dispensing
command on
USB/RS-232C

A cash dispensing command
is temporarily held by a
malicious device on the
USB/RS-232C cable to make
a false trouble, and then sent
to the dispenser again by
operating the malicious
device to steal cash after a
user leaves the ATM
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2.2 Issues of Existing Security Measures

The standard security measures in Fig. 2 are described below. The EPP and the HSM
are protected with a tamper-proof mechanism and a PIN is protected cryptographically.
The dispenser is supposed to be secure against unauthorized physical manipulation
because it is physically protected with a safe. Except for those devices and the data
flow, the PC, the peripheral devices, the USB/RS-232C cables in an ATM, and the
WAN between ATMs and the host computer could be targets of the logical attacks to
steal cash from ATMs in each sub-process of a transaction, which are described in
Table 1. It is noted that logical attacks to peripheral devices are omitted since pro-
tection of peripheral devices is included in the Control Command Verification.

The existing measures [1, 8–12] try to protect executable files in the PC against A2,
C1, and D1. Furthermore, those measures try to cryptographically protect the WAN
from B1, and the USB/RS-232C cables from A1 and C2. However, cryptographic
communication does not work to prevent D2 since it is a kind of a replay attack that a
command is temporarily held by a malicious device to make a false trouble in order for
the ATM user to leave the ATM for stealing cash. A malicious person steals cash
dispensed from the ATM with operating the malicious device. It is noted that cryp-
tographic protection of the communication also depends on the PC’s security because
the cryptographic keys are stored in the PC. There are issues of increasing management
costs if integrity of the executable files is assured by tight ATM operational man-
agements as explained in Sect. 1.

2.3 Conditions to Implement Control Command Verification

When the Control Command Verification is applied to magnetic stripe card transac-
tions, there are a variety of implementable systems explained in Sect. 1. Properly
implementable systems should be selected among the variety of the systems from
following three viewpoints.

(1) Preventing a wide range of logical attacks in a transaction
Various logical attacks targeting property in each transaction sub-process shown
in Table 1 should seamlessly be prevented in a whole transaction.

(2) Harmonizing with existing ATM operations
Implemented systems should be harmonized with existing ATM operations to
minimize an impact on the operations. In particular, cryptographic key setting
implementation for cryptographic communication in an ATM system should be
minimized because such key settings could be an attack target [19] and tightly
controlled key settings are required. Such key settings should be minimized from
viewpoints of working efficiency since maintenance staffs may exchange a trou-
bled part in an ATM with a service part for trouble shooting, which requires
cryptographic key settings in some cases.

(3) Minimizing the number of peripheral devices to be modified
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The number of peripheral devices to be modified in order to be equipped with
functions of application and other peripheral devices should be minimized so that
the Control Command Verification can easily be applied to various systems. For
example, if the input data in Fig. 1 is a request/reply message, the information
acquiring device must parse the messages and it is an application function. As
explained above, many peripheral devices having application functions and
specifications of other peripheral devices could result in complicated device
modification and could affect costs and delivery times. Thus, the number of
peripheral devices to be modified should be minimized.

Table 2. Comparison of implementation models for magnetic stripe card transactions

No. Features Model 1 Model 2 Model 3 Model 4

1 Cryptographic communication between peripheral devices One Two One Zero
2 Authenticity of command from a viewpoint of command transfer time Verifiable Not verifiable Not verifiable Verifiable
3 Authenticity of command except a viewpoint of command transfer time Verifiable Verifiable Verifiable Verifiable
4 Peripheral device modification to support many vendors’ peripheral devices Good Poor Poor Good
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3 Design Method to Implement Control Command
Verification

3.1 Implementation Models

To design properly implementable systems of the Control Command Verification, the
features of implementation models derived from the primary model shown in Fig. 1
should be clarified. The implementation models are depicted in Fig. 3. Each device
consists of tamper-proof hardware and an existing control mechanism including
firmware. Authenticity of the firmware is supposed to be assured by digital signatures
stored in the tamper-proof hardware although the signatures are not shown in the figure.
Cryptographic functions implemented in the devices are also not shown in the figure.
“Verification information extracting module” receives input data through the firmware
in the device. It is supposed that data flowed in the devices are protected with the
firmware or a physical measure such as a safe. Figure 3(a) shows the model 1 that each
device corresponds to the device of the primary model. Figure 3(b) shows the model 2
that the verified command executing device in Fig. 3(a) is split into two devices: a
command verifying device and a command executing device. Figure 3(c) shows the
model 3 that the information acquiring device and the command verifying device in
Fig. 3(b) are integrated into one device, namely an integrated command verifying
device. Figure 3(d) depicts the model 4 that all devices in Fig. 3(b) are integrated into
one device.

Table 2 summarizes the features of each implementation model in Fig. 3 for
magnetic stripe card transactions. In conclusion, the model 1 and the model 4 are
recommended since they have preferable features. The preferable point of each feature
in Table 2 is explained as follows. In terms of No.1 feature, a smaller number is better
from a viewpoint of minimizing cryptographic communication as explained in the
condition (2) of Sect. 2.3. Accordingly, the model 2 is not preferable. Although the
model 4 is the most preferable, the model can be adopted only when a command can be
verified with input data of one device. Thus the model 1 and the model 3 should be also
acceptable. In terms of No. 2 feature, “verifiable” is preferable. The model 2 and the
model 3 are not verifiable since it is difficult to verify command transfer time to detect a
command being temporarily held. The command executing device is not equipped with
a function to verify transfer time of the received command in these models. In terms of
No. 3 feature, “verifiable” is preferable, and all the models can verify a command
except a viewpoint of command transfer time. In terms of No. 4 feature, “good” is
preferable. The model 2 and the model 3 are also not preferable because the command
verification module and the command execution module are not in one device. The
command verification module in the (integrated) command verifying device must
support command specifications of the command executing device in order to parse the
command for verifying it. In this way, the model 2 and the model 3 do not meet the
condition (3) of Sect. 2.3.
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3.2 Outline of Implementation Design Method

The implementation design method is introduced to systematically design properly
implementable systems of the primary model to meet the three conditions described in
Sect. 2.3. The method consists of three implementation steps and guidance.

Step 1: Enumerate property and logical attacks targeting the property in all
transaction sub-processes

Guidance 1. Each logical attack targets property of a different transaction sub-process
in a whole transaction to steal cash. To prevent such logical attacks, ensuring con-
sistency in each transaction sub-process is required throughout a whole transaction.
Since targeted property is different for each transaction sub-process to ensure the
consistency, each property and logical attacks targeting the property should be enu-
merated for all transaction sub-processes.

Step 2: Identify information to verify a command accessing the property,
identify the source of the information, and decide a device to securely
acquire the information

Guidance 2. Information to verify a command accessing the property should be
acquired in a secure form and in a device as close as possible to the information source
in order to ensure the authenticity of the information.

Step 3: Decide devices to verify a command accessing the property and devices
to execute the verified command in light of recommended implemen-
tation models of the Control Command Verification

Guidance 3-1. Select proper devices to verify a command to prevent target logical
attacks. Data and parameters included in a command are also targets of authenticity
verification. The proper device should be selected carefully if the authenticity is ver-
ified from the viewpoint of command transfer time since the only two implementation
models can verify the authenticity.

Guidance 3-2. Select implementation models to harmonize with existing system
operations. One of points of harmonization is to minimize cryptographic communi-
cations in an implemented system so as to mitigate tight and complicated cryptographic
key setting in system operations.

Guidance 3-3. Minimize the number of peripheral devices with application functions
and the functions of other devices so that many vendors can be easier to supply
peripheral devices.

Guidance 3-4. Select proper devices which can seamlessly verify a command
accessing property in each transaction sub-process. ‘Seamlessly’ means that a device
verifying a command in a transaction sub-process becomes a device providing infor-
mation to verify a command in the following transaction sub-process. As a result, those
selected devices provide a chain of consistency among transaction sub-processes to
protect property in a whole transaction process.
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4 Implementation

4.1 Implementation for Magnetic Stripe Card Transaction

In this section, a design process is explained to implement the Control Command
Verification to a magnetic stripe card transaction in accordance with the implementa-
tion design method.

Step 1: Enumerate property and logical attacks targeting the property in all
transaction sub-processes

The property and logical attacks targeting the property are enumerated in Table 3 for
each transaction sub-process. Protecting a PAN is required for a magnetic stripe card
trans- action although is not required for a smart card transaction. An altered PAN in a
request message can be detected in a smart card transaction according to the EMV
specifications [14].

Step 2: Identify information to verify a command accessing the property,
identify the source of the information, and decide a device to securely
acquire the information

Information to verify a command and information acquiring devices are summa-
rized in Table 4. Since ATMs work in accordance with inputs from peripheral devices
and communication with the host computer, the information to verify a command

Table 3. Logical attacks and targeted property

No Sub-process Logical attack Targeted property

1 Generating request
message

A1 Malicious
device

S1-1 PAN, S1-3 withdrawal amount

A2 Malware Request message in transaction AP
2 Communicating with

the host computer
B1 Man-in-
the-Middle

S2-2 Request message, S2-3 Reply message

3 Executing cash
dispensing

C1 Malware S3-1 Cash dispensing request, S3-2 cash
dispensing command in PC

C2 Malicious
device

S3-2 Cash dispensing command on USB/RS-232C

D1 Malware Transferring time of S3-1 cash dispensing request,
Transferring time of S3-2 cash dispensing
command in PC

D2 Malicious
device

Transferring time of S3-2 cash dispensing
command on USB/RS-232C
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should be acquired in the peripheral devices and a counterpart device of the host
computer communication. A withdrawal amount should be input not in the touch
screen but in the EPP supporting cryptographic functions according to the guidance 2.
A verified request message and a verified reply message need to be acquired in a secure
device to make a certain link between cash dispensing and debiting the user’s account.
However, there are no existing devices of an ATM to securely communicate with the
host computer in magnetic stripe card transactions. Therefore, either the card reader, the
EPP, or the dispenser should be selected to implement the functions securely acquiring
the messages in order to be consistent with the step 3. To prevent unauthorized cash
withdrawal with a cash dispensing command, an authorized amount is required, which
is derived from the withdrawal amount in the request message and the host autho-
rization flag in the reply message. The authorized amount is compared with dispensing

Table 4. Information to verify command and information acquiring device

No Sub-process Targeted property Verification Information Information
acquiring
device

1 Generating
request message

S1-1 PAN, S1-2
withdrawal amount

S1-1 PAN, S1-2 withdrawal
amount

Card reader,
EPP

Request message in
transaction AP

S1-1 PAN, S1-2 withdrawal
amount

Card reader,
EPP

2 Communicating
with the host
computer

S2-2 request message MAC1 for S2-2 Either card
reader, EPP,
or dispenser

S2-3 reply message MAC2 for S2-3 Host
computer

3 Executing cash
dispensing

S3-1 Cash dispensing
request,
S3-2 Cash dispensing
command in PC

Authorized amount
(withdrawal amount in S2-2,
host authorization flag in S2-3)

Either card
reader, EPP,
or dispenser

S3-2 Cash dispensing
command in PC

Same as above Same as
above

Transferring time of
S3-2 Cash dispensing
command in PC

Reply message receiving time
(reference time)

Either card
reader, EPP,
or dispenser

Transferring time of
S3-2 Cash dispensing
command on
USB/RS-232C

Same as above Same as
above
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amount in the command. To prevent a replay attack to a cash dispensing command, a
reference time to measure command transferring time is required to detect whether the
command is temporarily held or not. The reference time should be the time when either
the card reader, the EPP, or the dispenser receives the reply message.

Step 3: Decide devices to verify a command accessing the property and devices
to execute the verified command in light of recommended implemen-
tation models of the Control Command Verification

According to the guidance 3-1, 3-2 and 3-3, the model 1 and the model 4 should be
selected as preferable models referring to Table 2. Since a peripheral device commu-
nicating with the host computer must parse a request/reply message to verify them,
which is an application function, only one device should have such functions to
conform to the guidance 3-3. When the card reader is selected, the whole transaction
process is depicted in Fig. 4. The following functions are implemented in each sub-
process pursuant to the guidance 3-4.

Plain data flow Cryptographically protected data flow Internal data flow
Command/data verifying function Verification information providing function

Card readerEncrypting PIN pad Host computerDispenser PC

Read
PANInput
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Fig. 4. Data flow ensuring consistency among transaction sub-processes
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(a) Sub-process generating a transaction request message
The card reader verifies the request message with a PAN internally transferred in
the card reader and a withdrawal amount securely transferred from the EPP
(Fig. 5). It is a combination of the model 1 and the model 4 (Fig. 4). The card
reader generates a MAC (hereinafter called “MAC1”) for the verified request
message through the underlined verified request message so that the host computer
can seamlessly verify the request message in accordance with the guidance 3-4.

(b) Sub-process communicating with the host computer
The host computer verifies the request message with the MAC1, which is cate-
gorized to the model 1. The card reader verifies the reply message with a MAC
(hereinafter called “MAC2”) for the reply message received from the host com-
puter, which is also categorized to the model 1.

(c) Sub-process executing cash dispensing
The card reader generates an authorized amount from the underlined withdrawal
amount in the request message and the underlined host authorization flag in the
reply message so that the dispenser can seamlessly verify the cash dispensing
command sent from the PC with the authorized amount. The card reader also
generates a reference time from the underlined message receiving time so that the
dispenser can seamlessly verify the command transfer time. These two kinds of
verification with the authorized amount and the reference time are categorized to
the model 1. The applied implementation models for each transaction sub-process
are summarized in Table 5. Each gray level in Table 5 shows applied imple-
mentation models when either peripheral device is selected as the counterpart of
the host computer communication. There are three proper systems according to
the number of devices selected as the counterpart.

* Explanatory notes on the boxes and arrows are same as Fig. 3.
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4.2 Detailed Data Flows of the Proper Systems

The data flows of the implementation examples are shown in Fig. 6 for each peripheral
device selected as the counterpart of the host computer communication. There is no
physical communication cable between existing peripheral devices. An encrypted
communication between the peripheral devices is implemented by utilizing existing
USB/RS-232C cables between peripheral devices and the PC. “Data Transfer Library”
(hereinafter called “DTL”) is newly introduced in the PC to simply provide a com-
munication path between the peripheral devices. DTL is supposed to be installed in a
layer below the standardized APIs. Figure 6(a) illustrates the data flow of the imple-
mentation example that the card reader is the counterpart device communicating with
the host computer. The system related with a PIN is omitted in this section. A pro-
grammable tamper-proof secure element providing the cryptographic functions is
installed in the proposing card reader, the proposing EPP and the proposing dispenser
while a HSM is implemented in the proposing host computer. The cryptographic key

Table 5. Summary of applied implementation models

(a) Sub-process generating a transaction request message 
Property S1-1 PAN, S1-2 withdrawal amount, Request message in transaction AP
Logical Attack A1 Malicious device, A2 Malware
Verification information PAN Withdrawal amount
Information acquiring device Card reader EPP

Verifying device
Card reader Model 4 Model 1
EPP Model 1 Model 4
Dispenser Model 1 Model 1

(b) Sub-process communicating with the host computer 
Property S2-2 Request message
Logical Attack B1 Man-in-the-Middle
Verification information MAC1
Information acquiring device Card reader EPP Dispenser
Verifying device Host computer Model 1 Model 1 Model 1
Property S2-3 Reply message
Logical Attack B1 Man-in-the-Middle
Verification information MAC2
Information acquiring device Host computer

Verifying device
Card reader Model 1
EPP Model 1
Dispenser Model 1

(c) Sub-process executing cash dispensing
Property S3-1 Cash dispensing request, S3-2 Cash dispensing command
Logical Attack C1 Malware, C2 Malicious device
Verification information Authorized amount
Information acquiring device Card reader EPP Dispenser
Verifying device Dispenser Model 1 Model 1 Model 1
Property Transferring time of S3-2 cash dispensing command
Logical Attack D1 Malware, D2 Malicious device
Verification information Reference time
Information acquiring device Card reader EPP Dispenser
Verifying device Dispenser Model 1 Model 1 Model 4
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management and a session creation for each encrypted communication are supposed to
conform to either the PCI requirements [16–18, 20] or the EMV specifications [14] to
meet confidentiality, integrity, and authenticity. A session of each encrypted commu-
nication is supposed to be preliminarily created. The detailed process flows of Fig. 6(a)
are described as follows.

(a) Case of card reader communicating with the host computer

* Explanatory notes on the boxes 
and arrows are same as Fig. 2.
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(1) Generating a transaction request message
The card reader sends an S1-1 PAN to the transaction AP, and stores it in the
secure element. The EPP sends an S1-3 withdrawal amount to the transaction AP,
and stores the amount in it. The transaction AP sends an S1-4 request message to
the card reader through DTL so as to make it to generate a MAC1 for the message.
When the DTL receives the message, the DTL requests the EPP to send the S1-5
withdrawal amount in an encrypted form and forwards it to the card reader. The
card reader verifies the message with the PAN stored in the secure element and the
S1-5 withdrawal amount. The card reader generates an S1-6 MAC1 for the ver-
ified message and sends it to the transaction AP. The card reader also stores the
withdrawal amount in the secure element.

(2) Communicating with the host computer
The transaction AP sends the S2-2 request message and the MAC1 to the host
computer, and then the host computer verifies the message. The host computer
generates an S2-3 reply message including a host authorization flag and a MAC2,
and sends them back to card reader through the transaction AP. When the card
reader receives them, it stores the message receiving time as the reference time.
The card reader verifies the message with the MAC2, and returns the S2-4
authorization flag to the transaction AP. The card reader also generates an
authorized amount with the flag and the withdrawal amount stored in the secure
element.

(3) Executing cash dispensing
The transaction AP provides the cash dispensing AP with an S3-1 cash dispensing
request, and the cash dispensing AP sends an S3-2 cash dispensing command to
the dispenser through the DTL. The DTL requests the card reader to send the S3-3
authorized amount and the reference time in an encrypted form, and then forwards
them to the dispenser. The dispenser receives the command and the S3-3 data, and
calculates the command transfer time with the reference time. And then the dis-
penser verifies the command with the authorized amount to confirm whether the
dispensing amount in the command is identical to the authorized amount. The
dispenser also verifies the command transfer time to confirm whether the transfer
time exceeds a predetermined threshold. If they are successfully verified, the
dispenser dispenses cash.

Figure 6(b) shows data flows of the implementation example that the EPP is the
counterpart device communicating with the host computer. The functions of the EPP
and the card reader are inversely positioned in Fig. 6(a) and (b). Figure 6(c) depicts the
implementation example that the dispenser is the counterpart device communicating
with the host computer. The detailed data flows of those examples are omitted.
Deciding the most recommended implementation in Fig. 6 depends on the develop-
ment costs and harmonization with the detailed specifications of the existing system
and the operations. However, it is out of scope in this paper.
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4.3 Evaluation of the Design Method

The number of all implementable systems of the Control Command Verification is
estimated to evaluate the effect of the design method. The model 2 of Fig. 3(b) is
utilized to estimate that number since the model consists of the three elementary
devices. There are two steps to estimate the number. The first step is to estimate the
number of peripheral device combinations in each transaction sub-process with three
devices: the card reader, the EPP, and the dispenser. In the sub-process generating a
transaction request message, information acquiring devices are the card reader out-
putting a PAN and the EPP outputting a withdrawal amount. Since those devices are
fixed, there is one device combination. On the other hand, the command verifying
devices can be selected from the three devices. A verifying device for PAN and a
verifying device for a withdrawal amount can be independently selected from the three
devices. Since the request message is sequentially verified by a verifying device for
PAN and by a verifying device for a withdrawal amount, there are 9 (= 3 � 3) veri-
fying device combinations. Order of the verifying devices can be transposed except that
the both verifying devices are identical. Thus, there are additional 6 (= 3 � 3–3)
combinations and total 15 combinations. The command executing device, namely, a
device generating MAC1 for the request message can be selected independently among
the three devices. Therefore, the number of the total device combinations is 45
(= 1 � 15 � 3).

In the sub-process communicating with the host computer, a device communicating
with the host computer should coincide with the device generating MACs since a
cryptographic session for MACs must be established between the device and the host
computer, and there is only one device combination. In the sub-process executing cash
dispensing, the information acquiring device should also coincide with the commu-
nicating device. The command verifying device can be selected from the three devices.
The command executing device must be the dispenser. In this way, the number of the
device combinations is 3 (= 1 � 3 � 1). The second step is to multiply the estimated
numbers of the peripheral device combinations in each sub-process. That is 135
(= 45 � 1 � 3). By designing the systems pursuant to the proposed design method,
three proper systems out of the 135 implementable systems can be selected as described
in the previous section.

5 Conclusion

In this paper, we proposed an implementation design method of the Control Command
Verification, which is a verification method of control commands by controlled devices
themselves. When the Control Command Verification is applied to magnetic stripe card
transactions, there are a variety of implementable systems because the Control Com-
mand Verification must protect all transaction sub-processes in a cash withdrawal
transaction due to poor existing security mechanisms. Proper systems can be selected
with the proposed design method from the variety of the systems in terms of three
viewpoints: preventing a wide range of logical attacks in a transaction, harmonizing
with existing ATM operations, and minimizing the number of peripheral devices to be
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modified. The proposed design method to select proper systems consists of three design
steps. The step 1 is to enumerate logical attacks and targeted property in all transaction
sub-processes. The step 2 is to decide proper devices providing information to verify a
command accessing the property. The step 3 is to decide proper devices verifying the
command with the provided information so that consistency in each transaction sub-
process is ensured with recommended implementation models throughout a whole
transaction process. By applying the implementation design method to magnetic stripe
card transactions, three proper systems out of the 135 implementable systems can be
selected. We expect that the implementation design method can also be applied not
only to ATM deposit and remittance with a magnetic stripe card, but also ticketing
machines and vending machines operating with payment transactions. They are going
to be proposed as future works.
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Abstract. A fusion two dimensional Cubic Tent Sine (CTS) map is formulated
and its dynamic range is analysed. To explore its application in secure electronic
data transmission, an image cipher is developed under the architecture of con-
fusion and diffusion. A new dual form of chaos series based confusion with fast
and efficient method is employed in this cipher. Chaotic key image with
excellent random behaviour is utilized for diffusion phase. The proposed
cryptosystem entails higher key space and single round structural design to
achieve fast and efficient cipher. The random evaluation of CTS proves that the
generated key series has more complicate chaotic conduct. Simulation outcomes
demonstrates that the proposed cipher possesses better performance than other
image ciphers. Security assessment proves the cipher strength that can resist
against various attacks.

Keywords: Chaos � Image encryption � Cubic map

1 Introduction

In recent generation there has been an increase in the amount of information sharing on
networks, particularly high sensitive images are transferred over public networks.
However, security demand of these images is an important issue on both transmission
and storage. So a good image cipher is required for confidentiality on image exchange
through unsecured networks. Conventional encryption algorithms such as AES, DES,
IDEA are proved as insufficient to protect images [1], because of the intrinsic features of
images like huge data, high redundancy and high correlation. In past era, many research
groups identified that chaos based cryptosystem is more opt for image security [2, 3],
because of its special characteristics like ergodicity, randomness, high sensitivity to seed
key value and deterministic. Many chaos based image ciphers has been devloped for
secure image transmission and storage [4–6]. Different dimensions of chaotic maps
“single-dimensional chaotic map” and “multi-dimensional chaotic map” are available
and chosen based on the requirement of security. Single dimensional map has better
performance, efficient utilization of resources and better execution time. But smaller key
space is the main obstacle of this types of map. On the contrary, multi-dimensional maps
has higher key space but complex execution structure slows down the execution time.
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To enhance the key size in single dimensional chaotic map, some researchers
combined multiple single–dimensional chaotic maps to generate effective chaotic
series. The hybrid chaotic system overcome the key size limitation and also generate
long period chaotic series. In [7] two single dimensional hybrid chaotic maps are
proposed by combining logistic, Tent and Sine map and the cipher achieved good result
of encryption with less computational cost and better performance. Wang et al. [8]
combined four single dimensional chaotic map to encrypt the color image and achieved
good level of security. Even these techniques developed single chaotic map by com-
bining multiple maps. They are lack in key size, short period of randomness, limited
range of control parameters and some of the image ciphers which employed one-
dimensional map has weakness in ability to fight against some potential attacks. In [9]
authors pointed the weakness of single dimensional map. So to overcome this, many
researchers developed two dimensional maps which are have large key size and two
random series are dependent to each other and have long period of random behavior,
some of the newly developed two dimensional chaotic maps is discussed in the
following section.

2 Literature Review

Liu et al. [10] developed a new two–dimensional map by combining Chebyshev and
sine map, in that color image is encrypted by applying the chaotic series generated by
the newly developed map and proved to be fast and effective. In [11] authors developed
a new 2D SIMM map by combining Logistic and Sine map and proved the random
behavior by lyopunav exponent and bifurcation analysis, then by using the chaotic
series of 2D SIMM image is encrypted in efficient manner. Stoyanov et al. [12]
developed a new pseudorandom bit generator by utilizing Rotation equation, which is
used for pixel permutation and Chebyshev map is employed in substitution process to
achieve good level of image security. A new spatiotemporal cross (STC) chaotic
system [13] has developed by combining one dimensional coupled-map lattices and
sine map, randomness has proved by applying different evaluation technique such as
Lyapunav exponent, complexity and correlation, image cryptosystem has developed by
utilizing the chaotic streams of STC system, which is especially designed for color
images. Wu et al. [14] developed a new two dimensional Henon Sine Map (2D-HSM)
by combining Henon and Sine map, the chaotic series of 2D-HSM is utilized for
permutation and DNA computation is employed in diffusion to protect the image at the
time of transmission. Modal et al. [15] developed a novel image cryptosystem by
employing 2D Baker’s map, one of the high random behavior chaotic map. Pixels of
image is permutated by the pseudorandom series of Baker’s map and XOR operation is
executed between pixels and chaotic series to increase the security level.

By inspired on the above studies, we have developed a hybrid two dimensional
chaotic map by combining three single chaotic maps and achieved good random
behavior and encryption result. A new Two Dimensional (2D) Cubic-Tent-Sine
(CTS) map is proposed by combining three one dimensional chaotic map such as Cubic,
Tent and Sine map. Its dynamical structure is analyzed and proved to be chaotic. The
number of control parameters and its range is expanded, so the key size is enhanced
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which is sufficient to adopt it in image cipher. A new dual form confusion method is
presented in this paper and the chaotic series generated by 2D CTS map is used as a key
image for diffusion process to attain better security and efficiency than other existing
technique.

The article is organized as follows. Section 2 discuss the preliminaries and the
mathematical expression of the seed maps. Detailed explanation of proposed CTS
image cryptosystem is given in Sect. 3. Simulation results are exposed in Sect. 4.
Security scrutinize analysis is executed in Sect. 5. Developed cryptosystem is con-
cluded in Sect. 6.

3 Preliminaries of Proposed CTS Map

3.1 Mathematical Expressions

All the seed maps such as Cubic [16], Tent and Sine [17] are discrete-time maps, CTS
is the combination of these three maps. This section describe the short summary of
these three chaotic maps. Their mathematical forms are defined in Eqs. (1–3)

Cubicmap� pnþ 1 ¼ rp3n þ 1� rð Þpn ð1Þ

Where pn 2 0; 1½ � and r 2 0; 4ð �. The chaotic series is in random form only when
r 2 3:57; 4½ �.

Tentmap� penþ 1 ¼ pi=r 0\pi � 0:5
1� pið Þ= 1� rð Þ 0\pi � 0:5

�
ð2Þ

Where r is the control parameter r 2 0; 1ð Þ and r 6¼ 0:5

Sinemap� pnþ 1 ¼ rsin ppnð Þ=4 ð3Þ

Where the system parameter range should be r 2 0; 4ð �
Even these system has good chaotic behaviour but the key size is still required to

enhance. So the developed hybrid CTS map include all the parameters of aforemen-
tioned maps and that will be considered as a keys of proposed cryptosystem. The CTS
map mathematical representation is given in Eq. (4). The three maps are not combined
as it is, we have done some changes to achieve worthy random chaotic key series.

pnþ 1 ¼ modða fp3
� �þ 1� að Þpn

qnþ 1 ¼ b � sin p fqð Þð Þ ð4Þ

fp ¼ qn=c 0\qn � c
1� qnð Þ= 1� cð Þ c\qn � 1

�
fq ¼ pn=c 0\pn � c

1� pnð Þ= 1� cð Þ c\pn � 1

�

Here a; b and c are act as control factors and p0 and q0 are the seed values and their
range should be 0\a; c; p0; q0 � 1 and b[ 2. The chaotic series is in chaotic state only
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in these ranges. These three parameters and two seed value totally 5 values act as keys,
so if we take the maximum size of each key as 10−15 for 64 bit processor, then the total
size of the key will be ð1015Þ5 ¼ 1075 [ 2256, so key size is sufficiently enough to fight
against bute-force attack. Trajectories of CTS presented in Fig. 1 proves that the
chaotic series of the proposed map is random in nature.

4 2D-CTS Map Based Image Cryptosystem

The proposed algorithm employs confusion done by scrambling the image in random
manner depends on the index of CTS chaotic series. Diffusion is executed by applying
XOR operation between the key image and confused image. Key image is the com-
bination of two chaotic series in odd and even column format. The entire flow diagram
of the cryptosystem shown in Fig. 2 and the step by step description of the cryp-
tosystem is presented in the form of Algorithm 1 and Algorithm 2 is given below.

Step 1: Elect the encryption keys fa; b; c; p0; q0g which act as a parameters and seed
input of 2D-CTS
Step 2: Choose an image PIM�N and two chaotic key streams such as P ¼
p1; p2; p3. . .. . .psizef gand Q ¼ q1; q2; q3. . .. . .qsizef g are generated with respect to

the seed value and parameters. Here size ¼ M � Nð Þ=2, M and N indicates the
height and width of the input image.
Step 3: Permutate PI with Algorithm 1 to gain a confused image PI 0

Step 4: Diffuse PI 0 with Algorithm 2 to gain an encrypted image EI

(a) (b)

(c)

Fig. 1. Trajactories of CTS map (a) P series with 1000 iterations (b) Q series with 1000
iterations (c) correlation of P and Q
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Fig. 2. Overall structure of proposed CTS image cryptosystem
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In decryption process the chaotic key stream is common as it is in sender side. The
keys are communicated securely. At the time of decryption, first the diffusion process
Algorithm 2 is executed with the cipher image and then permutation logic Algorithm 1
is applied to the result of diffusion process, finally plain image is obtained.

5 Experimental Results

Within this section, outcome of the proposed CTS image cryptosystem results are
evaluated and compared to finalize the level of security. Experiments are executed in
Matlab 2017 platform in Core 2 Duo 2.40 GHz CPU with 4 GB RAM. Standard
benchmark images from SIPI database of size 256 � 256 is employed to carry out the
evaluation and comparison. Figure 3 shows the outcome of each process.

6 Security Analysis

6.1 Statistical Attack Analysis

The most critic analysing methods to test the randomness of the cipher image is
Correlation coefficient (CC), Entropy and Histogram analysis. In the following sub-
sections these methods are applied to the CTS cryptosystem to identify the security
level.

6.1.1 Correlation Coefficient Analysis
The vital goal of image cryptosystem is to maximum reduction of correlation between
adjacency pixels in the plain image [18]. This will be identified by the well-known test
called CC analysis. For the good image cryptosystem the CC value of image cipher
should be equal or nearest to 0. The calculation part of CC is explained in Eq. (5)
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crp;q ¼ N:cov p; qð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 pi � Ep

� �2
:
PN

i¼1 qi � Eq
� �2q

Where Ex ¼ 1
N

PN
i¼1 pi

cov p; qð Þ ¼ E p� Ep
� �

q� Eq
� �� �

� ð5Þ

Here p and q represents the three directional adjacent pixel values. Table 1 shows
the CC results of cipher image in all the directions. It can be recognized that all the
result values are nearest to 0. Sample of horizontal correlation of plain image and

(a) (b) (c)

(d) (e) (f)

Fig. 3. Simulation results (a) Input image (b) Upper image confusion (c) Lower image
confusion (d) Overall image confusion (e) Diffusion process (f) decrypted image

(a) (b)

Fig. 4. CC result analysis: horizontal correlation of (a) plain image (b) cipher image
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cipher image is given in Fig. 4 which proves that the CTS cryptosystem greatly
reduced the correlation among the pixels.

6.1.2 Histogram Analysis
In plain image each pixel frequency is different, so based on histogram intruders
identify the frequency and possible to hack the plain image by applying some statistical
attacks. So an efficient cryptosystem should provide equal frequency of all pixels in
cipher image [21]. To demonstrate that our CTS cryptosystem is more robust histogram
of plain image and cipher images are presented in Fig. 5

6.1.3 Entropy Analysis
This analysis is used to test whether the outcome image of the cryptosystem is fully
random. A general entropy value for grayscale random image is 8, so an entropy value
of good cryptosystem cipher image should be nearest or exactly 8 [22]. The mathe-
matical part of entropy is defined in Eq. (6).

H Pð Þ ¼
X2M�1

i¼0
Prob pið Þlog 1

Prob pið Þ ð6Þ

Where pi is the ith pixel value, prob pið Þ finds the probability of pi in image and M
represents the pixels count in image. Table 2 displays the entropy results of different
cipher image and comparison proves the randomness of the cipher image better than
existing one.

Table 1. Comparison of CC results with existing methods of image size 256 � 256

Image Direction

Plain image Horizontal 0.9735 0.8981 0.8038 0.9115
Vertical 0.9820 0.9699 0.8183 0.9452
Diagonal 0.9582 0.9155 0.8090 0.8833

Proposed scheme Horizontal 0.0036 −0.0021 −0.0016 0.0080
Vertical −0.0054 0.0038 0.0018 0.0036
Diagonal −9.803e−04 0.0104 −0.0035 0.0023

Ref. [14] Horizontal 0.0016 0.0056 0.0026 0.0001
Vertical 0.0059 0.0037 0.0009 0.0031
Diagonal 0.0034 0.0032 0.0052 0.0015

Ref. [19] Horizontal 0.0037 0.0023 0.0059 0.0073
Vertical 0.0258 0.0019 0.0041 0.0109
Diagonal 0.0079 0.0011 0.0028 0.0016

Ref. [20] Horizontal 0.0021 0.0041 0.0055 0.0073
Vertical 0.0218 0.0021 0.0015 0.0216
Diagonal 0.0096 0.0009 0.0041 0.0035
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6.2 Exhaustive Attack Analysis

Key size and sensitivity are the two main analysis to find the cryptosystem able to resist
exhaustive attack.

6.2.1 Key Space Analysis
The proposed CTS image cipher depends on the following keys a; b; c; p0; q0. The
effective cryptosystem should have efficient key space to withstand exhaustive attacks
[23]. Here each keys can have a maximum double precision of 10−15, so the maximum
key size will be ð1015Þ5 ¼ 1075 which will be > 2256. Thus our cryptosystem has
secure against exhaustive attacks.

6.2.2 Key Sensitivity Analysis
A small bit change in the key should drastically affect the cipher image, so every good
cryptosystem should be sensitive to keys [24]. The proposed CTS image cryptosystem
is completely sensitive to its initial seed values and parameters. To prove that sensi-
tivity two set of keys are chosen with tiny changes and encrypt the same image.
K1 = {p0 = 0.56786739485345, q0 = 0.39823452678976, a = 0.867, b = 5.6534565
3298798, c = 2.69} and k2 = {same value for all parameter except b = 5.6534256
53298798}. From the two images 50 pixels are taken for testing their dissimilarities.
Figure 6 depicts that the two images are entirely different, it’s proved that CTS image
cryptosystem has high key sensitivity.

(a) (b)

Fig. 5. Histogram Analysis: Histogram of (a) plain image (b) Cipher image

Table 2. Comparison of entropy results

Image

Plain image 7.7277 7.4436 6.6962 7.1770
Proposed 7.9964 7.9954 7.9960 7.9945
Ref. [14] 7.9974 7.9976 7.9971 7.9971
Ref. [19] 7.9958 7.9975 7.9938 7.9941
Ref. [20] 7.9909 7.9913 7.9912 7.9907
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7 Conclusion

This article suggested a proficient image cryptosystem with effective confusion and
diffusion process. Pixels are permutated dynamically in these two process, these
dynamical order form is specified by the chaotic series. The proposed chaos cryp-
tosystem employed three chaotic maps Cubic, Tent and sine map, by modifying and
combined these three maps, we have developed a new chaotic map called CTS map
with good random behaviour and efficient key size. The main observation of the
proposed system is, the combination of different single dimensional chaotic system
greatly increases the random behaviour of the chaotic system for a long period of time
and key size is sufficiently increased to resist brute force attack. Simulation outcomes
and scrutinize the security level proved that the developed image cipher has efficient
features and well performed against assorted attacks. Hence, the developed CTS image
cryptosystem is surely appropriate for real time secure image communication and
storage.
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Abstract. The analogous growth of threat and data communication among the
connected devices invites specialised security algorithms for Internet of Things
(IoT). The minimal computational capabilities and resource constraints of the
processing devices used in IoT architecture do not afford the overhead incurred
by the conventional encryption schemes. This paper proposes a lightweight
image encryption algorithm that can be realised as an embedded software to run
on microcontroller architectures suitable for IoT applications. The proposed
algorithm uses the pseudo-random numbers produced by the Linear Feedback
Shift Register (LFSR) to perform inherent confusion on the fly via random
memory read. A synthetic image generated by extracting the random bits pro-
duced by the digitised Lorenz attractor has been used to diffuse the confused
pixels on the fly. The proposed algorithm has been realised as embedded software
to run on microcontrollers suitable for Internet of Things (IoT) applications. The
proposed algorithm achieves better results than similar reliable encryption
schemes in terms of security parameters such as entropy, correlation, histogram,
PSNR, NPCR and UACI. Further, eliminating the storage of confusion and
diffusion key beside the storage of encrypted image employing on the fly
encryption process proposed in our algorithm reduces the demand on RAM for
about 48 KB as compared to the conventional storage-based encryption schemes.

Keywords: ARM � Chaotic � Embedded � Encryption � Security � Synthetic
image

1 Introduction

The strength of any data security algorithm primarily relies on the randomness of the
keys used in it. Key generation using True Random Number Generators (TRNGs) may
offer a very high level of randomness. Considering its tendency to recreate the values
when used with known beginning stage, Pseudo Random Number Generators (PRNGs)
are broadly used over TRNGs in applications such as symmetric key cryptography. The
modern PRNGs have started exploiting the sensitive character of chaotic maps to its
initial conditions that earn excessive randomness in their output [1]. The discretised
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version of the chaos based PRNGs has been predominantly implemented on software
platforms such as MATLAB [2]. The intricacy involved in handling the floating-point
input and output variables has been the major bottleneck in realising the chaotic
PRNGs in embedded platforms such as microcontrollers and Field Programmable Gate
Arrays (FPGAs).

Recently, researchers have started analysing the feasibility of realising chaotic maps
in embedded platforms where the 32-bit binary version of float values are represented
as per standard IEEE 754 format. Hardware scheme for the fast and robust realisation
of chaotic maps on microcontroller silicon was proposed by Harsha [3]. In contrast,
software-based algorithmic approaches for chaotic map implementation in resource-
constrained microcontroller platforms for image encryption applications have also been
analysed [4, 5]. To widen the range of the sensitive inputs and as well to expand the
interval between repetitions in output values, chaotic attractors have been proposed [6].
In [7] the practicality of realising digital Lorenz chaotic attractor on PIC32MX7
microcontroller has been demonstrated by generating a visual output of its discrete-time
chaotic behaviour. Further, the cost of implementing digital Lorenz attractor on
PIC18F452 microcontroller has been examined in terms of memory utilisation and
execution time [8]. Although attractors have been implemented on microcontrollers [7,
8], the real randomness of the IEEE 754 compliant binaries generated by such digital
chaotic attractor implementations on microcontrollers has not been analysed so far.

In image encryption algorithms, synthetic images with random pixels values are
well suited to accomplish the diffusion process [9–11]. Synthetic images constructed
using PRNGs are to be analysed for its randomness before their usage in image
encryption process to achieve proper diffusion. Internet of Things (IoT) is a typical
system that brings wireless connectivity among devices having minimal storage and
computational resources [12, 13]. Steganography or cryptography schemes with
lightweight properties are predominant to integrate security via confidentiality in such
IoT systems [14–24].

Considering the typical limited availability of storage space (memory) in processing
devices used in IoT applications, there is a definite need to device new security
algorithms that can handle larger data sizes with minimal demand on storage. This
paper proposes an algorithm with lightweight computations and minimises the demand
on memory resource by performing encryption on the fly. The same has been imple-
mented on an ARM-based microcontroller suitable for IoT applications. Finally, the
security and performance analyses were carried out and the results are validated against
the recent reliable encryption schemes reported in the literature.

2 Micro-Controller Board (MCB) for IOT

The STM32F407IG microcontroller has a 32-bit ARM Cortex-M4 core with 512 KB
of on-chip FLASH memory for code storage and 198 KB of on-chip SRAM as data
storage. The device can be operated at a maximum frequency of 168 MHz. The MCB
also houses a 240 � 340 TFT display in it. The software development for the MCB
using embedded C language is supported by KEIL-MDK lvision4 Integrated Devel-
opment Environment (IDE) comprising an efficient ARMCC compiler. A JTAG based
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ULINK debugger unit facilitates the porting of embedded software (Hex file) in the
FLASH program memory of the device.

3 Synthetic Image Generation on MCB

The Euler’s discretised version of the Lorenz attractor equations given by (1)–(3) [7]
has been implemented as embedded C code to generate synthetic images using
STM32F407IG microcontroller. In our implementation, all the initial conditions are set
to a value of 0.01 with the control parameters a, b, c has been chosen as 16, 45 and 4
respectively with step size equals to 0.001.

Xn ¼ Xn�1 þ Tsða� yn�1 � a� Xn�1Þ ð1Þ

Yn ¼ Yn�1 þ Tsðc� Xn�1 � Yn�1 � ðXn�1 � Zn�1ÞÞ ð2Þ

Zn ¼ Zn�1 þ TsðXn�1 � yn�1 � b� Zn�1Þ ð3Þ

The preferred STM32F407IG microcontroller supports floating point operations in
rounded, single precision 32-bit binary format as per standard IEEE 754 representation.
For the construction of synthetic images, the eight Least Significant Bits (LSBs) were
extracted during each iteration of the Lorenz attractor from one of its output variables to
form a random 8-bit grayscale pixel value. Pointers and type casting operations have
been performed to extract pixel values from one of the output variables of the Lorenz
attractor. For initial testing, the extracted pixels of the synthetic images are initially

Fig. 1. Snapshot of MCB hardware showing generated chaotic synthetic image on TFT screen.
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stored in the on-chip RAM of the microcontroller as a stream of bytes. The stored pixel
values are then read to display them as a two-dimensional image on the on-board TFT
display. Figure 1 depicts the snapshot of the MCB embedded hardware with the
generated 128 � 128 synthetic image on the TFT screen. The pixel values of the
generated synthetic image can serve as a key to perform pixel diffusion in an image
encryption process.

4 Confused Memory Read Using LFSR

Any ex-or based n-bit Linear Feedback Shift Register (LFSR) circuit constructed using
D-Flip Flops produces all the possible values in the range of 1 to 2n−1 in a pseudo-
random manner. The random sequence generated by these PRNGs gets completed by
the insertion of zero at the end. The 14-bit LFSR circuit shown in Fig. 2 is realised as
embedded software to run on MCB. Two dimensional (2D) digital images are usually
handled in MCBs by storing their pixel values in the form of 2D array in the memory.
Reading these pixel values from the memory addresses in an appropriate order facilitate
the reconstruction of images. Any change in the actual order of accessing the memory
during pixel read may scramble the position of pixels in the image. Therefore, image
confusion is possible during pixel read operation by accessing all the memory
addresses corresponds to the pixels of an image in a pseudo-random fashion without
any repetition.

5 Proposed Lightweight Image Encryption for IOT Systems

The limited memory and computational resources are the major bottlenecks in imple-
menting lightweight image encryption schemes on MCBs suitable for IoT systems. Any
image encryption scheme has to perform confusion and diffusion processes with possibly
different keys. The confusion and diffusion processes may follow each other in any order
as per the algorithm. The space required by the keys and the intermediate results obtained
from the confusion or diffusion block increases the demand on memory storage beyond
the affordable limits of MCBs used in IoT. The proposed lightweight algorithm performs

Fig. 2. LFSR PRNG for confusion key generation.
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grayscale image encryption through on the fly confusion and diffusion operations on
STM32F407IG MCB. The PRNG sequence generated by an LFSR and a chaotic syn-
thetic image generated by the digitised Lorenz attractor is used as keys for accomplishing
the confusion and diffusion processes respectively. The steps for the proposed lightweight
image encryption are given below.

Step 1: Store the 8-bit pixels of a 128 � 128 grayscale plain image as 2D array
constants in the on-chip FLASH memory of the microcontroller.
Step 2: Initialize the seed value for 14-bit LFSR
Step 3: Initialize the control parameters and initial conditions for the digitised
Lorenz attractor
Step 4: Initialize a pointer ‘I’ to the base address of the 2D plain input image array
in FLASH memory
Step 5: Run the LFSR once to obtain a random number ‘R’
Step 6: Run the attractor once to extract an 8-bit pixel value ‘S’ for the grayscale
synthetic image
Step 7: Use the LFSR output from Step 5 as offset along with the base address of the
pointer to read a random pixel ‘P’ form address (I + R) to accomplish confusion on
the fly
Step 8: Obtain the encrypted pixel ‘E’ via diffusion on the fly by XORing the
confused pixel ‘P’ obtained in Step 7 with the synthetic pixel value ‘S’ obtained in
Step 6 E ¼ P� Sð Þ
Step 9: Communicate the encrypted pixel ‘E’ by transmitting it via on-chip USART
of the microcontroller
Step 10: Repeat the Steps 5 to 9 until all the pixels of the plain image are encrypted

6 Results and Discussions

A sample synthetic image generated by the MCB is shown in Fig. 3a. A 128 � 128
plain image (Lena) shown in Fig. 4a has been taken as input for the proposed light-
weight encryption algorithm. The encrypted images are shown in Fig. 5a–5c has been
obtained using three different synthetic images as keys generated respectively from the
output variables X, Y and Z of the Lorenz attractor running on the MCB. The generated
synthetic images and various encrypted images were subjected to pixel distribution,
correlation, entropy, statistical similarity and differential analysis. The encrypted pixels
that are serially transmitted from the MCB were obtained in the form of the text file and
all the analysis has been carried out using MATLAB 2016b.

6.1 Randomness Analysis via NIST Test Suite on the Generated
Synthetic Image

The randomness of the generated synthetic image shown in Fig. 3a was analysed to
authenticate the firmness against statistical attacks. A binary string of more than one lakh
bits constituted from the pixels of the generated synthetic images has passed all the tests
to certify the randomness when subjected to the NIST test suite as given in Table 1.
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6.2 Pixel Distribution Analysis

Table 1. Results of the NIST test performed on the synthetic images generated by MCB

Statistical test Pixels from
Lorenz
O/P Variable X

Pixels from
Lorenz
O/P Variable Y

Pixels from
Lorenz
O/P Variable Z

Result Status
(Pr � 0.8)
Pass

P Pr P Pr P Pr

Frequency 0.534146 0.9 0.008879 0.9 0.534146 1.0 Pass
Block frequency 0.122325 1.0 0.066882 1.0 0.534146 1.0 Pass
Cumulative sums 1 0.911413 0.9 0.066882 0.9 0.534146 1.0 Pass
Cumulative sums 2 0.911413 0.9 0.066882 1.0 0.739918 1.0 Pass
Runs 0.213309 1.0 0.534146 1.0 0.911413 0.9 Pass
Longest run 0.534146 1.0 0.911413 1.0 0.911413 1.0 Pass
Rank 0.213309 1.0 0.213309 1.0 0.035174 0.9 Pass
FFT 0.213309 1.0 0.350485 1.0 0.122325 1.0 Pass
Approximate Entropy 0.213309 1.0 0.017912 1.0 0.350485 1.0 Pass
Serial 1 0.534146 1.0 0.739918 1.0 0.911413 1.0 Pass
Serial 2 0.739918 1.0 0.739918 1.0 0.739918 1.0 Pass
Linear complexity 0.534146 1.0 0.350485 1.0 0.534146 1.0 Pass
Non overlapping template 0.911413 1.0 0.739918 1.0 0.739918 1.0 Pass
Overlapping Template 0.066882 1.0 0.534146 1.0 0.122325 1.0 Pass

(a) (b)

(c) (d) (e)

Fig. 3. Synthetic image analysis (a) 128 � 128 chaotic synthetic image generated by MCB
(b) Histogram of the synthetic image in Fig. 3a (c) Horizontal correlation of synthetic image in
Fig. 3a (d) Vertical correlation of synthetic image in Fig. 3a (e) Diagonal correlation of synthetic
image in Fig. 3a
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The horizontal and vertical axis of the histograms individually portrays the pixel
intensity levels and the number of pixels in the images. In Fig. 3b the uniform dis-
tribution of pixel count in the entire intensity range affirms the rigidity of the generated
synthetic image against distribution analysis. Histograms in Fig. 5d–5f corresponds to
the encrypted images shown in Fig. 5a–5c respectively confirms the equal distribution
of pixel count in all intensity levels. Figure 4b shows the confused Lena image
obtained trough confused memory read based on the pseudo-random sequence gen-
erated by the LFSR shown in Fig. 2. As the confusion process merely rearrange the
pixel positions without affecting the pixel values, the histogram of the confused image
does not differ from the histogram of the original image as shown in Fig. 4c.

6.3 Correlation Analysis

The relationship between the progressive pixel values of each image has been assessed
through correlation analysis. Figure 3c–3e correspondingly shows the graphical view
of association among the pixels in horizontal, vertical and diagonal axes of the gen-
erated synthetic image given in Fig. 3a. Similarly, the correlation graph in Fig. 5g–5o
with the negligible relationship among the neighbouring pixels in each axis as listed in
Table 2 also upholds the sternness of the encrypted images in Fig. 5a–5c opposed to
correlation values reported in earlier works. In contrast, the inability of mere confusion
process to break the correlation among the confused pixels can be seen in Fig. 4d–4f.

(a) (b) (c)

(d) (e) (f)

Fig. 4. Confusion analysis (a) Plain image Lena, (b) Confused image obtained from random
memory read using LFSR (c) Histogram of Fig. 4a and 4b (d) Horizontal correlation graph of a
confused image in Fig. 4b (e) Vertical correlation graph of confused image in Fig. 4b
(f) Diagonal correlation graph of confused image in Fig. 4b
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Fig. 5. Confusion and diffusion analysis (a–c) Encrypted images, (d–f) Histograms of the
encrypted images (g–i) Correlation graphs for the encrypted image 5a (j–l) Correlation graphs for
the encrypted image 5a (m–o) Correlation graphs for the encrypted image 5a

Table 2. Results of the correlation analysis on the encrypted images

Algorithm Correlation
Horizontal Vertical Diagonal

Proposed
Lorenz O/P
Variable Used

X −0.0046 −0.0057 −0.0012
Y −0.0089 0.0058 −0.0043
Z −0.0046 −0.0057 −0.0012

Ref. [19] −0.0510 −0.0408 −0.0369
Ref. [10] 0.0106 −0.0040 0.0131
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6.4 Entropy Analysis

When comprising all possible 256 values with equal likelihood, the maximum entropy
of a grayscale image having 8-bit depth pixels will be 8. From Table 3, all the
encrypted images obtained from the proposed algorithm achieve an entropy value
(7.98 � 8) greater than the similar recent image encryption schemes reported in the
literature. Greater entropy is a yet another standard to defend statistical attacks.

6.5 Statistical Similarity Analysis

A good encryption algorithm has to encrypt the images such that the encrypted images
do not contain any traces of the plain image. This can be statistically analysed by
finding the similarity between the plain image and the encrypted image. An error metric
known as Mean Square Error (MSE) estimates the difference between the plain and
encrypted images. MSE can be used to obtain a similarity metric known as Pear Signal
to Noise Ratio (PSNR) [15, 20, 21]. The higher value of MSE that results in a lower
value of PSNR indicates the maximum difference between the plain and encrypted
images. The estimated PSNR values are listed in Table 3. For all the encrypted images
in our proposed work PSNR < 10 dB ensures better encryption [5] against the other
image schemes.

6.6 Differential Analysis

Number of Pixels Change Rate (NPCR) and Unified Average Changing Intensity
(UACI) is used to evaluate the strength of encrypted images against differential attacks
[5]. Between the original and encrypted image, the rate of change in pixel position
given by NPCR > 99 and change in average pixel intensity values with UACI > 33
presented in Table 3 guarantees the strength of encrypted images against differential
attacks compared to recent image encryption schemes.

6.7 Memory & Performance Analysis of the Embedded Software
on ARM Microcontroller Platform

Memory utilisation and computational time involved in the realisation of digitised
Lorenz attractor and the proposed lightweight image encryption scheme on MCB with
STM32F407IG ARM microcontroller has been analysed. Table 4 compares the

Table 3. Performance comparison of existing chaos-based image encryption schemes.

Algorithm Entropy PSNR (dB) NPCR UACI

Proposed (Fig. 5a) 7.98 8.30 99.58 33.38
Proposed (Fig. 5b) 7.99 7.73 99.64 33.50
Proposed (Fig. 5c) 7.99 7.80 99.60 33.18
Ref. [5] 7.92 8.37 99.76 31.33
Ref. [15] 7.30 9.20 – –

Ref. [19] 7.97 – 99.63 33.28
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microcontroller realisation of Euler’s discretised Lorenz attractor reported in the lit-
erature with our implementation. Based on Table 4, it is apparent that the proposed
implementation is highly optimised in terms of ROM and RAM utilisation. On com-
paring in a standard scale with an operating frequency of 10 MHz, the proposed
application is effective as well in the timing aspect.

On the fly encryption process implemented in the proposed scheme that eliminates
the storage of keys by PRNG sequence from LFSR and synthetic image from Lorenz
attractor has saved about 32 KB of RAM area. Further, substituting the storage of
encrypted pixels by the instantaneous transmission of the same has avoided another
16 KB of RAM requirement. The timing analysis presented in Table 5 has been made
when the microcontroller was operated at its highest frequency (i.e., 168 MHz) while
excluding the time taken for the serial transmission of the encrypted pixels.

7 Conclusion

A lightweight image encryption algorithm that performs confusion and diffusion on the
fly has been proposed. The proposed algorithm is intended to minimise the computa-
tional and memory overhead to facilitate its implementation as embedded software to
run on microcontroller architectures suitable for IoT application. In addition, the
chaotic bit stream generated by Euler’s digitised Lorenz attractor has been affectively
used to generate synthetic images with random pixel values. The NIST test suite
substantiates the randomness of the generated synthetic image and validates its usage as
key to perform pixel diffusion during image encryption. The set of parameters per-
taining to the security aspects of the encrypted images has been analysed and validated

Table 4. Memory and performance comparison of digitised Lorenz attractor implementations
on microcontrollers

Lorenz
(Euler method)

Target Device
(Microcontroller)

ROM
(Bytes)

RAM
(Bytes)

Time per Iteration (µs)

Proposed STM32F407IG 2016 40 3.36
Ref. [8] PIC18F452 2049 92 350
Ref. [7] PIC32MX7 – – 1090

Table 5. Memory and performance analysis of the proposed on the fly lightweight image
encryption scheme

Proposed
Algorithm

Target Device
(Microcontroller)

ROM
Data
(Bytes)

ROM
Code
(Bytes)

RAM
Data
(Bytes)

Time per Iteration
(ms)

128 � 128
image

STM32F407IG 16810 2562 72 26.13
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against the comparable ones available in the literature. Further, the performance of the
proposed lightweight algorithm as embedded software on a IoT based microcontroller
board has been analysed in terms of memory footprint and execution time. Image
encryption algorithms using transform domain operations may enhance the security.
Developing such lightweight algorithms using integer based transform operations such
as Integer Wavelet Transform (IWT) that are suitable for microcontrollers will be
agenda for future work. However, the on-chip memory of microcontrollers imposing a
restriction on the size of input images handled by these algorithms can be viewed as a
major limitation.
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Abstract. This paper has presented three insiders attacks on Zigbee protocol –
a protocol used for wireless communication for the Internet of Thing (IoT) de-
vices. The end- user’s communication in IoT networks are sensor oriented as the
user objects in IoT networks are embedded with sensors and actuators. Most of
the sensors communicate with wireless medium among which many of them use
Zigbee protocol. Security is an important element of IoT objects to protect user’s
privacy and counter malicious attacks but difficult to guarantee due to its limited
capabilities, wireless communication and unpredicted users’ actions. In this
paper, we have evaluated Zigbee protocol stack for security vulnerabilities
which revealed security weakness of remote AT commands. By using remote
AT commands in an IoT network, we have devised three successful insider
attacks to make unauthorized change of the destination address of a packet,
change of node ID, and the change of PAN ID. These attacks detail will be very
useful for IoT researches and practitioners in the security domain to design
appropriate countermeasures for Zigbee IoT networks.

Keywords: Zigbee � Remote AT command � Node ID � PAN ID � Destination
ID

1 Introduction

The Internet is interconnected with a vast variety of devices, and Internet of Things
(IoT) devices are playing a pivotal role in the Internet revolution. The Internet is used
to facilitate multiple segments of day to day life ranging from personal use including
social media and web surfing, to banking, commercial, educational and stock sector [2].
As a result of this Internet revolution, the Internet is populated with multiple IoT
enabled objects with different functionalities which always remain connected to the
Internet. We have already witnessed various popular IoT enabled object categories such
as smart watches, cell phones, tablets, and devices used for healthcare.

Regarding the concept of IoT, Common sensors are used to collect the data from
the real world, and these sensors share the accumulated data across a channel by
communicating and interacting with other nodes [2]. The deployment of IoT devices is
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done to achieve a wide range of purposes, such as the automation of home devices as
well as industrial automation. In the context of home automation, IoT serves the
purpose to ensure connectivity of daily appliances and objects such as heating and
cooling sensors, light bulbs, fire sensors, and internally installed cameras for security
purposes. The IoT devices are encompassed with the ability to support various com-
munication protocols which include Ethernet, Zigbee, and Wi-Fi [2]. The communi-
cation protocols used in this paper is the Zigbee device which is the most widely used
radio device in the Do-it-Yourself scenarios [16].

The Zigbee protocol ensures a two-way communication based on the fundamentals
that minimum power is consumed with tradeoff of low data transmission rate [2].
Although, the Zigbee devices have security protection, certain security tradeoffs have
been made to ensure that the device consumes minimal energy, uses very less power,
and highly compatible [1]. Therefore, a few areas of the device’s security are imple-
mented with lapses and exploiting those vulnerabilities leads to security risks.

In the past, a wide range of attacks have been conducted to exploit the vulnera-
bilities present in the Zigbee devices [2, 4–7]. Vulnerabilities in the Zigbee devices
have been exploited by using frameworks such as Killer-bee [4]. The Killer-bee has
built-in tools to analyze the network traffic and execute attacks in order to obtain the
Zigbee network keys. The Zigbee network keys are shared by all the devices in the
network and are used for broadcast communication. Similarly, by using Killer-bee
framework Zigbee devices can be exploited by executing the Replay attacks. Many
other attacks have been conducted on these devices such as the denial of service
attacks, the ghost attack, and the distributed denial of service attack. However, very
little work has been done to explore the Zigbee vulnerabilities associated with AT
commands in detail. With majority of the existing work in Zigbee revolving around the
common exploits such as the denial of service and replay attacks, very little work
explored attacks specific to Zigbee parameters such as the Node ID, the Destination ID,
and the PAN ID.

In this paper, we have evaluated the sensors networks using Zigbee protocol for
security weakness and identified three vulnerabilities using remote AT commands in
Zigbee IoT networks. During the study, the key aspect pertaining to the security of the
Zigbee device were found known as remote AT command attack. We have then crafted
three remote AT command attacks based upon changing the node ID which is the name
associated with a particular node, destination address which is the address of a packet,
and Personal Area network (PAN) ID which identifies a particular group of Zigbee
nodes. The aim of these attacks is to make unauthorize changes in basic configuration
parameters of the Zigbee IoT network or nodes without having physical access to that
network node. To test these attacks, we have setup an experimental IoT network and
executed these attacks successfully. The experiment has proven the viability of these
attacks and reveal the working flow of them. The paper has presented the finding of our
evaluation and experiment which can be very valuable to design countermeasure to
counter these attacks and prevent them from occurring.
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2 Editing Protocol Stack

The Zigbee wireless standard, IEEE 802.15.4, was developed by the Zigbee Alliance. It
is primarily used for Wireless Personal Area (PAN) Networks. The Zigbee protocol is a
communication protocol used to ensure a two-way reliable communication and is
characterized by excessively low data transmission rate and low power consumption.
The Zigbee protocol reduces the frequency of battery replacement by up to two years
and has a data transfer rate of up to 250 kbps for a radius of approximately 1000 m [2].

Due to various positive incentives like low power consumption, higher reliability,
simpler and cheaper working mechanism, the Zigbee standard has higher popularity of
implementing for IoT enabled sensors at a larger scale, compare to rest of the Wireless
Network PAN standards [1].

The Zigbee protocol constitutes of the Physical Layer, MAC layer, Network layer,
and the application layer as illustrated in Fig. 1.

In the Zigbee wireless standard, the physical layer is responsible for the modulation
and demodulation and supports the following frequencies [2]:

1. 2.4 GHz frequency, with the ability to support sixteen channels and a maximum
communication rate of 250 kbps.

2. 868 MHz, with the ability to support a single channel at a maximum data trans-
mission rate of 20 kbps.

Fig. 1. The Zigbee protocol stack
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3. 915 MHz, supporting up to 10 channels and a transmission rate of 40 kbps.

The MAC layer of a Zigbee device is responsible for ensuring secure and reliable
communication by deploying Carrier Sense Multiple Access with Collision Avoidance
to control physical level access [3]. The Zigbee protocol network layer is responsible
for the implementation of network topologies, management of new devices, and han-
dling security threats.

The network layer deals with network functions such as connecting, disconnecting,
and setting up networks. It will add a network, allocate addresses, and add/remove
certain devices. This layer makes use of star, mesh and tree topologies. The routing
protocol used by the network layer is Ad hoc On-Demand Distance Vector Routing
(AODV) [3].

The Application Framework layer depicts the interface of the user and is composed
of the following components [2]:

1. The interface between the network and the application layer is provided by the
Application Support Sublayer, and it is responsible for managing the sent and
received data by other protocol layers. It aims to provide exceptional encryption and
transmission of packets.

2. Zigbee Device Objects is responsible for declaring APS procedures and facilitates
the network layer of the Zigbee to perform discovery of newly added nodes.

3. The Application framework provides a feasible environment for the application
objects.

3 Related Work

The wide adoption of Zigbee devices has led to major concerns regarding the security
of Zigbee based networks. The Zigbee protocol has been studied in detail by many
security experts who have underlined various threats that target the Zigbee protocol. An
extreme emphasis has been laid on Zigbee threats. One of the threats regarding the
Zigbee protocol is via the Remote AT commands due to possibility of sending
Remote AT commands at the MAC layer [2]. The vulnerability in the Zigbee protocol
merely resides in the fact that working at lower layers such as the MAC layer essen-
tially means that the packets are not filtered or processed in the application layer [18].
Vaccari et al. [2], have identified a vulnerability impacting the AT commands in regard
to the IoT networks. They used ATID command to target the nodes. The functionality
of the ATID command is that it helps to set the network identifier of a Zigbee module.
The research involved the execution of the Remote AT command (ATID); the attacker
executes the ATID command to send a fake identifier with an ATID packet to force a
node to join a different network. The attack was executed on a very small network
compromising of only four nodes. These nodes include the coordinator, two end
devices, and a malicious node which was used to conduct the attack. Therefore, the
dept of the network was small. Moreover, no router was used in the topology and hence
the impact of Remote AT Command on the router was undetermined.
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Significant work has been done in context of exploiting Zigbee vulnerabilities by
using tools such as Killer-bee. Wright [4] has proposed a Killer-bee framework which
possesses certain tools that can be used to exploit the Zigbee protocol by analyzing the
network traffic and processing recovered packets. The Killer-bee platform also enables
to execute multiple attacks on a Zigbee network. The authors of [5] and [6] have
discusses the possibility of such attacks. For instance, there is a high probability of
retrieving a network key when sent as clear text. However, retrieving the network key
in such a manner implies the condition that the attacker is present near the network
nodes being attacked. Therefore, the attacker can sniff the keys being exchanged. The
authors of [5] and [6] have also discussed other possible threats via replay attacks or
injection attacks. However, in order to successfully use the Killer-bee framework it is
imperative that the software is integrated well with hardware components such as the
Atmel AVR USB Stick or the TelosB mote models. Both these hardware modules are
difficult to procure and are extremely expensive in comparison to a Raspberry Pi.

There are other attacks that may interrupt a Zigbee based network by using denial
of service mechanisms. For example, Cambiaso et al. [7] elaborate the execution of
Denial of Service (DoS) activities to disengage a node form the network. The DoS
attacks have gained popularity in the contemporary Internet [7] world named IoT [8],
among which, many aims to reduce the battery lifetime of the Zigbee protocols by
targeting the battery powered sensors. In this regard, it is possible to keep the Zigbee
sensors active [10] to drain battery by executing the Zigbee end-device sabotage. The
sensors are kept active whenever a broadcast message is being sent hence waking the
device from its sleep status. This essentially forces the sensor being attacked to respond
to the malicious attacker resulting in the delay of the next sleep interval and hence
draining the battery rapidly. Another similar attack is referred to as the Ghost attack
which has been presented by Shila in [11]. The ghost attack aims to diminish the
lifetime of the node being targeted. This is achieved by crafting various fake messages
and sending them to the victim. It is also possible to discharge the sensor batteries if the
malicious attacker is aware of the adopted sensor polling rate as demonstrated by
Vidgren et al. in [12]. The feasibility of Distributed Denial of Services (DDoS) attacks
against an IoT environment was also discussed by Pacheco et al. in [13]. Vidgren et al.
further proposed another form of DoS attack on a Zigbee sensor [12] which exploits the
Zigbee frame counter. The frame counter is used by various network protocols to
thwart threats including replay attacks. Regarding the frame counter exploitation of a
Zigbee sensor, an attacker might send a parameter compromising of the maximum
value of the allowed frame counter. This frame counter size is four bytes which forces
the victim to revert the frame counter value to the received value. Every genuine packet
received after the malicious packet will be rejected by the victim if the Message
Integrity Check (MIC) is not implemented by the victim [14].

Sastry et al. have demonstrated same-nonce attackwhich is pertinent to Zigbee sensor
[15]. The attack is executed if the Co-Coordinator/Trust center, which is a Zigbee node
type responsible for ensuring the reliability, issues an analogous nonce encrypt with the
same network key two successive times during the process of key exchange. In this case,
part of the plain text may be retrieved by the malicious attacker; this may be done by
sniffing two packets and calculating them with XOR operation. It is possible to achieve
this scenario by enforcing a power failure by draining the batteries of the -
Coordinator [14].
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Ray et al. [18] has proposed a malware detection-based solution to counter similar
attacks in actuators, but this solution is not effective for neither for insider attacks nor
for MAC and lower layers attack. M. Jason et al. have proposed authentication-based
solution using neural network-based specific emitter identification (SEI) in physical
layer to counter similar attacks but it is not applicable for insider attacks [19].

During our research, we have analyzed and researched various security aspects
pertaining to the Zigbee networks. By analyzing the various threats pertinent to the
Zigbee protocol we discovered that threats related to Remote AT commands were not
investigated in depth in the literature. The AT command exploitation allows the
malicious attacker to forward confidential and sensitive information to unintended
nodes. The attackers can also reconfigure device settings and information by changing
the node id, the destination id, and the pan id. Moreover, device setting such as the
baud rate and the configuration of various Zigbee pins can also be changed by using
AT commands. These commands are extremely scalable in that they can be executed
from various software such as the XCTU and can also be executed by using hardware
setups such as Raspberry Pi and Arduino. The AT commands can also be used to
conduct the more traditional attacks such as the DoS attack or the Sinkhole attack.

In the next section, we are detailing the IoT experimental test bed which is used for
our security evaluation and attacks on sensors using Zigbee communication protocol.

4 Experimental Test Bed

In this section, we will discuss about the hardware used to design the IoT sensor
network model for evaluating our proposed attacks. The IoT network topology depicts
the routes taken by the sensors in order to forward normal data from one node to
another so that the entire data packets are transmitted from the source towards the
destination.

4.1 Hardware Specifications of the Test Bed

A networked Raspberry Pi 3 was used to connect XBee sensor devices. A Xbee USB
explorer was used to mount the coordinator, the end-devices and the routers to our
Raspberry Pi 3 network. The Xbee USB explorer is compatible with both the Xbee
Series 1 and Series 2.5. The FT231X USB to Serial converter pin is used to translate
the data between the raspberry pi and the Xbee devices. The voltage regulator ensures
that sufficient power is supplied to the Xbee, and the reset button enables to manually
reset the configurations of the sensors which were then connected to LCD (liquid
crystal display) screen for display. After mounting the coordinator, the end-devices and
the routers to the Raspberry Pi 3 network, a hub was used to connect the network with
LCD (liquid crystal display) screen for display.

Raspberry Pi 3 was used to execute a python script in order to setup XBee sensors as a
router or an end device, or a coordinator. The objective of the python script was to forward
and store the data packets from the end-device to the coordinator. The XBee devices were
set up according to the topology illustrated in Fig. 2 and configured as detailed in ‘testbed
configuration’ section. We have used a python scripts to collect normal data traffic and to
execute remote AT commands for evaluating possible weaknesses.
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4.2 IoT Network Model Used for Evaluation

This section detailed setup of IoT sensor networks which is used for evaluation and
attack implementation in this paper.

The topology in Fig. 2 consists of a coordinator (c), five routers R1. . .. . .:R5ð Þ, and
seven end-devices ðE1. . .. . .:E7Þ. During the normal operation of the sensor network in
Fig. 2:

The End-devices E6 and E7 forward the data packets to the Router R5 which is
connected to the Router R4. The Router R5 relay the traffic from End-device E7 and E6

to Router R4. In addition, the End-device E4 also forwards traffic to the router R4. All
the traffic i.e. from End dvices E4 E6 and E7 is now forwarded from the Router R4 to
Router R3. In addition, Router R3 now also has data packets being forwarded to it via
End-device E3.

The traffic from the second branch of the topology is forwarded to the first branch
of the Zigbee network. This branch consists of the Coordinator, the Router R2, the End
device E2, the R1, and the E1. All the traffic received from the R2 is forwarded to the
Coordinator. An example of normal data flow from E6 and E7 to the coordinator
presented sequentially in Table 1. The collection of data during normal operation of the
network is essential to ensure that all Xbee modules are operational and are sending
data packets as intended to the neighboring nodes.

During the normal operation of the network, if the data packets are dropped or not
been forwarded to the designated nodes it implies that there was an incorrect config-
uration of destination addresses on the source node, an improper firmware update, or
simply because the Zigbee devices have entered into a sleep mode to ensure that
minimum power is consumed.

Fig. 2. Sensor network topology of the testbed
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After the XBee devices were set up according to the topology illustrated in Fig. 2
and configured as detailed in ‘testbed configuration’ section, we have used a python
scripts to collect normal data traffic and to execute remote AT commands for evaluating
possible weaknesses.

5 Testbed Configuration

5.1 Configuring Routers

We have used XBee sensor devices which uses Zigbee wireless communication
standard. Initially, Xbee device is detected and assigned a port by the laptop one which
let us read the initial device settings of the Xbee and change them as required.
The XCTU console mode interface is used to configure Xbee devices as routers XCTU
was used to change various parameters [17]. Initially, the firmware update was done by
the help of the XCTU software. While performing the firmware update, Zigbee Rou-
ter’s API function set was used and 23A7 (newest) was selected as the function set as
illustrated in Fig. 3.

The Node Identifier parameter was set to R1 which represents the name of the
device. Hence, the Node Identifier parameter was unique to every device. The Desti-
nation Low (DL) Address was set to FFFF, and the Destination High (DH) was set to
0. In order to configure an Xbee device as a Router the API enable option is set to the
default (transparent) mode using the XCTU software. Moreover, the CE (Coordinator
Enable) parameter is also set to 0, and the JV channel verification is enabled for a
router. For the purposes of this experiment, the baud rate was selected as 115200, and
the baud rate remained consistent for all the devices including the end devices and the
coordinator. The PAN ID was selected as 1234, and this too remained consistent for all

Table 1. Normal Flow of data in the Network Topology

Data flow (- >) sequence before attack

E7 - > R5 - E6 - > R5 - R5- > R4 - E4- > R4 - R4 - > R3 - E3 - > R3

E1 - > R1-E2 - > R2 - R1 - > R2- R3 - > R2 - R2 - > C

Fig. 3. Firmware update of a router
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the devices. After all the parameters are configured, the device settings are saved, and
the Xbee device is now configured as a Router.

5.2 Configuring End Devices

The end devices are also configured by using the XCTU software. In the case of an end
device, the PAN ID is set to 1234 which is analogous to the routers and the coordinator.
For the end devices, the JV channel verification is set to disable, the CE Coordinator
enable setting is also set to disable. The DH and DL values are set as the DH and DL
values of the routers to which they are connected. This essentially means that the DH
and DL values of an End-Device are those values of the router to which an end device
forwards its data packets. The API enable parameter for an end device is set to the
default (transparent) mode, and the baud rate is kept at 115200. The firmware update of
an end device is illustrated in Fig. 4.

5.3 Configuring Coordinator

In order to configure a coordinator using XCTU, all the settings are to remain the same
as mentioned for the router and the end device. However, the parameter CE (Coor-
dinator Enable) is set to enable or 1. Also, for the coordinator it is imperative that the
parameter JV channel verification is set to disable. The firmware update of the Xbee
coordinator is illustrated in Fig. 5.

Fig. 4. Firmware update of an end device

Fig. 5. Firmware update of a coordinator
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6 Remote aT Command Attacks

After the execution of the Python script for the normal data collection as mentioned in
the previous section, another Python script was executed to exploit vulnerabilities of
remote AT command identified during evaluation for conducting security attacks.

A total of three remote attacks were executed on Node ID, Destination Address and
PAN ID where the Node ID, Destination Address, and PAN ID parameters were read
and altered using Remote AT commands. The sub-sections below are explaining the
methods that are used for the attacks to fetch the original parameters, and then alter the
parameters to execute the attacks.

6.1 Node ID

Node ID is a form of cached parameter, and out of all the various cached parameters it
is the only parameter which can be changed. Pertaining the node ID, the command
‘set_node_id’ enables an attacker to change the Node ID of a device. The command
configures the Xbee device with the node identifier provided by the attacker by
updating the previous cached value and replacing it with the new value.

6.2 Destination Address

The destination address is a non-cached Xbee parameter. The destination address is the
default address of an Xbee module which compromises of 64 bits. This address is used
by Xbee nodes to transmit the generated data by the nodes. The data and the default
destination address can be read by using the ‘get_dest_address’ method in the python
code. This method provides the 64-bit address of the Zigbee device to which the data of
the Xbee will be reported. The ‘set_dest_address’ method changes the default desti-
nation address of the Xbee, and this will now be the new 64-bit address to which the
data of the device will be reported to.

6.3 Pan ID

Pan ID refers to the Personal Area Network (PAN) ID. Each personal area network has
an ID which the Xbee’s uses to operate in. The ‘get_pan_id’ method returns the ID of
the PAN which is being used by the Xbee devices to operate in. The ‘set_pan_id’
method is used by the attacker to specify a byte array value for PAN ID. This is now
the new PAN ID in which the Xbee device must operate in.

7 Impact of the Attacks

The results of the three attacks using Remote AT command is detailed in this section.
The attacks which have been conducted include the change of destination address,
change of PAN ID, and change of node ID. These attacks are unique in that they are
conducted remotely by executing the Remote AT commands. However, attacks such as
change of destination ID and change of PAN ID are analogous to the more traditional
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Denial of Service and the Wormhole attacks. For instance, researchers in the past have
executed the Denial of Service attacks on Zigbee modules by draining the battery of the
sensors. In the context of AT command, the Denial of Service attack can be conducted
by allocating a false destination id to a Zigbee node so that it stops the transmission of
its packets or sends packets to a destination which is not present in the network forcing
it to drop all the packets. Similarly, the DoS can be executed by changing the PAN ID
of the device; this would force the Zigbee device to disassociate itself immediately
from the network and would disrupt the overall flow of the traffic within the network.
Moreover, the devices within the topology that relies on the associated Zigbee device
would be unable to perform their functionalities hence it creates a widespread conse-
quence on the overall functioning of the topology.

7.1 Change of Destination ID

The Destination Low Address of the Routers are set to FFFF which means that Routers
can broadcast. By executing the Remote AT command, the destination of nodes used in
the topology was changed. The XCTU software is used to verify the parameters being
changed after the execution of the remote AT commands. The XCTU is also be used to
set the parameters of the nodes in the first case e.g. the PAN ID of Xbee devices is set
using XCTU software. The Fig. 6 presents the original DL address of R4:

The destination addresses of R4 was changed remotely by using remote AT com-
mands from another node e.g. E4 or R2.

After the execution of Remote AT commands, the change in Destination address
i.e. DL is verified on XCTU. The results of the Remote AT command attack resulting
in the change of DL is presented in Fig. 7.

Fig. 6. DL Address of Router 4 as seen on XCTU

Fig. 7. New destination low address of router 4
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7.2 Change of Node ID

The node ID of an Xbee device can also be altered by using Remote AT commands.
Initially, the node ID of Router 4 can be seen as ‘Router 4’. The Fig. 8 presents the
original node ID of router 4. However, by executing the Remote AT command code the
node ID of Router 4 was changed to ‘pqrst’.

After the execution of the Remote AT commands the node ID of Router 4 was
changed to ‘pqrst’ as presented in Fig. 9.

7.3 Change of PAN ID

All the nodes which are present with in the topology must be in the same PAN ID as
the coordinator to operate normally. Therefore, changing the PAN ID of the coordi-
nator remotely using Remote AT commands essentially means that the PAN ID at
which the coordinator operates is different from the PAN ID of the nodes compro-
mising of the routers and end devices in the topology. Hence, these routers and end
devices will not be able to forward or send data to the coordinator because of the
difference in PAN ID.

For the purpose of this experiment, the Remote AT command attack was executed
to change the PAN ID on E2 from E1. Initially, the PAN ID of E2 was 1234 and this
was changed to ‘BABE’. The Table 1 depicts that the data sent to the coordinator before
the attack had packets which were sent from E2 to R2, and R2 to coordinator as well as
packets from E1 to R1 to R2 and finally the coordinator.

However, after the Remote AT command attack was executed to change the
PAN ID, the coordinator did not receive any packets from E2. This is because E2 now
operates at a different PAN ID from the coordinator. Hence, E2 cannot forward its data

Fig. 8. Original node ID of router 4

Fig. 9. New node ID of router 4
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to R2, and therefore R2 won’t receive any packets from E2. The data which is forwarded
to the Coordinator by R2 would compose of data sent to R2 by R1 and R3 only and not
from E2. The results are shown in Table 2 which demonstrates the data received by the
Coordinator after the execution of the attack.

8 Analysis

The vulnerabilities pertaining to remote AT commands with in Zigbee modules were
successfully exploited in this research. In order to conduct all the Remote AT command
attacks the presence of an attacker with in the network is essential. Hence, the
Remotely conducted AT command attacks are also referred to as Insider attacks
because without the presence of a malicious attacker with in the network it is
impossible to successfully execute these attacks.

The Zigbee devices send beacon requests to discover networks. The Zigbee
coordinator or trust centre undergo the device identification and network discovery
process to identify newly established networks. This enables them to avoid any
PAN ID conflicts. Even though this process infuses many threats to the Zigbee net-
work, this process is essential for the Zigbee devices to form association with a par-
ticular network and discover other Zigbee devices. A malicious attacker may randomly
send beacon requests to discover adjacent networks. The beacon requests sent by
Zigbee devices are fundamental to the network discovery process and cannot be dis-
abled. In order to prevent random devices from sending beacon requests in order to join
the network it is possible to deploy intrusion detection and prevention systems with in a
Zigbee network. These intrusion detection systems would analyse the beacon requests
sent from internal and external devices with respect to the network and will be triggered
in case a malicious request is sent.

The Zigbee Coordinator is also tasked with authenticating requests sent from
Zigbee nodes that wish to join the network, and therefore grants permission to the
nodes willing to join the network. A successful mitigation approach in order to prevent
these attacks would be to preload a network security key in all the Zigbee devices
before they are deployed. This would enable the coordinator to only accept requests
sent by secure nodes and grant access to these nodes only. Moreover, all the Zigbee
nodes without the secure network key would not be able to form a device association
with the coordinator.

The experimental test bed composed of thirteen nodes in total. It is to be noted that
if these commands are executed on a large network there might be serious repercus-
sions in terms of identity theft as a malicious attacker may pose as a genuine entity to

Table 2. Data flow of the network after PAN ID change

Data flow (- >) sequence after attack

E7 - > R5 - E6 - > R5 - E4 - > R4 - R5 - > R4 - R4 - > R3 - E3 - > R3 - R5 - > R3 - E1 - > R1 -
R1 - > R2 -
R3 - > R2 - R2 - > C
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communicate with other nodes and take part in data transfer with other nodes. More-
over, the attacker can change the PAN ID of a node in a large network and completely
disrupt the data flow of the entire network depending upon the node been attacked. This
may result in the loss of important data and information.

9 Conclusion

The paper has presented a security evolution of Zigbee based sensors in IoT networks
which is followed by test bed design and configuration for experimental testing of
Zigbee based IoT networks. Based on the discovery during evaluation, the paper has
also executed remote AT commands in the testbed to compromise IoT network using
Zigbee based sensors. The executed attacks involve change of destination address,
change of Node ID, and the change of PAN ID parameters of the network. The
parameters which were changed as a result of the attack were verified by using the
XCTU software. Although, the attacks were generated in a smaller scale within the
testbed, with minor modification, these attacks can be executed on a larger scale. We
believe, the experiment and data presented in this paper will be very helpful to over-
come remote AT command-based security attacks in Zigbee networks. Therefore, our
future work may involve setting of attacks on a large-scale Zigbee based sensors in IoT
networks. In final note, Zigbee based sensors in IoT networks require security evalu-
ation in firmware level, device configuration level, and external level to ensure security
of the network.
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Abstract. The cloud storage is available on-demand, flexible resource provi-
sioning with pay-as-you-go pricing methodologies powered by data centers and
virtualization technologies. One of the major applications from cloud service
providers is that of the cloud storage. The service providers are ensuring reliability
in such a way that, if one server crashes or currently down, a backup server is some
other location facilitates continued service-provisioning for the customers. In such
an environment, the customers data are stored in a single cloud server or multiple
cloud servers. In the current trend, the data has become more valued than the
hardware. Hence, verification of data uploaded to the cloud servers at regular
intervals is important.This researchworkstrives toprovideawide rangeofmethods
which offer this integrity verification service with their merits and demerits.

Keywords: Remote data � Provable data possession � Integrity verification �
Cloud storage

1 Introduction

The idea of cloud computing was introduced in 20th century after the invention of
mainframes, minicomputers, personal computers, laptops and other handheld devices
[1]. The technology converge of web service, grid service, autonomic computing,
parallel processing, distributed computing for high performance and high throughput
applications have necessitated the need for outsourcing the computing power, storage
space, primacy memory technologies [2, 3].

Since the invention of virtualization technologies by VMWare in late 1990s for
sharing the hardware resources of a single computer, the thirst for outsourcing the
virtualized resources have been extensively studied [4]. As a result, the web service
based outsourcing the technology called the cloud computing has successfully been
invented with much needed virtualization support by hardware and software from
multiple vendors of the computer business [5].

The advent of cloud introduced may vendors to get the service from cloud as ready-
made applications with only the database being uploaded to the cloud storage [6, 7].

© Springer Nature Singapore Pte Ltd. 2019
V. S. Shankar Sriram et al. (Eds.): ATIS 2019, CCIS 1116, pp. 92–99, 2019.
https://doi.org/10.1007/978-981-15-0871-4_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0871-4_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0871-4_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0871-4_7&amp;domain=pdf
https://doi.org/10.1007/978-981-15-0871-4_7


In such a cloud technology prevalent scenario, hackers and intruders are keenly
watching the cloud service providers to catch hold of the confidential business data
available in cloud servers. If they win this game of intruding the cloud servers, they
may do harm to the data by deleting some important portions of it for fun or for
business rivalry [8, 9]. Apart from multi-national companies like Amazon, Microsoft,
Google, Cloud Fare, many young entrepreneurs are venturing into cloud service pro-
vision to the market.

Hence, a proper technique to ascertain the data integrity the in the cloud storage is
essential for proper functioning of the businesses and for ensuring confidentiality of the
individual users [10]. Recently, the accounts of Facebook users was hacked by
intruders which made Facebook look at the vulnerability issues in its application and to
seal them as soon as possible. Accordingly, there must be a way for the businesses and
laymen to verify their data stored in the outsourced storage areas.

Many authors have proposed their schemes for providing storage verification using
different mathematical principles. Each principle makes their scheme stronger than
others, but yet to seal all the vulnerabilities from the hackers’ illegal attempts.

Some of the related survey works are brought forward to the notice of the
researchers in Sect. 2. Various approaches proposed by different authors in the past are
presented in Sect. 3. Section 4 details with the analysis and gaps in the present works.
Current challenges and directions for future research are presented in subsequent
sections. Section 6 concludes this research work.

2 Related Works in the Literature

One of the very recent works is introduced by Liu et al. in 2019. The authors have
clearly noted the importance of the need for data integrity verification ranging from the
work done before two decades to the current scenario. They have analyzed the work
based on the procedures on blockless verification, public verifiability of the proposed
schemes, coarse-grained and fine-grained nature of the schemes and the authentication
of the nodes among other attributes. Their work puts forwards the facts such as much
work is needed to improved efficiency, multi-tenancy based cloud storage, scalability
of the data center provisioning [11].

Shin and Kwon [12] in the recent past have studied extensively on the remote data
possession schemes proposed. Their work focuses on the performance due to publicly
verifiable and batch auditing schemes on the cloud storage. The comparison criteria for
the notable works being the computational cost incurred by the works due to cloud
service providers, third party auditors, communication cost during challenge to the
cloud server and response from the cloud server and finally the probability of the
successful findings of data fiddling.

Rani and Ragha [13] have surveyed the previous works in terms of dynamic
verification ability, ability to store and verify over the data stored with multiple
replicas, identity based schemes and hash table based schemes. They claim that a
cheating cloud service provider may sell the data for a price to the hacker and behave
dishonestly. The presence of a good auditing method will resolve the dispute the data
owner and the cloud service provider.
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Zhou et al. in 2018 [14] claim that the verification strategies can be divided into
seven major ones. Each category is thoroughly analyzed with respect to the list of
services provided including auditing service, data privacy, data dynamicity, auditing
operation in batch mode and multi-user setting based verification procedures. They
have also attempted to collect the works based on the copies with a user including one
copy with one user, multiple copies of data with one user and multiple copies of data
with multiple users. This survey is astounding which gives a clear pictures of the works
done in the past and the need for new directions in this area.

Another novel survey by Chaudhuri et al. in 2018 [15] highlights the fact that the
users are not aware of the verification procedures which are handy to the cloud server
providers. They based their survey on traditional methods, Merkle-hash tree methods,
signature based methods which are prevalent in auditing strategies.

Though multiple survey with fruitful findings have already been put forward, this
research work will complement to identify further research findings and will be helpful
to the young researchers to further explore the concepts of integrity verification
strategies.

3 Survey on Various Integrity Verification Schemes

3.1 Provable Data Possession

The possession of data by the cloud servers was successfully verified by many
approaches in the past. Some of the notable contributions are presented here.

Ateniese et al. in 2007 [16] came out with one of the early verification schemes for
proof of verification for the data outsourced to cloud servers. Two schemes were
introduced and both of them proved to be more efficient than the similar works in this
literature. One of the significant finding of this research work is that of attributing the
performance of the verification scheme to disk input and output rather than the com-
plexity in cryptographic formulations.

Sebé et al. in 2008 [17] introduced a possession verification scheme suitable for
airports, defense systems and other mission-critical infrastructures. This work allows
for repeated verification if needed with minimal cost and allows the use to setup a
maximum verification time during the commencement of the cloud outsourcing
process.

A recent work proposed by Ghoubach et al. in 2019 [18] allows handheld devices
such as mobile phones, tablets to do the verification of the outsourced data. Since these
devices come with limited power backups, this work strives to do the integrity check
with minimal computation and communication cost than the previous works.

Erway et al. in 2015 [19] introduced a version control scheme for updating the
outsourced data to the cloud storage. This scheme is a novel work with relatively less
computational cost. The novelty in this research work is that of the usage of authen-
ticated dictionaries containing the ranking details.
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3.2 Data Dynamics

Only very few works strive to provide the data dynamicity such as updating, deleting,
modifying, inserting blocks into the already uploaded files.

Ren et al. in 2018 [20] allowed for cloud storage data possession by external parties
with secure data dynamic operations. Since the existing works suffer from vulnera-
bilities, this work makes use of rb23Tree technique for it and avoids them showing
reduced computational cost for dynamic operation compared to the previous works.

A work proposed by Wang et al. in 2009 [21] based on Merkel hash tree provides
prominent support of improved version of data dynamic operations handling mecha-
nisms for the outsourced data. Since prior works provide either data possession veri-
fication procedure or dynamic operation procedure, this work provides both of the
services at low computational cost.

Hao et al. [22] extended the work proposed by Sebé et al. [17] and allowed for both
public verification of data and support data dynamic operations. The significance of this
approach is that the data owner does the verification procedure without delegating it to
an external auditor. Thus this work can be useful for confidential data handling
contexts.

Chen et al. in [23] invented a scheme utilizing the homomorphic hashingmethod. The
Merkle hash tree was used for supporting the data dynamic operations. This tree structure
is used to log the details of each data operation being done on the outsourced data.

3.3 Batch Auditing

Under some circumstances, it is necessary that the possession of data be verified for
multiple users under consideration. Some of the typical works in this line are included
in this research article.

The work proposed by Saxena and Dey [24] made use of more than one third party
auditors for doing the auditing process for multiple users. The work introduces its
novelty by making use of homomorphic tags and batch code techniques and also avoids
the single point of failure of a third party auditor.

Wang et al. in 2013 [25] have conducted a serious study on data integrity verifi-
cation for data stored in the cloud storage provided by Amazon. The work is free from
the vulnerabilities identified in the previous works and it provides multi-user setting
option in the Amazon EC2 server for batch auditing.

The work proposed by Yu et al. in 2014 [26] is an improvised version of the
previous work done by Chen et al. This work proves that the previous work is sus-
ceptible to attacks such as forgery and replace attacks. The proposed protocol fixes the
identified problems and surfaces well with less computational overhead.

3.4 Identity Based PDP

Liu et al. in 2017 [27] based on their work on proposing a novel scheme which is free
from quantum computer attacks. They have formulated their work using lattice based
cryptographic techniques to avoid those attacks without using certificates. This reduces
huge computational overhead during the auditing process.
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Wang et al. in 2014 [28] setup an environment for multi-cloud storage based
integrity verification methods based on identity based signatures. This work is com-
putationally efficient and support the verification by private user, a user in a delegated
environment or a public user.

The work done by Yu et al. in 2017 [29] avoid the use of costly public key
infrastructure which hinder the usage of the remote data verification protocol. The idea
of identity based key-homomorphic initiatives were used to realize the verification
process. The proposed protocol preserves perfect data privacy from the external
auditor.

3.5 Verification Over Multi-cloud Storage

The data uploaded to cloud are stored in multi-cloud storage provided by the data
centers. Works in this direction are very important for real-world implementation
scenarios.

In the work proposed by Curtmola et al. [30], a client may wish to keep multiple
copies of data in multiple cloud servers to increase the data reliability. In such a
scenario, this work strives to avoid any collusion based attack by the cloud servers.
Another novel feature of this work is that of increasing the replicas of the copies on
demand.

Since the cloud storage area may migrate data due to various migration policies, the
work proposed by Zhu et al. in 2012 [31] gains importance. The auditing is provable
over the data stored in multiple clouds with zero-knowledge privacy. Moreover, the
computational and communication overheads compared to the previous literary works
are relatively less.

Wei et al. in 2016 [32] have provided a means of ensuring verification of multiple
copies of data stored in different cloud servers in different data centers. This multi-
cloud concept is being followed by businesses to increase the availability of the out-
sourced data to its customers. This scheme makes use of homomorphic technique
create multiple copies of the data. It supports auditing and block dynamic data
operations.

4 Analysis of the Findings and Identifying the Gaps
for Future Research Direction

This section provides a condensed view of the findings of this exhaustive research work
and the gaps to be filled in this direction are provided to assist young researches,
scientists and academicians to put forward more research in the verification procedures
on the cloud storage. The details analysis and the gaps are tabulated in Table 1.
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5 Research Challenges

One of the major challenges in developing a protocol for secure data storage in cloud
servers is that of attacks from hackers and intruders in terms of Man-in-the-Middle
attack, collusion attack and message modification attack. The recent work proposed by
Nayak and Tripathy in 2018 [33] has been proved to be vulnerable to attack. Similarly,
a work pertaining to batch auditing with less computation complexity is a daunting task
for a researcher [26] with less computational complexity. Initiating verification on
multi-cloud storage is another research challenge which is yet to be resolved.

6 Conclusion

The survey provides a comprehensive view of the various major techniques from a
great grand past to the current literature. This article will serve as an eye-opener for the
young researches and academicians who want to explore the research works carried out
in this arena. The prominent works with the nature of the protocols used by the authors
along with their ability for doing the proof verification over the audit response provides
a overall picture of the significance of works carried out in different dimension with
regard to the verification procedure. The gaps identifies simply portray that, though
multiple schemes have been proposed in the literature, the question of providing an
attack-resistant and computationally efficient scheme for ensuring the integrity verifi-
cation yet to be provided in the future.

Table 1. Advantages of various integrity verification methods and identified gaps

Sl. No. Schemes Advantages Gaps identified

1. ID based schemes Relatively more secure Improvement on multi-user
batch auditing based research
works are very less

2. PDP schemes Mandatory for current
cloud storages

User authentication provided
by very few works. Works on
storages other than cloud are
very few

3. Multi-cloud
storage schemes

Supports replicas
providing availability
and reliability for
business continuity

Very few works available.
More research needed in
privacy based works

4. Batch-auditing
schemes

Multi-user auditing for
hierarchical auditing
scenario

More works needed in Hadoop
framework and Amazon web
services needed as they are
wide-spread among cloud user
community

5. Schemes on data
dynamics

Provides a real time
environment for cloud
users

Authenticity during
dynamicity is not available.
More works not available
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Abstract. Security is very crucial to enhance the privacy and secrecy of the
data and applications that are used in routine life. Human life, has been trans-
formed into a much smarter one with the advent of several smart applications
based on Internet of Things (IoT). The evolution of the Internet of computer to
the Internet of Things was made possible by the involvement of Radio Fre-
quency Identification (RFID), Wireless Sensor Networks (WSN), Lightweight
Communication Protocols (LWCP) and cloud services. These major technolo-
gies enable IoT to associate with cloud technologies in order to provide
advanced real-time applications that could improve our day to day life activities.
Software-Defined Networks (SDN) is a technology capable of providing a bird’s
eye view of the network. Integrating SDN with IoT has several benefits
including security. This paper studies the state of art research efforts in securing
the IoT environment with SDN based solutions and highlights the advantages of
using SDN for security. Further, a novel SDN based framework which segre-
gates the IoT network based on applications with similar security needs is also
proposed to enhance the overall security of the system.

Keywords: Security � Internet of Things � Protocol � Software Defined
Networks

1 Introduction

The term ‘Internet of Things’ was first fabricated by Kevin Ashton in 1999 at the time
of his tenure at Procter and Gamble [1]. The term was further popularized by RFID
Auto-ID center, the RFID tags when attached to a device makes it uniquely identifiable
and these devices, when connected to the internet, can perform smart functions. The
basic concept of ‘Internet of Things’ is smart objects getting connected to the internet
thereby providing some useful inferences. For example, in smart city application, the
water tanks can be made to update their water usage data for efficient water manage-
ment in drought-affected cities. Further, IoT uses up the advantage of sensor networks,
to sense the environmental data and perform functions based on the sensed data. Cloud
is an effective service platform which is capable of providing ubiquitous service to the
IoT based devices. Since IoT comprises a network of various devices getting connected
anytime, anywhere, it is anticipated that the number of devices connected to the internet
may reach billion in 2020 [2]. Securing this massive network of devices with limited

© Springer Nature Singapore Pte Ltd. 2019
V. S. Shankar Sriram et al. (Eds.): ATIS 2019, CCIS 1116, pp. 100–116, 2019.
https://doi.org/10.1007/978-981-15-0871-4_8

http://orcid.org/0000-0003-3055-0356
http://orcid.org/0000-0002-8775-5312
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0871-4_8&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0871-4_8&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0871-4_8&amp;domain=pdf
https://doi.org/10.1007/978-981-15-0871-4_8


resources is a great challenge. Moreover, IoT uses different lightweight communication
protocols like IEEE 802.15.4, Ipv6 over Low-Power Wireless Personal Area Network
(6LoWPAN), ZigBee, Z-wave and application protocols like Constrained Application
Protocol (CoAP), Message Queuing Telemetry Transport (MQTT) in contrast to tra-
ditional networks [3]. The protocols come with their own vulnerabilities and providing
common security methods for these heterogeneous networks is tedious. Various
researchers have provided solutions like light-weight cryptography, block and stream
ciphers, light-weight security protocols, key management protocols and thus along
[4–6]. Even so, the area of securing the IoT network is still in its infancy and issues like
providing standard security algorithms for these heterogeneous resource-constrained
devices needs to be addressed.

Software Defined Network (SDN) is an emerging technology that segregates the
control plane and the data plane. It gives a global view of the network to the users. The
decisions regarding routing are determined by the centralized SDN controller while the
switches forward the packets based on the decision of the controller. SDN when
integrated into the fog and edge paradigm of IoT, can have significant impact on the
latter’s performance. With SDN, upgrading becomes easier when compared to tradi-
tional networks, the network is more flexible, can detect flaws and make decisions on
the fly, and support features like Network Function Virtualization (NFV) which in-turn
leads to improved network performance [7]. The logically centralized control provided
by SDN greatly benefits the heterogeneous IoT networks as it provides more control
over the network. In this regard a novel generic framework for handling the hetero-
geneous network of IoT using SDN for security enhancement is proposed. Despite the
fact that the SDN paradigm itself is prone to various attacks, the benefits of securing the
IoT environment using SDN are inevitable. This paper reviews on the various research
efforts made so far to secure the IoT environment using SDN and highlights its benefits
over traditional methods. Further scope for future work is also enclosed.

The contribution of this work unfolds as follows. Section 2 gives an overview of
IoT architecture and its vital facilitating technological components. Section 3 catego-
rizes the ways for securing IoT and gives the reason for using SDN for IoT security.
Section 4 reviews the various SDN based security solutions and lists out their merits
and limitations. Section 5 provides an analysis of the security solutions by listing out
the distinctive advantages it carries over conventional methods. Section 6 proposes a
novel generic framework for security enhancement in IoT system. Section 7 presents
the conclusion.

2 IOT System

The basic architecture of IoT is a simple three-layered architecture as depicted in Fig. 1
with perception layer as the bottom layer, which is responsible for sensing and gath-
ering of status information from the device and its environment [2, 3]. The middle
network layer is responsible for transmission and communication of data between
devices and applications. The upper layer is the application layer, responsible for
delivering services to applications based on the data collected.

Prognostic Views on Software Defined Networks 101



Another important architecture for IoT is the Service Oriented Architecture
(SOA) with an additional service layer [3]. This service layer performs service dis-
covery, service composition, and management. It also provides interfaces for services.
Some of the essential components of IoT which works under these layers are listed
below.

Perception Layer: RFID, embedded devices and sensor networks form the essential
components of this layer. The devices in IoT is resource-constrained with 8-bit, 16-bit
and 32-bit microcontrollers used in common. RFID tags are attached to these devices
for unique identification and tracking purpose using radio waves, while sensor net-
works sense and gather the status of devices and environmental data like pressure,
humidity, light, etc. [3].

Network Layer: Several lightweight communication protocols are used for com-
munication in the resource constrained IoT environment. The protocols used are IEEE
802.11, IEEE 802.15.4, Zigbee, Z-wave, 6LoWPAN, CoAP, MQTT, etc. [3, 8].

Service Layer: Cloud is a promising service platform which provides unlimited
computing and storage capabilities ubiquitously [9, 10]. Still, it has certain limitations
like limited network bandwidth and latency problem [11]. Fog, edge and cloudlet, the
branches of cloud, are used in collaboration with one another to overcome these
limitations [12].

Application Layer: This layer includes some efficient applications like smart grid,
intelligent transportation, health monitoring, building automation, smart manufactur-
ing, Industry 4.0, etc. [3].

3 Software Defined Network (SDN)

Software Defined Network is an emerging technology, which uses software applica-
tions for programming the network inducing network virtualization [12]. SDN over-
comes the drawbacks of the traditional network by possessing a logically centralized
architecture which divides the control plane from the data plane. The decision
regarding routing of packets is made by SDN controllers whereas the network devices
only take responsibility for forwarding the packets based on the controller’s decision.
SDN architecture consists of three layers namely infrastructure layer, control layer and,
application layer as in Fig. 2. The infrastructure layer includes networking devices like
switches and routers, the control layer consists of controllers with software for network

Fig. 1. Basic and Service Oriented Architecture

102 A. Taurshia et al.



programmability and the application layer includes applications like traffic monitoring
and load balancing which makes use of the underlying functions. Interaction between
the infrastructure layer and control layer is done through southbound Application
Programming Interfaces (APIs) like OpenFlow and NetConf. Northbound APIs like
Frentic is used for interaction between the control layer and the application layer [7].
First, the SDN controller establishes a connection with the networking devices through
southbound APIs and based on the information received, builds a global view of the
network. The features of SDN, when integrated with fog, can help resolve issues like
irregular connectivity, high packet loss rate, and collisions [12].

The network of ‘Internet of Things’ is heterogeneous, with unlimited number of
devices getting connected anytime, anywhere, the traditional methods of security are not
sufficient for securing it. Henceforth, many novel methods are proposed by researchers
to secure this resource-constrained heterogeneous network of things [4–6, 13]. Based on
the works so far we try to classify the ways for securing IoT into five categories as
depicted in Fig. 3.

Fig. 2. SDN architecture

Fig. 3. IOT security solutions
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Among the ways of securing, using software defined networks for IoT security is
the hot topic prevalent nowadays. The reasons for the need for SDN to secure IoT
environment comes as follows,

• SDN provides centralized control over the network, hence it can efficiently tackle
several security issues.

• SDN also supports virtualization of services and network components. Hence it is
capable of providing fast response to security threats by supporting mechanisms
like traffic rerouting, intrusion detection and prevention, security policy deploy-
ment, authentication and, access control on the fly [7].

• SDN having a global network view can manage the sleep/wake cycles of IoT
devices which are sleeping most of the time [14].

These privileges of SDN show new dimensions for securing the IoT environment.

4 Review on SDN Based Security for IoT

This review solely focuses on SDN based security solutions specific to IoT environ-
ment and excludes security solutions provided to secure SDN.

4.1 SDN Based Architecture for Security

Several research efforts are undertaken by placing the SDN controllers and network
devices in different patterns in the IoT system to tackle several security issues. The
authors in [15] proposed an architecture based on a distributed grid of security concept.
The network is divided into domains which may include wired, wireless, ad-hoc and
sensor networks. Each domain contains a root controller called the border controller.
The security rules and routing functions are distributed on border controllers and are in
connection with other domain border controllers. Whenever the border controller
encounters a new flow it starts authenticating it, allowing only secure traffic. A similar
network-based approach for security has been proposed in [16] where the IoT network
is segregated into clusters and each cluster governed by a cluster head with an SDN
controller integrated into it. A new routing protocol is proposed for inter-domain cluster
communication and an OpFlex based distributed firewall is proposed for IoT systems.
Flow visor, a novel SDN based architecture is proposed in [17] where a specialized
SDN controller is used for logically segregating the smart grid network into different
slices. This segregation privileges the use of several controllers in the same network.
Slicing of the network leads to mitigation of several security issues like trust,
authentication, availability, authorization, and confidentiality. The controller sends the
metering data encrypted using AES-128. Long-Term Evolution (LTE) is used for
sending 24-h metering data to the utility which is then compared with the last 24-h
metering sum data provided by SDN switches ensuring non-repudiation and integrity.

In IoT network, there are devices that use wireless access point for network access
and devices that use cellular networks. A new SDN based security architecture [18] for
both kinds of devices is proposed. The architecture uses a gateway controller between
OpenFlow switches and SDN main controller. The gateway controller supports
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Intrusion Detection and Prevention System (IDPS), Deep Packet Inspection (DPI) and
other generic rules for safeguarding the network. The main controller is in constant
touch with the gateway controller and is responsible for rerouting the traffic. Since both
the inbound and outbound traffic passes via gateway controller only secure traffic is
allowed to go further, thus protecting the system from (Denial of Service) DoS and
ARP spoof attack. The main SDN controller is responsible for encryption and
decryption of information passing through it to avoid data theft in IoT networks.

Another novel SDN based security architecture called RolSec [19] has been pro-
posed which distributes the controller based on security rules. The SDN IoT gateway is
managed by many controllers and is in communication with other gateway controllers
in addition to its own domain. In RolSec the SDN controllers are separated into
intrusion controller for detecting intrusion, key controller for key management and
cyptocontroller for ensuring confidentiality, integrity, privacy, authentication and
identity management. A distributed blockchain-based cloud and fog architecture is
proposed in [20] where the SDN controllers are distributed in fog node in blockchain
fashion. The distributed SDN in the fog layer performs analysis of flow rule and packet
migration. It also provides an interface for network management operators to provide
networking capabilities. The SDN switch is placed in the multi-interfaced base station
at the edge of the network to constitute a wireless gateway. The edge of the network is
equipped with provision for detecting saturation attack. The blockchain-based SDN
architecture improves the overall security of IoT network.

Through SDN, security can be provided as a service. Service Function Chain
(SFC) is a technology supported by SDN and NFV which guides the user traffic flow
through service applications based on user needs. The authors in [21] proposes an
architecture for on-demand security service based on SFC technology. The source
traffic is allotted to pass through a set of virtualized security functions like intrusion
detection and prevention system, firewall, etc., before reaching the destination based on
the demands of the user. Another framework for security services is proposed in [22]
where security service applications like Distributed Denial of Service (DDoS) attack
mitigator and firewall are deployed on top of the SDN controller. The service appli-
cations are centralized and are responsible for protecting the network resources from
suspicious traffic by dropping packets based on probability. Table 1 lists out the merits
and limitations of the above said SDN architectures for securing IoT.

4.2 SDN Based Virtual Authentication Authorization and Accounting
(AAA)

The network of IoT is heterogeneous and the devices use different types of addressing
like IP, ZigBee and MAC address based on the type of network for identification
purpose. In view of this, a common identity-based authentication scheme [23] is
proposed for all networks by integrating a trusted certificate authority along with the
SDN controller as it provides centralized control over the network. Key establishment
is done using Elliptic Curve Cryptography (ECC) and the authority provides a virtual-
IPv6 based identity for the devices which tries to register. This identity can be used for
further authentication and nounce is used to avoid replay attack. The proposed scheme
is efficient against man-in-the-middle, masquerade and replay attacks.
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Table 1. SDN based architecture for security

Research effort Methodology Merits Limitations

SDN based
architecture for
security [15]

The network is
divided into domains
with a border
controller for each
domain

Architecture for both
Ad-Hoc and IoT
network. Failure
recovery is easier as
domains are
independent. The
domains are
distributed all over
network to prevent
attacks and deny
unauthorized users to
communicate

The architecture is
not simulated and
the performance is
not evaluated

SDN-based
security
framework grid
[16]

The network is
divided into clusters
with an SDN
controller as cluster
head

Clusters ensure easy
failure recovery.
A new routing
protocol for
communication and
provision for
distributed firewall

Lack of performance
analysis

SDN/LTE based
architecture
(Flow visor) for
smart grid
security [17]

The smart grid
network is divided
into slices using SDN.
LTE is used for
transferring metering
data

Allows use of
multiple controllers
in the same network.
Ensures non-
repudiation and
integrity of data by
cross checking

Framework specific
only to smart grid.
Lack of performance
analysis on
communication
overhead

SDN and edge
computing based
security
architecture [18]

Gateway controller is
placed between the
main SDN controller
and switches

Gateway controller
equipped with IDPS
and DPI allowing
only secure traffic.
Prevention from DoS
and ARP spoof
attack

The architecture is
not simulated and
tested. Performance
analysis not done.
Single point of
failure problem. No
detailed information
on encryption and
decryption of
information by SDN
controller

RolSec [19] SDN controller is
divided into
cryptocontroller,
intrusion controller
and key controller

More efficient and
secure as SDN
controllers are
distributed based on
security rules

The architecture is
not simulated and
tested. No detailed
explanation on the
working and
communication
between different
distributed
controllers

(continued)
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As SDN supports virtualization a framework for virtual authentication, authoriza-
tion and accounting (vAAA) [24] is proposed using SDN and NFV. The network
authenticators are deployed at the edge as virtualized network functions (VNFs) for
providing authentication service. An IoT device can send requests to the controller for
authentication via a virtual switch. The controller then deploys dynamically a VNF of
protocols like Extensible Authentication Protocol (EAP) for authentication. After
authenticating, the device can derive keys for bootstrapping and receive credentials for
authorization. Accounting can be done for generated traffic to prevent excess usage of
resources. The proposed framework provides centralized channel protection and pro-
vision for dynamic key distribution for Machine-to-Machine (M2M) communications.
Table 2 analyses the merits and limitations of the above said research efforts.

Table 1. (continued)

Research effort Methodology Merits Limitations

A software
defined
distributed
blockchain
architecture for
IoT [20]

SDN controllers,
distributed in Block
chain fashion

Improves overall
security of the
system. Reduced
delay, increased
throughput,
scalability and real-
time attack detection
capability. Efficient
solution for data
offloading to cloud

Performance
evaluation is done
only for saturation
attack

Security service
on-demand
architecture
using SDN [21]

A framework for
Security as a service
using SFC technology

On- demand,
dynamic and flexible
security service

The framework is
not simulated and
performance analysis
is not performed

A framework for
security services
based on
software-defined
networking [22]

Security service
applications built on
top of SDN controller

Provision for DDoS
attack mitigation and
firewall

The single,
centralized controller
leads to overhead
during failure
recovery. The
architecture is not
simulated or tested.
Lack of performance
analysis
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4.3 SDN Based Black Network

The purpose of a black network is to obscure information from malicious users.
An SDN based black network is proposed [25] where the metadata along with the
payload is encrypted. Grain 128a authenticating cipher is used for encryption due to its
efficiency in IoT networks and a trusted third-party SDN controller is used for secure
routing. The packets are broadcasted and only the destined receiver can decrypt the
message while others cannot. Broadcasting the packets obscures the destination node.
This method promises high security against eavesdropping and packet modification
attacks with compromise in network efficiency and overhead due to complicated
routing and symmetric key management.

Another SDN based black network is proposed [26] where the source, destination,
and routing path is obscured. The source node is obscured through blank tokens
originating from random nodes in the path between source and destination. These blank
tokens are packets which are empty and of fixed length. When these tokens reach the
source after traveling through a predestined path, the source fills the tokens with the
payload and resend it back through the same path. In this way, the source node can be
obscured. In order to obscure the destination node, the packets are made to hop a
random number of nodes after reaching the destination node. The routing path is
obscured by the usage of nodes called join nodes. These nodes use a random shuffling
method instead of the traditional way of using First in First out (FIFO) order for
forwarding the packets. The proposed method improves security with overload in
network traffic. Analysis of the research efforts on SDN based black networks is
depicted in Table 3.

Table 2. SDN based virtual AAA

Research
effort

Methodology Merits Limitations

Identity-based
authentication
scheme using
SDN [23]

A trusted certificate
authority is integrated
with SDN controller
for authentication

Provides a virtual
identity common for all
networks. Provides a
Trusted certificate
authority. Resistant to
replay attack, Man-in-
the-Middle attack and
masquerade attack

Lack of
performance
analysis on
memory and
communication
overhead

Managing
AAA with
NFV/SDN
[24]

A framework for
virtual AAA using
NFV

Provision for virtual
authentication,
authorization and
accounting at network
edge. Provides channel
protection and dynamic
key distribution for M2M
communication

The framework is
not tested and
evaluated
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4.4 SDN Based Data Transfer Security

The author in [27] proposes an algorithm for optimal placement of middlebox like
IDPS and firewall in IoT network and model for data transfer security based on
middlebox called Middlebox-Guard (M-G). In M-G, the SDN enabled switch is granted
to bind a port to one or more MAC addresses to avoid MAC spoofing attack. MAC
flooding attack is mitigated by allotting limits to the number of MAC addresses
associated with a switch port. The VLAN spoofing attack is mitigated by allotting ports
as user-to-network interfaces (UNIs) and network-to-network interfaces (NNIs) and
VLAN tags are removed from the packets of NNIs. Finally, IP spoofing is mitigated by
configuring flow tables with IP-prefixes. The proposed algorithm’s analysis is depicted
in Table 4.

4.5 SDN Based Intrusion Detection and Prevention System (IDPS)

An SDN based framework for detecting and mitigating security attacks in smart home
networks [28] is proposed. The framework consists of five modules. They are the
device manager, sensor element, feature extractor, and mitigation unit. The Device
manager maintains a database of home network devices, security risks associated with
them, known home network attacks, and their defense mechanisms. The devices in the

Table 3. SDN based black networks

Research
effort

Methodology Merits Limitations

Black SDN
[25]

Encrypts the meta-data
along with source and
destination address. SDN
controller is used for
secure routing

Resistant against data
gathering attack and
traffic analysis attack.
Broadcasting helps in
obscuring the
destination

Communication
overhead due to
routing and key
management

Black routing
and node
obscuring
using SDN
[26]

Encrypts the metadata
with source and
destination IP address.
Mechanisms for node
obscuring using SDN

Obscures source node,
destination node and
routing path

Network-traffic
overload

Table 4. SDN based data transfer security

Research
effort

Methodology Merits Limitations

Data transfer
security with
SDN [27]

Algorithm for
optimal placement of
middlebox like IDPS
and Firewall in IoT
network

Mitigates MAC
spoofing attack, MAC
flooding attack, VLAN
spoofing attack and IP
spoofing attack

During failure and
overload, sequences
with loops are
required for correct
policy traversal
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smart home network first register itself with the administrator using their device ID and
location. The sensor element, a virtual inline sensor is built on top of the SDN con-
troller. The SDN controller using OpenFlow redirects the traffic of home network
device to flow through the sensor element which in turn maintains a log of network
activities. The Feature extractor module extracts the features based on problem
instances. The detector unit module uses signature-based and anomaly-based detection
or stateful protocol analysis either separately or combined to detect attacks and the
mitigation unit module mitigates attacks by redirecting the traffic against victim devices
using OpenFlow.

Another novel invariant based Intrusion detection system is proposed [29] for
industrial IoT. Invariants are defined as properties of a system that tend to remain
constant in all scenarios. The static properties of devices are depicted with a logical
design. Any deviation from the normal pattern is treated as an anomaly. This method
consists of three phases. In the training phase, the data flow patterns are derived from
SDN switches. In the next phase, the invariants are designed from the data flow

Table 5. SDN based IDPS

Research effort Methodology Merits Limitations

A host-based
intrusion detection
and mitigation
framework for
smart home [28]

The traffic from home,
network devices are
made to pass through
an inline sensor built
on top of SDN
controller to perform
intrusion detection
and mitigation

Provides Host-
based IDPS in smart
home environment

No appropriate
feature selection for
current attacks.
Protection only for a
specific host

An invariant based
intrusion detection
system [29]

The static properties
of devices named
invariants are used for
anomaly detection
using SDN

Detects 29 out of 30
attacks with 96.5%
detection rate and
6.5% false positive
rate
Exhaustive device
knowledge is not
required

Manual formation
of rules for anomaly
detection

GA based
intrusion detection
system [30]

Feature selection is
done using GA on the
network traffic
obtained from SDN.
The suspicious traffic
is either suspended or
redirected to an
isolated spot

The algorithms
intrusion detection
rate is 80%.
Processing time is
reduced using GA

No analysis on false
positive rate

Flow based
security with SDN
[31]

IOT gateway is
integrated with SDN
controller and switch

Traffic analysis is
done close to
network edge

Experiments
focused only on
TCP and ICMP
based attacks
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patterns. The final phase is the anomaly detection phase. The SDN switch is integrated
with the invariant algorithm and centralized monitoring is done using SDN. Upon
simulation, the proposed method is able to detect 29 attacks out of 30 with a 96.5%
detection rate.

A biologically inspired Genetic Algorithm (GA) based Intrusion Detection using
SDN is proposed in [30]. GA is used for rule generation and feature selection. The
algorithm extracts features from SDN provided network traffic and gets a fitness value
to detect suspicious traffic. The suspicious traffic is either blocked or redirected to a
honeypot using SDN. The simulation results show the algorithm is efficient against
several attacks. Another approach for flow-based security is proposed [31] where the
IoT gateway is employed as both SDN integrated controller and switch. That way, the
system will be capable of providing analysis of traffic and flow rule closer to the
network edge. Flow entries are used to detect the network state and actions like
blocking, forwarding, and Quality of Service (QoS) is performed if anomalous
behavior is detected. Table 5 provides the analysis of intrusion detection and pre-
vention systems for IoT based on SDN.

4.6 SDN Based Resilience

A resilience approach using SDN for IoT communication [32] is proposed. In the
proposed model redundant communication lines are used and if the line becomes
disabled due to any attack, then SDN controller is used for dynamic switching between
communication lines.

The work in [33] proposes combined cybersecurity and resilience-based modeling
environment in network design stage to make a fail-safe environment using SDN. The
work aims to achieve equilibrium resilience using SDN controllers knowledge on
available paths, workload and bandwidth data with details for future implementation of
the proposed framework. The analysis of resilience-based research efforts is done in
Table 6.

Table 6. SDN based resilience

Research effort Methodology Merits Limitations

Resilience with SDN
[32]

Dynamic switching is
done between
redundant
communication lines
using SDN controller

Dynamic switching
in case of attack or
failure. Time elapsed
during switching is
reduced compared to
conventional
systems

Evaluation done
only for DoS
attack

Integrated
cybersecurity and
resilience based
modeling
environment for
smart manufacturing
[33]

Equilibrium
resilience is obtained
using SDN
controllers by
redirecting the traffic
through safe network
paths

Cybersecurity and
resilience combined
framework to make
a fail-safe
environment

The framework is
not evaluated and
tested. Provides
only a generic
solution
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5 Analysis

From the review of research efforts made so far, it is evident that integrating SDN with
IoT, not only improves network efficiency, but also has the ability to provide security
against several attacks, perform intrusion detection and prevention on the fly, prevent
unauthorized users from accessing the resources either through architecture or through
virtual AAA and also capable of providing resilience. The analysis of existing SDN
based security solutions identifies the following advantages over conventional security
methods,

• Ability to provide real time-dynamic attack detection and prevention.
• Ability to provide traffic analysis, threat detection and prevention close to the

network edge.
• Ability to provide virtual authentication, authorization, accounting, and access

control.
• Capability of providing dynamic key management.
• Ability to provide Security as a service (SECaaS).
• Capability to isolate a malicious device and segregate networks.
• Capable of providing security common for the heterogeneous network of IoT.
• Ability to obscure the source and destination nodes from adversaries.

With centralized control over the network, SDN is also capable of dynamic rerouting of
traffic in case of attack, failure or congestion.

6 Proposed Framework

The system of IoT is heterogeneous with different types of devices and technological
components working in integration to provide several useful applications like smart
home, security surveillance, healthcare, Industry 4.0, and intelligent transportation. As
the privileges provided by these applications are different, the security needs of these
applications are also different.

In smart home privacy of users, and confidentiality of information comes as crucial
security need whereas temporal unavailability is tolerable to an extent. Whereas in a
security surveillance application and health monitoring, unavailability is intolerable
[34]. Intelligent transportation is latency-sensitive for vehicle-to-vehicle and
infrastructure-to-vehicle communication. Sensitive applications like Industry 4.0 needs
a well-protected environment safe from intruders and lots of provisions for resilience to
make a fail-safe environment [35]. Providing specific security solution to this hetero-
geneous system is challenging. To tackle this heterogeneity, we propose a generic
framework for IoT system using SDN. SDN controller is used to segregate the IoT
network based on applications and their security needs as depicted in Fig. 4. The
applications with similar security needs can be clustered together. In this way, the
security needs of the applications can be handled effectively.
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Through this framework, Industry 4.0 and healthcare can be segregated from the
normal network. Intrusion detection, firewall, and efficient access control policies can
be made to reach this network. Sensitive applications can be provided with sufficient
resilience facilities to make a fail-safe environment. Applications like intelligent
transportation can be concentrated to reduce delay and avoid DoS attacks. The single
point of failure problem of the SDN controller can be prevented by using multiple
controllers in blockchain fashion.

7 Conclusion

The idea of integrating SDN with IoT not only improves the network efficiency, but
also, it is efficient in tackling several security issues. Despite this, SDN based security
is still in its infancy and has lots of scope for future work like dynamic key man-
agement and distribution, dynamic encryption, dynamic authentication and access
control on the way to the destination, and detection of evasive threats like zero day
exploits and Advanced Persistent Threats (APTs). The limitations of the existing
research works should be rectified and the unexplored areas should be exposed. SDN in
itself is prone to new attacks such as newflow attack and threats like comprising of
SDN switch and controller. Still, its advantages over conventional security methods,

Fig. 4. Proposed framework
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makes SDN based security inevitable for IoT networks. The proposed framework for
IoT security is a generic solution and authors have planned to work on this framework
for future work.
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Abstract. Cloud computing is a major concerning solution for the raising
infrastructure costs in IT. There are many benefits of storing data in cloud. Once
the data is stored in cloud it can be accessed from any location at any time.
Securing the data in cloud is necessary. Cloud data auditing mechanism is very
essential to check the data integrity in cloud. The auditing mechanism is very
efficient and advantageous because it reduces the computation effort on both
client’s and server’s side. But performing auditing with complete file informa-
tion is a time-consuming process. In this paper we propose ECC-Merkle
Integrity checking system by generating hash values and also, there is no need to
retrieve the complete file for auditing. Here Provable data possession also
known as PDP is used to check the integrity of data at cloud server which uses a
spot-checking technique. Also, it uses Merkle hash tree to generate hash of file.
Whenever client wants to check the data integrity, he poses a challenge to the
server. The server will generate the hash values as a proof and this will be
verified by the client. Secure data transmission is supported by Elliptic Curve
Cryptography algorithm, which provides a high level of security with small key
size. This provides moderately speed encryption and decryption. Merkle hash
tree provides efficient and secure verification of the contents of huge data
structures. This concrete methodology makes sure that the data is undamaged,
unaltered.

Keywords: Elliptic Curve Cryptography � Merkle hash tree � Tag � Data
integrity

1 Introduction

Cloud computing has been visualized as an important and concerning solution when it
comes to the storage costs provided by IT. Cloud computing provides a wide variety of
information services for its users. There are many services provided by cloud com-
puting among which cloud storage is a prominent one which enables customer to store
his data in data centre [1]. some of the data may be confidential and must be protected,
while others data should be easily shareable. In all cases, business critical data should
be secure and available on demand in the face of hardware and software failures,
network partitions and inevitable user errors. Cloud storage solutions have many
capabilities to store and process user’s data in either data centres owned privately by
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them or third-party data centers. There are many advantages of storing data in cloud.
One of the biggest advantages is that a user can access the data from any geographical
location at any time [2]. Another important advantage is pay as you go.

Besides all these advantages of storing data in cloud, data owners have to face some
security threats. Cloud service providers are considered as a trusted parties for integrity
and accuracy preservation on data [3]. However, User cannot fully trust service pro-
vider because they may erase the data that haven’t been accessed for a long period so
that space can be saved to store other files. The stored data on the cloud could be
corrupted because of malicious activities and management errors like server’s failure.
Once the data is stored in cloud, users have no authority on their stored data. Con-
sequently, traditional methods like digital signatures will not work [4]. So, Integrity of
the data stored in cloud should be checked on a periodical basis. There are few factors
that may lead to the loss of integrity [5, 6].

To maintain integrity of stored data, the auditing is the state-of-the-art technique in
cloud computing. It is a method of verifying data integrity which can be done either by
the data owner or by Third Party Auditor, which benefits to maintain the trustwor-
thiness of data stored on cloud [7, 8].

In this paper we propose ECC-Merkle Integrity checking system by generating
hash values with spot-checking technique. Provable data possession scheme (PDP) is
used to check the integrity of data at cloud server. By using this scheme, without
accessing the entire file a user can verify the data integrity. Merkle hash tree is used to
generate the tags and proof by which the integrity of whole file can be checked with a
probability one. Figure 1 describes over all flow of the proposed work, which supports
for both secure data storage and integrity through auditing mechanism.

Fig. 1. Secure data storage and integrity through auditing
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2 Related Works

In [4] authors had developed a concept of PDP to verify correctness of the data without
accessing the whole file. Once the data is stored on cloud, the user has no authority
over the data. So many integrity checking algorithms like digital signatures will not
work. This was overcome by the concept PDP at untrusted stores. In [9] authors
proposed the Proof of Retrievability (POR) concept, prover can generate a proof so that
by verifying it verifier can retrieve the file in its entirety. By the proposed concept, the
prover will generate a concise proof that is sufficient to retrieve the file and sends it
reliably. By this scheme, communication, computation costs reduce, number of
accesses to the memory reduces, a storage requirement reduces. This doesn’t overcome
all the security threats because they don’t focus on dynamic data operations. In [10]
Shacham and waters proposed two efficient proof retrievability mechanisms which are
based on error correcting codes. The first one depends on the Boneh-Lynn-Shacham
(BLS) signature. In this, query sent by the client and response generated by the server
are very short. This allows public verification that is, whoever acts as the verifier can
verify the proof and verifier need not data owner. Second scheme is based on pseudo
random functions. Here the server’s response is short but the query sent by the client is
large compared to first scheme. This allows private verifiability. In [11] Wang et al.
proposed a concept which focuses on dynamic data operations and public auditing.
They first started with identifying the security problems and difficulties in direct
extensions of dynamic data operations. Then they proposed two methods to the diffi-
culties faced in public auditing and dynamic operations on data. They have enhanced
the existing proof model by changing the classic Merkle tree implementation for block
level verification. In [12] Hao et al. developed a data integrity verifying mechanism
which does not include third party auditor (TPA). Many protocols have been proposed
with data dynamics and public auditing but do include TPA. This protocol is advan-
tageous for users who require integrity shield and doesn’t want any data leakage to
other parties. This protocol works efficiently. The communication costs, number of
accesses to the memory, the storage requirements are improved when compared to the
previous schemes. After the implementation of this work, further enhancements are
being done for brace data dynamics. In [13] authors proposed interactive zero
knowledge proof system by using Diffie-Hellman assumption and black box knowl-
edge extractor to prevent the fraudulence of prover and leakage of verified data. This
method uses optimal parameter to minimize computation overhead of audit services. In
[14] authors proposes short signature algorithm which uses Third Party Auditor
(TPA) for privacy protection and public auditing. This system mainly focuses on
reducing computational overhead on hash value generation. Also, it resists adaptive
chosen attacks. To map a value on to a point in the elliptic curve there are a few
methods being proposed. Bijective mapping method allows one to one mapping. Map
the point at infinity to p, a prime number and maximum limit of ECC [15]. Then we
will have a bijective mapping between p + 1 curve element and the integers modulo
p + 1. Another method is Elgamal encryption. By this also a value is mapped to a point
on the elliptic curve. They require more computation and a method called Koblitz
method proposed by Koblitz reduces this. A hash tree is a structure which is used to
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find quickly the changes made in the parts of a file. There are a variety of hash trees like
Tiger hash tree, Merkle hash tree etc. In Merkle hash tree all leaf nodes contain hash
values of blocks of data [16]. Every parent node is labelled with hash of child node
values. It can be used to verify any type of data stored, handled and transferred in and
between computers. The main use of hash tree is, they make sure that blocks received
are undamaged, unaltered and other peers doing not send fake blocks.

3 Proposed ECC-Merkle Integrity Checking System

Integrity checking is an essential method used to verify the client’s data for its cor-
rectness [13]. Many integrity checking models have been proposed but most of them
are unable to examine the integrity of whole data. They verify correctness of data with
some probability. To overcome this, a scheme is proposed by which integrity of whole
can be verified. This scheme uses ECC encryption and Merkle hash tree. This tree
identifies if there is a change in even a single block and checks if the whole file is
maintained properly or not.

Fig. 2. Proposed ECC based secure data storage in cloud server
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Figures 2 and 3 explains overall architecture of proposed system. Figure 2 eluci-
dates phase 1 of the proposed work, which gives insight to data storage mechanism in
cloud server with ECC based secure data transmission. The client takes the file to be
uploaded and splits it into blocks. Each block is converted to its ASCII representation
and then to a big integer value. Then each block’s value is mapped to a point on the
elliptic curve using Koblitz method. Then the client generates hash values for each
block using SHA512 algorithm and produces Merkle hash tree and stores the root
node’s hash value. The client also encrypts blocks of data with ECC encryption by
server public key and transfer the encrypted blocks to the server.

Figure 3 clarifies phase 2 of proposed auditing structure for integrity checking. The
algorithm works as follows, whenever client wants to check the data integrity, he takes
a random value ‘k’. Using public key of server and ‘k’ client encrypts the data using
ECC, then client poses a challenge to the server. After receiving the challenge, server
will take the corresponding file, generates the Merkle hash tree in the same procedure
as above. The server sends the proof to the client. The proof generated is verified by the
client and checks whether the data integrity is maintained or not.

Fig. 3. Proposed auditing system for integrity checking
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The algorithm for proposed ECC based Merkle hash tree integrity checking is given
below.

Algorithm - ECC-Merkle Integrity checking 

Algorithm for Phase 1
Input: File to be uploaded in CS
Output: Secure data storage in CS and Merkle hash tree generation 

1: Read stored content
2: Split content into blocks as 
3: for to 
4: calculate value for 
5: convert to big integer and map to ECC curve by Koblitz method
6: Mapped point encrypted using ECC algorithm.
7: generate hash for blocks by SHA-512 algorithm.
8: end for
9: generate Merkle hash tree

Algorithm for Phase 2 
Input: Challenge by the client
Output: Ensuring Data Integrity

1: Selection random block for integrity to be verified
2: be a point on elliptic curve
3: Choose private key and calculate corresponding public key 
4: Select random value and calculate and 
5: Challenge posed to server - ( ) 
6: Decryption at server
7: Server generates Merkle hash tree
8: Sends siblings and parent hash values alone as proof
9: Client ensures integrity by matching received proof with calculated root value 

Our construction is inspired from the provable data possession protocol and this
scheme incorporates five major steps: Setup, Tag Generation, Challenge, Proof Gen-
eration, Proof Verify.

The details of these steps are as follows:

• Setup: The elliptic curve equation is given as y2mod p ¼ ðx3 þ a � x þ bÞ mod
p. Both cloud user and server choose same values of ‘a’ and ‘b’ in a way they
satisfy the equation ð4a3 þ 27b2Þ! = 0 where ‘p’ is a prime number and maximum
limit. ‘a’ and ‘b’ parameters should be within the range 1 to p – 1. Server randomly
selects a point on the elliptic curve say ‘G’ and generates public key Q ¼ nb � G
where nb is a random number within the range 1 to p – 1 and a primitive root. User
generates a random value ‘k’ used in the ECC encryption and ‘K’, an auxiliary
parameter used to map a value on to a point in the elliptic curve using Koblitz
method. These parameters {a, b, p, Q, k, K} are transferred between both server and
the client.
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• Tag_Generation: This algorithm is run by the cloud user and then he stores his file
in the server. The details are as follows:

1. Given file ‘F’, split the file into n blocks F ¼ m0 m1 . . .kk mn�1kf g.
2. Compute ASCII value for each block and convert it to a big integer within the

range 0 to p – 1.
3. For each block, map its big integer value to a point on the elliptic curve using

Koblitz method.

• Koblitz Method
– In Koblitz method, an auxiliary parameter ‘K’ is chosen.
– For every value m to be mapped on to a point in the elliptic curve, we find

x = mK + 1 and check if this (x, y) satisfies the elliptic curve equation.
– If satisfies, (x, y) is the point to which the value is mapped on the elliptic curve.
– If they don’t satisfy, then try x for values of [mK + 2], [mK + 3]……

[mK + (K – 1)].
– Even after substituting [mK + (K – 1)] for ‘x’, if there don’t exist a ‘y’ value,

increment the ‘K’ value.
– To decode the original message ‘m’ after encoding, the quotient of (x – 1)/k

gives the value ‘m’.

• ECC Encryption and Decryption
– Let ‘G’ be a point on the elliptic curve.
– User ‘A’ chooses a private key ‘na’ and calculates public key Qa ¼ na � G.
– User ‘B’ chooses a private key ‘nb’ and calculates public key Qb ¼ nb � G.
– The public keys ‘Qa’ and ‘Qb’ are transferred between user ‘A’ and user ‘B’.
– To encrypt the message ‘pm’, the user ‘A’ selects a random value ‘k’ and

calculates C1 ¼ k � G, C2 = ‘pm þ k � Qb.
– The point C = (C1, C2) is the encrypted message.
– To decrypt the cipher text, the original message pm = c2 – nb � C1.
The tag is generated using Merkle hash tree, which is hash of the wle file. For

generation of hash values SHA -512 algorithm is used.

Merkle Hash Tree (MHT): Each file is divided into blocks. The leaf nodes of the
MHT contains the hash values of blocks of data. All the parent nodes will have hash of
its child nodes. The root MHT will have the hash of the whole file. This concrete
methodology makes sure that data is unaltered, undamaged. Figure 4 shows the dia-
grammatic representation of MHT. The root node’s hash value is stored on the client
side and the blocks of data are uploaded to the server.
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• Challenge:
Whenever client wants to check his data integrity, he will pose a challenge to the
server by sending some random block numbers. The client selects a random value
‘c’ within [1, n] and generates ‘c’ random block numbers within [0, n – 1] and send
them to the server.

• Proof_Generation:

1. After receiving the random block numbers from the client, server will generate
Merkle hash tree with the blocks corresponding to the client’s file.

2. For the block numbers which are present in the challenge, the server will send
the hash values of those blocks and their siblings.

3. For the rest, the cloud server will send the hash values of their parent nodes.
4. From Fig. 4, if the random block numbers sent by the client are 1 and 3, the

server will generate the Merkle tree.
5. Then for block number 1, the sibling is 0 and for block 3, sibling is 2.
6. So, the server will send the hash values of 0, 1, 2, 3.
7. Now for the blocks 4, 5, 6, 7 the server will send the hash values of its parent

nodes respectively.

Figure 5 shows the diagrammatic representation of proof generation.

• Proof_Verification: The client will generate the Merkle tree with hash values
received from server. The root node’s hash value is compared with already cal-
culated hash value. If they both are same, the whole file’s data is maintained
properly. If not, there is some damage or alteration done to the data.

Fig. 4. Merkle hash tree
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4 Results and Discussions

The algorithm comprises of tag generation and proof verification. The proof verifica-
tion time depends on the number of random blocks challenged by the client. The tag
generation time depends on the file size and the block size by which the file is split. The
proposed system is evaluated for fixed file size of 100 MB with different block sizes
varying from 10 MB to 50 MB. Table 1 shows time taken for various operations like
Block encryption, transferring encrypted blocks to CS, calculating hash values (SHA
512), Generating Merkle hash tree and for auditing. Results shows that when block size
increases there is a decrease in encryption time, MHT generation and auditing time.

Figure 6 is elucidating time taken for various operation of auditing system with
different block sizes. Figure 7 depicts the transmission time (in milliseconds) from data
owner to the cloud server with various block sizes.

Fig. 5. Proof generation

Table 1. Tag generation time (in msec) for different block sizes with file size 100 MB

Block
size (In
MB)

Time for
encryption

Time for transferring
encrypted file to
cloud server

Time for
hashing
(SHA 512)

Time to
form Merkle
hash tree

Auditing
time

10 13140 8795.7 8502.9 787.4 21411.4
20 13154.9 5906.3 7352.3 1080 16859.4
30 11120.2 4645.2 5815.2 831.7 14610.8
40 10887.6 4363.6 5326.5 951.2 14207.8
50 4841.2 4311.9 3517.8 926 12708.7
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5 Conclusion

A novel ECC based Merkle hash tree integrity system is proposed for client’s data
privacy. In this, most secure and efficient encryption algorithm ECC is used for
maintaining secrecy in cloud server. ECC algorithm cares competent security even with
smaller key size. Client generates MHT and poses a challenge to the cloud server when
it desires to verify integrity. Cloud server generates proof and here, there is no need to
send the complete hash to the client for integrity checking, which intern reduces the
overall time consumption. Results shows, as the block size increases, time taken for
block encryption, transferring encrypted blocks to CS, calculating hash values (SHA
512), generating Merkle hash tree and auditing is decreases. This is because, as the
block size increases, nodes in the hash tree decreases which intern reduces the com-
putation time.
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Abstract. Supervisory Control and Data Acquisition (SCADA) sys-
tems forms a vital part of any critical infrastructure. Such systems
are network integrated for remote monitoring and control making them
vulnerable to intrusions by malicious actors. Such intrusions may lead
to anomalous behavior of the underlying physical process. This work
presents a Probabilistic Neural Network (PNN) based anomaly detector
to detect anomalies arising consequent to a cyber attack. Experimental
validation was conducted using the dataset obtained from an operational
water treatment testbed, namely Secure Water Treatment (SWaT). The
impact of the smoothening parameter on the performance of the PNN-
based anomaly detector was analyzed. Experimental evaluations indicate
the significance of the PNN-based anomaly detector, compared with sev-
eral competing detectors, in terms of precision, F-score, false alarm rate,
and detection rate.

Keywords: Anomaly detection · Cyber physical systems · Cyber
attacks · Industrial control systems · Intrusion detection system ·
Probabilistic Neural Network

1 Introduction

Critical infrastructure, such as water treatment systems and power grid, consists
of an Industrial Control System (ICS) that controls the underlying physical
process using sensors and actuators [6,25]. A Supervisory Control and Data
Acquisition (SCADA) system is an integral part of ICS. Moreover, such critical
infrastructure is also a Cyber Physical System (CPS) that includes cyber and
physical components. Increased connectivity through communications network
within the ICS components, and possibly through the Internet, exposes such
CPS to a range of cyber threats [3,10,23,24,35].
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A cyber or physical attack on an ICS will likely result in anomalous pro-
cess behavior. In general, approaches for anomaly-based intrusion detection
can be categorized based on rules, statistics, and computational intelligence.
Among these, computational intelligence based anomaly detection approaches
have gained the attention of researchers as the rest of the approaches require a
detailed understanding of the process flow, physical laws, and configuration of
components in the CPS [2,14,18]. Moreover, the application of machine learn-

Table 1. Related work.

Technique(s) Dataset Performance metrics

Unsupervised anomaly detection approaches

CNN [19] SWaT F-Score

DAE [27] SWaT; Power grid control
system

Precision, F–Score, and
Recall

GAN [20] SWaT Classification Accuracy,
Recall, F–Score, Precision,
and False Positive Rate

O-SVM; DNN [16] SWaT Precision, Recall, and
F–Score

RNN [12] SWaT Classification Accuracy

Supervised anomaly detection approaches

NSA [6] SWaT Classification Accuracy

SVM; Artificial
immune system [34]

Simulation, KDD Cup 1999 False Positive and False
Negative Rates

NB, RF; One R;
J48; Non-nested
generalized
exemplars; SVM [4]

Gas pipeline system at
Mississippi State University

Precision and Recall

Neural Network [28] SWaT F–Score, NAB Score,
Precision, and Recall

Deep belief network;
SVM [15]

Real time SCADA network Classification Accuracy

J48 [29] IoT security testbed Classification Accuracy,
F–Measure, Recall, Precision

LSTM [8] Gas and oil plant heating
loop

Precision, Recall, and
F–Score

RNN [7] Tennessee Eastman Process NAB Score

LSTM based
Autoencoder [21]

Power demand True Positive Rate, F–Score,
and False Positive Rate

Neural network;
SVM; Random
forest; J48 [18]

SWaT Accuracy, Precision, Recall,
and False Alarm Rate
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ing algorithms for anomaly detection is found to be fast and relatively easy
to develop since the behaviour and process flow of the entire CPS system can
be learned with reasonable accuracy from the multivariate historical data [27].
A summary of research on computational intelligence based anomaly detection
approaches is given in Table 1.

This work describes a study wherein the Probabilistic Neural Network (PNN)
framework is selected as a modeling approach for the design of an anomaly
detector. Competing approaches include Convolutional Neural Network (CNN),
Deep Neural Network (DNN), Naives Bayes (NB), One class-Support Vector
Machine (O-SVM), Random Forest (RF), Recurrent Neural Network (RNN),
Long Short Term Memory (LSTM), Deep Autoencoders, and others. PNNs are
unique in their characteristic of mapping the input variables to class labels using
Bayesian strategy [12,17,21,31]. Unlike other variants of neural networks, PNN
is robust, faster, mostly independent of parameters, and has the ability to han-
dle imbalanced datasets- a key reason for exploring it in this work. PNN has
been effectively used for the design of anomaly detectors in various applications
[9,13,32,33] however to the best of our knowledge, this is the first work to employ
PNN for anomaly detection in an ICS, especially in a SwaT operational plant.

Novelty and Contributions: (a) A PNN-based anomaly detector for critical infras-
tructure, and (b) Validation of the performance of the PNN-based anomaly
detector using live data from an operational CPS, namely, SWaT [22].

Organization: This paper is structure as follows. An introduction to PNN is in
Sect. 2. Experimental assessment of the effectiveness of a PNN-based anomaly
detector in detecting anomalies resulting from cyber attacks, is in Sect. 3. This
section contains a description of the architecture of the testbed and its dataset
used in the evaluation, impact of smoothening parameter on the performance of
PNN, and a detailed comparison with seven other neural network based methods.
Conclusions from this work are in Sect. 4.

2 PNN-Based Anomaly Detector

In this section, we provide a detailed insight on the application of PNN for the
design of an anomaly detector for CPS. In general, any data driven anomaly
detector designed for CPS should be fast, reliable, scalable, and sensitive to
noisy data generated by the heterogeneous physical and control components as
the CPS environment is dynamic, operates in real time, and the sensor data
are often generated at high frequency [27]. Further, the ability to predict the
anomalies in the unknown samples based on a similar set of samples in the
training dataset forms an important criterion for assessing the performance of a
data driven anomaly detector [9,30]. The above mentioned requirements of an
anomaly detector for a critical infrastructure led to the choice of PNN in this
work.

As shown in Fig. 1, a PNN is comprised of artificial neurons arranged in four
layers as detailed below.
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1. Input layer: Passes the unknown sample Xs to the pattern layer without
any computation

2. Pattern layer: Number of neurons in this layer corresponds to the number
of training samples. Each neuron corresponds to the training samples and its
output is defined in Eq. 1.

yi
k = exp

[−|Xs − xi
k|2

2σ2

]
(1)

where, xi
k is the ith training sample of the kth class and σ is the smoothening

parameter.
3. Summation layer: The average of the pattern layer’s output that belongs

to the same class is computed using Eq. 2.

Si =
1
n

n∑
k=1

exp

[−|Xs − xi
k|2

2σ2

]
(2)

4. Output layer: The output layer consists of one neuron that decides the class
of the unknown sample using Eq. 3.

C = argmax(Si),∀i = (1, 2, . . . , Cn) (3)

Given the conditional attribute (x), decisional attributes (Y ), classes in the
training set (C), and smoothening factor (σ), PNN computes the class of the
unknown sample [26,30].

Fig. 1. Probabilistic neural network.
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3 Experimental Evaluation

The PNN-based approach proposed in this work was evaluated using the dataset
obtain from the SWaT testbed. The architecture of SWaT, summary of the
dataset and data preprocessing techniques can be found in [18]. To demonstrate
the predominance of the proposed anomaly detector, performance validations
were carried out by comparing the effectiveness of the PNN-based anomaly detec-
tor with that of the existing machine learning models in terms of classification
accuracy, precision, detection rate, F-Score, and false alarm rate. The models
used for the comparison include Naives Bayes (NB), Support vector machine
(SVM), Random forest (RF), and Multi layer perceptron (MLP).

Fig. 2. Stages P1 through P6 in SWaT. AITxxx: chemical property meters, FITxxx:
flow rate meters, LITxxx: level sensors; Pxxx: pumps.

3.1 SWaT Architecture

SWaT is a fully operational small footprint water treatment plant at the Singa-
pore University of Technology and Design (SUTD). Details of SWaT are available
in [22].

SWaT consists of six stages (P1-P6) as shown in Fig. 2. Each stage comprises
of a combination of physical and control components for processing raw water.
Each stage is equipped with sensors to measure flow rate, water level in tanks,
chemical properties of water, etc., and actuators such as pumps and valves.
The cyber part of SWaT consists of a two layered communications network with
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Programmable Logic Controllers (PLCs), SCADA workstation, Human Machine
Interface (HMIs) and a historian. Level 0 network in the testbed consists of a ring
for each stage through which all sensors and actuators transfer measurements,
and receive commands, to and from the corresponding PLCs via. wired and
wireless links. Similarly, Level 1 network consists of a STAR architecture that
enables communications between SCADA workstation and the PLCs.

Table 2. Attacks considered in experiments.

Attack
ID

Type Target Duration
(Secs.)

Expected impact Unexpected
impact

1 SSSP MV-101 539 Tank overflow

2 SSSP LIT-101 300 Tank Underflow;
damage P-101

3 SSSP MV-504 300 Halt RO shut down
sequence; reduce life of
RO

4 SSSP DPIT-
301

500 Backwash process is
started again and
again; normal
operation stops;
Decrease in water level
of tank 401.
Increase in water level
of tank 301

5 SSSP AIT-504 200 RO shut down
sequence starts after
30min. Water should
go to drain

RO did not shut
down; water does
not drain

6 SSMP MV-101,
LIT-101

501 Tank overflow

7 MSMP P-602,
DIT-
301,
MV-302

251 System freeze

8 MSSP P-101,
LIT-301

251 Stop inflow of tank
T-401

9 MSSP AIT-
402,
AIT-502

251 Water enters the drain
due to overdosing

Water does not
drain

10 SSSP LIT-302 501 Tank overflow Rate of decrease
of water level
reduced after
1:33:25 PM
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3.2 SWaT Dataset

For data collection, the entire plant was operated for 11-days. For the first 7-days,
the plant was operated under normal mode. Subsequently, for the remaining
4-days, the attacks were launched by spoofing the sensor values, issuing fake
commands, etc. Attack timings, target, expected outcome, and effects are avail-
able in [11].

During 11-days of data collection, a total of 946,723 labelled records were
collected from the historian. Each record consists of 51 attributes corresponding
to the individual sensor values. Note that selecting the entire 946,723 instances
for the experiment would bias the PNN to the ‘normal’ class since the normal
instance dominates the instances related to the attacks. However, if we consider
449,921, i.e., instances recorded under the attack scenario, reduce the dominating
nature and hence the imbalanced nature of dataset is avoided. Therefore, a total
of 449,921 records collected during 28th Dec 2015 to 2nd Jan 2016 were used for
experimentation.

During the last four days of data collection, a total of ten attacks, referred
to as A1-A10 [11], were launched by injecting fake sensor values to the PLCs
(Table 2). For each attack, two different subsets of the entire dataset were created
using ‘random sampling without replacement’ to train and validate the learning
model. The attacks can be categorized as: (i) Single Stage Single Point attack
(SSSP), (ii) Single Stage Multi Point attack (SSMP), (iii) Multistage Single
Point attack (MSSP), and (iv) Multi-Stage Multi Point attack (MSMP). Attack
duration varies based on the nature of the attack. For example, the duration of
attack A1 that targets MV101, and attack A9 that targets chemical sensors AIT
402 and AIT 502, are 539 and 251 s, respectively.

3.3 Results and Discussion

Data was collected from the experiments and analyzed. Results from the analysis
are presented next.

Impact of Smoothening Parameter: Note from Eq. 1 that σ is a single tunable
parameter which is significant in determining the width of the kernel parameter
in the pattern layer which in turn has a significant impact on the performance
of the PNN. Since the smoothening parameter relies on the characteristics of
the input data, it is important to analyze its impact on the performance of
the detector. Therefore, the experiments were conducted by varying σ in the
range [0.1,0.9] at intervals of 0.1. For each experiment, the average values of
the considered performance metrics were computed. The corresponding plots
are given in Figs. 3, 4, 5 and 6. From the plots, it is evident that to achieve the
optimal value for the considered performance metrics, σ ought to be in [0.1,0.3].

Analysis of data from the experiments indicates that the identification of
multiple optimal values of σ for effective detection of various anomalies in the
process flow of SWaT might further enhance the performance of the PNN-based
anomaly detector. Therefore, the design of the PNN-based anomaly detector
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Fig. 3. Smoothening parameter vs. Classification accuracy

Fig. 4. Smoothening parameter vs. F-score

Fig. 5. Smoothening parameter vs. Detection rate

Fig. 6. Smoothening parameter vs. FAR
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Table 3. Performance analysis of all classifiers for Attacks 1- 10

Attack ID AlgorithmAccuracyPrecisionDetection

rate

F-ScoreFalse

alarm rate

1 NB 97.72 97.8 97.7 97.7 0

SVM 80.29 84 80.3 78.1 0.03

MLP 98.92 99 98.9 98.9 0.02

RF 98.99 99 99 99 0.02

PNN 99.8 100 99.91 99.84 0.001

2 NB 81.7 85.1 81.7 75 0

SVM 80.22 84.2 80.2 71.8 0

MLP 95.17 95.4 95.2 94.9 0

RF 94.03 94.4 94 93.6 0.42

PNN 100 100 100 100 0

3 NB 90.31 90.1 90.3 90.1 0.23

SVM 92.45 93.1 92.5 91.9 0

MLP 72.26 87.5 72.3 74.6 1.25

RF 97.33 97.6 97.3 97.4 0.11

PNN 99.38 100 99.61 98.58 0.013

4 NB 97.52 97.5 97.5 97.5 0.03

SV 69.43 79.1 69.4 59.4 0

MLP 95.1 95.2 95.1 95.1 1.13

RF 91.48 92.5 91.5 91.1 0

PNN 100 100 100 100 0

5 NB 88.94 90.2 88.9 85.4 0

SVM 87.46 89.1 87.5 82.4 0

MLP 90.34 89.4 90.3 89 0.3

RF 91.75 92.5 91.8 90.1 0

PNN 99.22 100 94.44 97.14 0.027

6 NB 88.44 90.2 88.4 87.9 0.18

SVM 97.11 97.2 97.1 97.1 0.04

MLP 84.42 86.6 84.4 83.4 0.23

RF 89.94 91.3 89.9 89.5 0.16

PNN 99.79 100 99.6 99.79 0.001

7 NB 98.65 98.7 98.7 98.7 0.04

SVM 69.57 79.1 69.6 59.7 0

MLP 98.05 98.1 98.1 98.1 0.04

RF 93.9 94.4 93.9 93.7 0

PNN 100 100 100 100 0

8 NB 41.86 76.9 41.9 28.4 0.6

SVM 40.15 76.6 40.2 24.9 0.6

MLP 97.05 97.1 97.1 97.1 0.04

RF 39.84 76.5 39.8 24.3 0.61

PNN 100 100 100 100 0

9 NB 41.86 76.9 41.9 28.4 0.6

SVM 40.15 76.6 40.2 24.9 0.6

MLP 97.05 97.1 97.1 97.1 0.04

RF 39.84 76.5 39.8 24.3 0.61

PNN 99.74 100 99.34 99.67 0.003

10 NB 79.49 84.3 79.5 76.3 0

SVM 69.3 79 69.3 59.2 0

MLP 95.1 95.1 95.1 95.1 0.07

RF 82.97 86.4 83 81 0

PNN 100 100 100 100 0
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with multiple σ values and accurate modeling of the physical process of SWaT,
resulted in high detection rate and minimal false alarm rate.

Performance Analysis: Performance of PNN was compared with the machine
learning techniques mentioned earlier. The results of the comparison are sum-
marized in Table 3. The best values of each metric are highlighted in bold. From
the table, it can be noted that PNN outperforms the existing machine learning
techniques in terms of all quality metrics expect in a few cases. For example,
Naive Bayes and SVM classifier attain the least false alarm rate of 0% when
compared with PNN for attack 1 and attack 3.

From the above set of experimental results, some emergent facts observed
about data driven anomaly detectors are (i) PNN exhibits an ideal classifier
behaviour for attacks 2, 4, 7, 8, and 10, and (ii) The performance of classifiers
varies with the nature of the attack, i.e., MLP has a better performance for
attacks 1, 2, 4, 5, 7, 8, 9, and 10 when compared with the rest.

Lastly, the performance of the PNN-based anomaly detector over the exist-
ing machine learning techniques was analyzed in terms of their respective fault
detection ability. In general, attacks 6, 7, 8, and 9 were found to be more difficult
to detect as they target multiple sensors across multiple stages. However, PNN
achieves 100% detection rate and 0% false alarm rate for attacks 7 and 9. A
near optimal outcome was achieved for detecting attacks 6 and 8. This inherent
ability of a PNN-based anomaly detector was due to the proper tuning of the
smoothening parameter (σ).

To summarize, PNN, and the considered machine learning techniques, either
detect the attacks during the initial stage of occurrence or the attack is left
undetected. This nature of data driven models is preferred over the existing
anomaly detection models, as they do not wait for the behaviour of CPS to
exceed any pre-specified threshold for attack identification and therefore possess
high detection rate and low false alarm rate [18]. However, they provide worst
performance for the attacks that last for a shorter duration since they are left
unidentified.

4 Conclusions

A SCADA specific PNN-based anomaly detector is presented. The detector uses
a supervised approach to detect anomalies possibly resulting from attacks tar-
geted at a CPS. The novelty of the proposed detector lies in its ability to iden-
tify anomalies resulting from single– and multi– stage attacks. Experimental
validation on the dataset obtained from SWaT demonstrates the significance of
PNN-based anomaly detector over the existing machine learning techniques in
terms of various quality metrics. Also analysed in this study was the impact
of the smoothening parameter on the performance of the PNN-based anomaly
detector.

In the proposed PNN-based anomaly detector, a supervised approach needs
training with both attack and normal signatures. However, in an operational
plant, especially during the unavailability of appropriate attack patterns, one



Anomaly Detection in Critical Infrastructure 139

may employ the supervised learning model in [1] for efficient anomaly detection.
In the case of an imbalanced dataset, along with the smoothening parameter, the
training samples play a vital role in determining the performance of PNN. Unlike
in traditional RNN models, PNN does not rely on the temporal dependencies
among the samples. Hence, the application of properties such as hypergraph
coarsening, dual hypergraph, etc., for the identification of informative samples,
aids in improving the performance of PNN in detecting short term attacks [5].
Further, the analysis and implementation of PNN variants such as heteroscedas-
tic PNN, weighted PNN, arithmetic residue PNN, etc., for efficient anomaly
detection in a CPS, is a potential challenge that needs to be focussed.
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Abstract. Security and reliability are major aspects of any Multi-User Multiple
Input Multiple Output (MU-MIMO) wireless communication systems, which
have been addressed in this work. Conventional linear precoder and decoder use
Total Power Constraint (TPC), which does not limit the power allocated to each
transmitting antenna with respect to linearity constraint of an individual power
amplifier. To overcome this problem, a joint optimal linear precoder and
decoder are designed for 1-D modulation based uplink system with Per Antenna
Power Constraint (PAPC) under perfect and imperfect channel state condition.
The complexity associated with the coder design is minimized with the help of
Minimum Total Mean Square Error (MTMSE) criterion. A novel key generation
using chaotic map has been proposed to improve security. It uses a combination
of a logistic map with a random pixel-based synthetic color image. Use of
logistic map ensures higher randomness in key generation, which improves
security. Simulation conveys that the proposed system is able to provide a
realistic power allocation on p = 1.76. The generated key is validated with NIST
tool and its probability value is observed to be greater than 0.01. This ensures
that the proposed key generation technique is suitable for stream cipher
encryption/decryption algorithm.

Keywords: MU-MIMO � Chaotic map � Synthetic colour image � TPC �
PAPC � MTMSE � Perfect CSI � Imperfect CSI

1 Introduction

High data rate and reliability are essential in multi-user communication systems. To
meet this requirement, MIMO technology has been introduced in new generation
wireless system. In this system, multiple antennas are used at the base station radio and
mobile station radios to increase its capacity and reliability of a radio system [1].
MIMO technology incorporated in point to point communication system is called a
single-user MIMO system. Similarly inclusion of MIMO configuration at base station
and mobile stations is termed as MU-MIMO [2]. Generally, MU-MIMO systems have
higher throughput than SU-MIMO system. It makes a significant growth of MU-MIMO
wireless systems in various applications like cellular network, wireless LAN, and other
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networks demanding higher throughput [3]. To improve reliability, several linear and
non-linear channel aware precoding technique for MU-MIMO has been reported.
Various optimization criteria under a minimum SINR constraint [4, 5], TMSE criterion
have been considered to design joint precoder and decoder for MU-MIMO systems [6].
Both Equal power allocation (EPA) and TPC has been used for design of MIMO
systems with the presumption that the channel state information (CSI) is perfect [7, 8].

The perfect CSI is unreasonable in practical scenario hence imperfect CSI was
considered. It includes the effect of channel estimation error and its correlation for both
transmitter and receiver. Two methods were designed to solve Multiuser MIMO uplink
transceiver optimization problem under a TPC with imperfect CSI [9]. The first method
uses Karush-Kuhn-Tucker (KKT) conditions and other is succession of Semi-definite
Programming (SDP). It is found in the literature most of the existing designs of MU-
MIMO systems were subject to TPC [10, 11]. The TPC based power allocation does
not satisfy a limitation in power allocated to each transmitting antenna with respect to
linearity constraint of individual power amplifier [12].

In this work, MU-MIMO is optimized for PAPC using MTMSE criterion. As this
MIMO communication system utilizes RF spectrum, hence, a confidential information
exchanged can be intercepted by Man-in-the-Middle (MITM) [13]. Hence, there is
need for encryption using a cryptosystem. It is a fact that the cryptosystem’s strength
depends on key complexity. The key generation technique is one of the important
aspect in improving the strength of the cryptosystem [14]. To facilitate high security, a
key generation using a combination of chaotic map with synthetic digital color image is
proposed.

This work majorly contributes to the (i) Generation of cryptographic key using
synthetic colour image and logistic map (ii) Design of uplink MU-MIMO transceiver
concerning PAPC constraints with perfect and imperfect CSI (iii) Performance analysis
of proposed system using standard parameters.

The paper presents the proposed work as follows. Section 2, proposes the design of
MU-MIMO uplink system model along with key generation technique. Section 3,
evaluates the simulation scenario and their results. Section 4, concludes the paper with
a discussion on the future directions.

2 System Model

Figure 1 depicts the MU-MIMO MAC (Multiple Access Channel) case, where more
than one mobile station connects to single base station. Let, NR be the quantity of
receiving antennas at the base station. The quantity of mobile nodes are assumed to be
K where each mobile station has NT transmits antennas. The information stream of
each user are independent and it is encrypted with help of stream cipher techniques
using proposed key generation algorithm. This encrypted plain text is converted to
parallel form and modulated before transmission. The cipher streams of each user have
a size of B � 1 where B is chosen such that B � min (NR, NT). A linear precoder PK
of size NT � B is employed so that the ciphertext data stream is processed before it

sent through the channel. The uplink channel matrix HðULÞ
m has size of Nr � Nt is
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independent for each user where m = 1, 2…K. The entries of HðULÞ
m varies at different

instants of time. To simulate the real-time scenario, a spatially white complex gaussians

noise vector nðULÞi has size of NR � 1 is added to the channel matrix. The transmitted
data from each user is decoded with a linear decoder DK sized B � NR at the base
station radio. Information symbols from the channel is complex in nature and is given
to the demodulator for detection process. Then, the detected data is given to serial to
parallel converter and decrypted using same key. At last, an estimate of the transmitted
symbol is calculated for both the perfect and imperfect case of channel.

2.1 Chaotic Map Based Key Generation

The steps for key generation using logistic map are given below.

Step 1: Select an initial value for xn and ‘q’ randomly between zero to one and
between zero to four respectively.
Step 2: Using xn+1 = qxn(1 − xn) generate 65,536 random values and multiply by
10000.
Step 3: A modulus operation is applied over all the values with eight to get the
values in the range 0 to 7 and bias with 1 to set the range 1 to 8.
Step 4: Take each 8 values and store into an array.
Step 5: Sort every 8 values and return their indices.
Step 6: Repeat Step 4 & 5 for 8192 times and stored in a memory array.
Step 7: Get the color image of size 256 � 256 as in [14] Divide the selected image
into three layers namely Red, Green, and Blue.
Step 8: Select the first element from the memory array. The elements in the memory
array are considered as the bit locations of the 8-bit pixels from each layer of the
color image.

Fig. 1. Proposed MU-MIMO system
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Step 9: Extract one bit from the first pixel of the red, green and blue layer and
perform XOR operation on the extracted bits then store the obtained result.
Step 10: Repeat Step 8 and 9 until bits are extracted from all the pixels.
Step 11: Then obtained a result with the size of 65536 is used as key for encryption
and decryption process.

2.2 Problem Formulation to Design Joint Optimal Linear Precoder
and Decoder

Formulation of the mathematical model for the uplink MU-MIMO system is presented
in this section. In this case, the design problem is non-convex [7–9]. Hence the non-
convex optimization techniques is used to design joint optimal linear precoder cum
decoder for perfect and imperfect case leading to reduced MTMSE with respect to
PAPC.

MU-MIMO Uplink System Under Perfect CSI
In this design, a channel matrix H is known perfectly at the transmitter as well as at the
receiver. Then, an estimated resultant vector at the receiver is defined as

d
^ðULÞ
l ¼ DlyðULÞ ð1Þ

With the above assumption the TMSE matrix for uplink is

E½ eðULÞ
�� ��2� ¼ E½ d

^ðULÞ
l � al

��� ���2� ð2Þ

where d
^ðULÞ
l ¼ Dl½

PK
m¼1 H

ðULÞ
m Pmam� þDlnðULÞ.

Substituting the value of d
^ðULÞ
l , we get (3)

E½ eðULÞ
�� ��2� ¼ E½ Dl½

XK
m¼1

HðULÞ
m Pmam� þDlnðULÞ � al

�����
�����
2

� ð3Þ

Then TMSE calculation is prepared as discussed below:

E½ eðULÞ
�� ��2� ¼ EfTr½½Dl½

XK

m¼1
PmamHðULÞ

m � þDlnðULÞ � al�
½DH

l ½
XK

m¼1
PH
ma

H
mH

ðULÞH
m � þDH

l n
ðULÞH � aHl ��g

ð4Þ

Switch the trace and expectation in (4)

E½ eðULÞ
�� ��2� ¼ TrfE½½Dl½

XK

m¼1
PmamHðULÞ

m � þDlnðULÞ � al�
½DH

l ½
XK

m¼1
PH
ma

H
mH

ðULÞH
m � þDH

l n
ðULÞH � aHl ��g

ð5Þ
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Define
PK
m¼1

HðULÞ
m Pmam ¼ yðULÞ;eff and expand (5)

Using the assumptions made in [7, 8] simplifies the Eq. (5)
After simplification TMSE is defined as

E½ eðULÞ
�� ��2� ¼ Tr½Dl½

XK
m¼1

HðULÞ
m PmPH

mH
ðULÞH
m þr2

nIM �DH
l � DlH

ðULÞ
l Pl

� PH
l H

ðULÞH
l DH

l þ Il� ð6Þ

The TMSE for all mobile station is specified as

E½ eðULÞ
�� ��2� ¼XK

l¼1
ðTrðMSEðULÞ

l Þ ð7Þ

The objective of this uplink design is to minimize the TMSE concerning PAPC

min
fPl;Dlgl¼k

l¼1

½ eðULÞ
�� ��2� s:tXK

l¼1
ðTrðPlPH

l ÞpÞ1=p � a ð8Þ

Using Lagrangian get the solution for the above-defined problem

gðULÞ ¼ E½ eðULÞ
�� ��2� þ lðULÞ

XK

l¼1
ðTrðPlPH

l ÞpÞ1=p � a ð9Þ

Substitute (6) in (9), we get

gðULÞ ¼ Tr½Dl½
XK
m¼1

HðULÞ
m PmPH

mH
ðULÞH
m þr2

nIM �DH
l � DlH

ðULÞ
l Pl � PH

l H
ðULÞH
l DH

l þ Il�

þ lðULÞ
XK

l¼1
ðTrðPlPH

l ÞpÞ1=p � a

ð10Þ

The problem in Eq. (8) is nonconvex and also continuously differentiable. Therefore
we are taking the derivatives of gðULÞ relating to Dl and Pl. Then the related KKT
conditions can be obtained as illustrated below,

First, take the derivate of gðULÞ with respect to Dl and equate to zero. Then replace
l = k(k = 1, ……, K) and m = l.

HðULÞT
k PT

k ¼ D�
k ½
XK
l¼1

HðULÞT
l PT

l P
�
l H

ðULÞ�
l þr2

nIM � ð11Þ
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Taking complex conjugate on both the sides of (11), gives

HðULÞH
k PH

k ¼ DK ½
XK
l¼1

HðULÞH
l PH

l PlH
ðULÞ
l þr2

nIM � ð12Þ

Similarly, take the derivate of gðULÞ concerning Pl and make it as zero. The value of l is
replaced with k(k = 1, ……, K) and m = l.

HðULÞT
k DT

k ¼ HðULÞT
k ½

XK
l¼1

DT
l D

�
l �HðULÞ�

k

 !
P�
k þ lðULÞð

XK
l¼1

ðTrðPlPH
l ÞpÞ1=p�1ðPT

l P
�
l Þp�1ÞP�

k

ð13Þ

Taking complex conjugate on both the sides of (13) gives

HðULÞH
k DH

k ¼ HðULÞH
k ½

XK
l¼1

DH
l Dl�HðULÞ

k

 !
Pk þ lðULÞ

XK
l¼1

ðTrðPlPH
l ÞpÞ1=p�1ðPH

l PlÞp�1

 !
Pk

ð14Þ

Where k ¼ PK
l¼1

ðTrðPlPH
l ÞpÞ1=p�1ðPH

l PlÞp�1
� �

.

Multiplying Eqs. (12) and (14) by DH
k and PH

k respectively

DH
k H

ðULÞH
k PH

k ¼ DK ½
XK
l¼1

HðULÞH
l PH

l PlH
ðULÞ
l þr2

nIM �DH
k ð15Þ

HðULÞH
k DH

k P
H
k ¼ PH

k HðULÞH
k ½

XK
l¼1

DH
l Dl�HðULÞ

k

 !
Pk þ lðULÞkPkPH

k ð16Þ

In (15) and (16) take trace on left and right hand side. Finally, summing over k (k = 1,
…, K) results in (17).

lðULÞ ¼ r2
n

a

XK
k¼1

TrðDkDH
k Þ ð17Þ

The value of the decoder is obtained by considering Eq. (12),

Dk ¼ ðHðULÞH
k PH

k Þ½
XK
l¼1

HðULÞH
l PH

l PlH
ðULÞ
l þr2

nIM ��1 ð18Þ
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Similarly, the value of precoder is obtained by considering the Eq. (14),

Pk ¼ ðHðULÞH
k DH

k Þ HðULÞH
k ½

XK
l¼1

DH
l Dl�HðULÞ

k � þ lðULÞk

 !�1

ð19Þ

Based on KKT conditions (12)–(14) an iterative algorithm is developed to get an
optimal solution as in [7, 8] for perfect CSI. Here the Lagrange multiplier is updated
based on (17).

MU-MIMO Uplink System Under Imperfect CSI
The TMSE function for the proposed uplink channel with imperfect CSI is defined as
follows

E½ eðULÞ
�� ��2� ¼ E½ Dl½

XK
m¼1

ðH^ðULÞ
m þEðULÞ

m ÞPmam� þDlnðULÞ � al

�����
�����
2

� ð20Þ

Then TMSE calculation in (20) is expanded using Frobenius matrix norm,

E½ eðULÞ
�� ��2� ¼ EfTr½½Dl½

XK

m¼1
PmamðH^ðULÞ

m þEðULÞ
m Þ� þDlnðULÞ � al�

½DH
l ½
XK

m¼1
PH
ma

H
mðH

^ðULÞH
m þEðULÞH

m Þ�þDH
l n

ðULÞH � aHl ��g
ð21Þ

Switch the trace and expectation in (21)

E½ eðULÞ
�� ��2� ¼ TrfE½½Dl½

XK

m¼1
PmamðH^ðULÞ

m þEðULÞ
m Þ� þDlnðULÞ � al�

½DH
l ½
XK

m¼1
PH
ma

H
mðH

^ðULÞH
m þEðULÞH

m Þ�þDH
l n

ðULÞH � aHl ��g
ð22Þ

Define
PK
m¼1

H
^ðULÞ
m Pmam ¼ yðULÞ;eff ,

PK
m¼1

EðULÞ
m Pmam ¼ eðULÞ;ch and expand (22)

Using the assumptions made in [9] simplifies the Eq. (22)
After simplification TMSE is defined as

E½ eðULÞ
�� ��2� ¼ Tr½Dl½

XK
m¼1

H
^ðULÞ
m PmPH

mH
^ðULÞH
m þr2

nIM �DH
l

þ Dl½
XK
m¼1

r2
EmTrðPmPH

mÞ
X

m
�DH

l � DlH
^ðULÞ
l Pl � PH

l H
^ðULÞH
l DH

l þ Il�

ð23Þ
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The TMSE for all mobile station is specified as

E½ eðULÞ
�� ��2� ¼XK

l¼1
ðTrðMSEðULÞ

l Þ ð24Þ

The aim of the proposed design is to minimize the TMSE concerning PAPC

min
fPl;Dlgl¼k

l¼1

½ eðULÞ
�� ��2� s:tXK

l¼1
ðTrðPlPH

l ÞpÞ1=p � a ð25Þ

Using Lagrangian get the solution for the above-defined problem

gðULÞ ¼ E½ eðULÞ
�� ��2� þ lðULÞ

XK

l¼1
ðTrðPlPH

l ÞpÞ1=p � a ð26Þ

Substitute (23) in (26), we get

gðULÞ ¼ Tr½Dl½
XK
m¼1

H
^ðULÞ
m PmPH

mH
^ðULÞH
m þr2

nIM �DH
l þDl½

XK
m¼1

r2
EmTrðPmPH

mÞ
X

m
�DH

l

� DlH
^ðULÞ
l Pl � PH

l H
^ðULÞH
l DH

l þ Il� þ lðULÞ
XK

l¼1
ðTrðPlPH

l ÞpÞ1=p � a

ð27Þ

The problem in (25) is nonconvex and also continuously differentiable. Therefore we
are taking the derivatives of gðULÞ relating to Dl and Pl. Then the related KKT con-
ditions is derived as follows

Take the derivate of gðULÞ with respect to Dl and equate to zero. Then replace all ‘l’
by k(k = 1, ……, K) and m = l.

H
^ðULÞT
k PT

k ¼ D�
k ½
XK
l¼1

H
^ðULÞT
l PT

l P
�
l H

^ðULÞ�
l þr2

nIM � þD�
k ½
XK
l¼1

r2
ElTrðPlPH

l Þ
X

l
� ð28Þ

Applying complex conjugate on both the sides of Eq. (28) gives

H
^ðULÞH
k PH

k ¼ Dk½
XK
l¼1

H
^ðULÞH
l PH

l PlH
^ðULÞ
l þr2

nIM � þDk½
XK
l¼1

r2
ElTrðPlPH

l Þ
X

l
� ð29Þ

Similarly, take the derivate of gðULÞ with respect to Pl and equate to zero. then replace
all l in the resultant equation with k(k = 1, ……, K) and m by l.

H
^ðULÞT
k DT

k ¼ H
^ðULÞT
k ½

XK
l¼1

DT
l D

�
l �H

^ðULÞ�
k

 !
P�
k þP�

k ½r2
Ek

XK
l¼1

TrðDl

X
l
DH

l Þ�

þ ½lðULÞ
XK
l¼1

ðTrðPlPH
l ÞpÞ1=p�1ðPT

l P
�
l Þp�1�P�

k

ð30Þ
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Applying complex conjugate on both the sides of Eq. (30) gives

H
^ðULÞH
k DH

k ¼ H
^ðULÞH
k ½

XK
l¼1

DH
l Dl�H

^ðULÞ
k

 !
Pk þPk ½lðULÞk� þ ½r2

Ek

XK
l¼1

TrðDl

X
k
DH

l Þ�
 !

ð31Þ

Multiplying Eqs. (29) and (31) by DH
k and PH

k respectively

DH
k H

^ðULÞH
k PH

k ¼ Dk½
XK
l¼1

H
^ðULÞH
l PH

l PlH
^ðULÞ
l þr2

nIM �DH
k þDk½

XK
l¼1

r2ElTrðPlPH
l Þ
X

l
�DH

k ð32Þ

H
^ðULÞH
k DH

k P
H
k ¼PH

k H
^ðULÞH
k ½

XK
l¼1

DH
l Dl�H

^ðULÞ
k

 !
Pk

þ Pk ½lðULÞk� þ ½r2
Ek

XK
l¼1

TrðDl

X
k
DH

l Þ�
 !

PH
k

ð33Þ

In (32) and (33) take trace on left and right hand side terms. Then, sum over k (k = 1,
…, K) to get an expression for Lagrange multiplier

lðULÞ ¼ r2
n

a

XK
k¼1

TrðDkDH
k Þ ð34Þ

The value of the decoder is obtained by considering Eq. (29)

Dk ¼ ðH^ðULÞH
k PH

k Þ ½
XK
l¼1

H
^ðULÞH
l PH

l PlH
^ðULÞ
l þr2

nIM � þ ½
XK
l¼1

r2
ElTrðPlPH

l Þ
X

l
�

 !�1

ð35Þ

Similarly, the value of precoder is obtained by considering the Eq. (31)

Pk ¼ ðH^ðULÞH
k DH

k Þ ðH^ðULÞH
k ½

XK
l¼1

DH
l Dl�H

^ðULÞ
k Þþ ðlðULÞkþr2

Ek

XK
l¼1

TrðDl

X
k
DH

l ÞÞ
 !�1

ð36Þ

Based on KKT conditions (29)–(31) an iterative algorithm is developed to get an
optimal solution as similar to [9] for imperfect CSI.

3 Results and Discussion

The proposed key generation algorithm is evaluated using National Institute of Stan-
dards and Technology (NIST). Randomness of the generated key is evaluated using a
benchmark of 0.01 for the probability value. A probability value obtained in each test is
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compared with the benchmark and a value greater than the benchmark indicates a pass
in the corresponding test. The obtained results are described in Table 1 ensure the
generated key using the proposed method has passes the entire randomness tests with
the probability value greater than the benchmark (>0.01).

Similarly, proposed MU-MIMO transceiver is compared with existing MU-MIMO
uplink transceiver for its reliability, which is designed for binary phase-shift keying
(BPSK) and Multi-level amplitude shift-keying (M-ASK) modulations. To evaluate the
reliability, a test condition has been fabricated as follows, the system has been designed
for 4 mobile stations and each user containing 4 transmitting antennas (Nt1 = Nt2 =
Nt3 = Nt4 = 4). The quantity of receiving antennas at the base station is fixed as sixteen
(Nr = 16). The data stream is chosen as B = 4, which is the minimum of transmit or
receive antennas. The above parameters and values are kept uniform to evaluate the
reliability under various scenarios.

The precoder and decoder matrix are updated using an iterative algorithm with
respect to the p-norm constraint. This constraint satisfies both SPC and PAPC based
power allocation. The p-values must be selected within the interval of 1 to ∞ and also
based on the values of a (PAPC) and b (SPC). Hence the proposed systems are
examined for three cases namely p = 4.12, 2.36 and 1.76. For p = 4.12, the value of
a = 1.1 W and b = 3.16 W. When p = 2.36, the value of a = 2.8 W and b = 6.31 W.
Finally when p = 1.76, the value of a = 5.5 W and b = 10 W are chosen.

Figure 2 compares the performance of the proposed uplink system with TPC and
PAPC under perfect CSI. It is illustrated that the SNR requirement shows a significant
increase by 2 dB and 1 dB for the proposed model than the conventional model when
p = 4.12 and 2.36 respectively. For BPSK modulation, SNR is escalated from 14 dB to
16 dB and 11 dB to 12 dB is observed for p = 4.12 and 2.36 respectively. Similarly,
18 dB to 20 dB and 15 dB to 16 dB SNR escalation is observed for 4-ASK. For
p = 1.76, The SNR requirement and escalation is observed to be similar at BER level
of 10-2. It is observed that proposed system performance becomes close to optimal as
p-value decreased to unity.

Table 1. NIST result.

Test Probability Test Probability

Frequency 0.739918 FFT 0.122325
Block frequency 0.122325 Non-overlapping template 0.991468
Cumulative sums 0.534146 Approximate entropy 0.534146
Runs 0.350485 Serial 0.991468
Longest run 0.739918 Linear complexity 0.534146
Rank 0.066882
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The proposed uplink system with TPC and PAPC is examined for an imperfect CSI
and compared with perfect CSI. To simulate imperfect CSI, transmit and receive
correlation matrices are assumed as qT = 0.5, qR = 0.5 respectively with the channel
estimation error of rce

2 = 0.015. A moderate value of rce
2 is chosen so that it doesn’t

lower the system performance to a greater extent. Figure 3 illustrates the behavior of an
imperfect CSI with p = 2.36. It is observed that a 2.5 dB difference in the SNR
between the perfect and imperfect case and a 1 dB increase between the conventional
and proposed design. In BPSK modulation scheme, SNR requirement is increased from
13.5 dB to 14.5 dB and for 4-ASK modulation SNR requirement is increased from
17.5 dB to 18.5 dB at 10−2 BER level. This makes the proposed design feasibility for
imperfect CSI also.

Fig. 2. Performance of TPC and PAPC based MU-MIMO uplink system with perfect CSI, for
BPSK and 4-ASK modulations

152 C. Manikandan et al.



Figure 4 shows the diversity performance of uplink MU-MIMO system for BPSK
modulation. It is found that the SNR requirement has been reduced as the transmit and
receive antennas increases.

Figure 5 examines the correlation effects of MU-MIMO for BPSK modulation
having B = 4. The channel estimation error, r2

ce is maintained at 0.015. Table 2 shows
the SNR requirement for various combinations of channel correlations. It is found that
at 10−2 BER, SNR requirement increases if the transmit and receive correlations
increases.

Fig. 3. Performance comparison TPC and PAPC based MU-MIMO uplink system with
imperfect CSI, for BPSK and 4-ASK at p = 2.36

(a) Transmit diversity       (b) Receive diversity 

Fig. 4. Effect of transmit diversity and receive for TPC and PAPC based MU-MIMO uplink
system with imperfect CSI, at p = 2.36
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4 Conclusion

This paper addresses the security and reliability aspects of an MU-MIMO system.
A novel pseudo-random key generation technique is proposed to implement security. It
employs chaotic map to generate random sequence. These sequences are used to
generate key from the random pixel value based synthetic color image. Use of chaotic
map with synthetic color image enables a highly randomized key generation. The
randomness of the generated key is ensured by pass in the entire NIST tests.

Reliability is addressed by the proposed uplink MU-MIMO system employing
BPSK and M-ASK modulation with individual antenna power constraint. It uses an
iterative algorithm to jointly optimize the precoder and decoder. This minimizes the
total mean-square-error subjected to PAPC. The proposed design also increases the
data rate with the same amount of reliability as SU-MIMO system. An optimum design
is obtained when the value of p approaches unity (p = 1.76) indicating a realistic power
allocation. Hence the proposed power allocation scheme meets the requirement of a
practical MU-MIMO transceiver design.

Table 2. SNR requirement for various transmit and receive correlations

qt qr SNR (dB)

0.5 0.0 13.5
0.5 0.5 14.2
0.9 0.0 17.5

Fig. 5. SNR analysis for transmit and receive correlations of PAPC at p = 2.36
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Abstract. The increased dependence of people on online services has led to a
rapid increase in Cybercrime. Nowadays, each device is connected to the
internet. Since every device connected to the web is vulnerable to cyber attack,
securing these devices has become very crucial. The Advanced Persistent Threat
(APT) is a novel techniques used by hackers. It is among the most alarming
security threat. It can bypass all kinds of security appliances. The malware is
becoming stronger and more redundant, which cause the victim’s
system/network more damage. To prevent or mitigate such type of attacks, there
is some prevention mechanism with the help of Machine Learning (ML) which
would help to detect the advanced level threat. These Advanced level threats are
much capable of hiding themselves from the firewall or any other defensive
mechanism, of uncovering this advanced level threats there are some ML
algorithms which would help to detect them with the low false positive rate and
a higher level of accuracy. This paper mainly emphasizes on various Machine
Learning algorithms and techniques that can be applied to detect Advanced
Persistent Threats.

Keywords: Advanced Persistent Threat � Intrusion Detection System �
Reconnaissance � Command & Control (C&C) Communication � Privilege
escalation � Establishing foothold

1 Introduction

Nowadays, cyberspace has been compromised by one of the new threats called an
Advanced Persistent Threat (APT) [15]. These types of threats are invisible to the
normal firewall or antivirus; to ensure our system with the high-security mechanism,
we defend these threats by the Machine-Learning (ML) methodology. To detect
malicious content in the system or network, we ensure the ML algorithms [16] like
Decision Tree, K-Means algorithm, Support Vector Machine (SVM) and more which
were used in these malware detection mechanisms. Most of the APTs are target based
attack. APTs have their defensive mechanism, which is much strong to crack it by the
anti-virus software or firewall. The target-based attacks are mostly carried out by the
remote access via bot control. The compromised system is capable of acting as a bot,
which gives the attacker a way to access the victim system remotely. The APTs have
the capacity of controlling the IoT [17] devices as well; it has to inject the payload on
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the mainframe system to gain control of the IoT devices. The malware has the char-
acteristics to damage the victim’s computer system. The modern way to detect and
analyze the malware/threat is with the help of machine learning or deep learning
algorithms. It can be used to detect and predict the threat in a small period of time with
the lower false positive rate and a higher amount of accuracy rate.

Intrusion Detection System (IDS) [18] is a defensive mechanism which is used for
defending the machine or network from the malware or threat. It will defend it from the
serious damage and detect the threat at an early stage. After the detection of the threat,
it will analyze the threat based on the signature-based or pattern based (depends on the
level of threat), it will alert the user. Most of the IDS are capable of detecting the
Ransomware with the help of the MLP algorithm. RNN [19] (Recurrent Neural Net-
work) is used to detect the threat or malware in the IoT with the assistant of behavior
analysis and mining process. Figure 1 shows the normal strategy of how an attack is
carried out. The summary of the most dangerous attacks carried out until 2018 is shown
in Table 1.

2 Advanced Persistent Threat

The Advanced Persistent Threat (APT) is among the alarming security threat. These
Advanced level threats are much capable of hiding themselves from the firewall or any
other defensive mechanism. APTs [11] are done by hackers, working individually or in
a group, and are subsidized by some organizations or state in order to get vital
information about a target organization or state. The APT attacker has exfiltration of
information or obstructing critical features of some mission as its objective. An APT
hacker tries to attain the goal repeatedly over a long period of time, bypasses and adapts
to all the obstacles, and tries to preserve the interaction that is required to achieve the
goal. To obtain the objective, the hacker needs to go through a series of stages of
attacks which are mentioned below. Figure 2 shows the stages [20] of an APT attack.

Fig. 1. A normal attack strategy
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2.1 Reconnaissance

In this stage, the attacker finds potential user or organization which can be made a
target for extracting the useful information. The hacker identifies and researches the
target victim using community sources such as social media, websites, etc. and gets
ready for launching a customized attack. The attacker sets the attack methodology by
analyzing the activities of the victim or the target. The attacker carries out his research
with the help of some activities such as identifying the vulnerable website, monitoring
the target organization’s business activities, their current projects, internal organization,
etc.

2.2 Initial Compromise

After the deep analysis about the target, the attacker, somehow, tries to successfully
execute exploit or malicious codes on one or a more targeted victim. It tries to find out
Point of Entry. The malicious code or the exploit is sent to the victim through Internet
sources by one or the other means. It is mostly done by spear phishing. By installing
malicious code, the attacker opens a back door which can be used to access the
machine whenever they want.

Table 1. Most dangerous attacks carried out until 2018

Year Organization What got leaked No of
users
affected

2013–2014 Yahoo Name, telephone number, date of birth
and email addresses

500
million

2014–2018 Marriott International Name, credit card credential, passport
credential, and other contact
information

500
million

2014 Ebay Names, date of birth, passwords and,
addresses

145
million

2017 Equifax Social Security Number, driver’s
license details, date of birth, and
address

143
million

2013 Target Stores Contact information, Credit card
details, and Debit card details

110
million

2016 Uber Phone numbers, credit card details,
driver license, etc.

57
million
users
600,000
drivers

2014 JP Morgan Chase Contact information, and internal
information

83
million

2012–2014 US Office of
Personnel
Management (OPM)

Security clearance information,
personal information, and fingerprint
data

22
million
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2.3 Command & Control Communication (C&C)

It is very important to provide a channel for communication between the attacker’s
system and compromised machine throughout the APT campaign. The attacker exploits
the compromised machine by passing commands and controlling the victim machine.
After they gain access to machine, they can do anything with the target machine. They
can ex-filtrate data, record keyboard inputs, get important credentials, etc. To make
sure that he can maintain the control over the target system, he establishes a foothold by
adding other malware required to the compromised machine. The hacker gets access to
the valuable information and tries to increase their privileges by executing various
techniques such as password hash dumping, recording keystrokes, getting PKI cer-
tificates, etc.

2.4 Privilege Escalation

After establishing the foothold, the attacker finds ways to reach valuable information
by spreading malware through the victim’s network. The hacker always targets the
vulnerable machine of the target network at first and then tries to find out the system
which has the information he requires. He tries to get access to the system containing
valuable information by tracing through the network and raising his privileges. Various
ways are used by hackers to escalate their privileges. One of the ways of getting
privilege escalation is by finding the vulnerabilities in the configuration of the system
such as files having credentials of administrator, services that are misconfigured,
intentionally weakened security. The other method which is way more reliable than this
method is by attacking the OS kernel, which in turn ends up in the execution of
arbitrary code that allows the hacker to bypass all the security obstacles. In some cases,
privileges can be escalated by using simpler methods such as brute force attack,
recording keystrokes, weak passwords, etc.

Fig. 2. APT attack stages
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2.5 Maintain Access

The hacker maintains continued access to the compromised network. There are various
ways to maintain access, which include installation of different kinds of malware,
getting access to services that enable remote access like Virtual Private Network.
Broadening the access and gaining valuable information by creating a ghost network
within the target network, getting access to trace more routes.

2.6 Asset Discovery and Data Ex-Filtration

There are many methods like network analysis and port scanning to discover the
potential services and servers that the target’s machine has. This stage involves
unauthorized access and displacement of information from the target’s web to the
hacker’s system. Upon gaining access to the valuable information required, the
information piece is archived, compressed and the archive is encrypted in order to
bypass deep packet inspection and to prevent data loss. This step is followed up by data
exfiltration from the compromised system.

2.7 Covering the Tracks

When the goal is achieved, the hacker makes sure that he covers up all the traces. The
hackers ensure that they don’t leave any traces behind. There have been many cases
where hackers left the backdoor open for a long time and continued to gain access as
and when they require without getting caught.

3 Techniques Used to Bypass Security

Some of the techniques used by the attackers that are used to bypass security are
discussed below [10].

3.1 Exploitation of Well-Known Vulnerabilities

Most of the attacks are made using already exposed vulnerabilities. The known vul-
nerabilities are available in databases like the National Vulnerability Database of NIST
and Common Vulnerabilities and Exposures List [13] where each vulnerability is
disclosed publicly and has a unique CVD_ID through which it is identified. Deep web
and dark web forums [12] also helps the attackers to share and gather vital information
about vulnerabilities. It is inferred from a study report [14] it was observed that most of
the attacks were made exploiting the known vulnerabilities.

3.2 Use of Malware

Using malware is one of the basic techniques to hijack user’s computer very easily.
Malware can spread throughout the internet in the form of drive-by download files or
through USB sharing. Most of the attacks carried out by the attackers involve the
installation of malware on the target machine. There are billions of varieties of malware
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which can be used very easily, and the user will not even get a hint that malware has
been installed in his machine. By installing the malware in the client’s machine, the
hacker can leave a backdoor open for gaining access to the targeted network in the
future.

3.3 Spear Phishing

Spear phishing helps to breach into the web which done using social engineering. In
this technique, specially crafted emails that contain disguised exe files are sent to
specific targeted individuals or organizations. The recipient of the emails is induced to
or convinced to click a hyperlink to an exploited site or download a file attachment that
has malicious content or a link to malware using social engineering tactics. The
malicious hyperlink may end up in an attack using drive-by download. This malicious
code that gets installed on the client’s machine without his knowledge can control the
machine which is infected and can perform various malicious activities such as stealing
stored passwords., record keystrokes, data exfiltration, etc.

3.4 Zero Day Vulnerability

It is a software bug which is unknown to the software builder or known to the software
builder, but he couldn’t fix it at that point of time [21]. The attackers collect infor-
mation related software components such as OS version, anti-viruses, and anti mal-
wares installed; patches ran etc. They try to find the vulnerabilities present in those
versions so that they can find a route to gain entry to the target machine. However, it’s
observed [14] that there are very few attacks achieved through this method.

3.5 Watering Hole Attack

The watering hole attack is the one in which the targets one of the intermittently visited
websites are infected. In this method, a hacker injects exploits into the websites that are
most frequently visited by the target user. Once the target user goes to this infected
website, the malicious software gets installed in the target machine, and the hacker
waits for it to run. The main challenge in this attack is to hide the execution of malware,
and the exploit should be invisible to the anti-viruses and anti-malwares installed in the
target system.

4 APT Detection Methods

There are different techniques which are used to detect the threat with the help of
Machine Learning (ML) algorithm. Some of them are discussed below.

4.1 Detection of Threat Using Machine-Learning Correlation Analysis

APT is one of the most concerned threats. It potentially causes the system and gains
information by compromising the victim’s system. MLAPT helps us to find the threat.

164 E. Rajalakshmi et al.



It gives the higher level accuracy with the accuracy of 84.8% [1]. The MLAPT runs
with the three main phases. The first one is the Threat Detection phase, which has eight
sub-module, which helps to find the threat in real time traffic analysis. The second one
is Alert Correlation, which gets the output from the detection phase and identifies
which type of alert it belongs to. The last phase is Attack Prediction which deals with
the machine learning that helps to find the prediction of APT threat at an early stage.
This paper defines ways to minimize the FPR (False positive Rate) with the help of a
machine learning based system which helps in detection and prediction of the APT
attack in a unified approach.

4.2 A Detection of Malware/Threat Using a Recurrent Neural Network
Method

Deep Learning has the unique feature which is Recurrent Neural Network (RNN) [19],
that helps to analyze the malware content in the IoT device. Algorithms are defined to
classify the malware based on the Operational Codes (OpCodes). For evaluation of
OpCodes and identification of the optimum feature for malware, detection by applying
SVM classifier, and techniques using n-gram methods were used to obtain an accuracy
rate of 96% [2]. This method used the n-gram, via text mining, to detect the malicious
rate up to 75%. At first, analyze the infected IoT devices and extract the OpCode from
that infected device. After that, using the Deep Learning process we can find the True
Positive rate (TPR) of advantageous files and True Negative Rate (TPR) of malware
correctly identified as malware, FPR of advantageous is defined as malware and FNR is
also malware of the advantageous classified files. LSTM approach helps to hunt the
malware based IoT with opcode sequence to achieve the detection of 98% accuracy.

4.3 Anomaly-Based Intrusion Detection Systems

Here a unique feature called a Pattern-of-Life from the network was used. It is con-
sidered as high prior information to detect the anomaly based intrusion. A new
approach called Fuzzy Cognitive Map (FCM), which helps to integrate the detection of
Pattern-of-Life, was implemented. By using these methods, we can identify the attack
which is currently being carried out. We can integrate this with the FCM into IDS
framework to yield the best output/results (99.76%), and it can reduce the number of
false alarm (6.33%) [3]. Current IDS system gives protection based on the already
defined signatures from the intrusion detection process. In this process, we use the
method called Pattern-of-Life (PoL), which gives information about the network
resources. These information can be utilized to characterize the PoL which will be
useful in the generation of contextual data. In the process to incorporate the PoL into
detection process, FCM [22] is applied for the anomaly based detection. The first
approach is using FCM to integrate the PoL contextual information and use output of
FCM to develop the additional metric. The second approach is using the different
metrics from the FCM to characterize the PoL of the network traffic. The last step is the
implementation of FCM to gain the high-level data from network user with the high-
level accuracy of details with detailed information which produces the best results and
reduces the number of false alarm. IDS will provide a minimum false positive and
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maximum accuracy rate. Additionally, few metrics were used to design the modeled
FCM, which gives the effect of the IDS. The metrics were based on the already detected
attacks.

4.4 A Detection of Malware by Using the Search Engine

APT is the target based cyber attack, which mostly attacks the victim remotely with the
help of bot control to get confidential information. Signature-based or learning based
approach on the APT malware detection is weak to detect them. Here they have
developed a specific search-engine applying a Hadoop platform for APT investigation
to find, uncover victims by referring the known victim [4]. Bot-infected systems are
fully remote-controlled, which can access the HTTP log, which contains valuable
information about the network such as cookies, etc. Here command and control (C&C)
are the HTTP based one which helps the infected bot system to victimize the other
system. Normally in another search engine, the HTTP request is logged by the proxy
and is then sent to the search-engine operator repeatedly. But in this Hadoop based
search engine, the queries are logged in every 2 s. Which prove that the C&C servers
are completely prevented from the malware infected computer systems. In an APT
investigation, it is proved that the known C&C communication servers are rated under
top 10 sites and responding time of each query is reduced in less than 2 s.

4.5 Detection of Malware Based on Deep Learning Algorithm

This deals with the usage of Deep Belief Network (DBN) [23] to detect the malware
with the comparison of traditional neural network analysis [6]. The performance of this
malware detection is based on SVM, Decision Tree, and the K-nearest algorithm as
classifiers [16]. For example, worm contains the payload which has a capacity of
accessing the computer via remotely by creating a back-door. To overcome this issue,
we have signature-based detection, but it cannot detect the previously unseen threat via
a pattern-based approach. To address this problem, the new approach was introduced to
detect the malware with the new intelligent technique of machine learning and data
mining method to analysis/detect the malware. These experiments prove that the DBN
model provides more accurate detection with the help of an auto-encoder and signif-
icantly reduce the dimension of feature vectors and expose the disguised exe file with
the help of some algorithms like Naïve Bayes classification, SVM and Decision Tree.

4.6 Detection of Malware by Using Frequent Pattern Mining

The attacker will encrypt the computer system, and it will only decrypt after the ransom
has been paid. To overcome this problem, here the sequential pattern mining to find the
Maximal Frequent Pattern (MFP) of active ransomware was utilized. To detect the
malware pattern and get the 99% of accuracy, here the MLP (Multi-Layer Perceptron)
algorithm [24] to analyze the threat was implemented. To implement the technique for
the detection of ransomware malware they used the MLP algorithm to find the frequent
pattern and achieved 99% [8] of accuracy in detection of ransomware from the sample
pattern and reduced the period for the detection process to less than 10 s. There are
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other ransomware families which cannot be detected by this MLP algorithm. This
problem can be overcome by using the datasets of Dynamic Link Libraries (DLL) on
the sequence pattern mining in order to detect frequent feature of ransomware appli-
cation logs, which helps to achieve the solution and reduce the false positive. By
combing the sequential pattern mining for identification with the classification using
machine learning methodology, we can find the ransomware based on the given
goodware samples within the first ten seconds of ransomware execution.

4.7 Detection of Malware with the Help of the SPuNge

APT is target based attack, which is burdensome to detect. To beat this issue, then
SPuNge [5] based novel system was introduced. This could process the information
about the threat from the victim and it used the combination of clustering and corre-
lation technique to identify the machine which is responsible for the malicious
resource. The threat information from the potentially targeted attack is used to detect
the upcoming attack, by using this methodology, we can reduce the malicious activities
and similar threat in the future attack scenario. To implement this approach, the
combination of clustering techniques [25] was utilized to identify the malicious request
from the unknown resource which were correlated to a group of machines on the
computer system. The information can be correlated with the help of k-means and
classification algorithm to find the location of the attack operation. SPuNge is a
clustering algorithm which oblige to identify the group of malicious hyperlinks that
have akin hostnames/domains.

4.8 Robust Malware Detection by Deep “Eigenspace” Learning

Recently IoT is also used in military applications which consist of a wearable combat
uniform, etc. Here the objective is to detect the malware from the Internet of Battlefield
Things (IoBT) via Operational Code (OpCode) sequence. This can be done by opti-
mizing the deep Eigenspace learning approach with an OpCode via vector space to
specify the malicious and benign applications. It also works against the junk code
insertion attack, which is detected by the malware detection with the help of machine
learning. The attackers who targeted the IoBT devices can exploit the vulnerabilities on
particular IoT device and target the nuclear plants. To overcome this issue, this
methodology has three main sections which are used to detect and prevent the IoBT
device from the malware. OpCode are the more reliable and upgradeable feature for the
identification of malware using the machine learning via neural networks and decision
tree there would be a 94.93% of accuracy [7]. Using the Bayesian network and K-
Nearest neighbor algorithm, there could be a 95.90% of accuracy in malware detection.
Deep learning is used to analysis the IoBT devices with the help of a machine learning
algorithm correlated with the OpCode to find the malware in the IoBT device. Using
OpCode sequence as a feature for classification task in the deep eigenspace learning,
the malware can be detected at the 98.37% of accuracy rate and 98.59% of the pre-
cision rate, as well as the junk code insertion attack can be mitigated.
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4.9 Early-Stage Malware Prediction Using Recurrent Neural Networks

This deals with analyzing the static malware at the endpoint antivirus which matches
them with the previously analyzed malicious code. It takes nearly 5 min to capture the
malicious payload by that time the malware has been done its work. To overcome this
issue, the recurrent neural network that is capable of capturing the executable malicious
content within 5 s with the 94% of accuracy was an ensemble. The Recurrent Neural
Network (RNN) is applied to detect and find the malware at the early stage with the
help of a Behavioral Analysis which analyze the static data for the malware content. An
antivirus system is run in a timely manner. Dynamically collected data are taken to the
behavioral analysis for the malware detection and then checked with the sandbox that
will be helpful for the future analysis. The algorithm for the sequential data analyzing
with the help of Recurrent Neural Network and Hidden Markov Models can detect the
malware with a higher accuracy rate. This methodology also has a capacity of blocking
the malicious payload rather than repairing the damage which is caused by the mal-
ware. Dynamic malware detection methods are always one step ahead of traditional
malware detection. The malicious payload is detected in advance with the help of
Recurrent Neural Network that can significantly reduce the time to less than 5 s for the
malware detection to achieve an accuracy of 94% of malware detection and 96% in
10 s. [9]

The techniques discussed here have their own merits and demerits. Table 2 sum-
marizes the merits and demerits of each detection technique discussed in this paper. We
can see in Table 2 that each and every method has its own advantages and disad-
vantages. Though the first method has good accuracy but since it has multiple sub tasks
it takes a lot of time for malware detection. The second method is also time consuming
and has storage issues when it comes to store OpCodes. The third method has good
accuracy but its datasets need different training metrics which makes it a little bit
complex. The fourth method uses Hadoop platform which makes the model unique. Its
only disadvantage is that the signature-based approach is obsolete in this case. Though
the usage of Naïve Bayes and the SVM methods makes the Fifth method highly
inevitable but the slow detection process brings its performance based on time down.
The sixth method helps to detect even the signature pattern analysis but it is quite
complicated when it comes to implementation. The seventh method is a target based
attack ant this method also takes a lot of time to detect the attack. Method eight can be
advantageous than other methods in terms of speed of detection since it can detect a
malware within 5 s but its accuracy is low.
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5 Proposed Work

This paper briefs about the stages of APTs and various approach used by attackers to
bypass the security. This paper proposes the different techniques used to detect mal-
ware and threat. Intrusion detection system mainly focuses on detecting the advanced
persistent threat. This paper deals with various classifications of techniques to prevent
the threat with the help of machine learning. Each technique has its advantage and
disadvantage. The merits and demerits of each detection technique discussed in this
paper are summarized. Continuous filtering System and Defense System helps to
protect confidential, sensitive data from APTs. We propose a method to extend better
support of monitoring. We intend to decrease the False Positive Rate (FPR). We are
going to implement this system in a real-world network and evaluate our approach by
applying larger datasets. With this type of implementation, we can reduce the
Advanced Persistent Threat. Our proposed model is shown in Fig. 3.

Table 2. Merits and Demerits of the detection methods

S.
no.

Methodologies Merits Demerits

1 Detection of Threat
using Machine-
Learning Correlation
Analysis

Detection accuracy is accurate It has several sub
level testing, for that
it takes time

2 A RNN approach for
malware threat hunting

It helps to find the malware in IoT
hardware devices

Time-consuming
and OpCodes need
storage

3 Anomaly-Based
Intrusion Detection
Systems

Pattern-of-Life (PoL) increase the
threat detection accuracy

Datasets have to be
trained with
different metrics

4 A Novel Search Engine
to Uncover
malware/threat

Hadoop platform gives the unique
level of malware detection

Signature-based
approach is obsolete
to this method

5 Malware detection
Using Deep Learning
Algorithm

Using Naïve Bayes method and
SVM in DBN. The detection of
malware is highly inevitable

Detection process
takes time to detect
the malware/threat

6 Frequent Pattern
Mining for Malware
and Threat hunting

It is used to detect the
Ransomware based on the
signature pattern analysis

Complicate to
implement

7 Targeted Attacks
Detection With
SPuNge

Prevent the target based attack Time-consuming

8 Early-Stage
Predictionof malware
Using RNN

It detects the malware within the
5 s

A lower level of
accuracy
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The APT attacks are conducted step by step. It can be considered as the action of a
series of events. These series of events may have taken place for months. The main
challenge in detecting an APT is keeping track of various steps that are logged over
months of analyzing and monitoring and linking them together. We are going to
propose a system in which we are using machine learning techniques for analyzing the
threat in detail. We are going to build an application which will detect the threat by
inspecting each stage of APT and detect the chain of events in APT thus detecting the
threat.

The proposed method deals with keeping track of each event/stage that leads to
APT by using some Machine Learning techniques. We will analyze the behavior of the
attack and identify the pattern of the attack. While some detection methods discussed in
this paper have high accuracy but they take lot of time and on the other hand we have
seen some methods have low accuracy but work faster. To overcome this problem we
will analyze various combinations of Machine Learning techniques which will help
both to increase accuracy as well as reduce the detection time.

6 Conclusion and Future Works

The Advanced Persistent Threat (APT) is one among the dangerous security threat. In
this paper, the main concepts of APT are discussed. This paper briefs about various
stages involved in APT and how the attack is carried out. It mainly highlights some of
the Machine Learning techniques used for detection of APT. Continuous filtering
System and Defense System helps to protect confidential and sensitive data from APTs.

Fig. 3. Implementation of Intrusion Detection System
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By extending the better support of monitoring, the outcome of this detection method
and the outcome of alternative detection methods will be correlated in order to raise an
alert on APT attack detection and minimize the False Positive Rate (FPR). Here we are
planning to build a model using machine learning which will be able to find the APTs
by analyzing series and sequence of APT stages carried out. Since APT attacks are
carried out in stages, it requires more time to find the place to hide. In future imple-
mentation of this work can be done by implementing the Machine learning with the
Intrusion detection system to find the APT during the reconnaissance period and also it
can be implemented in the real-world network and we will evaluate our approach by
applying the model to larger datasets. With this type of implementation, we can reduce
the Advanced Persistent Threat.
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Abstract. Layered inter-network communications, and dynamic control
mechanisms of intra-connected testbeds in cyber-physical systems (CPS) paves
way for controlling the PLCs and HMIs in a distributive manner. This intuits the
idea of monitoring and logging the CPS traffic by embedding the motorized
sensor/actuator readings into an IP-network packet. Attackers commence the
network packet intervention of a CPS traffic as an initial phase for launching
cyber-based attacks over critical public infrastructures. Log sequences captured
for such an instance, required the security professional to observe the log sub-
sequences that might possibly lead to an attack, unlisted in the signature
repository of the existing defense mechanisms. Hence, this paper defines a
hypergraph based attack detection model where constraints can be parameter-
ized based on the type of CPS traffic in order to provide adaptable degree of
representing possible attack incidents for the existing intrusion detection sys-
tems. Post defining the model’s parameterized constraints; we study the attack
scenarios over Secure Water Treatment (SWaT) dataset from SUTD’s iTrust lab.

Keywords: Intrusion detection systems � Cyber-physical systems � Hyper-
graphs � Cyber and physical attacks

1 Introduction

Integrating algorithmically parameterized instructions with the communal physical
infrastructures like smart-grid [1], water-distribution/treatment, etc. paves a way to
build much smarter Cyber-physical systems (CPS). Such computational intensive
algorithms even flagged the distributed command-and-control mechanism for CPS
when connected to the World Wide Web. This intense potential of controlling the
physical process in a distributed manner leads to intrusive cyber-attacks over the
critical infrastructures. This prudentially demanded the design and development of
cyber-safe attack detection models that validate the incoming traffic with the pre-
defined signature patterns that signify a normal behavior of the overall CPS process.
Intrusions in CPS are quite diverse from network-oriented attacks as CPS manages
critical infrastructures like metro water-treatment, smart grids, thermal plants, etc. CPS-
based intrusions are briefly categorized as an attempt to damage the physical compo-
nents, or to access information that are unauthorized, or to explore the trajectories
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(paths) of the network that are bounded by firewalls. The proposed subtree hypergraph-
based attack detection model for CPS-based intrusion detection system (IDS) con-
tributes the following:

• Process wise attack vulnerabilities are identified through hyperedge representation;
• The incoming traffic is constrained as elemental graph nodes for the attack iden-

tification based on the temporal data;
• The subtree-hypergraphs are deduced from the complete graph to accommodate

various possible attack scenarios;
• The whole traffic log is traversed with the suffix-tree (STrie) mechanism. Subse-

quently, the identified attack patterns from hypergraph model and STrie’s pattern
has been validated through isomorphic property.

The proposed attack detection model is described in such a manner that the routes
in the model from beginning to terminal hyperedges constitute a possible assault over
the SCADA testbed (say Tank overflow) and correspond to the subsequences of a
specified input log i.e. the log is a series of events (tuples) with a sensor/actuator value
and a timestamp.

The vertex of the hypergraph represents either sensor or actuator of the SCADA
testbed instance from the log tuple(s), whilst the operational stage-wise sub-processes
of the testbed are associatively grouped to form an instance of a hyperedge. The
efficiently implementable data-domain module of the suffix-tree is built from the
incoming log that compares the pattern of the log with the hypergraph attack models.
This extends the intrusion detection model to specify vertex cardinality constraints over
tuple groups and hyperedges to raise an alarm when temporal limitations on group
connections are bypassed on any one of the testbed’s sub-processes.

In practical, signature based rules of Network Intrusion Detection System (NIDS)
consider almost all possible threat scenarios before the deployment, since the organi-
zation’s specified network setup is known and static. Though CPS in WatTest adapts
Ethernet/IP and Common Industrial Protocol (CIP) as the control-level protocol stack
for network communication, it bypasses the NIDS rules during an attack. Thus, the
node traversal of the attack model corresponds to the interdependent security vulner-
abilities of the critical infrastructure – since attackers cannot pursue certain list of
network routes that are hurdled by strict firewall policies.

Organization: Section 2 summarizes the related work carried out in context of the
hypergraph-based attack models. Section 3 formally defines the attack model and
instances that are parameterized for the scenarios related to the WatTest testbed
described below. The study of the CPS testbed is discussed in Sect. 4 with the stages,
components, and communication involved. The overall model’s assessment phase is
described, tabulated, and illustrated in Sect. 5, and finally Sect. 6 discusses the overall
work carried out.
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2 Related Work

Most of the security administrators incorporate the idea of hypergraph modeling while
designing the traffic flow directions that a particular host machine is authenticated to
take [7]. Such functionality of path validation aided the NIDS to pre-model attack
graphs to part away from the normal ones [8, 9]. [10] utilizes hypergraph models for
correlating attacks, and [11] uses hypergraphs in analyzing the risks associated with the
dependencies over the security model of the network. Scenario based intrusion study on
[12] focuses on the node connectivity over physical inhibition transcendence. The
proposed model is designed with the intention that it mounts compatible with the
existing open-source IDS for pattern inference on a parameterized basis. Most of the
rule-based IDS infer the transmission information from the traffic log for host-
dependency and validate rule policies with the recipient’s network [14–16]. However,
the network modeling tasks utilize the key benefit of hypergraphs which aids in
illustrating voluminous possibilities of attack scenarios for a given network architec-
ture. The proposed model associates each component of the SCADA testbed depicted
in Fig. 1 to the hypergraph model instead of associating attack activity step labels to the
graph model in [17]. After all, the major intent of this work is to identify and prevent
the physical attacks in critical infrastructure. Whereas, the attack weights of the
attackers’ trajectory were not calculated as stated in the literature.

3 Attack Modeling Using Hypergraphs

Definition 1: Attack model G defines the attack-patterns for raising alerts when an
attacker tries to intervene the data-acquisition process and launch an attack through an
MITM based injection on testbed’s HMIs. Say for an attempt A of launching an
MITM has a tuple of G ¼ H; h; s; e;T Xð Þf g. Where,

• H ¼ Vi;Heð Þ refers to the hypergraph with finite set of vertices Vð Þ and hyperedges
Hð Þ. The vertices and hyperedges are indexed for the fact that when traffic under
investigation is represented as a suffix-trie, malicious patterns can be compared with
the attack model though targeted nodes or edge-relations. A targeted hyperedge
leads to identify the root node of a specific attack pattern, by way of h 2 H; h�V .

• h : Vi  ð fV^Vif g;Vi � 22g[ 1f gÞ acts as the parameter that decodes the
incoming little-endian 32-bit encoded data, which the suffix-trie infers the bits
coupled in a reverse order for identifying the pattern from the model. This method
of vertex labeling intends the 1 notation to represent the absence of upper bound
for the encoded hexadecimals.

• s : He  �1ð Þs�M � 2E;He�Hf g is a function that constraints the hyperedges to
check for the possible changes in: s! sign-bit to verify the positive/negative
number for the identification of the overflow/underflow situations in the testbed,
M ! a significant fractional threshold that checks for values that drops/raises from
the specified range, and E ! exponent to check for the values that are non-floating
point. In addition, the function H  N

þ [ 1ð Þf g expresses the sequential con-
straints, such that s Heð Þ is defined with upper and lower bounds denoting the
hyperedge sets.
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• e : H2  N
þ function partially expresses the possible sets as upper bound frac-

tional threshold between hyperedges he 2 Hf g of the testbed’s distinct
sensors/actuators (vertices). Process Pð Þ denotes the hyperedge pair sets which when
surpassed an alert is raised by the IDS, given Pðhe1; he2Þ along with either of the
logical operators ^f g; _f g; :f g representing the conjunction, disjunction, or
negation of the node within an hyperedge for an given process.

• T a (partial) function which when called by the suffix-trie built from the data
recursively returns the S ! start hyperedge and T ! terminal hyperedge, given
ðxi�XÞ 2 ð!£ S; T½ �Þ.

Definition 2: A path in Model G ¼ H; h; s; e;T Xð Þf g. “c” is a continuous mapping of
hyperedge sequences c : he1; hemf g of H under investigation, where:

i. Initial hyperedge is an element of the hyperedge set S½ �;
ii. Intermediate hyperedges between S; T½ � must not be an empty-set;
iii. 6 9i 2 2. . .m� 1f g where hi. . .hj�1; hjþ 1. . .hm satisfies previous conditions;
iv. Path completion of c is met when hm is an element of set T½ �.

The sequenced traffic capture of the SWAT testbed’s log defines the varied instances of
whether the sensor/actuator is operational for the water treatment process. Log
sequences li contains a tuple of features N1. . .Nnh i (of HMI_MVxxx say) encoded in
the ENIP/CIP protocol with its respective timestamp occurrence. Each log lx holds the
respective feature with lx:time instance\ly:time instance, reflecting the fine granu-
larity of time sequences encoded with the type of the sensor/actuator (say
HMI_MVxxx) and its respective instance N:

Definition 3: Each hyperedge he of the hypergraph H for an particular attack (say
Tank-Overflow due to Injection of values) embeds number of sensors/actuators as the
node/vertex from different processes of the SCADA testbed. The start and terminal
hyperedges S; T½ � for an particular segment S; T of the water-treatment’s sub-process
generates a log sequence L ¼ l1 : lmf g for which S; T must be both f[ 0;Ng. An
attack segment within a sub-process of the testbed is a set-sequence of
S1; T 1½ �. . . Sm; T m½ �f g 2 N where:

i. For an given instance i of the particular segment S; T , segment Lð Þ  Si; T i½ �;
ii. For attack types like Multi Stage Multi Point attacks the attack’s impact might be

distinguishable but the hyperedge segments for two different attack instances might
be congruent, Si; T i½ � ffi Sj; T j

� �
.

Definition 4: For the traffic generated out of the water-treatment plant, G ¼
H; h; s; e;T Xð Þf g is assumed to be the attack model for an incident A. c : h

0

e1; h
0

em

� �

denotes the m-complete path for G, given the log traffic L ¼ l1 : lnf g.
9 S1; T 1½ �. . . Sm; T m½ �f g segments of the log L when
flimi!m li½ � 2 G; over cg ) L � c G.
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3.1 Identification of Graph Discrepancy from Logs

Generalized attack models do not correspond to the varied variable thresholds of
SCADA architecture, assuming the traffic with attack patterns as benign to the host
infrastructure. This in turn bypasses the intrusion detection system’s signatures and
grants the intruder to exploit the SCADA infrastructure and launch an attack. Proposed
model was designed with the key intent of identifying the abnormal data traffic and to
validate the conditional state of the corresponding sensor/actuator through associative
thresholds. Logging of the corresponding timestamp along with its consequent data-
packets from the HMI will be the at most primary constraint imposed by the attack
model, over the log to be inspected. For this reason, attack graphs had to be designed in
correspondence with the attack model must comprise both the process states of each
module and its respective timestamps.

Attack pattern is identified from the logs generated through spatial-temporal tra-
jectory that varies for each sensor/actuator over time and type of the testbed’s process.
SWAT water treatment testbed embeds the sensor/actuator values in an encoded format
that will be used to represent the presence of a pattern in the spatial-temporal region
either as a normal/abnormal activity by the attack model.

Trajectories plotted out of incoming traffic are compared with the process-wise
graph models that will be inferred by the security professional to improve the IDS
signatures.

4 Testbed

WatTest [3] is a water treatment test environment designed for the sole purpose of
carrying research study on handling cyber-based attack incidents that could possibly
cause physical damage and impact over critical infrastructures. Staged process of
treating the water helps researchers to model various possible attack scenarios, which
could help in experimenting, designed programmable models for in-depth defence, as
those outlined in [4–6]. The architecture of WatTest clearly depicts the overall stage-
wise treatment of water carried over in a temporal constraint from PLC1-to-PLC6.
Programmable Logic Controllers (PLC) controls each stage by its own and logs the
data traffic in the Historian server; that can be viewed and controlled through the
Human Machine Interface (HMI).

4.1 WatTest Stages

Stage P1 regulates the untreated raw water by opening/closing the motorized valve that
links inlet pipe with the tank holding raw water. Untreated water is then pumped to
stage P3 for Ultrafiltration (UF) through the chemical dosing plant in stage P2. On
completion of ultrafiltration, the UF feed pump transmits water to the supply tank in
stage P4 for carrying out Ultraviolet Dechlorination (UV) controlled by PLC-4. After
which stage P5 includes the PLC to regulate the process of Reverse Osmosis (RO) for
further filtration of water by means of a 2-stage RO process. The pressure fall below
0.4 bar across the UF unit initiates the backwash cycle, once the Differential Pressure
Sensors at stage P3 senses the pressure drop [3].
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4.2 Sensors and Actuators

The overall testbed is embedded with 51 sensors and actuators thru each among the six-
stage water treatment process. These sensors and actuators not only record the process
dynamics of the entire procedure, but also quantify the water’s chemical properties like
hardness, pH –levels, and conductivity.

4.3 Communication

Based on the number of steps designed for each stage, a set of sensors and actuators
have been connected across the testbed to its respective PLCs. Ethernet/IP (EN/IP) is
utilized as the control-level protocol which incorporates DeviceNet as the fieldbus [3].
CIP specification is adapted by the EN/IP protocol, which embeds the data recorded
from the sensor/actuator in the packet transmitted to HMI. The intra-process com-
munications among the PLCs are communicated using the fieldbus protocol by sending
control message requests in level-0 and the data requested is transmitted over level-1
network. Sensor/Actuator data transmitted through packets is encoded in little-endian
single-precision floating-point format (Fig. 2).

Fig. 1. Stage-wise process of the testbed [WatTest]

Fig. 2. Communication stack of the testbed [WatTest]
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5 Assessment

This section introduces the formal characterization of the problem of detecting intru-
sions for which the attack model applies. The main objective of the designed attack
model is to check for the path instances of an attack, given a process log of the traffic
capture to validate with the pre-defined possible attack hypothesis. The SWaT dataset
obtained from SUTD’s iTrust lab consists traffic capture of 11 whole days. Out of the
capture the testbed generated 7-days of normal operation based traffic and 4 days of
traffic with various attack scenarios. The traffic capture embeds both the network data
and the sensor/actuator readings. Model proposed in this work highlights several most
predominant attack scenarios among the overall process due to space constraints, for
which the graphs were modeled and defined theoretically.

5.1 Attack Strategy

Attack procedure carried out over the attack model G, to comprehend s parameter,
which are targeted at h, launched post exploring the set of hyperedges from e where the
testbed is in the initial state of that particular process where attack will be carried out S.
Attack strategies studied for the modeled graph are mostly communication channel-
attacks, which can be carried out at levels- 0 (I/O-network), 1 (PLC-network), and 2
(SCADA-network) through sensor/actuator value alteration.

Table 1. Attack list

Scenario
No.

Attack
type

Model Intent Start state Final state Process

1 MITM Level 0
Spoofing

Change LIT101
sensor reading

945 mm 700 mm LIT101

2 MITM Level 0
Replay

Underflow Tank 945 mm Bias = −2 mm LIT101

3 Physical
attack

Remove Cable Blackout frozen
HMI

945 mm XXX LIT101

4 MITM Level 0
Stealthy

Underflow Tank 1016 Bias = 0.5 mm LIT101

5 MITM Level 0 Multi-
Point

Disturb system
state

Normal Abnormal LIT101,
MV101, P101,
FIT101

6 Injection Level 1
Injection

Overflow 975 mm 700 mm LIT101

7 Injection Level 1
Spoofing

Change flow
indicator

0 cm 1.6 cm and
2.6 cm

FIT101

8 Injection Level 1 Multi-
point

Disturb system
state

Normal P101 ON,
LIT101 to
1000 mm

P101, LIT101

9 DoS DDoS, PLC
packet
flooding

Delay
Communication

LIT101 is
1050 mm

Delay PLC
response

PLC1
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Attack possibilities at level-0 are Man in the middle attack (MITM), replay, and
covert exploitation of sensors or actuators. This is possible when an insider is physi-
cally present around the testbed and can directly connect to the I/O network at level 0.
Attacker launched the attack by manipulating the EN/IP packets utilized for commu-
nication at that level.

At level-1, attacker tries to perform manipulation/replay by injecting control
specific values for the process independent PLC or just the level-0 network.

IP-based attacks are possible if and only if the SCADA host machines are con-
nected to the World Wide Web. Based on the levels, nine different attacks were
attempted in discrete timestamps, and are summarized in Table 1 [2].

5.2 Procedure

Based on the identified vulnerabilities and the attacks tabulated above, a shell script
was developed that initiates the open-source tools like hping to launch attacks over the
testbed. Levels- 0 and 1 were mainly targeted to launch command injections, DDoS,
and covert replay kind of attacks. This whole attack procedure was carried out inter-
vening the network traffic of the above stated levels and transforming the
sensor/actuator values above normal threshold.

5.3 Sample Traffic Pattern

The traffic is captured, monitored, and inferred for validating the modeled graph is
carried out using tools like wireshark (for monitoring), python (for processing the
packet), and tcpdump (for network sniffing). When the testbed is under operation, there
will be a packet transmitted between the HMI and PLC.

Example 1: The below traffic gets transmitted when level indicator LIT301 from
process 3 has to be invoked through a service code 0x4c from the received CIP
message out of ENIP protocol:

. . .

0040 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

0050 00 00 00 00 02 00 a1 00 04 00 6e 56 f6 ff b1 00

0060 12 00 db a7 4c 06 91 0a 48 4d 49 5f 4c 49 54 33

0070 30 31 01 00

. . .

Each process-wise HMI-PLC communications generate a huge traffic from which
unusual traffic is identified. The following graphs are modeled for run-time reference
from the identified un-usual traffic for identifying an intrusion.
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5.4 Attacks and Their Graph Patterns

Attacks like Spoofing, Replay, Stealthy, etc. have been deployed across the testbed.
Due to space constraints, graphs for attack leading to “underflow” situation have been
demonstrated with captured traffic and subtree hypergraph.

• Stealthy attack: This experiment was carried out over the level indicator LIT101 of
process-1 through the communication channel of level-0 where the key intent is to
reduce the level bias down to �0:5mm. This leads to the tank underflow situation,
further leading to pump damage in the testbed. The attack gets identified as the level
indicator is embedded as graph vertex Vi in the attack model G, where the node is
constrained with a threshold s. Values less than/greater than this threshold for more
than t time instances will be reported to the IDS (Fig. 3).

5.5 Subtree Reduction

From the graph G with hyperedges He threshold fixed for the above scenario will be
vLIT101  s. This will be identified and alarmed by reducing the whole graph to sub-
trees [13], since:

• 9Tree with vertices LIT101 rootð Þ;P101 leafð Þ;P102 leafð Þ, such that hyperedge He4

deduces a subtree from the overall graph. The parameters of the subtree are passed
to the partial function T (from the hypergraph model) that will be compared with
the incoming live traffic for identifying the attack induced traffic (if any).

5.6 Live Traffic Representation (STrie)

Let X ¼ x1. . .xnf g be the traffic over the process R of the testbed. X ¼ ixj be the
instance where i and j be the sub-strings of X. From the incoming traffic X ¼ xi. . .xnf g,
1	 i	 nþ 1 represents the suffix of X; Xnþ 1 ¼ e will represent the empty suffix.
Model STrie Xð Þ ¼ G[ ?f g; root; Si; f ; Sj

� �
sequences the incoming traffic into trie

based augmented DFA. This transition graph represents r Xð Þ of the traffic to which the
suffix function Sj and auxiliary state ? can be augmented. For a given traffic
X; fXij1	 i	 nþ 1g will be inferred as the suffix-links.given traffic
X; fXij1	 i	 nþ 1g will be inferred as the suffix-links.

Fig. 3. Hypergraph (HG) representation of Process-1 among 6-stages with He4 as a subtree-HG
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5.7 Identifying Isomorphism

Definition 5: The subtree-hypergraph (modeled for each possible attack) and the
transition graph plotted as STrie exhibits Isomorphism thereby identifying an
attack pattern if, G : h 
 root : STrie Xð Þ;G : s� and � ? : STrie Xð Þ;G : T m 
 Sj :
STrie Xð Þ.

Example 2: Given a traffic log stream S ¼ 12 00 db a7 4c 06 91 0a 48 4d 49 5f 4c
49 54 33 to STrie Sð Þ the suffix tree keeps traversing for each hexadecimal byte arriving,
and raises alert when the one of the suffix matches the aforementioned scenario (un-
derflow situation); for which the attack model G has the patterns (Fig. 4):

6 Discussions

Cyber-physical systems capture the sensor/actuator values in a CIP-data packet that are
utilized as parameters in the proposed model. Readings that are parameterized in this
graph-based model are considered elemental for identifying the trajectory taken by the
attackers to reach the target. These trajectories can be exploited even by the attacker to
explore the rest of the SCADA testbed. Considerations have to be made of tuning each
of the model’s parameters as fully-functional rather than being partially functional by
just truncating the traffic to a binary source-target node set. The main reason for not
considering the functional parameters for each tuple in the hypergraph model is that the
attack patterns for known vulnerabilities were prioritized the most in this work than the
memory consuming programmable functional arrays (since the traffic generated from
the testbed consumes immense storage). The unified model presented in this work was
conducted for theoretical analysis of identifying attacks for testbed specific CPS. If the
tree representation of the incoming traffic is exploited by the attacker, then flooding the
STrie model with traffic from various sources is possible. This in turn paves way for
higher computational complexity for STrie model to traverse the whole log traffic and

Fig. 4. Suffix-tree construction for the traffic ½. . .. . .4c 49 54 31 30 31. . .�
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infer the hypergraph attack patterns. There still exist some limitations in running the
models and inferring the encoded CPS data at runtime. Model designing and initiating
the attack identification process is not presented in this work due to space constraints.
Indeed, more unconsidered examples and attack scenarios may exist, out of which the
most predominant one from the literature have been borrowed and demonstrated in this
work through theoretically defined graph models.
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Abstract. The accelerated growth and use of internet-based applications drive
the research community towards the development of an appropriate IDS that
solely focuses on safeguarding the computer networks from attacks and intru-
sions by hybridizing various machine learning and statistical intelligent tech-
niques. On considering the open research challenge of designing a robust IDS,
this paper proposes an improved Support Vector Machine (SVM) hybridized
with Crossover based Binary Gravitational Search Algorithm (CBGSA) for
parameter optimization and feature selection. Moreover, the hindrance of local
maxima is neglected by introducing the crossover operator during the compu-
tation. To illustrate the efficiency of the solution proposed in this paper,
CBGSA-SVM has been validated using NSL KDD dataset with the scenarios as
follows (i) Training SVM with all the features, and (ii) Training SVM with the
optimal feature subset and parameters derived from the CBGSA in terms of
detection rate and false alarm rate.

Keywords: Support Vector Machine � Crossover based Binary Gravitational
Search Algorithm � Intrusion Detection System

1 Introduction

The growth in internet applications and communication technology over the years has
led to the emergence of a dynamic information society. The confidentiality, privacy,
integrity and availability of the critical information is compromised when an unau-
thorized entity attempts to trespass the security mechanisms of the network. According
to Accenture’s global survey, security breaches have leveled up by 67% in the past five
years [1]. It was in 2014, that the DOS attack on American Yahoo causing the halt of
its server drew the focus on the acute call for better immunity against malicious attacks
like spyware, viruses, Trojan horses, worms etc. in the network traffic [2]. The
advancement of the security attacks is such that, it now a matter of when, and not if a
security breach occurs.

Traditional security techniques like security policies, data encryption, firewall,
authentication, etc. were proven to be too immature against the advanced and
sophisticated nature of new attacks.
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Variance in the network configurations lead to several IDS technologies primarily
classified as anomaly and signature based intrusion detection system. Signature based
intrusion detection system includes a d of familiar attacks and any suspicious packet
bypassing the security mechanisms is compared with the known patterns. In this case,
the unknown abnormalities go undetected and the need for an exclusive dataset make
the system insufficient. Whereas in Anomaly based detection system, network
administrators use machine learning techniques to determine the normal user behavior
which is used as a baseline to differentiate the abnormalities.

Conventional mechanisms such as firewall, antivirus etc. have proved to be an
insufficient mechanisms for the emerging cyber-attacks. Intrusion Detection System
acts as an additional layer of defense by monitoring the incoming packets to safeguard
the system from intruders. The deployment of an efficient IDS in a dynamic envi-
ronment remains a major area of research. In the recent decades, the design of a robust
and an intelligent IDS has been carried out through the integration of several machine
learning and statistical techniques such as Neural Networks (NM), K-Nearest Neighbor
(KNN), Decision Tree (DT), Bayesian Network (BN), Support Vector Machines
(SVM) etc. in an attempt to enhance the intrusion detection rate and minimize false
alarm rate. Among these, Support Vector Machine is more operational and yield high
accuracy rate since they completely depend on mathematical functions besides pro-
viding a multi-label class classification, structural risk minimization and out-of sample
generalization. However, few drawbacks such as high algorithmic complexity, curse of
dimensionality, choice of the kernel, extensive memory requirement, parameter opti-
mization etc. hinder its performance. To overcome these limitations, it has been
hybridized with various meta- heuristic techniques namely Ant Colony Optimization,
Particle Swarm Optimization (PSO), Fruit Fly Optimization (FFO), Binary Gravita-
tional Search Algorithm (BGSA), Genetic Algorithm (GA) etc. as listed in Table 1.
However, due to high dimensional and massive nature of network traffic, these opti-
mization techniques may have a chance of being trapped at local optima. In order to
overcome this issue, we propose cross-over based BGSA (CBGSA) for improving the
performance of SVM in IDS. The experimental results are validated on the benchmark
NSL-KDD data set and the performance of CBGSA was evaluated in terms of detection
rate and false alarm rate.

Table 1. Related works

Authors Methodology Application

Peng Chen et al. [4] Double-chains-quantumgenetic-
algorithm

Analogue circuit diagnosis

M. Malvoni et al. [5] Hybrid PCA–LSSVM Photovoltaic forecast
Liming Shen et al. [6] Fruit Fly Optimization Classification of Medical Data

Cheng-Lung-Huang [7] Genetic Algorithm Generic
XiaoLi Zhang et al. [8] Ant Colony Algorithm Intelligent Fault Diagnosis of Rotating

Machinery
F. Segovia et al. [9] Partial Least Squares Early diagnosis of Alzheimer’s disease

Xiaohui Yuan et al. [10] Gravitational Search Algorithm Short-term wind power prediction
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2 CBGSA – SVM Proposed Methodology

This section of the paper talks about the working of the proposed CBGSA-SVM for the
design of an effective IDS (Fig. 1). The procedural flow of the proposed approach is
mentioned below.

2.1 Initial Population Generation

As the proposed algorithm operates over n dimensional binary search space, the
position of each objects were generated randomly. Each generated positions were
divided into three parts which represents feature subsets, cc & cc respectively. The
binary string corresponding to kernel parameters were converted into equivalent
floating point values using the following equation. The detailed explanation of popu-
lation generation can be found in [3].

fB2F ¼ Minþ Max�Min
2S � 1

� Dec ð1Þ

fCBGSA�SVM ¼ WA½DR� þWB½1� FAR� ð2Þ

Where FAR and DR denotes false alarm rate and detection rate respectively and their
corresponding weights are represented as WB & WA. S denotes the length of binary
string and Dec denotes the decimal value representation of the Binary string.

2.2 SVM Train and Test

The training and testing data were generated from the NSL-KDD dataset in the ratio of
80:20 using random sampling without replacement. Employing the feature subsets
obtained from step 1 along with the kernel parameters, the Support Vector Machine is
trained and tested.

2.3 Fitness Function

To gauge the performance and efficiency of Intrusion Detection System, the proposed
work is evaluated with a weighted fitness function. The fitness function is computed as
follows,

ffCCBBCCSSCC�SSSSMM ¼ WWCC½DDRR� þWWBB½1� FFCCRR� ð3Þ

Where DDRR &FFCCRR denotes the detection rate and false alarm rate respectively
and their corresponding weights are represented as WWCC &WWBB.

Computational CBGSA – SVM Model for Network Based Intrusion Detection System 187



2.4 Termination Condition

Once the performance of each object is calculated as explained in Sect. 2.3 with the
help of a fitness function, the termination condition was verified for obtaining optimal
kernel parameters and feature subset.

2.5 Position Update

If the termination condition was not satisfied, then the position of each objects were
updated using Eq. 14 in [11]. To avoid the convergence of the proposed solution at a
local optima, we have introduced the cross over operator while updating the object’s
position if the global optimal solution remains same over few number of iterations.

3 Results and Discussions

3.1 Experimental Setup

Optimization of SVM by CBGSA was implemented using Python on a INTEL®
Core™ i5 processor @ 2.40 GHz. We used the WEKA tool for carrying out the
validation process.

Fig. 1. Flow diagram of the Proposed solution
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3.2 Dataset Description

KDD Cup 1999 is a standard intrusion detection dataset consisting of 34 numeric and 7
alphanumeric features. The classification of every connection to a network into normal
or attack is done by examining these features. The features can be grouped as content,
traffic and basic features [4].

3.3 Data Pre-processing

NSL-KDD dataset uses numerical encoding to convert the features from string to
numerical values. The corresponding numerical values for all the features have been
listed in the table. Consequently, each numerical value is normalized into a value
ranging between 0 and 1. Equation 4 below depicts how the normalization is
performed.

Xi½0 to 1� ¼ xi � xminima
xmaxima � xminima

ð4Þ

Where xi represents each data point i, xminima and xmaxima is the minimal and
maximal of all the data points respectively and Xi[0 to 1] depicts the data point
normalized between 0 and 1. This set of data is now further used in the evaluation of
the efficiency of the proposed algorithm.

3.4 Results

The proposed solution was applied on the benchmark NSL-KDD dataset considering
80% of the training samples. The evaluation of the effectiveness of this IDS was
performed based on the performance metrics such as false alarm rate and detection rate.
Furthermore, the experimental results of various other optimization techniques were
compared under two scenarios, (i) Taking all features under consideration (Fig. 2)
(ii) Considering an optimal feature subset (Fig. 3).

Fig. 2. Comparison Chart without Feature Selection
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As depicted by the above comparison charts, the performance of the proposed
approach outperforms the modern techniques with respect to the performance metrics
of detection rate and false alarm rate.

4 Conclusion

This paper puts forward an IDS which incorporates the Binary Gravitational Search
Algorithm for the optimization of the SVM kernel parameters and to obtain a optimal
feature subset. The novelty in the proposed methodology is the crossover property
which prevents the algorithm from getting trap at a local maxima. The NSL – KDD, a
standard Intrusion dataset has been used in the validation of the proposed methodology.
The results of this methodology outperform the prevalent machine learning based IDS
methodologies in terms of the performance metrics. This methodology was found to be
scalable and adaptive even for large datasets. The complexity of the proposed work can
be further improved using MapReduce implementation.
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Abstract. Insider threat is an important cyber security issue for busi-
nesses and organizations. Existing insider threat detection methods can
be roughly divided into two categories, statistical features based detec-
tion methods and action sequence based detection methods. The first
kind of method aggregates all actions that a user has performed over
one day and uses these aggregated features to find insider threat. This
kind of coarse-grained analytics of user behavior may miss anomalous
behavior happening within that day. The second kind of method over-
comes the coarser-grained problem and uses fine-grained detection to
identify insider threat through user actions. However, the second kind of
method considers all user operations to be equally important, without
highlighting malicious user actions. To solve this problem, we present
an attention-based Long Short-Term Memory (LSTM) model to detect
insider threat. In our model, we apply the LSTM to capture the sequen-
tial information of user action sequence and employ an attention layer
that can learn which user actions contribute more to insider threat detec-
tion. Extensive studies are conducted on the public dataset of insider
threat. Our results demonstrate that the proposed model outperforms
other deep learning models and can successfully identify insider threat.

Keywords: Insider threat detection · Recurrent Neural Network ·
Anomaly detection · Network security

1 Introduction

Insider threat is one of the most serious challenges in cyber security. Mali-
cious insiders who are trusted by organizations, such as an employee advertently
abuse their authorized access to organizational information systems and com-
mit attacks, often causing privacy, credibility and reputation issues [1]. How to
detect insider threat early has become a research hotspot in cyber security [2].

However, insider threat detection faces several serious challenges. Firstly,
system logs are usually used for insider threat detection. How to identify insider
threats from a massive amount of system logs is a crucial issue. Secondly, insider
c© Springer Nature Singapore Pte Ltd. 2019
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threat behavior is widely varying, such as a disgruntled employee deleting data
from the hard disk or database, using his privileged access to take sensitive
data for financial gain, etc. The threat behavior manifests in various forms, thus
increasing the difficulty of insider threat detection. Finally, insider’s anomalous
behavior usually consists of several subtle actions scattered in a lot of users’
normal behavior.

In order to detect insider threat, it is necessary to build the profiles repre-
senting normal behaviour and recognize abnormal behavior that deviates from
the user’s normal behavior profiles. Researchers have proposed many approaches
to detect and identify insider’s anomalous behavior. Tuor et al. [3] use the user’s
aggregated action features in one day for insider threat detection. However, some
anomalous behavior that happened within a day cannot be detected by using
this method. For example, an employee logs in his office computer after hours
and copys some sensitive data to the removable disk. In order to overcome the
coarser-grained problem, Yuan et al. [4] presented the LSTM-CNN framework
to detect insider threat. They used the LSTM to capture the temporal features
of user behavior from user’s action sequences and used the Convolutional Neural
Network (CNN) to identify user’s abnormal behavior. However, the framework
considers all user operations to be equally important, without highlighting mali-
cious user actions.

In this paper, we propose an attention-based LSTM to detect insider threat.
Firstly, we apply the LSTM to capture the sequential information of user behav-
ior as far as possible. Secondly, we employ an attention layer that can auto-
matically judge which user actions have more contributions to the classification
decision. In summary, the main contributions of the paper are as follows:

(1) We use the LSTM to capture the sequential information of user action
sequences.

(2) We apply the attention layer to let the model to pay more or less attention
to individual user action when constructing the representation of the user
behavior.

(3) We conduct experiments on the CERT insider threat dataset and the results
demonstrate that our model outperforms other deep learning models and can
successfully identify insider threat.

The rest of this paper is organized as follows. In Sect. 2, we review the
related research in the field of insider threat detection. In Sect. 3, we describe
our attention-based proposal in detail. We provide the experimental results in
Sect. 4. In Sect. 5, We conclude the paper.

2 Related Work

The topic of insider threat has recently received increasing attention both in
academic and industry fields. There has been many studies on insider threat
detection.
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Insider threat detection based on machine learning is the main direction of
current studies. Schonlau et al. [5] built the Schonlau dataset (SEA dataset)
based on UNIX user truncated commands and compared six different insider
threat detection methods. Maxion et al. [6,7] used the same dataset and showed
better performance by using the Naive Bayes classifier to detect insider threat.
Oka et al. [8] employed the Eigen Co-occurrence Matrix (ECM) approach for
insider threat detection on the SEA dataset. Szymanski and Zhang [9] used
One-Class Support Vector Machine (OC-SVM) to detect insider threat. How-
ever, their results are not good enough. More recently, Rashid et al. [10] used
the Hidden Markov model (HMM) to build each user’s normal behavior profile
and identify the deviations that may potentially indicate insider threats. The
advantage of their model is learning from the sequential data. However, the
increasing number of states leads to the increasing computational cost of the
HMM model, while the number of the states would highly impact the effective-
ness of this method.

Recently, the rapid development of deep neural networks has brought new
inspiration to insider threat detection. Veeramachaneni et al. [11] used time-
aggregated statistics as features and applied an Autoencoder neural network to
insider threat detection. However, they did not explicitly model individual user
behavior over time. Lu and Wong [12] used the LSTM to build user’s behav-
ior patterns and find anomalous events. However, the LSTM is a biased model,
where later user actions are more dominant than earlier user actions. Hence,
using the recurrent model to directly classify user’s behavior is not efficient.
Tuor et al. [3] proposed a deep learning based insider threat detection system.
They trained the LSTM models to recognize each user’s characteristic and clas-
sified user behavior as anomalous or normal. While they aggregated features
by one day for each user, this has the potential to miss anomalous behavior
happening within a single day. To solve the coarser-grained problem, Yuan et
al. [4] presented the LSTM-CNN framework to detect insider threat. However,
they failed to highlight the user actions that contribute more to detect insider
threat. Instead, our model combines the LSTM and the attention layer. There-
fore, our model can identity anomalous behavior happening within a single day
and provides insight into which user actions contribute more to insider threat
detection.

3 Attention-Based LSTM Model

The aim of our work is to find the user’s anomalous behavior which is an indicator
of insider threat. The individual operation of a user represents a user action; a
user action sequence that the user performs in one day represents user behavior.
We firstly feed a user action sequence to the LSTM layer and obtain the abstract
feature vectors. Secondly, the abstract feature vectors are fed into the attention
layer. Finally, we obtain the representation of user behavior and feed it to the
output layer to classify the user behavior as anomalous or normal.
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Fig. 1. Structure of attention-based LSTM

Figure 1 shows the structure of the attention-based LSTM model. It contains
three layers: a user action encoder layer, an attention layer and an output layer.
The different components of the structure are described in detail as follows.

3.1 LSTM-Based Sequence Encoder

Recurrent Neural Network (RNN) extends the conventional feed-forward neu-
ral network. Unfortunately, Bengio et al. [13] found that training the RNN to
capture long-term dependencies is a difficult task because the vanishing gradi-
ent problem or the exploding gradient problem may occur during the training
process. In order to address this problem, Hochreiter and Schmidhuber [14] devel-
oped the Long Short-Term Memory (LSTM) nerual network. Unlike to the RNN,
the LSTM maintains a memory cell that is capable of storing information. The
LSTM has three gates which are used to modulate the flow of information inside
the unit. The input gate decides how much of the new information should be
added to the memory cell. The forget gate modulates how much of the previous
cell state should be forgotten. The output gate decides which part of the memory
should be seen.

The updation of the LSTM is implemented as follows:

it = σ(W iet + U iht−1 + bi) (1)
f t = σ(W fet + Ufht−1 + bf ) (2)
ot = σ(W oet + Uoht−1 + bo) (3)
gt = tanh(W get + Ught−1 + bg) (4)
ct = f t � ct−1 + it � gt (5)
ht = ot � tanh(ct) (6)
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where W i, W f , W o are the weighted matrices and bi, bf , bo are biases of
the LSTM. These parameters are learned during training. σ denotes sigmoid
function. � is an element-wise multiplication. it, f t, ot represent the input gate,
the forget gate and the output gate respectively. et is the sequence vector at
time t, representing the user action embedding vector xt in Fig. 1. The hidden
state is ht.

3.2 Attention Layer

The standard LSTM cannot pick out which is the important part for insider
threat detection. To solve the problem, we design that the LSTM is followed by
an attention layer that can capture the important user actions.

As Fig. 1 shows, given the user uk(k ∈ [0,K]), his action sequence on the j-th
day can be represented as Suk

= [x1,x2,. . . ,xT ] , where xt(1 ≤ t ≤ T ) denotes
the user action at time instance t. Firstly, the user action is embedded into a
vector representation et = W ext, where W e is the embedding matrix. Next,
a single layer LSTM takes the embedded vector et as input, and outputs the
hidden status ht.

et = W ext, t ∈ [1, T ] (7)
ht = LSTM(et), t ∈ [1, T ] (8)

Not all user actions contribute equally to detect insider threat. Hence, we
employ attention mechanism to self-adaptively pick out important user actions
that play key roles in insider threat detection. Specifically,

ut = tanh(W aht + ba) (9)

αt =
exp(uT

t ua)∑
t exp(uT

t ua)
(10)

v =
∑

t

αtht (11)

where W a is the weighted matrix and ba is the bias. ua is a context vector,
which is randomly initialized and jointly learned during training.

That is, a one-layer neural network takes the user action hidden status ht

as input and outputs ut which is the hidden representation of ht. Next, the
importance of each user action is measured by computing the similarity of ut

with the context vector ua. Then, we use the softmax function to obtain the
normalized importance weights. At last, we compute the user behavior vector v
as a weighted sum of the user action hidden status ht. Hence, the user behavior
vector v summarizes all the information of the user action sequence.

3.3 Output Layer

The last part of our model is an output layer. For insider threat detection, the
user behavior vector v is the whole representation of the user action sequence.
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Table 1. Selected user action set

Activities Actions The number of actions

Logon activity Logon 4

Logoff 4

File activity Copy exe file 4

Copy doc file 4

Copy pdf file 4

Copy txt file 4

Copy jpg file 4

Copy zip file 4

HTTP activity Visit neutral website 4

Visit hacktivist website 4

Visit cloudStorage website 4

Visit jobHunting website 4

Email activity Internal email 4

External email 4

Device activity Connect 4

Disconnect 4

The softmax classifier takes the v vector as input,

p(ŷ = k|v) =
exp(W T

k v + bk)
∑K

k′=1 exp(W T
k′v + bk′)

(12)

where ŷ is the predicted label of the user action sequence, the number of classes
is K, W k and bk are the parameters of the softmax function for the k-th class.
In order to train our model, we use the standard cross-entropy as training loss,

L = − 1
M

M∑

i=1

yi ∗ log(p(ŷi)) (13)

where yi is the true label of the i-th user action sequence, M is the number of
training user action sequences.

4 Experiments

We evaluate the proposed model on the publicly available CMU-CERT Insider
Threat [15]. The model is implemented using Keras [16] with Theano [17] back-
end. Firstly, we introduce the dataset and comparison of methods. Next, we
describe the experiment setup. Finally, we compare the performances of differ-
ent models.
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4.1 Dataset

Since the number of insider threat instances in CERT Insider Threat Dataset
version r4.2 is larger than other versions of datasets, we conduct experiments
on the version r4.2. The dataset consists of five different types of system logs.
We can parse the system logs and obtain detailed user activity information.
Furthermore, we find that the user behavior of normal users is different from the
user behavior of abnormal users during after hours. Compared with normal users,
some abnormal users who did not previously work after hours begin logging on
their office computers after hours and copying sensitive data to the removable
disk. Therefore, we divide a single day into 2 time segments: working hours
(8am–5pm) and after hours (5pm–8am). In addition, we regard user’s action
performed on an assigned PC and user’s action performed on an unassigned PC
as two different user actions. Finally, we obtain a total of 64 user actions over
five categories. Take an user action for example, a user sends an external email
working hours on an unassigned computer. Table 1 shows the full set of user
actions.

In our experiments, we use the activity record data of 100 users and build
100 users’ specific profiles. After data preprocessing, we obtain a total of 25,274
action sequences among which only 954 action sequences represent the anoma-
lous activities. The entire dataset is splitted into two subsets: 80% of the dataset
for training and 20% of the dataset for testing.

4.2 Baselines

We compare our method with several deep learning models. Specifically, we
test the RNN, LSTM and GRU model to find out which performs better when
constructing the feature vectors of user behavior for each user. In addition,
We perform experiments to assess the effectiveness of the attention mechanism.
Therefore, we design several deep learning models as baseline methods.

RNN. This model consists of a single layer RNN network and a softmax layer.
The RNN layer takes a user action sequence as input and feeds the last hidden
state to the softmax layer for insider threat detection.

RNN with attention (RNN-Att). This model combines the basic RNN net-
work with an attention mechanism and is used to compared with the RNN. We
use this model to asess the effectiveness of the attention mechanism in the RNN.

GRU. This model consists of a single layer GRU network and a softmax layer.
The GRU layer takes a user action sequence as input and feeds the last hidden
state to the softmax layer for insider threat detection.

GRU with attention (GRU-Att). This model combines the basic GRU net-
work with an attention mechanism and is used to compared with the GRU. We
use this model to asess the effectiveness of the attention mechanism in the GRU.

LSTM. This model consists of a single layer LSTM network and a softmax
layer. The LSTM layer takes a user action sequence as input and feeds the last
hidden state to the softmax layer for insider threat detection.
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Table 2. Parameters of the RNN, LSTM, GRU and Softmax

Models Input Hidden layer

RNN Embedding dimension: 128 Units size: 64(128, 256)
Dropout: 0.5
Activate function: tanh

LSTM Embedding dimension: 128 Units size: 64(128, 256)
Dropout: 0.5
Activate function: tanh
The offset of forget gate: True

GRU Embedding dimension: 128 Units size: 64(128, 256)
Dropout: 0.5
Activate function: tanh

Softmax Input dimension: 128 No

4.3 Experiment Setup

The proposed method is an end-to-end architecture. We hand-tuned the hyper-
parameters of the RNN, LSTM and GRU by sweeping over a range of possible
values. We tune the number of the batch size (between 5 and 30) and the epoch
(between 10 and 30). The parameters of the RNN, LSTM, GRU and Softmax are
shown in Table 2. The optimizer is the RMSprop optimizer and the loss function
is the cross entropy loss. We set the learning rate to be 0.001.

4.4 Results

Figure 2 shows the experimental results on the CERT insider threat dataset
version r4.2. As the dataset is imbalanced, we use the AUC-ROC (Area Under
Curve - Receiver Operating Characteristics) curve as the evaluation metric. We
analyze these results in detail in the following.

We first evaluate the ROC curves of different models under the same param-
eter settings. We fix the batch size to 30 samples, the epoch number to 20 and
the units size to 128. Figure 2(a) shows the ROC curves when the RNN model,
the LSTM model and the GRU model, respectively, are used for insider threat
detection. Figure 2(b) shows the ROC curves when these models with attention
mechanism, respectively, are used for insider threat detection. We can see that
the performances of these models differ slightly when using the same parameter
settings. The attention-based LSTM (LSTM-Att) is the best performing model
and achieves an area under the ROC curve 0.9278.

We compare RNN with RNN-Att, GRU with GRU-Att, LSTM with LSTM-
Att, finding that the addition of attention mechanism improves the performance
for both the RNN and the LSTM. The attention mechanism improves the per-
formance of the RNN more significantly because it can highlight the user actions
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(a) The models without attention           (b) The models with attention

Fig. 2. ROC curves for different models

which are more likely to be malicious user actions. Note that the AUC of GRU-
Att is close to that of GRU, we suspect that the GRU-Att will yield superior
performance when applied to large-scale dataset with more complicated tempo-
ral patterns.

5 Conclusion

In order to achieve fine-grained analysis of user behavior and improve the detec-
tion rate of insider threat, we propose an attention-based LSTM for insider
threat detection. Since the threat behavior manifests in different forms, we can-
not explicitly define the anomalous behavior pattern of insiders. Instead, we
build the user’s normal behavior profiles and take the user’s anomalous behav-
ior as an indicator of insider threat. Our model captures sequential information
of user action sequences with the LSTM and constructs the representation of user
behavior using the attention mechanism. We evaluate our method on the pub-
lic CMU-CERT Insider Threat dataset Version r4.2. The experimental results
demonstrate that our model outperforms other baseline methods and can suc-
cessfully identify insider threat.
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Abstract. Software Defined Network is a novel network paradigm that decou-
ples forwarding devices from the controller. Distributed Denial of Service attack
is the most common threat found in which an attacker floods request messages to
the victim. These attacks saturate control plane and degrade the service for legiti-
mate traffic flows. In this research work, Cognitive-Software Defined Network is
proposed which uses an unsupervised Deep Belief Network algorithm to defend
against attacks. Deep Belief Network self-learns the flow payload details and
detects flooding attacks when the counter exceeds the threshold value. The pro-
posed mitigation method is deployed in the SDN controller which monitors the
incoming traffic flows and blocks the malicious hosts. The experimental results
show that Cognitive Software Defined Network outperforms in terms of band-
width consumption, installation of flow entries with attack detection time when
compared with SLICOTS.

Keywords: Software Defined Networks · Cognition · Distributed Denial of
Service Attack · Self-learning · Deep Belief Network

1 Introduction

Software Defined Networks (SDN) [1,2], is a promising solution to incorporate intel-
ligent metrics during routing as the data and control planes are decoupled from each
other. It provides a global view of the network topology in which the controller takes
forwarding decisions for unknown requests of data plane switches. The control functions
are fed as cognitive security policies from the control plane for the data plane switches
to provide secure routing during resource consumption attacks. OpenFlow (OF) [3] the
defacto standard of SDN, is an interface which implements network security policies to
the controller via North-Bound Application Programming interface (NB-API).

As the core component of SDN is the control plane, these networks are highly sub-
ject to security attacks and the threat vector includes vulnerable switches [4], vulnerable
controllers communications [5], compromised controllers [6] and lack in trust between
the control and management plane. The more specific security attacks in SDN architec-
ture includes unauthorized access [7], side channel attacks in data plane layer, Man-In-
The-Middle (MITM) attack in the control-data plane layer, compromised applications
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in the application-control layer and Distributed Denial of Service (DDoS) attacks in
data-control plane layer [8].

The separation of data and control planes in SDN leads a way to incorporate intel-
ligence in the control plane layer. Conventional defense techniques use packet header
fields and Intrusion Detection Systems (IDS) [9] to mitigate DDoS attacks which is
highly obsolete. These mechanisms are highly reactive and fail to respond to the net-
work conditions without intelligence (i.e.,) Self-learning capability. Some defense solu-
tions use a supervised learning algorithm that is not suitable for an uncertain network
environment. The above said research challenge motivates to mitigate DDoS attacks
using an unsupervised learning algorithm. Most of the existing defense solutions use a
static threshold value to identify attack traffic flows which result in the increase of False
Positive Rates (FPR) during the process of attack identification.

In this paper, Cognitive-SDN (Cog-SDN) mitigation mechanism is proposed using
an unsupervised Deep Belief Networks (DBN) algorithm [10] to detect and mitigate
DDoS attacks in SDN. DBN algorithm is preferred as it handles massive traffic flows
because of dimensionality reduction. In previous research work, Restricted Boltzmann
Machine (RBM) algorithm is used where all the network traffic flows are incorpo-
rated in the single hidden layer and adding more than a layer based on the protocol
nature is found impossible. As DBN is an unsupervised learning algorithm, it can detect
zero-day attacks based on the knowledge base provided with traffic flow features. The
programmable SDN overcomes security drawbacks with the context of flow payload
details of legitimate traffic flows. Network traffic flow metrics include src IP address,
dst IP address, src MAC address, dst MAC address, src port number, dst port number
and proto type of the participating hosts. These are fed as security and routing app in
the application plane of SDN. DBN self-learns the provided metrics and fixes thresh-
old value “K” based on the number of participating hosts and the network conditions.
The proposed mitigation mechanism also prevents flow table modification attacks based
on the match; action rules of matched Media Access Control (MAC) addresses in OF
tables.

Most of the existing research works on SDN uses both supervised and unsupervised
ANN algorithms with static threshold value defined for the dynamic networks. Thresh-
old value cannot be a static value, since the network environment is highly dynamic
in nature. Dynamic threshold value is assigned automatically by SDN controller for a
periodical time based on the amount of incoming network traffic flows generated by
SDN switches.

The contribution of proposed mitigation mechanism is listed as follows:

– The proposed Cog-SDN mitigation mechanism is an initiative work to mitigate
DDoS attacks in SDN using an unsupervised Deep Belief Network algorithm.

– The proposed mitigation mechanism outperforms SLICOTS with respect to attack
detection time, attack mitigation time, bandwidth utilization of controller and an
average number of installed flow rule entries in an open flow switch.

– The proposed mitigation mechanism self-learns flow payload details and traffic flow
features to detect and mitigate DDoS attack traffic flows with an adaptive threshold
value and the proposed Cog-SDN is tested both in centralized and distributed SDN
controllers.
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The paper is organized as follows. Section 2 presents the related works, Proposed
Cog-SDN mitigation mechanism is given in Sect. 3. Section 4 discusses the experimen-
tal network. Section 5 details about results and their discussions and future research
directions are concluded in Sect. 6.

2 Related Work

Cognitive SDN mitigation mechanism is essential to defend resource consumption
attacks that lead in service degradation of SDN resources. Most of the existing defense
solutions fail to incorporate machine learning algorithms. Few works include super-
vised Neural Network (NN) learning algorithm to defend these attacks which increase
False Positive Rates (FPR) due to lack of traffic awareness. This section lists some of
the defense solutions for mitigation of flooding attacks in SDN.

Wang et al. [11] proposed Flood guard, a protocol-independent defense frame-
work that has two modules namely proactive flow rule analyzer and packet migration
to prevent data-control plane saturation attack. Chin et al. [12] proposed a detection
approach for Transmission Control Protocol-SYNchronization (TCP-SYN) flooding
attacks based on inspecting selective packets on demand. The proposed approach has
two key components namely monitors and correlators. Monitors continuously capture
the network traffic with SYN traffic flows and correlator is hosted on the SDN con-
troller which correlates the alert message and queries the Open Virtual Switch (OVS)
flow table to fetch the details of IP address that follows deep packet inspection.

SPHINX [13] detects SYN flooding attacks with the rate of incoming PACKET-IN
request messages to the controller, flow statistics to the parser and assimilator compo-
nents. If the rate of incoming request packets greater than the threshold specified, it
concludes those as attack traffic flows and raises a false alarm for legitimate flows.

Shin et al. [14] proposed AVANT-GUARD that acts as proxy, an added intelligence
in SDN data plane switches for every incoming TCP traffic flows. It proxies the entire
traffic flows and hence introduces buffer saturation attacks and so the flow tables of data
plane switches needs to be updated.

LineSwitch [15] overcomes the limitations of AVANT-GUARD by preventing
buffer saturation attacks in data plane switches and controllers. It uses SYN proxy tech-
niques and probabilistic black-listing of IP addresses to prevent SYN flooding attacks.
Wei et al. [16] proposed Flow Ranger, a buffer prioritizing algorithm deployed in SDN
controller to defend against DDoS attacks. Trust metrics are used to evaluate the likeli-
hood of incoming PACKET-IN request messages.

Wang et al. [17] proposed OF-GUARD, a light-weight defense framework that con-
sist of migration and data plane cache as SDN controller application and data plane.
Table miss packets are forwarded to the cache of OF switches which has proactive flow
rules that classify attack packets from legitimate packets.

Nugraha et al. [18] combine SFlow and OpenFlow detection mechanism to miti-
gate SYN flooding attacks in SDN. SFlow agent uses sampling techniques that capture
network traffic flows and detects SYN flooding attacks based on the defined thresh-
old value. The detection methodology uses the cumulative sum of incoming packets
from every switch and the controller blocks attack traffic flows whose threshold value
is greater than the cumulative sum threshold.
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Imran et al. [22] proposed various mitigation approaches based on three differ-
ent classifications namely blocking, delaying and resource management. This research
work also highlights the weakness of all mitigation methods and necessary reasons for
decreased network efficiency and increase in cost parameter.

RBM based DDoS attack detection system [23] is used to detect the malicious net-
work traffic flows in POX SDN controller using attributes of data and control planes
namely energy consumption of switches, bandwidth utilization of controller and modi-
fication of flow table entries.

SDN based secure and agile framework for protecting smart applications (SEAL)
[24] consist of three types of defense mechanisms along with filters namely proac-
tive, active and passive to compute dynamic threshold value for the incoming network
traffic flows in order to detect and mitigate network traffic flows. Surbi et al. [25] dis-
cusses a survey on challenges and solutions in design and implementation of SDN. The
challenges are considered based on the network parameters like fault tolerance, elastic-
ity and flexibility in deploying the network. Issues regarding the network performance
metrics namely latency, delay and consistency is also considered.

3 Proposed COGNITIVE SDN (Cog-SDN)

Figure 1 shows the block diagram of proposed cognitive SDN mitigation mechanism
which consists of 3 phases namely flow generation in data plane switches, flow analysis
using open source SDN controllers and flow visualization is done through GENI public
testbed desktop environment.

In Phase 1, legitimate and attack traffic flows are generated using data plane
switches. As a follow-up, in Phase 2, the newly incoming network traffic flows are
analyzed through cognitive flow management module that uses Deep Belief Network
(DBN) algorithm to identify attack traffic flows based on the knowledge base gained
from the context-aware application plane. The proposed security and routing appli-
cations are incorporated in the SDN application plane. The context-aware application
plane has legitimate context about flow payload details to identify the attack traffic
flows.

3.1 Flow Analysis

The process of proposed Cog-SDN and the routing process is carried out at two different
levels as illustrated in Fig. 2. In Level 1, SYN flooding attack traffic flows are detected
using flow payload details. The metrics considered are, (1) Hit count (Hc) of SYN
request packets, the count of packet-in (SYN) message to the controller for unknown
traffic flows. (2) Time Out Value (TOV) of a flow rule, the expiration time of a flow rule
defined by the controller for the SYN traffic and (3) Age value of a flow, the waiting time
of traffic flows in the OF switch for connection establishment. The above-said metrics
are compared with their corresponding threshold values. When Hit Count Hc(SYN) >
Hc(SYN-ACK), TOV> 5s and age> 5s for a same IP andMAC addresses, those traffic
flows are directed to the second level (Level 2) of attack detection.
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Fig. 1. Proposed cognitive SDN

Fig. 2. Process flow of proposed cognitive SDN
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In Level 2, the other three detection metrics considered are (4) Energy consump-
tion of switches E(SW), the number of flow rules installed in the OF switch by the
controller, (5) Bandwidth utilization of controller, the number of PACKET-IN (SYN)
request message to the controller and (6) Rapid change of flow rules in OF table for the
specific IP and MAC addresses. When E(SW) > 5000 rules, BWutil: number of SYN
requests that are greater than the SYN-ACKmessages and frequent change of flow rules
in OF table within 5s, for the similar IP and MAC addresses are stored in the pending
list. It represents the SYN traffic flows that have not acknowledged. The major problem
considered is fixing a static threshold value at different levels of attack detection. The
higher threshold value for the said flow metrics will result in a delay of resource con-
sumption attack detection. The lower threshold value results in higher False Positive
Rates (FPR), detecting legitimate traffic flows as attack traffic flows before the sequen-
tial ACK message reaches the server. The threshold value should act as a better tradeoff
between attack mitigation and controller performance.

The proposed method also prevents flow table modification attacks [10] as the con-
troller checks the frequent change of flow rules in OF tables. The match, action rules
are checked with the MAC addresses including TOV and age value of flow. Cog-SDN
considers MAC addresses and port numbers for detecting attack traffic flows as the IP
addresses are highly vulnerable for spoofing attacks. If the incoming packet is ACK, the
controller considers it as legitimate traffic and sends the client the notification to finish
the established TCP connection. The matched flow payload with the pending list record
is blacklisted and the rest MAC addresses are white listed.

DBN self-learns the routing module and flow payload details in order to detect the
online traffic flows at a highly dynamic network environment. Hit count of SYN traffic
flows and energy consumption of switches of SDN are described below.

Hit count of PACKET-IN request messages to the controller Hc is computed as
follows:

Hc = sum(Incomingrequest tra f f ic f lows) (1)

where,
Here, the value is computed after ten simulation runs of the legitimate and attack

traffic flows generation to the OF switch. The average value from the ten simulations
runs is considered as a finalized average threshold value. An average threshold value is
computed as follows:

Averagethreshold value=
Hc

No.o f . permitted IP′s
(2)

The attack traffic flows are detected based on energy consumption rate of switches
(E(SW )) [19]. The energy consumed by compromised switches is higher than the legit-
imate switches. The energy consumption is computed by number of active switches in
the network and enabled interfaces that flood massive request packets as follows,

E(SW ) = E(SWACT )+E(Inter f aceACT )+
R

∑
k=1

nports,r ∗E(portsenabled) (3)

where,
E(SWACT ) = Active switches energy consumption.
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Econ(Inter f aceACT ) = Active interfaces energy consumption.
nports,r = Total no of ports available in a switch.
E(portsenabled) = Enabled ports energy consumption.

The flow table modification attacks are detected by the duration of flows existing in
the flow table. The flow rule for attack traffic flow gets changed frequently in the flow
table for same IP and MAC addresses. The newly incoming attack traffic flows can be
detected by the ML engine using DBN algorithm. Input is a set of flow features from
the online traffic flow metrics namely src IP address, dst IP address and dst port number
of a switch.

The unsupervised DBN training algorithm involves the process of Restricted Boltz-
mann Machine (RBM) and sigmoidal belief network algorithm where the top layer
forms the RBM and the bottom layers have Bayesian network algorithm. An input to
this algorithm is a feature vector that includes traffic flow features such as src IP address,
dst IP address, src MAC address, dst MAC address, src port number, dst port number,
proto type and output to this algorithm is a reconstructed feature vector. The algorithm
begins with training all the internal RBM layers where the weight matrix is assigned
separately for each layer. The input of traffic flow features is fed into the hidden layer.
The bias values bk and ck are considered as an offset vector from the level 1 RBM to the
(n–1)th layered RBM. The sampling of features is done for all the traffic flow features
available in the feature vector.

The joint probability distribution between visible (feature vector) x= h0 and hidden
layers for all elements of hk is given by,

P(x,h1, ...,hl) =

(
l−2

∏
k=0

P(hk|hk+1)

)
P(hl−1,hl) (4)

where,
x = h0 is an observed input vector
P(hk−1|hk) = conditional probability distribution of visible given hidden units
P(hl−1,hl) = joint distribution of visible and hidden units at top level RBM.

The greedy layer-wise unsupervised learning is applied to DBN with RBM as the
building blocks and the process is given by,

1. The visible layer 1 is trained as an RBM that models vector representation as x= h0.
2. Visible layer 1 acts as second hidden layer as it can be represented by samples of

P(h(1)|h(0)).
3. Second hidden layer is trained with the features extracted from visible layer 1.
4. Follow steps 2 and 3 for next hidden layers, propagating upward samples.
5. It will produce inference Q(h1i|x1) for the first hidden layer and Q(h2i|x2) for the

higher hidden layers.

RBM is trained by initializing the visible units (h0) and parameters. The initialized
parameters of visible units namely flow features are learned by Contrastive Divergence
(CD) algorithm through Gibb’s sampling method. The hidden units are determined by
calculating the probabilities of weights and visible units. This phase increases the prob-
ability of training data, hence it is called as a positive gradient of the network. The next
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step is to compute the negative gradient of the network, as it decreases the probability
of samples generated by the model. The error values are calculated between generated
samples and actual vector after the end of each iteration. After every epoch (comple-
tion of positive and negative phase), the values of the weight matrix are updated for the
higher hidden layers.

The energy configuration [20] of RBM deployed network is given as follows:

E(V,H) =
m

∑
i=1

n

∑
j=1

wm,n hnvm −
m

∑
i=1

aivm −
n

∑
i=1

b jhn (5)

where,
E(V,H) = Network energy configuration of visible and hidden layers.
Wm,n = Weight matrix of m and n.
ai,b j = Bias units.
vm = Visible units.
hn = Hidden units.

It extracts features and re-constructs the input for the second RBM stack. The sec-
ond stack of RBM is trained with the flow payload details which serve as an input for
the top level RBMs. RBM uses feature vectors of traffic flows namely src IP address,
dst IP address, dst port number to determine the defined flow rules from OF tables.

RBM stacks of DBN self-learn the computed threshold values of bandwidth con-
sumption and delay of SDN routing. Delay of SDN routing is measured by the Round
Trip Time (RTT) of the PACKET-IN request message from the switch to the controller
and the response packets from the controller to the data plane switches. The unsuper-
vised greedy training procedure of DBN analyzes SDN for a regular time period to
find the traffic flows that exceeds the computed minimum and maximum flow values.
The newly incoming online traffic flows are fed into DBN algorithm which extracts the
features of a flow. It includes src IP address, dst IP address, src port number, dst port
number and MAC address of a source and destination switch. The timeout value for
each flow has been defined by DBN based on the frequency of incoming IP addresses.

4 Experimental Setup

Experimentations are carried out using GENI testbed [21] both for centralized and dis-
tributed controllers to generate low and high rate SYN flooding attack traffic flows. In
site-1 at slice attack project, TCP-SYN flooding (or) DDoS attack traffic is generated
where the topology comprises of 7 nodes attached to a TCP server. Among the nodes,
node-1 is an attacker and the rest of the 7 nodes are participating hosts. The IP address
of TCP server is represented by 10.10.9.2 and the corresponding port 22 receives the
network traffic flows to and from the neighboring nodes. POX, a python based open
source controller is integrated with the data plane topology that is used for network
control and management. The maximum rate of SYN packets that can handle in the
scenario varies from 50 to 350 packets in static network scenario which results in scal-
ability issue. Here, the maximum rate of TCP-SYN packets handled for each malicious
hosts is 360 Packets Per Second (PPS). Log in to all the nodes via Secure SHell (SSH)
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from the attacker node 1 and execute the script for flooding attacks. Hping3 tool is
used to generate malicious TCP-SYN request packets with the spoofed IP address at
various rates. The context-aware metric is threshold K, which allow (or) drops the mali-
cious TCP-SYN request packets according to the service availability and degradation
of SDN.

SYN packets are flooded to the participating nodes from pc101 (node 1) using the
command sudo hping3 -i u1 -s -p 25362 10.10.9.1 at interface (i16) of node 2 where,
hping is the tool used to generate malicious TCP SYN packets, -i u1 is the time (i.e. 1
microsecond to transmit next SYN packet), -s is the SYN flag (or) SYN packet to be
sent, -p is the port number to receive SYN packets.

The results are evaluated for the metrics namely installation of flow entries, attack
detection time and bandwidth utilization of controller during low and high rate of SYN
flooding attacks.

5 Results and Discussions

Results are discussed for three different scenarios such as in SLICOTS, COG-SDN
mitigation mechanism with the centralized and distributed controllers. Even with SLI-
COTS and Cog-SDN, centralized controller infrastructure is vulnerable to single point
of failure. If the centralized controller fails, entire network will be collapsed. Hence,
the performance of both centralized and distributed SDN controllers is analyzed in
cog-SDN and compared with the existing method SLICOT. Figures 3 and 4 are the
illustration of attack detection time for the varying rate of SYN request traffic flows.
Cog-SDN mitigation mechanism outperforms SLICOTS by adaptive cognitive thresh-
old “K” according to the number of incoming SYN request traffic flows. The attack
detection time decreases even if the SYN request traffic flow increases by comparing
the MAC addresses with the pending list record.

Fig. 3. Attack detection time for low rate SYN packets in S1

Figure 3 shows the attack detection time for low rate SYN flooding attacks in
a centralized cog-SDN with a maximum of allowing 360 packets per second (pps).
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Fig. 4. Attack detection time for high rate SYN packets in S1

Fig. 5. Installation of flow rule entries for SYN packets in S1

Fig. 6. Installation of flow rule entries for high rate SYN packets in S1
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It reduces attack detection time by filtering SYN request traffic flows using self-learning
capability of cognitive DBN algorithm. It also checks the flow payload details such as
hit count of SYN request to the controller.

The unmatched flows compared by MAC address, TOV and age value greater than
the defined threshold are ignored without further analysis that reduces attack detection
time than SLICOTS. Hence, it is proactive in attack detection providing service for
the legitimate SYN request flows. Figure 4 shows the cog-SDN mitigation mechanism
for high rate SYN flooding attacks. The proposed mitigation mechanism also reduces
delay in both attack detection and mitigation by blacklisting the MAC address, blocks
the corresponding IP address and originated ports.

Figures 5 and 6 shows the average number of flow entries installation during low
and high rate SYN flooding attacks, in which detection module blocks the malicious
SYN traffic flows. Cog-SDN detects and blocks malicious traffic flows by frequency
of PACKET-IN request messages arriving at controller. It also installs forwarding rules
for SYN traffic and crosschecks the pending list for known MAC addresses. It does not
install forwarding rules for all SYN request traffic, rather it checks for the time out val-
ues and age of the flow rules. The proposed mitigation mechanism also prevents Open
Flow (OF) switches and flow tables from buffer saturation (or) memory consumption
attacks as the mitigation mechanism reduces the number of installed flow rules in the
data plane switches.

Fig. 7. Bandwidth utilization of controller for low rate attacks

Cog-SDN mitigation mechanism reduces the number of installed forwarding en-
tries in open flow switches as the attack detection routing module checks the corre-
sponding SYN-ACK and ACK messages generated by the controller and TCP server
as shown in Fig. 5. The centralized and distributed approach of Cog-SDN mitigation
mechanism has almost equally installed forwarding entries for SYN traffic flows. Both
SLICOTS and Cog-SDN mitigation mechanism prevents many half-open TCP con-
nections by framing temporary rules and blocking the MAC addresses of participating
hosts. Cog-SDN mitigation mechanism reduces the number of forwarding entries both
in centralized and distributed approaches than SLICOTS. Figure 6 shows the proposed
mitigation mechanism will be effective for high rate SYN packets as the controller
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Fig. 8. Bandwidth utilization of controller for high rate attacks

queries OF switch for MAC address of participating hosts, previous SYN and SYN-
ACK traffic originated by OF switch and controller.

Figures 7 and 8 demonstrates that the high rate of malicious SYN traffic flows that
saturate the SDN control plane and it leads to control plane saturation attack. Both Cog-
SDN mitigation mechanism and SLICOTS prevents control plane saturation attacks
by blocking malicious users based on MAC address. Cog-SDN mitigation mechanism
checks the SYN request and their corresponding SYN-ACK responses of similar IP
addresses. If the SYN-ACK response is greater than the hit count of SYN request with
similar IP addresses, the proposed mitigation mechanism blocks the host from sending
an ACK message to the TCP server. Bandwidth utilization of SDN controller is com-
puted by hit count of incoming PACKET-IN (SYN) requests to SDN controller. Cog-
SDN mitigation mechanism does not send SYN-ACK and ACK packets to the mali-
cious host and outperforms SLICOTS as it responds SYN request with corresponding
SYN-ACK and ACK packets even for the malicious hosts. SLICOTS frames temporary
forwarding rules for incoming SYN traffic flows which result in denial of service for
legitimate traffic flows. In comparison, distributed Cog-SDN consumes higher band-
width than the centralized approach.

6 Conclusion and Future Work

In this research work, cognitive SDN mitigation mechanism is proposed to secure SDN
against TCP based DDoS attacks at victim. The proposed mitigation mechanism is
deployed in the SDN control plane that continuously monitors incoming network traffic
flows to detect malicious traffic flows. The attack detection process is carried out at two
different levels by using flow payload and hardware related details of SDN architec-
ture. For each TCP-SYN request, the mitigation mechanism extracts flow metrics and
matches with the known list of MAC addresses from the pending list. For the matched
flows, further TCP SYN-ACK and ACK messages are generated and the controller ter-
minates established TCP connection by sending FIN flags to the client and is white
listed. For the unmatched flows, OF switch queries the flow rules from of table and
detection metrics are chosen from second level of attack detection.
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Cognitive SDN blocks the unmatched MAC addresses, IP and MAC address con-
flicts from originated port numbers. The proposed mitigation mechanism is tested under
different scenarios of centralized and distributed SDN controllers and compared with
the existing SLICOTS defense solution. The proposed mitigation mechanism also pre-
vents buffer saturation attacks by reducing flow entries installation in OF switches, flow
table modification attacks using an in-depth analysis. It is sufficient to use an intelligent
firewall in which the set of security policies can be incorporated to decide and apply on
the incoming network traffic flows. Instead of using an intelligent firewall, SDN is pre-
ferred where network customization is achieved based on user needs. The future work
is to incorporate cognition in data plane switches to provide a secure edge intelligence
to mitigate security attacks in SDN.
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Abstract. Passwords currently are and will be used as the main authen-
tication mechanism across online applications for the foreseeable future.
Estimating the strength of a user’s password gives the user a valuable
insight into the strength or weakness of their chosen passwords. Current
password strength estimators, when giving an estimate on a password’s
strength, often fail to consider the plethora of leaked lists at an attacker’s
disposal. This research investigates the effect of training a password
strength estimator on a leaked list of 14.3 million passwords, all of which
are commonly used in the password cracking world and then observing
the effect that it has on the estimation of a password’s strength. Through
modifying the trained dictionary lists that the zxcvbn classifier is fed,
an estimate that accounts for the leaked list was achieved. Our empirical
results show that there is a clear need to include leaked passwords in
the password strength estimation process and that the accuracy of the
estimator should not be sacrificed in order to provide a faster service.

Keywords: Password strength estimation · Leaked passwords ·
Password dictionary · Multi-factor authentication

1 Introduction

Passwords are used as the main form of authentication. Also on many different
websites that these people create accounts on, with no clear standard to govern
how these websites determine the strength of a user’s password. When creating
a new user account, an individual may be faced with a password creation screen
that will display the strength of their chosen password. Depending on the require-
ments of the website and the feedback the user receives, they will choose/create
a password to satisfy the websites password strength requirements.

Websites use many different methods to estimate a password’s strength.
Some websites simply implement a method of calculating a password’s strength
using the number of Lowercase, Uppercase, Digits and Symbols, also known as
the LUDS method. But other websites are starting to adopt complex password
strength estimators that employ dictionary lists and other factors to estimate a
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password’s strength. Due to many available types of password strength estima-
tors and their configurations, there is often huge discrepancies between what a
site would define as a strong password and what is a weak password. Therein
lies the research problem: How can a user gauge whether his/her password is
strong in the presence of contradicting estimations provided by different sites?

Estimating password strength is neither a new problem nor a new technology
[17]. The zxcvbn password strength estimator has been publicly available since
2012 [25]. zxcvbn is used in the account creation and password change screens
of many major websites. Sites such as Google [7], DropBox [4], WordPress, and
many others all use this estimator to give their users an estimation of their pass-
word’s strength. Due to these websites all using the same estimator, one would
naturally guess that their outputs are consistent. Unfortunately, this intuition
would be incorrect, as we found that they all return different results for the
same password. Hence, we believe that the zxcvbn estimator is modified and
configured differently across the independent sites.

The main ways that zxcvbn is modified is through editing the type of feed-
back and replacing zxcvbn’s internal password dictionaries. The effect of modi-
fying zxcvbn’s internal password dictionaries will be the focus of this paper. This
type of modification can effect the performance of the estimator. We choose to
observe the accuracy and speed as the performance metrics. Estimators such as
zxcvbn only consider a small subset of the leaked passwords while estimating
the strength of a password. Thus, we investigate the following questions and try
to derive the meaningful answers:

– What is the effect of adding a large leaked list of passwords as an additional
trained dictionary list with regards to the estimation of a passwords strength
and the speed of the estimator?

– Does the splitting of the list of leaked passwords into smaller sub lists have
an effect on the accuracy of password strength estimation and the speed of
the estimator?

The contributions of this paper are two-folds: First, this is the first attempt
to estimate the strength of the passwords using the real-world leaked lists; sec-
ond, our empirical studies showed that the password class affects the password
strengths significantly. Based on our findings, we recommend the users of the
Internet to adopt the complex forms of passwords (such as 3Class or 4Class
passwords) if the password length is restricted.

The rest of this paper is organized as follows: Sect. 2 presents a literature
review of the password related issues in the cyber security context. Section 3
presents the password strength estimators. Section 4 presents our experiments
using the tool zxcvbn [27] with the rockyou list [21] and discusses our findings.
Section 5 concludes this paper.

2 Literature Review

Passwords have been and still are used as the mainstream authentication mech-
anism for online and offline applications. The amount of effort towards finding a
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complete replacement for passwords is immense, but has had an overall unfruitful
outcome [10]. For the average computer user, there are at least three times that
they will have to remember a password—during the creation of an account, when
logging into an account, and when updating the password. Most types of appli-
cations would require the users to remember at least one password. Many online
applications have started to or already have introduced two-factor authentica-
tion [13] (2FA) as a password supplement to further protect their user accounts.
Many times the 2FA feature is still an opt-in choice for the users to decide.

2FA is an authentication mechanism that many online applications use to
add an additional layer of protection for an end-user’s account. Typically, 2FA
uses a combination of a user chosen password combined with an extra verification
code or a web link sent via SMS or email. This extra authentication step could
be present within the form that the end-users need to authenticate themselves.
The websites [13] owned by Facebook, Twitter, and the Commonwealth Bank
all employ some form of 2FA for the sole purpose of improving their end-user’s
account security. Even though there are many applications that employ the use
of 2FA, the end-users of these applications more often than not, have to opt
into this service. With 2FA authentication in place, it could simplify the level of
complexity that a password needs to fulfill. Nevertheless, 2FA is a supplement to
what is universally considered a weak method of authentication—the password.

Password authentication systems can be easy to implement in most applica-
tions. But this forces the users to create and remember more passwords. Remem-
bering one to five passwords can be challenging enough, but a study [5] in 2007
found that on average a person had created accounts on around 25 different web-
sites. This result was discovered 12 years ago. More and more websites are being
made that require a user to sign up and choose a password. More often that not,
a user will choose to reuse old passwords from other accounts in order to make
this process easier for themselves. This is where password usability degrades
[20], that is, if a password on one website gets compromised, then all the other
accounts using the same password may also become compromised. If a password
has to be continually reset because it has been forgotten, then there is no point
of having a system that requires a single password.

A password’s complexity refers to how difficult it takes to crack the given
password. With online and offline applications, the given password’s complexity
is typically calculated using one of the two methods—through calculating the
entropy of the password, or through calculating a score of a combination of
password length and lowercase letters, uppercase letters, digits, and symbols
(LUDS). In the password strength calculations, both of these techniques rarely
consider any passwords that have been leaked. Instead, the end-user’s chosen
password will have to conform to the password strength requirements set by
the system’s administrator. This mandatory check of the password complexity
has many drawbacks. For example, this application requires the user to create a
password with a minimum of 8 characters with a minimum of 3 character types.
While the users are trying to create a password, they may be shown some sort of
visual feedback. The most common way that the feedback is shown is through a
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password strength meter, for example, the stronger the password, the fuller the
meter. The accuracy of these meters depends greatly on the strength calculating
algorithm used by the application, and by the minimum password requirements
set by the system administrator.

Password classes are important to both system administrators and
researchers as it gives them the ability to easily define their password com-
plexity requirements and identify the type of password given. Passwords can be
sorted by its class and size. The “class” of a password defines how many dif-
ferent types of characters are found within the password, where the size is the
number of characters. For example, the password “Abc1@” would be defined as
a 4Class5 password; when the password “Abc1@” is broken down, it has four
different character types: The Uppercase “A”, followed by the Lowercase “bc”,
followed by the Digit “1”, and finally with the Symbol “@”. The number five in
4class5 means that there are five characters in total within the given password.
We provide a few more examples—password is 1Class8, PaSSworD is 2Class8,
123456841 is 1Class9, and H1G3!sdFp12 is Class11.

Even if a password contains four types of characters, it is not necessarily a
stronger password than another password with only three or less character types.
Take a 4Class10 password “Password1!” for example, it should not be considered
a strong password. When cracking passwords, the attacker usually goes through
a dictionary list and mutates those words to find different passwords. Programs
used to crack these passwords have built-in rule sets that automate this process
to make the cracking of weak strength passwords relatively easy. Therefore, it
would be a fair assumption that this password should not be considered strong
as it is just a common dictionary word that has “1!” appended at the end. Now,
take the password “correcthorsebatterystaple” [26] for example, this password is
more than double the length of the previous password. Although this password
only has one character type and the previous password has four, the “correc-
thorsebatterystaple” password should be considered stronger because it uses four
seemingly random dictionary words together rather than “Password1!” consist-
ing of a single dictionary word with simple mutations.

Password strength meters in some shape or form are found in nearly every
single online application. These meters give the user a visual representation of
their passwords’ strength. The strength displayed is typically given as a simple
visualization of a number of bars or colours ranging from red to green.

Password cracking comes in many forms and can be used for a variety of appli-
cations. There are legitimate and illegitimate reasons to crack a password. The
type of password cracking that will be examined in this paper is online password
cracking. Offline password cracking using programs, including John The Ripper
[12], or Hashcat [9]. It is a different matter altogether, as the passwords that are
leaked tend to be in a hashed form. This means that the complexity depends on
the types of hashing algorithms used rather than just the strength of the under-
lying password. If the hashing algorithm is weak, then the cracking process will
be relatively quick; otherwise, cracking the passwords may be infeasible. Online
passwords also have multiple methods of protection, such as rate-limiting [23],
[10], 2FA [1], and account lockouts [6].
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User data gets leaked all the time caused by many different attacking meth-
ods. Attackers can use either active or passive attacks to breach the password
data. In an active attack, the attacker will try to gain access to the user’s cre-
dentials when the user enters them. An active attack can be conducted in many
forms—shoulder surfing [20], Krack [15], phishing [11,18], and so on. In a pas-
sive attack, the attacker will gain access to passwords through bruteforcing the
password. The passive attack usually is performed when the attacker has either
the password hashes, or is trying to bypass an authentication control. Credential
leaks vary vastly when it comes to how many user accounts are effected.

A method that user data is often leaked is through active attacks. Active
attacks come in many forms and therefore have many different methods to miti-
gate such attacks. The most recent of attacks that has come about is Krack [15].
This attack used a vulnerability within the WPA2 encryption used by many
routers that is used to protect users data within a network. This attack allows
an attacker to be able to read the previously encrypted data on a network in
plain-text, giving them the ability to steal all user credentials that any unsus-
pecting individuals may enter on web application forms. Shoulder surfing of
mobile devices [20] is another tactic that attackers can use to steal a unsuspect-
ing user’s credentials. In this attack, the attacker will watch the user typing in
a pin or password. This information that is then stolen will be kept and reused
at another time. Another way passwords could get leaked is through an insider
who has access to the data could leak it themselves. This type of attack can be
detrimental to whatever company is effected as most of the user data that they
hold could be leaked. All these methods of leaking user data can expose many
end-users accounts. For many of these end-users, these leaks may effect multiple
different accounts as they may reuse that password across multiple platforms.

Another method that user data is leaked is through that of passive attacks.
Passive attacks generally occur once a user database has been attacked and the
data has been stolen. This data is usually found hashed so to leak the user
data the attacker will need to crack the hashes of the found data. The hashes
are cracked using bruteforcing and dictionary attacks [3,22,24] in hash cracking
software such as Hashcat [9] and John The Ripper [12]. Under these attacks,
the user data can be leaked with the same after effects as with the active attacks.
To protect against these kinds of attacks the application should hash user data
using strong hashing algorithms if they have the hardware to handle the load of
the hashing calculations.

What is often not considered by many password strength estimators is that
passwords get leaked regularly. Passwords are often leaked through the exploita-
tion of a vulnerable database containing the user information of people. These
leaked passwords are then free to use by attackers who are trying to crack more
and more passwords. This becomes a problem when the password strength esti-
mators does not update what they define as a weak password. Therefore a pass-
word strength estimator that was created in 2012, such as zxcvbn that has not
updated the dictionary lists that it uses to define what is a weak or strong
password. This can lead to a reduced accuracy of this classifier.
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3 Password Strength Estimation

When a user creates a new account on a website, a web form requesting the
username and password is usually needed. When choosing their passwords, they
receive some form of feedback from the web application. This feedback is gener-
ally based on the strength of the password estimated by a back-end application.
The application is written by different programmers according to some rules
measuring the combinations of the characters. Thus, the accuracy and the feed-
back for the chosen password may vary greatly from application to application,
where one application will say that the password is strong, but another applica-
tion may say weak. Feedback-wise, some applications give the user useful tips on
how to improve their password choice, but others will merely display a bunch of
rules that the applications creator decided upon. If the systems creator decided
on using an application such as zxcvbn [27] or whether they decided on using
a simple rules based system that employs the use of LUDS (Lowercase letters,
Uppercase letters, Digits, and Symbols) will affect on the level of accuracy that
the passwords strength will be estimated at and the feedback that the appli-
cation will be able to give back to the user. Thus, it lacks a uniform standard
across the password strength estimators used in the industry.

Two common metrics are used to indicate the accuracy of a password strength
estimator—overestimation and underestimation. Both metrics represent inaccu-
racies in the classification of a passwords strength, but underestimation is more
desirable than overestimation for the real-world use [16,25]. That is, when a
password’s strength is underestimated, it is said to be weaker than what it actu-
ally is; on the contrary, when a password’s strength is overestimated, then it
is said to be stronger than what it actually is. A password strength estimator
should be able to estimate the strength to a specific degree of accuracy.

The LUDS system that is used commonly in password strength estimation
as a simplified password guide that is easy to implement. It is a rule-based
system with and easy to implement integration to the websites. However, the
rules may vary from site to site: A site may choose to enforce a minimum of 8
characters with at least three different character types; another site may choose
to enforce a minimum of 12 characters with at least two different character
types. If a password matches the criteria, then it is automatically accepted;
otherwise, automatically rejected. This type of password strength estimation
does not calculate the strength of a password. This type of estimator typically
only displays the rule set as the feedback for the user to change the password to
fulfill the criteria.

The tool zxcvbn is a low-budget password strength estimator [25] to provide
users accurate estimates on their password strengths. Wheeler et al. [25] empir-
ically showed that zxcvbn outperformed the LUDS systems. Most LUDS-based
system uses a simple entropy calculation, such as the NIST method in [2]—the
first character in a password is worth 4 bits, from the second to the eighth char-
acter each is worth 2 bits, from the ninth to the twentieth character each is
worth 1.5 bits, any extra character after 20 is worth 1 bit; if both uppercase
letters and non-alphabetic symbols are used, then its entropy adds 6 more bits;
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if a password is not a dictionary word and its length is less than 20, its entropy
adds 6 more bits. The tool zxcvbn uses an entropy measure to calculate the
chosen passwords strength. That is, zxcvbn breaks the password into segments
before each segment is matched against five different categories. A number of
sub-patterns are also used, such as tokens, reversed, repeat, keyboard, dates,
and so on. This estimator can only recognize the words that are present within
one of its dictionaries. If a common word from another language is not present
within the dictionary, then it will most likely treat this password as a brute-force
only string. This can lead to the overestimation of a password.

The estimation algorithm used in zxcvbn is not based on a probabilistic
model but a heuristics model. For example, a password consists of two top-1,000
common words, the 2012 version of zxcvbn estimates that it will take an attacker
to guess 10002 = 1, 000, 000 times as the worst case scenario. Wheeler et al. [25]
further improved this heuristics method by training the following model from a
given list of passwords:

arg min
S⊆S

D|S|−1 + |S|!
∏

m∈S

m.guesses

where S is a sequence that fully covers the password, |S| is the length of S, S is
the set of the overlapping patterns, and D is a constant. This model consists of
two parts: The first part D|S|−1 measures when an attackers knows the pattern
sequence with bounds, and the second part |S|!∏m∈S m.guesses measures how
many guesses are needed in the worst case scenario. Once these parameters are
learned through the optimization model, the trained zxcvbn can estimate the
password strength.

Melicher et al. [16] explored the use of using a neural network (NN) to esti-
mate a passwords strength. In this paper, the NN was compared to the zxcvbn
password strength estimator and found that both estimators are able to calculate
password strength more efficiently than a LUDS estimator. Melicher et al. [16]
found that the NN is slightly more accurate than zxcvbn because it is less likely
to overestimate a passwords strength. However, both of these applications do
not consider whether or not if a password is matched to a list that it should just
be rejected, rather than just giving a low score.

Both zxcvbn and the NN compare their accuracy to that of the Password
Guessability Service (PGS) [22]. PGS is a service hosts by Carnegie Mellon
University in order to “help researchers estimate how many guesses a partic-
ular password-cracking algorithm with particular training data would take to
guess a password” [3]. Using this information, anyone can determine how much
a specific algorithm or classifier is overestimating or underestimating certain
passwords. This services uses multiple password cracking techniques to estimate
a passwords strength without actually cracking the password. By comparing the
estimations among multiple password cracking techniques, PGS gives an accu-
rate representation of how many guesses a professional would take to crack a
specific password.

Different strength estimators have their own strengths and weaknesses. They
are beginning to incorporate leaked password lists within their training data
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in order to give a more accurate representation of how strong or weak a given
password is. NIST’s recent recommendations [8] on this matter is that all leaked
passwords should be automatically rejected. This is due to these passwords all
being compromised and available within the attackers toolkit. This research will
be based off the assumption that all leaked passwords should be automatically
rejected by a password strength estimator. We choose to use the zxcvbn password
strength estimator as it is used across many different web applications.

The Rockyou password list is used for the purpose of simulating how real
passwords would perform against the zxcvbn password strength estimator. The
main purpose of using this password list is that the tests conducted can cover
a large variety of passwords that have, at some point been used by individuals.
Therefore this password list provides an accurate representation of the kinds of
passwords people may still use today. Last but not the least, this leaked password
list is readily available on the Internet.

4 Experimental Setups and Results

We conducted a number of experiments on a Windows PC with an Intel I7-4770K
CPU, an NVIDIA GTX1070 Strix graphic card, 16 GB of RAM, and a 256 GB
SSD with an external 3 TB HDD. The zxcvbn password strength estimator was
used to test password strength. The python library for zxcvbn [27] was used.

The Rockyou [21] list is separated into four separate dictionary lists accord-
ing to password classes. Each list will contain a different Class. In total, it
contains approximately 14.3 million unique passwords that once were or still
are used by individuals to authenticate themselves on to their user accounts.
In the Rockyou dictionary list, there are approximately 6,313,091 1Class pass-
words, 7,093,412 2Class passwords, 884,638 3Class passwords, and 53,155 4Class
passwords. Percentage-wise, 1Class is 43%, 2Class 50%, 3Class 6%, and 4Class
below 1%.

The following graphs are the results from each test that were performed
during this experiment. There were three tests that were performed for each
Class of password. This experiment involved testing the zxcvbn classifier [27]
with different sized dictionary lists against the Rockyou dictionary list. The first
test used zxcvbn with its default dictionary lists, the second test used zxcvbn
with the Rockyou dictionary list as an additional password list, and the final test
used zxcvbn with the addition of Rockyou dictionary list divided by password
Class into four separate lists.

From Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12, we plot the password
estimation results. Each row of the figures presents the results for each pass-
word class—1Class, 2Class, 3Class, and 4Class, respectively; each column of the
figures presents the results for each password list—default dictionary, Rockyou
dictionary, and class dictionary. The y-axis shows the number of the guesses in
terms of log10, and the x-axis shows the size of the password. Each password
size has three different bars: The bars shown are for the minimum guesses (blue
bar), Mean guesses (red bar), Maximum guesses (green bar).
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Fig. 1. 1Class passwords
with zxcvbn default dic-
tionary lists.

Fig. 2. 1Class passwords
with zxcvbn Rockyou dic-
tionary list.

Fig. 3. 1Class passwords
with zxcvbn class dictio-
nary lists.

Fig. 4. 2Class passwords
with zxcvbn default dic-
tionary lists.

Fig. 5. 2Class passwords
with zxcvbn Rockyou dic-
tionary list.

Fig. 6. 2Class passwords
with zxcvbn class dictio-
nary lists.

Fig. 7. 3Class passwords
with zxcvbn default dic-
tionary lists.

Fig. 8. 3Class passwords
with zxcvbn Rockyou dic-
tionary list.

Fig. 9. 3Class passwords
with zxcvbn class dictio-
nary lists.

Across the first three tests, there was a marked improvement in what the
zxcvbn estimator was able to estimator the password strengths to be. This is
due to someone using the Rockyou password list against a website, the 100-th
password in that list will not be the one millionth guess as previously reported
by zxcvbn. In the final test against the 4Class passwords, there was minimal
improvement. This could be due to something like when the special symbols are
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Fig. 10. 4Class passwords
with zxcvbn default dic-
tionary lists.

Fig. 11. 4Class passwords
with zxcvbn Rockyou dic-
tionary list.

Fig. 12. 4Class passwords
with zxcvbn class dictio-
nary lists.

run through the classifier, they do not match up with what is in the dictionary
lists, due to how the data is being parsed.

When running the passwords through the zxcvbn password strength esti-
mator, the speed, see Table 1 of each test was taken. This speed includes the
reading of the password from a file, testing that password against zxcvbn and
then outputting those results to another file. The first test with zxcvbn’s default
dictionaries took approximately 4 h and 35 min to complete. The second test with
the Rockyou dictionary list added took approximately 6 h and 15 min to com-
plete. The final test with the four separate Class based dictionaries took a total
of 6 h and 54 min. This shows that there is a large difference in classifier speed
when larger dictionary lists are used and also when those dictionary lists are
broken into smaller lists. These results show a large increase in time taken to
run the full Rockyou Dictionary list against the zxcvbn password strength esti-
mator. This could point to the fact that the Rockyou Dictionary may be too
large, or the method of searching through large dictionary lists is not supported
by zxcvbn.

Table 1. Test times for each zxcvbn test.

Test Time taken

Default dictionaries 4 h 35 min

Rockyou dictionary 6 h 15 min

Four class dictionaries 6 h 54 min

There are many different technologies that are often used to help combat the
problems of multiple use passwords or where users have to remember multiple
strong passwords. One time use passwords [19] can be employed by a web appli-
cation to remove the user’s need to remember a password. This can be done
by the web application when generating a new password every time the user
wants to log in and then sending that password via email or SMS to the user.
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There are also plenty of applications that a user can use to help them create
strong passwords that are hard to crack and that they do not have to remem-
ber. These Password Managers [14] only require the users to remember a single
password that will give them access to all their other passwords. That way the
user will only have to remember a single password across all their user accounts.

5 Conclusion

This paper analyzes the password strength estimator zxcvbn and the effects of
adding leaked password lists as trained dictionary lists. There was found to be a
clear need to include the weakness of leaked passwords into the calculations of a
chosen password’s strength. These estimators only take into account small lists
of leaked passwords, which merely scratch the surface of the millions of leaked
passwords openly available to attackers. When a user chooses a password on
an online form and then receives feedback from that application, how can the
user trust the information given if all the other applications that they use give
a different estimate. The feedback that the user receives is instrumental in how
they form their passwords and their understanding of what constitutes a strong
or weak password. Password strength estimators should check the user’s chosen
password against the leaked lists in order to provide accurate feedback to the
user. Without checking these leaked lists, how will the estimator be able to give
the user an accurate assessment of the passwords strength?

This study does not connect specific words to their estimated strength. It
only shows the change in password Class strength estimation when a new dic-
tionary list is added. Tests could be done where each password’s strength is
calculated taken before and after larger leaked lists are added to show how this
type of estimator modification works in greater detail. This type of test could
also show what types of user generated passwords are inherently stronger than
others. Another test that could be implemented is introducing faster dictionary
searching algorithms when searching for a specific password. If the password
“Help1” is given, then the estimator could search through only the 3Class dic-
tionary list instead of the other 1Class, 2Class, and 4Class dictionary lists. More
research could also be done to find the optimal size for the dictionary lists so that
it does not slow down the near instantaneous feedback that the user is expect-
ing to receive on their chosen passwords strength. Furthermore a larger set of
classifiers could be tested to see how they react to these changes. Whether or
not modifying the trained dictionary lists has a similar effect on the estimators
and if the estimates that the user receives should be a combination of multiple
estimates from multiple estimators for more accurate results.
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Abstract. Rapid developments in network-based application demand a special
attention to protect the confidentiality of data. Cryptographic algorithms play a
lead role in ensuring confidentiality assisted by key generation architecture.
Keys have a fair role in modern cryptography, which can be generated through
random number generators. To meet the real-time requirements, cryptographic
primitives can be developed on reconfigurable hardware such as Field Pro-
grammable Gate Arrays (FPGAs). This work focuses on the development of
Pseudo Random Number Generation (PRNG) architecture using Cellular
Automata (CA) on Altera Cyclone II EP2C20F484C7 FPGA at an operating
frequency of 50 MHz. Significantly, CA based random sequences were gener-
ated based on five rules namely R30, R90, R105, R150 and R165. The ran-
domness of the proposed Pseudo Random Number Generator (PRNG) has been
confirmed using entropy and NIST 800 – 22 tests. The proposed design has
consumed only 461 logic elements which are 3% of total logic elements of target
FPGA and also achieves a throughput of 51.603 Mbps for 128-bit PRNG with a
power dissipation of 72.26 mW.

Keywords: Confidentiality � PRNG � Cryptography � FPGA and NIST
800 – 22

1 Introduction

Technology development in computer networks has enabled swift growth in digital data
communication around the globe. Due to the high-speed internet, trillions of data
packets are transferred every day. Information security occupies the centre stage of
attention in such scenarios. CIA triad of any security deals with Confidentiality,
Integrity and Authentication triangle. In cryptographic applications, random keys have
major usage during the encryption as well as decryption processes. Strength of the key is
directly related to the strength of the algorithm to resist the attacks. Field Programmable
Gate Array (FPGA) is adopted as a fruitful platform for implementing cryptographic
primitives due to the advantages namely parallel processing, faster time to market, easy
prototyping, reconfigurability, reusability and System on Chip (SoC) features [1].
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Random Number Generators (RNG) are widely utilized not only for key generation
but also for applications such as protocol identification, initialisation vectors, random
simulations and lottery [2]. In general, random numbers must satisfy three basic
properties namely the equidistribution of zeros and ones, unpredictability and large
span of randomness. Pseudo-Random Numbers can be generated through deterministic
RNG architectures with these properties. Initially, Middle square technique, Linear
Congruential Generator (LCG), Quadratic Congruential Generator (QCG) and Blum
Blum Shub generator were employed to generate random numbers. When the Galois
Field (GS) was introduced in number theory, researchers started to explore it using
polynomial based PRNG such as Linear Feedback Shift Register (LFSR) [3].

LFSR is constructed with Flip-flops and XOR operations to generate the required
amount of random numbers in which 2n-1 is the maximum length sequence generated,
where ‘n’ is the number of random bits generated by the LFSR in a single clock cycle.
The parameter ‘n’ is decided by the maximum degree of primitive polynomial utilized
for the circuit construction [4]. Deckhakka et al., presented a PN sequence generator
using LFSR with 8, 16 and 32 bit polynomials. In this work, the EDA tool Xilinx ISE
10.1 was utilized to develop the design using VHDL. This design required 85.9 s to
generate the 232 – 1 random sequences each with 32-bits width at a clock period of
20 ns [5]. LFSR with leap ahead technique has been suggested by Lee et al., to achieve
multi LFSR architecture. Segmentation scheme was proposed in this work to increase
the span of randomness 2.5 times greater than the existing architectures [6]. Zhang
et al. enhanced the LFSR based PRNG with genetic algorithm because of its optimi-
sation capabilities. This work showcases the LFSR perform as a nonlinear operation to
generate a new set of random sequences. FIPS 140-1 test has been performed to
evaluate the randomness of this proposed design [7].

The unique features of chaos can be utilized for the development of PRNGs.
Chaotic maps or attractors are sensitive to seed and initial conditions. Due to the
characteristics namely chaoticity, stochasticity and ergodicity, chaotic maps have been
adopted in random number generators. One such work was presented by Xiaole Fang
et al., using chaotic iterations with required mathematical modelling. Adders and
multipliers are the fundamental objects of this design, which has been developed using
Verilog HDL and implemented on Altera Cyclone II FPGA. NIST 800 – 22 statistical
tests have been carried out to evidence the randomness of the design [8]. In addition to
the 1D chaotic maps, multiple chaotic maps have been combined to form a PRNG
where chaotic attractors also used for random number generation [9–17].

Though LFSR and chaotic maps produce random numbers, they are not suitable for
low power and high-speed cryptographic applications when implemented on FPGA.
LFSR has bitshifting effects which reduces its randomness. Chaotic maps are governed
by floating point arithmetic so that they consume more area and power. One-
dimensional Cellular Automata (CA) has been suggested in this work to yield a high
quality of random numbers, which is evident through statistical test suite such as NIST
800 – 22. The main contributions of this proposed algorithm are:

1. Generation of the pseudo-random numbers using Cellular Automata (CA) with five
different rules of CA namely R30, R90, R105, R150, R165
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2. The keys are generated in the hardware platform of Altera Cyclone II
EP2C20F484C7 FPGA at an operating frequency of 50 MHz

3. The randomness of the key was validated through entropy and NIST 800 – 22 tests
4. The proposed algorithm achieves an average power dissipation of 70.48 mW and

throughput of 51.603 Mbits/s respectively.

2 PRNG Using Cellular Automata

Cellular Automata is a dynamical system of equations which is used for solving complex
digital designs because of its modularity, regularity and locality of interconnection
properties. It comprises a linear array like structure having neighborhood cells such as
previous, present and next cells called as states to hold 1-bit of value at each time [18]. The
next state of any cell is identified using rule which is a major term in CA to control the
operations. A rule in Cellular Automata describes the relationship among the neighbor-
hood cells in terms of arithmetic and logical operations with each cell producing a 1-bit
value either ‘0’ or ‘1’. In CA, totally 256 rules are available. Each rule exhibits an unique
property. Due to the rule architecture, evolution and population of states, they can provide
immense solution to pseudo-random number generation [19, 20].

From a reconfigurable hardware perspective, CA can be constructed using a chain
of registers such as flip-flops. The block diagram of PRNG using CA is shown in
Fig. 1. The CA generates diffused bits with 50 MHz as operating frequency which has
been implemented using five rules such as R30, R90, R105, R150, R165 in separate

Fig. 1. Block diagram of proposed PRNG
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hardware descriptions. Diffused bits are further sampled as 128-bit random numbers
and then stored in Block Random Access Memory (BRAM) of size 1024 � 128.
Finally, random numbers from the BRAM are extracted as .hex files and tested using
NIST Randomness test suite.

2.1 CA Rules

Rule is a predominant control parameter in CA to construct chain of registers in a
digital system. CA can be developed using synchronous or asynchronous rule models.
Synchronous rule model of CA consists of the same set of rules to design the system
wherein the asynchronous rule model of CA follow a different set of rules to achieve
the design [21, 22]. In this work, the synchronous rule model has been adopted to
explore the random properties of CA. Among 256 rules of CA, five rules namely 30,
90, 105, 150 and 165 are determined as rules for enhanced randomness during the
evolution of random bits [26]. Equations (1–5) express the mathematical model for
Rule 30, 90, 150, 105 and 165. Tables 1, 2, 3, 4 and 5 present the state operations of
rules mentioned above [23–26].

Wiðtþ 1Þ ¼ Wi�1 XOR ðWiðtÞORWiþ 1ðtÞÞ ð1Þ

Wiðtþ 1Þ ¼ Wi�1ðtÞXOR Wiþ 1ðtÞ ð2Þ

Wiðtþ 1Þ ¼ Wi�1ðtÞXOR WiðtÞXOR Wiþ 1ðtÞ ð3Þ

Wiðtþ 1Þ ¼ Wi�1ðtÞXORWiðtÞXOR ðWiþ 1ðtÞÞ ð4Þ

Wiðtþ 1Þ ¼ Wi�1ðtÞXOR Wiþ 1ðtÞ ð5Þ

Wi – Present state
Wi�1 – Previous state
Wiþ 1 – Next state

Table 1. Rule 30 state evolution

Present state 111 110 101 100 011 010 001 000
Next state 0 0 0 1 1 1 1 0

Table 2. Rule 90 state evolution

Present state 111 110 101 100 011 010 001 000
Next state 0 1 0 1 1 0 1 0
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2.2 Random Number Generation Procedure

The hardware description was developed for the following steps to generate N-bit keys
using CA based PRNG. Here 16, 32, 64 and 128-bits are the values of ‘N’ considered
during the generation. Initially, the flip-flops in CA circuit are loaded with a N-bit seed
and upon application of clock pulses, new time series of random sequences will evolve
from the registers. The bitstream file will be programmed on the target hardware for
acquisition of random bits and subsequent storage in memory.

Step – 1: Load the Flip-flops with an N-bit non-zero random initial seed value
Step – 2: Set the reset pin as active low to start the random data generation
Step – 3: Initialize a variable to store the current random value internally
Step – 4: Generate the new flip-flop values based on the Look Up Table entries
(1–5) for the N-bit width at a clock frequency of 25 MHz
Step – 5: Store the new random N-bit value in a register
Step – 6: Repeat steps 4 and 5 for generating required number of random numbers.

3 Results and Discussion

This PRNG architecture was developed using Verilog HDL and implemented on Altera
Cyclone II EP2C20F484C7 FPGA using Quartus II 8.0 EDA tool. The random bits
acquired through PRNG with five different rules were evaluated through entropy
analysis. To evaluate the randomness, NIST 800 – 22 tests have been conducted.
Resource utilization, power dissipation and throughput analyses have been carried out
to validate the design in terms of hardware perspective. Figure 2 presents the RTL view
of the PRNG being implemented on the target FPGA.

Table 3. Rule 105 state evolution

Present state 111 110 101 100 011 010 001 000
Next state 0 1 1 0 1 0 0 1

Table 4. Rule 150 state evolution

Present state 111 110 101 100 011 010 001 000
Next state 1 0 0 1 0 1 1 0

Table 5. Rule 165 state evolution

Present state 111 110 101 100 011 010 001 000
Next state 1 0 1 0 0 1 0 1
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3.1 Entropy Analysis

Entropy is an important metric to evaluate the equidistribution of zeros and ones in
random sequences such that probability of occurrence of zeros and ones are distributed
equally. For an ideal case, 1 is the maximum entropy yielded by the random number.
However, in a practical scenario, close to 1(*0.99) is considered as the maximum
entropy to be achieved by any random number generator to produce statistically strong
random numbers. Entropy analysis of this proposed work with four set of random
numbers is listed in Table 6 wherein the design attained an average entropy of 0.99999.

Fig. 2. RTL view of the proposed PRNG using Rule 90

Table 6. Entropy analysis

Rules Entropy for different bits
128 64 32 16

30 0.99937 0.99731 0.99508 0.99800
90 0.99996 0.99999 0.99996 1
105 1 0.99998 0.99995 0.99995
150 0.99995 0.99993 0.99994 0.99998
165 0.99988 0.99999 0.99998 0.99994
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3.2 NIST 800 – 22

The National Institute of Standards and Technology (NIST) has recommended a test
suite to evaluate the statistical characteristics of random numbers [27]. It comprises a
collection of tests to statistically compute the proportion value through which the status
of the test is decided. The random bits were analyzed with NIST Test Suite by con-
sidering 10-bit streams each with a bit length of 5000.

The following parameter settings were applied to various tests before performing
NIST randomness analyses.

Block frequency Test – Block length (M) = 128
Non-overlapping Template – Block length (m) = 9
Overlapping Template – Block length (m) = 9
Approximate Entropy Test – Block length (m) = 8
Serial Test – Block length (m) = 10
Linear Complexity Test – Block length (M) = 500

NIST test has been performed for the generated random sequences of all the rules
and the results are presented in Table 7. The results ensure the statistical independency
of proposed PRNG.

From the Table 7, Rule 30 has achieved low p-value due to the less randomness.
Other rules have yielded adequate high level of p-values indicating the improved
randomness.

Table 7. NIST 800 – 22 Tests

Test P-values (0.0000 indicates that the test is failed)

Rule 30 Rule 90 Rule 105 Rule 150 Rule 165

Frequency 0.213309 0.000199 0.534146 0.350485 0.534146
Block frequency 0.008879 0.739918 0.534146 0.350485 0.122325
Cumulative Sums – I 0.000199 0.066882 0.122325 0.534146 0.739918
Cumulative Sums – II 0.000199 0.008879 0.350485 0.017912 0.534146
Runs 0.000000 0.739918 0.213309 0.911413 0.911413
Longest Run 0.000199 0.122325 0.739918 0.911413 0.350485
Rank 0.035174 0.739918 0.350485 0.213309 0.017912
FFT 0.000000 0.350485 0.122325 0.213309 0.991468
Non-overlapping Template 0.911413 0.911413 0.911413 0.911413 0.911413
Overlapping Template 0.213309 0.008879 0.017912 0.122325 0.739918
Approximate Entropy 0.000003 0.000199 0.122325 0.066882 0.008879
Serial – I 0.000003 0.017912 0.534146 0.739918 0.213309
Serial – II 0.000439 0.122325 0.739918 0.350485 0.122325
Linear Complexity 0.911413 0.066882 0.122325 0.911413 0.739918
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3.3 Resource Utilization

Resource utilization includes the number of combinational logic elements, registers,
dedicated Digital Signal Processing (DSP) blocks, Phase Locked Loops (PLL),
memory bits and input-output pins required to implement the PRNG on FPGA.
Tables 8, 9, 10 and 11 present the resource utilization. The total power dissipation of
the proposed work is estimated as 72.26 mW through Power play power analyser tool
of Altera Quartus II.

3.4 Throughput Analysis

Throughput indicates the number of random bits generated per second. It is primarily
based on the operating frequency of the PRNG design. This hardware architecture
requires 2.54 ms to generate 1024 � 128 bits of pseudo-random numbers which was

Table 8. Resource utilization – 128 bit PRNG

Hardware parameters Rule 30 Rule 90 Rule 105 Rule 150 Rule 165

Combinational functions (18,752) 612 474 487 484 484
Dedicated logic registers 496 369 369 369 369
Memory bits (2,39,616) 1,31,072 1,31,072 1,31,072 1,31,072 1,31,072

Table 9. Resource utilization – 64 bit PRNG

Hardware parameters Rule 30 Rule 90 Rule 105 Rule 150 Rule 165

Combinational functions (18,752) 513 317 324 322 320
Dedicated logic registers 431 240 239 240 240
Memory bits (2,39,616) 65,536 65,536 65,536 65,536 65,536

Table 10. Resource utilization – 32 bit PRNG

Hardware parameters Rule 30 Rule 90 Rule 105 Rule 150 Rule 165

Combinational functions (18,752) 461 236 237 237 238
Dedicated logic registers 398 175 174 175 175
Memory bits (2,39,616) 32,768 32,768 32,768 32,768 32,768

Table 11. Resource utilization – 16 bit PRNG

Hardware parameters Rule 30 Rule 90 Rule 105 Rule 150 Rule 165

Combinational functions (18,752) 435 195 195 196 196
Dedicated logic registers 381 142 141 142 142
Memory bits (2,39,616) 16,384 16,384 16,384 16,384 16,384
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captured through Zero Plus real-time logic analyser tool as shown in Fig. 3. Further,
the throughput is calculated as 51.603 Mbits/s through Eq. (6),

Tp ¼ Total number of bits generated
Time taken to generate the bits

ð6Þ

From Table 12, it is inferred that the proposed CA-based PRNG has achieved
improved figures compared with other earlier works proposed in [10–15]. Since chaotic
maps have been used widely for generating pseudo-random sequences; this proposed
work has been compared with chaotic PRNGs in terms of hardware utilization and
throughput and NIST 800 – 22 tests.

Fig. 3. Time taken for generating 1024 � 128 bits

Table 12. Performance comparison with other earlier works

System Ref. [10] Ref. [11] Ref. [12] Ref. [13] Ref. [14] Ref. [15] Proposed
work

Target device Virtex 6 Virtex 6 Virtex II Spartan 3E Virtex 7 – Cyclone II
PRNG scheme Henon

Map
Logistic
Map

Lorenz
System

Bernoulli
Map

Logistic
Map

Chaotic
Maps

Cellular
Automata

LUTs 1600 643 2718 575 510 – 461
Logic registers 64 160 791 108 120 – 398

Throughput – 1.5 Gbps 124 Mbps 7.380 Mb/s 24 Mbps – 51.603 Mbps
Power
dissipation (mW)

– – – – – – 72.26

NIST 800 – 22 PASS PASS PASS PASS PASS PASS PASS
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4 Conclusion

This work aims at generation of Pseudo random keys using five different CA rules such
as R30, R90, R105, R150 and R165 and corresponding hardware and randomness
analyses. Each rule exhibits an unique characteristic of randomness, which has further
been tested through standard metrics and statistical tests. The proposed hardware
architecture was implemented on Altera Cyclone II EP2C20F484C7 FPGA and the
parameters such as resource utilization, power dissipation and throughputs have been
reported. For generating 1024 numbers of 128-bit keys, 461 LUTs and 398 registers
were utilized. The PRNG produces random numbers at a throughput of 51.603 Mbps
and the power dissipated by the design was 72.26 mW. Future work will be on
analysing the CA structure with asynchronous rule model and extend this PRNG for
image encryption applications.
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Abstract. The need of an hour is the research on design and impacts
of Hardware Trojan Horse in a crypto module to serve the purpose of
secret key recovery. SIMON is a light weight block cipher that indulges
to optimally work with hardware environment. Few papers have come
up with the fault attack on SIMON cipher. In this paper, two bit toggle
fault attack on 29th round of the SIMON by intruding Hardware Trojan
Horse is realized. The structural design of Hardware Trojan includes
activation of two payloads with a single trigger. In consequence, the
round key of SIMON cipher is retrieved by executing Differential Fault
Analysis, using the fault free and completely faulty ciphertext. The power
consumption of the SIMON design for both with and without Hardware
Trojan is estimated using Simulation Activity Information File (.saif) on
ZYNQ 7000 SoC family FPGA board and observed that there is minimal
overhead of 1.32%. Provided, almost negligible difference of one LUT in
area utilization is discerned. This infers that the insertion of designed
HTH in the SIMON module have created an imperceptible impact and
bypasses the testing process.

Keywords: Hardware Trojan Horse · Block cipher · SIMON cipher ·
Fault attack · Differential Fault Analysis

1 Introduction

SIMON is a Feistel structured block cipher which is designed for the resource con-
strained device to provide an optimal performance. The SIMON family indulges
to optimally work with hardware environments. To provide implementation on
multiple device, SIMON cipher supports five block sizes viz., 32,48,64,96 and
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128 bits and up to three key sizes for each block size. The US National Secu-
rity Agency (NSA) first introduced SIMON in the year of 2013 exclusively for
IoT applications [1], but the assessments on the security perspective is not been
made. Hence it is important for any ciphers to analyze based on the security and
ensure it’s resistance towards vulnerability that exploits Denial of Service (DoS)
attack, side-channel attack that leads to leakage of information, fault attack
which is the most predominant, practical and efficient attacks that may even
lead to self-destruction of the circuit.

Amongst the proposed work mainly focus on the fault attack through Hard-
ware Trojan Horse. The research about Hardware Trojans and it’s impact is an
avant-garde for this research era. There are only very few plants who fabricate
their own chip and this predicament is a triumph for the adversary. The hardware
Trojans can be inserted using two techniques one is Functional Trojans that are
built using logic gates which intrudes fault and does the action of maliciousness
and the other is Parametric Trojan that varies the parameters viz., temperature,
delay, EM, power and optics (laser beam) of the circuit which does the malicious
actions. A Hardware Trojan structure is with a Trigger and a Payload, Where
the Trigger logic Triggers the Trojan to do the action of maliciousness through
the payload.

The need of an hour is to identify the presence of Hardware Trojan Horse
(HTH) in the circuit. Because the witty adversary intrudes the HTH in a circuit
in such a way that the infected circuit passes through the testing process and
the fault becomes redundant. This research era is more concentrated on building
a HTH in a crypto system for the secret key retrieval [2,3]. Differential Fault
Analysis (DFA) is used to retrieve the key from any crypto system provided
with a fault free (original) ciphertext and a completely faulty ciphertext which
is the analyzis technique suggested by Piret et al. [4,5]. DFA on AES [6] and
the families of SIMON and SPECK was realized for the secret key leakage by
incorporating bit flip attack between the rounds which is cited in the papers
[7,8]. Then the fault attack is made in the key scheduling module of the crypto
system in order to reveal the key through DFA [9,10]. As an improvement, a
fault attack for random byte is made [11] in the sixth round of the SIMON
and applied differential propagation properties to determine the fault injection
position. The authors could recover the last round key and also the round keys.
A mathematical explanation is included to calculate the average number of fault
injection for a random byte fault with an analysis of data complexity. In the
paper [12], they have proposed a one byte toggle or fault attack in the ninth
round of AES and recovered the round key using DFA.

Contribution
In the proposed work, we present the first Hardware Trojan attack on SIMON
cipher. It is proved that the SIMON cipher is insecure to the Trojan attack,
where when the Hardware Trojan is inserted between the Feistel structured
algorithms could do the action of bits toggling to generate erroneous ciphertexts.
In consequence, the adversary can retrieve the round key of the SIMON cipher by
introducing the Hardware Trojan which does the action of bit flips. Here in the
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proposed work two bits are flipped by constructing a multiple payload Hardware
Trojan with a single Trigger at the 29th round of the SIMON encryption Fiestel
structure. Further, a Differential Fault Analysis is been executed in order to
reveal the round key using the original fault-free ciphertext and entirely faulty
ciphertext.

2 The SIMON Light Weight Block Cipher

SIMON is designed for exploring an optimized performance in hardware imple-
mentation and its sister algorithm is SPECK which optimizes the performance
in software implementations. SIMON is a symmetric structured feistel network
cipher used in the block cipher constructions. SIMON is a balanced feistel cipher,
capable of encrypting blocks of data from 32 bit to 128 bit in a single execu-
tion. The SIMON has n bit word with 2n as block length. The key length of
the SIMON is multiple of n by 2, 3 or 4 which is denoted as the m value. And
hence the denotation of this block cipher is SIMON 2n/nm. SIMON is a collec-
tion of three different circuits, (i) Key expander, (ii) Message encryptor and (iii)
Message decryptor. There are ten different messages and key bit lengths. For
encryption, a segment of the key is given to encryption circuit along with the
message, where the key expander circuit will produce new keys for each round.
The following is to put the details of the SIMON block cipher in a nut shell,

– Structure: Balanced Feistel Network
– Sizes of Block (2n): 32, 48, 64, 96 or 128 bits
– Sizes of Key (nm): 64, 72, 96, 128, 144, 192 or 256 bits
– Rounds: 32, 36, 42, 44, 52, 54, 68, 69 or 72 (Depending on block and key size).

The figure depicted in Fig. 1 is the encryption module of SIMON cipher in
feistel structure where, R is the total number of rounds in the SIMON. {Ar+1,
Br+1} is 2n bit output of the rth round cipher, where r ∈ {0, . . . , R – 1}. And
the pain text input of the cipher is {A0, B0 }. {Ar+1, Br+1}* is 2n bit output
of the rth round Trojan infected faulty cipher text, where r ∈ {0, . . . , R – 1}.
kr is the n bit round key in rth round of cipher, where r ∈ {0, . . . , R – 1}. For
a SIMON 32/64, the size of the data or plain text is 32 bit and the size of the
Key (Kr) is 64 bit. The A and B denoted in Fig. 1 is the concatenation of 32
bit data i.e., {A, B}. Where A is [31:16]data and B is [15:0]data each of 16 bits
respectively. The notation <<N means left circular shift where N is number of
places to shift left. The symbol ‘&’ denotes the logic AND operation.

A case study for encryption on SIMON feistel network is as follows,
For SIMON 32/64,
Key = 1918 1110 0908 0100
Plain text = 6565 6877
A = 6565 and B = 6877. Where k3 = 1918, k2 = 1110, k1 = 0908, k0 = 0100

Step 1: Left circular shift the message segment A (0110010101100101) once and
also for 8 places followed by executing logic AND.
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Fig. 1. SIMON feistel encryption network structure

<<1 (A) = 1100101011001010
<<8 (A) = 0110010101100101
<<1(A) & <<8(A) = 1100101011001010 & 0110010101100101
= 0100000001000000

Step 2: EXOR the result of step 1 (0100000001000000) with B (0110100-
001110111) 0100000001000000 ⊕ 0110100001110111 = 0010100000110111

Step 3: EXOR the result of step 2 (0010100000110111) with two left circular
shift value of A
0010100000110111 ⊕ 1001010110010101 = 1011110110100010

Step 4: EXOR the result of the step 3 (1011110110100010) with round key
value. Let us assume that the key value here is K3 (0000000100000000)
1011110110100010 ⊕ 0000000100000000 = 1011110010100010
The left half of the first round value is 1011110010100010.
Hence the cipher text of first round encryption is 1011110010100010
0110010101100101 (bca2 6565)

The ciphertext after 32 rounds for the above plaintext and key is c69b e9bb.
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3 Proposed Hardware Trojan Design, Insertion,
Activation and Action on SIMON

In forthcoming subsections the Hardware Trojan design is clearly depicted and
explained. The main intention of HT design is to inject fault inorder to obtain the
secret key. Followed with the HT design, the insertion of the designed HT in the
appropriate round of the SIMON is made in such a way that the realization of HT’s
presence is least possible. Then the inserted HT is activated and as an action the
completely faulty ciphertext is obtained for further key recovery analysis.

3.1 HTH Design

The Hardware Trojan is inserted in the 29th round of SIMON where the activa-
tion of Trojan if triggered takes place after the XORation of 29th round key as
clearly shown in Fig. 2.

Fig. 2. Multiple payload with single triggered HTH designs.

In the fault attack proposed, a combinational Trojans is designed as illus-
trated in Fig. 2 with a single AND logic trigger and two XOR logic payloads. The
trigger and payloads of the Hardware Trojan designed does the action of fault



248 S. Manivannan and K. K. Soundra Pandian

injection in the parallel way. Once the trigger is activated, the Trojan toggles 2
bits out of 32 bits at 29th round of SIMON after the EXORation of the round
key. The effect and propagation of faults from 30th to 32nd round of SIMON
32/64 is shown in Fig. 2, it is ultimately to obtain all 32 bit faulty cipher text.
Note: Trig Ext 1 is the external activation switch and Trig rnd 2 is the round
count of 29.

3.2 Hardware Trojan Insertion and Activation on SIMON

The inserted HTH in SIMON feistel structure as shown in Fig. 3, aids the adver-
sary to precede with fault compliant by applying the Differential Fault Analysis
technique. The HTH proposed for two bit fault injection in SIMON involves two
activation trigger conditions: one is sliding ON/OFF of an external DIP switch
whose activation depends upon the adversary and it’s optional too; The other
is when the round counter counts 29 then the trigger input gets ON or rise to
‘1’. During the 29th round the payload gets activated and so the action of fault
injection hits to flip the two bits of the 29th round cipher. In consequence to the
HT action, the fault propagates and scatters throughout in order to obtain the
entire 32 bit ciphertext as faulty one. Using this completely flawed ciphertext
the entire 64 bit last round key can be extracted.

Fig. 3. HTH insertion on SIMON feistel encryption network
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The principle of Hardware Trojan based fault injection is tantamount to
intentional leakage of confidential informations or blocks for Side Channel Anal-
ysis (SCA). For an adversary it is also possible to attack the device or even any
crypto system remotely and retrieve the private key.

3.3 The Action of Designed HTH

The following is the trigger condition for the payload action of Hardware Trojan:
A combinational HTH is designed and intruded in the 29th round of the

feistel encryption structure after EXORation of the round key. The trigger logic
of the designed HTH is a single AND gate whose activation input condition is
round count of 29 by the round counter and the external activation switch. When
the trigger logic is triggered, the payloads of two XOR gate gets activated and
does fault injection action (two bit toggling). This action of payloads reflects
in the resulting 29th round ciphertext and those fault propagates and scattered
throughout until 32nd round final ciphertext. The propagation of two bit toggling
fault, it’s position and action are clearly depicted in the Fig. 4.

Fig. 4. Fault injection and propagation due to Hardware Trojan in SIMON
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The method followed to extract the resulting faulty and fault free ciphertext
is explained in the following subscription.

The key extraction is taken place using the technique called Differential Fault
Analysis (DFA) for which the faulty free {AR, BR} and all 32 bit faulty cipher-
text ‘AR, BR∗’ is required. Hence by computing the SIMON with it’s appropriate
plaintext {Ar, Br} and the key {Kr}, fault free and the faulty ciphertext are
obtained. Acquiring this uncorrupted and corrupted ciphertext pair {{AR, BR},
{AR, BR}*}, the escalation of DFA attack is ensued. This process results in
retrieving the all 64 bit round key successfully from the SIMON encryption
module.

4 An Attack Through Fault Injection on SIMON

The characteristic that confers to mount the fault attack is the round function
of the SIMON. Hence the round function of the SIMON is discussed in the forth
coming subsection followed by the description of fault attack.

4.1 SIMON Round Function

Figure 1 uncloaks the round transformation of the SIMON cipher for the given
input plaintext and the key.

One round of SIMON is a function,
fk: GF(2n) X GF(2n) → GF(2n) X GF(2n) is defined as:

fkr (Ar, Br) = (Ar+1, Ar+1)
= (Br) ⊕ f(Ar) ⊕ kr, Ar (1)

where r ∈ {0, . . . , R – 1}. And, f(Ar) = (<<1(Ar) & <<8(Ar)) ⊕ << 2(Ar).
Using this equation four bits of the rear round key matches in one encryption of
fault-free and faulty ciphertext pair.

The fault attack using Hardware Trojan that is described, feat the informa-
tion leaked through the HT action worn in the round function computation. And
also the paper shows that the confidentiality of the key completely relies on the
penultimate round of left half input.

4.2 Equations for Last Round Key Retrieval

The final ciphertext of the SIMON is expressed as {AR, BR}, where R is the
total number of rounds to be computed.

AR = BR−1 ⊕ f(AR−1) ⊕ kR−1

BR = AR−1 (2)

Hence, the last round key kR−1 can be expressed as,

kR−1 = BR−1 ⊕ f(AR−1) ⊕ AR (3)
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As BR = AR−1 and BR−1 = AR−2,

kR−1 = AR−2 ⊕ f(BR) ⊕ AR (4)

The retrieval of last round key kR−1 can be successfully done using the above
equation, if the AR−2 value is known. As per the observation the injected faulty
input reveals the fault value information but deny providing any information
about AR−2. Withal, if AR−2 is targeted, the value of fault induced and AR−2

bits can be inferred as well. The fault attack that is been targeted and the
retrieval of AR−2 in order to recover kR−1 are described.

4.3 Analyzing the Position of the Fault and Value

Here the fault e is introduced in the intermediate Feistel encryption structure
AR−3. And let the faulty ciphertext denoted as AR, BR*.

Since Br+1 = Ar, r ∈ {0, . . . , R – 1}, we can derive the following equations.
The fault-free and faulty ciphertext,

AR ⊕ AR∗ = BR−1 ⊕ f(AR−1) ⊕ BR−1∗ ⊕ f(AR−1∗)
= BR−1 ⊕ f(BR) ⊕ BR−1∗ ⊕ f(BR∗)
= AR−2 ⊕ f(BR) ⊕ AR−2∗ ⊕ f(BR∗)
= AR−2 ⊕ f(BR) ⊕ AR−2 ⊕ I ⊕ f(BR∗)
= f(BR) ⊕ e ⊕ f(BR∗)

Therefore, e = AR ⊕ AR∗ ⊕ f(BR) ⊕ f(BR∗) (5)

The output of with and without fault computation deduce the position and
value of the fault e injected in AR−2 and so the bit flips in AR−2 are determined.

5 Estimation of Power and Area Overhead of SIMON on
ZYNQ 7000 SoC Family

The simulation results of with and without HTH in SIMON is made to facilitate
the Piret’s Differential Fault Analysis. The Hardware Trojan gets activated when
the trigger is ON and two bits are flipped. It is an instantiation of the multiple
payload with single trigger HTH that is been inserted in the SIMON depicted
in Fig. 2, where the HTH design and the generation of faulty cipher text when
the HT is triggered is clearly shown in Fig. 3. The propagation of the fault due
to HTH action is clearly depicted in Fig. 4 with the parameter of 32/64 (Size of
plain text (2n)/key size(nm)). The design is tested on ZYNQ 7000 SoC family
FPGA board.

Table 1 evince the simulation results and comparisons of power consumed by
the SIMON module with and without HTH. The estimation of power is done
using Simulation Activity Information File (.saif) in XILINX Vivado 2016.4
version. The power difference is realized as only 1.32% which is minimal and
almost negligible.
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Table 1. Estimation of power for with and without HTH

Design Total on-chip
power (W)

Dynamic
power (W)

Device static
power (W)

SIMON 32/64
without HTH

2.111 1.874 0.238

SIMON 32/64
with HTH

2.139 1.901 0.238

Table 2. Utilization of area for with and without HTH

Design Slice LUTs Slice registers BRAM Bounded IOB

SIMON 32/64
without HTH

27 LUT5 - 33 37 0 81

SIMON 32/64
with HTH

27 LUT5 - 32 37 0 81

Table 2 compares the performance of the HTH that is described in the pre-
vious sections and the HTH gets activated when trigger is ON. The Hardware
Trojan modeled and inserted is very small with only one LUT difference and so
it did not create much impact over speed degradation. Provided, this particular
configuration made the implementation of DFA attack easy. As a reminiscence,
the activation trigger condition of the AND logic inputs are rised to 1’d1, the
payload action of the HTH takes place. Thus a fault free and the faulty ciphertext
can be obtained for the further DFA analysis to retrieve the key.

6 Conclusion

The design and impacts of Hardware Trojan Horse in a crypto module to serve
the purpose of secret key recovery is one of the research highlights. Two bit flip
fault attack on 29th round of the SIMON by intruding Hardware Trojan Horse is
successfully made. The structural design of Hardware Trojan includes activation
of two payloads with a single trigger. In consequence, the round key of SIMON
cipher is retrieved by executing Differential Fault Analysis, using the fault free
and completely faulty ciphertext. The power consumption for both with and
without Hardware Trojan of the SIMON design is estimated and observed that
there is minimal overhead of 1.32% using Simulation Activity Information File
(.saif) on ZYNQ 7000 SoC family FPGA board. Provided, almost negligible
difference of one LUT in area utilization is discerned.
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Abstract. Vehicular Ad hoc Network (VANET) is a developing technology
that provides traffic safety management and makes travelling convenient. The
basic goal is to broadcast traffic-related information from one vehicle to other
vehicle or from vehicle to Road Side Units (RSU) for offering safety in driving
and prevent from road accidents. Security and privacy are required for trans-
mitting the data. These data have to be prevented from various attacks on
privacy and misuse of private data. In this paper, the proper mechanism for
validating the data and eliminating the illegitimate user from the network is done
using a symmetric cryptographic algorithm. The proposed method is an efficient
privacy-preserving encryption scheme using Reduced Advanced Encryption
Standard (R-AES). It reduces the time taken for encryption, computational
complexity, energy consumption and memory requirement for storing keys. It is
suitable for hardware implementation and secured against a brute force attack.
Thus, the method attains data confidentiality, data privacy, authentication and
data integrity. It is effective in terms of meting out time and attains maximum
throughput. Finally, it is compared with an existing cryptographic algorithm.

Keywords: Vehicular Ad Hoc Networks � Privacy � Attacks � Authentication �
Security

1 Introduction

Vehicular Ad hoc Network (VANET) [1–4] has been attracted in recent decades
towards extensive research and development to increase traffic safety and to provide
convenience in driving. Every year in the world, hundreds of thousands of lives are lost
and or injured due to road accidents. By monitoring and sending traffic-related infor-
mation as well as alert messages will save many lives from accidents. The network of
vehicles that are moving at high speed is made to communicate with each other for a
different purpose, particularly for road safety. VANET network consists of vehicles that
have an inbuilt On board Unit (OBU) and infrastructure fixed on the road side called as
Road Side Unit (RSU). They communicate wirelessly with each other for exchanging
the data about traffic and driving status. The data that are to be transmitted are traffic
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signal, lane change warning, location, vehicle identification number, dangerous road
features, crash alert and incidents occurred such as accident, road block etc. Based on
this information, another vehicle can change its routes for travelling and avoid the
congestion of traffic, which is shown in the Fig. 1. VANET framework model.

VANET framework that shows the communication between V2V and V2R. Ini-
tially, vehicle registration is done, and then, data transmission can be done. In V2V
communication, data is transmitted from one vehicle to many vehicles. For V2R
communication, data transmission occurs between vehicle and road side unit (RSU).
Exchange of data happens wirelessly using Dedicated Short-Range Communication
(DSCR) with communication with the range of 100–300 ms. VANET predicts the
chances of accidents and sends warning notification to the driver of the vehicle and so
accidents can be avoided. In case of road block or accident occurred, and the infor-
mation is transmitted to the driver they can take an alternate travelling route which in
turn will save time, avoid traffic jam, and it will save fuel. Transmitting the information
about an emergency vehicle travelling on heavy traffic road will notify all other
vehicles to provide a way for the emergency vehicle. Attacks, alerts can be predicted,
and accidents can be avoided by sending alert messages. Integrity and confidentiality of
the message should be preserved for secured data transmission. Security requirements
for VANET [5–7] can be classified into two types that are inherited from Mobile Ad
Hoc Networks and the other due to cooperative vehicular communication. In VANET,
security is the most important for the exchange of data. The performance requirement
for VANET in a security system is crucial. Two major reasons are high mobility speed
of the vehicle and real-time analysis of data. Purpose of the attack is to create a problem
for users to access some information.

Fig. 1. VANET framework model
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There are a variety of attacks such as Replay attack, Forgery attack, Impersonation
Attack, Masquerade and Denial of service attacks etc. [8]. In Replay attacks, the
transmission of data is repeated or delayed. Forgery attack is sending of false data.
Impersonate attack is the one identity of the legitimate user are assumed by the
adversary. Masquerading is defined as unauthorized access to the data. In denial of
service attack, the attackers prevent the legal users of the system from accessing the
service. Since highly sensitive data are transmitted in VANET, it must be secure.
Invalid or unauthorized user should be identified initially and blocked. The proper
mechanism is required for authenticating the data. This can be done using an
encryption-decryption scheme.

The paper is structured as: Sect. 2 describes the literature survey. The proposed
scheme is described in Sect. 3. Result, and output is discussed in Sect. 5. Section 6 is
about the conclusion and future enhancements.

2 Related Works

Numerous authentication schemes that address the security and privacy challenges are
discussed. These schemes can be categorized as 1. Anonymous pseudonym-based
authentication 2. Identity based authentication. Using public key infrastructure
(PKI) are used for the implementation of pseudonym-based scheme.

In [9] proposed the authentication that uses the anonymous certificate. The real
identity of the user is hidden by using certificates. Authentication and integrity are
achieved by adopting public key infrastructure. Multiple pairs of the public key along
with its certificate, are stored by each vehicle. Different keys are used for signing the
message to maintain anonymity. Cost for the verification of the message is high, and
the vehicle should be equipped with large storage for key storage. While detecting
malicious message it searches to find the real identity of the key that is compromised.
In [10] group-based signature was proposed. Vehicle stores the group public key and
group private key. This same group key is utilized all the vehicles and signatures are
authenticated using the key. This scheme reduced the overhead of storing the anony-
mous key in the vehicle. But it has computation overhead, the length of the signature is
larger, and the cost of computation is high. In [11], low communication overhead with
the hashing-based message authentication code was proposed. All the schemes based
on PKI have a disadvantage for the storage of the keys. Problems created by the
certificate are overcome by Identity-based batch verification. In [12] proposed the
scheme that provides low communication cost and anonymity for the users. The vehicle
uses a signing key for the signing of the messages. After that, they are sent for
verification; all the messages are verified by RSU in the batch process. And the
notification messages are sent to the vehicle. The secret key is created and directed to
all the members for verification. But disadvantage of the scheme it can be affected by
impersonating attacks. In [13] proposed the scheme provides security to the random
oracle model. This scheme reduces delay in computation and transmission overhead. It
requires constant no pairing and point of multiplication.
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Multiple messages are verified at the same time. Messages are signed using the key,
and they are broadcasted. RSU receives the messages, and multiple messages are
verified. The disadvantage is that the unauthorized signature cannot be identified in
batch verification. In [14] proposed the lightweight authentication scheme that provides
privacy preservation that makes use of decentralized certificate authority (CA) and
biological password-based two-factor authentications it may be fingerprint or iris
identification. It achieves conditional privacy and non-repudiation. This also provides a
scheme for updating the key when they are leaked. Information about vehicle and
driver can be revealed during dispute time. The disadvantage of the scheme is it fully
dependent on CA and Keys.

3 Proposed Secured Data Communication System

Data about the traffic events and alert messages are transmitted between vehicles and
RSU for safe travelling, which has become our data to day routine [15]. Every vehicle
has an inbuilt on-board unit (OBU) which acts as a communication module that
wirelessly communicates with the RSU. Whenever a vehicle enters into the road side
unit coverage area, it should send the vehicle identification number along with the time
for storage. After registration, communication can be established based on the
requirement. The data transmitted are traffic events such as traffic signal, location,

Fig. 2. Secured data communication VANET using Arduino UNO
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accident occurred, lane change warning and crash alert etc. These data can be revealed
during the dispute period such as an accident etc. This scheme provides resource-
constrained implementation of hardware using Arduino Uno, ZigBee and sensors
shown in Fig. 2.

3.1 Data Security in VANET Using AES Algorithm

AES is the standard algorithm that utilizes the key size of 128 bits and 10 rounds of
operation. For each round four operations are performed, they are

• Sub byte
• Shift row
• Mix column
• Add round key

In Sub byte/Inverse sub-byte is the initial transformation process done using sub-
stitution (S-box) table it can operate on each byte of the state independently, and it is a
nonlinear type of byte substitution. The inverse of the multiplicative group for Galois
field with the finite field is taken. Affine transformation is done to perform the sub-byte
operation. For inverse, sub-byte is performed using inverse affine transformation. In
this process, values for s-box are calculated every time, which increases the compu-
tation complexity.

Shift row/inverse shift row is the transformation that operates within rows of state,
which performs cyclic shift by left. The first row remains unchanged, and the last three
rows are shifted one, two and three-byte position to the left based on the row location
for shifting as shown in Fig. 3. This shifting is done for encryption, and the inverse
process is for the decryption process. Shifting is done in right side for inverse opera-
tion. Four bytes present in one column is moved to various columns.

Mix column/Inverse mix column transformation is the substitution process that is
done with the help of Galois field multiplication and works independently to each
column. It is similar to performing matrix multiplication for every column. Fixed
matrix is used for multiplying with a column vector. Every byte present in the column
is replaced with the new value as the function of 4 bytes within the column present, as
shown in Fig. 4. This works on the column of the state, where each column of the state

Fig. 3. Transformation of shift rows
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is considered as polynomial four terms. The inverse process is done for decryption. In
Add round key is transformation where bitwise XOR operation is performed between
the present state and 128 bits round key.

4 System Implementation

This proposed work establishes secure communication between three devices, as
shown in Fig. 2. Arduino interfaced with sensor and connected with ZigBee acts as the
module for vehicle and Arduino connected with ZigBee acts as the road side unit. This
shows data transmission between V2V and V2R. Arduino Uno board is the micro-
controllers that were programmed to receive data from multiple sensors, and the
received data were encrypted using R-AES algorithm and transmitted through ZigBee,
which acts as a wireless communication module. Sensors interfaced with Arduino
board are IR sensor, ultrasound sensor, pressure sensor and GPS sensor.IR sensor is
involved in the detection of the vehicle identification number along with the time
stamp. These data are stored in the file by running the program in processing three
software, and these data can be referred to when they are required. Ultrasound sensor
detects crash alert by measuring the distance less than 20 cms. Accidents are detected
by using a pressure sensor on applying pressure. Global Positioning System (GPS
sensor) is involved in tracking the vehicle in terms of latitude and longitude where
location can be obtained from google map. ZigBee CC2500 was configured using X-
CTU software, and Arduino was programmed using Arduino IDE. The output is
obtained in the serial monitor separately for 3 devices. Whenever data is detected, they
are encrypted, and at the receiver, they are decrypted. Data are securely transmitted by
incorporation of R-AES in VANET.

4.1 Reduced AES Algorithm

R-AES algorithm is the modified version of standard AES algorithm that is designed in
a resource-constrained way with the key size of 128 bits and the number of rounds as
reduces as 7 rounds that decreases the overall processing time and computational
complexity. It takes the input of 128 bits plain text and converts it into the output of
128 bits cipher text. It is an iterative algorithm where the same keys are used for both

Fig. 4. Transformation of Mix column
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encryption and decryption process, and all the four operations are performed 7 times.
During initial operation, plaint text enters into Add round key stage as shown in Fig. 3
and output from that stage goes through 6 main rounds before entering into the 7th

round that is the final round. Mix-column is eliminated in the last round. Figure 5
explains the flow of R-AES. Finally, cipher text is obtained as a result of encryption.
For decryption cipher text is converted to plain text and it is the inverse process of
decryption. Among the four operations of AES shift-rows and mix, the column remains
the same for R-AES. Sub byte and add round key transformation are modified

Sub byte/Inverse sub-byte for R-AES values from the s-box is substituted to the
corresponding values in the rows and column, as shown in Fig. 6. Multiplication of
Galois field is the complicated process; calculated values are substituted to the S-box
by the benefit of look up the table instead of calculating values during transformation.
This process is carried out in parallel to decrease the latency and computational
complexity.

Shift row/inverse shift row is the transformation was shifting the rows of state are
similar to AES by performing a cyclic shift in the left side.

Mix column/Inverse mix column transformation is the substitution process that is
done similar to AES.

Fig. 5. Data flow of R-AES in VANET
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In Add round key transformation between the state key and round key simple XOR
operation is performed. Key scheduling is performed to extract the round key from the
cipher key. Same sized state key and round key with 128 bits are used. XOR operation
is performed for each element to obtain the next state.

Generation of a key in AES
Key generation process in AES is also called as Key expansion that makes use of 4
words, i.e. 16-byte input and produces an output of 44 words, i.e. 156 bytes. Keys are
usually generated earlier and stored. Keys for performing round transformation can be
taken from the storage when required. In this scheme, keys are generated for each
round such that it decreases the storage required for storing keys.

5 Results and Discussion

Every vehicle has to transmit its vehicle identification number and time stamp to the
RSU to undergo a verification process. These data are stored in the file and can be
revealed when required. By running processing 3 software, the collected data from
Arduino can be stored automatically in the notepad. Figure 7 shows information about
each vehicle registration.

Figure 8 shows the encrypted data obtained from OBU in vehicle2 about lane
change warning and crash alert are transmitted to vehicle 1, and they are decrypted
Fig. 9 shows the encrypted data about the location of the accident obtained from RSU.
Figure 10 shows the data received from the vehicle about car ID Data detected by the
sensors are encrypted and transmitted to the other device and at receiver device they are
decrypted. The output is obtained in the serial monitor.

Fig. 6. Transformation of Sub byte
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From Table 1, it is clear that for sending data with a packet of 128 bytes proposed
reduced AES algorithm takes lesser time and fast in encryption/decryption process.
Based on the inferences from the table results are plotted. Figure 11a and b shows the
comparison based on several rounds for DES, RSA, Lightweight AES, and PRESENT
algorithm with R-AES. The no of rounds is very less in PRESENT, but it takes more
time for encryption, which causes a delay in the communication. For the present block
size and key size are lesser, but encryption time is larger.

Fig. 7. Vehicle registration information Fig. 8. Encrypted data obtained from OBU

Fig. 9. Encrypted data about the location of the
accident

Fig. 10. Data received from the vehicle
through RSU
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Table 1. Comparison factors for the different encryption methods

Algorithm Key size
(bits)

Block size
(bits)

Packet size
(bytes)

Encryption/Decryption
time (ms)

No of
rounds

DES 56 64 128 1.2 16
RSA 1024 688 128 5.4 1
Lightweight
AES

128 128 128 1.05 10

Lightweight
PRESENT

80 64 128 3.3 3

Proposed R-
AES

128 128 128 0.7 7

Fig. 11. (a) No of rounds vs Encryption techniques (b) Encryption/Decryption time vs
techniques

Fig. 12. (a) Comparison for block size vs techniques (b) Comparison for key size vs techniques
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Comparison based on key size, block size, Encryption/Decryption time and number
of rounds are done for different algorithm shown in Fig. 12a and b. From the graph R-
AES algorithm is efficient and provides the encryption time of 0.7 ms as compared to
other algorithms, it provides the fastest communication. Since it takes less time for the
maximum encryption number of messages can be transmitted within second as com-
pared to other algorithms. Hence it achieves maximum throughput as compared to
other algorithms, and it is secure and efficient.

6 Conclusion

Vehicular Ad hoc Network has become the most interesting field for intelligent
transportation systems because of the transmission of safety-related information.
Security and privacy are important for establishing communication between vehicles
and RSU. An efficient privacy-preserving authentication frame for VANET using R-
AES algorithm is proposed. It takes less encryption time, and so achieves maximum
throughput, reduced energy consumption and storage space for keys. It is efficient in
terms of providing fast encryption and secures against attacks. The future scope will be
based on introducing a fault-tolerant technique to reduce the delay further.
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Abstract. In this work, we study the security analysis of a newly pro-
posed Non-linear Cellular Automata-based Hash function, NCASH. The
uncomplicated structure of this double-block-length hash function insti-
gates us to scrutinize its construction by analyzing the security of the
design. Here, we have performed a security analysis with respect to the
standard model of concrete security. In addition, structural security has
also been investigated by performing the correlation analysis. We have
examined the security bound of this scheme by using the random ora-
cle model. The Preimage or Second Preimage Resistance and Collision
Resistance of NCASH-256 are 2256 and 2128 respectively. According to
the best of our knowledge, these bounds provide better security compar-
ing with most of the other acclaimed existing schemes.

Keywords: Cellular automata · Double-block-length hash ·
Correlation analysis · Random oracle model

1 Introduction

The one-way hash function produces a compressed and fixed sized output from
a variable-length message input. The elementary component of this operation
is compression function. Some of the popular modern hash constructions are
Sponge construction [7], Merkle Damg̊ard [10], Wide pipe construction [25], etc.
Many keyed and unkeyed1 cryptographic hash functions, such as HMAC [5],
Message Digest algorithm [29], Secure Hash Algorithm (SHA) [12], etc. have
been proposed based on these constructions. After this first wave, SHA-3 [11]
competition has started due to the extensive demand for an efficient and low
computational overhead hash function. Here Keccak [6] wins and becomes the
hash standard. In the SHA-3, mainly the efficiency of hash designs had been
stressed by NIST. In the light of security and from the implementation per-
spective, it is conspicuous that highly secure designs may not be cost-efficient.
1 Keyed hash functions accept the secret key and the message to produce the hash
value whereas, unkeyed hash functions accept only the message.
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This leads researchers towards the classical trade-off situation, where one can
negotiate some of the security aspects to build up optimal architectures. As a
result, hitherto, a bit of research has been done to explore Cellular Automata
(CA) as a hash-primitive. Recently, a double-block-length hash function, NCASH
(Non-linear Cellular Automata-based Hash function) [2] has been suggested,
which is constructed only with uncomplicated and elegant CA-structure. In our
work, we have done the security analysis of NCASH based on the standard model
of concrete security and prove that this scheme provides better security bound
in compare with most of the other existing schemes.

The idea of analyzing the CA as a hash-primitive was first proposed by
Damg̊ard [10], which was successfully attacked by Daemen et al. [9], and Cellhash
has been proposed as a secure hash function. Later, a hash function has suggested
by Mihaljevic et al. [26] where linear CA have been used over GF(q). Thenceforth
ample research has been done [3,13,21] to explore the CA as a hash-primitive.
Although they have explored the CA, some complex design architectures have
also been used to make the function secure. Alongside the researchers were also
aware of increasing the security bound of the hash functions. In 1992, Xucjia Lai
and Jamcs L. Massey has proposed 2n-bit hash round functions, Abreast DM and
Tandem DM, whose block cipher length is n-bit whereas key length is 2n-bit [22].
This invention leads to another direction of research with a motivation of how to
increase collision security. A hash function is considered as a highly secure one if
the required number of queries will be Ω(2n/2) for the best collision attack, i.e.,
the equal complexity of the birthday attack2. Thus, one can increase the level
of security by introducing 2n-bit hash functions, which is acquainted as double-
length hash functions. Hirose has proposed the black-box design of double-block-
length hash functions [17], which is later redefined in [18]. Thereafter so many
research has been done [14,27] to construct this. Most of these are using a 2n-bit
size key with block cipher size n-bit, which seems quite expensive. In the case
of NCASH, they have used an n-bit key instead of 2n-bit. Our work addresses
this issue and hence determine to examine the strength of this scheme and try
to find whether it gives more or an equal level of security.

In our work, we examine the structural security of NCASH. We have shown
that the intermediate results of the hash function show almost no correlation.
Here, the security values are determined by using the random oracle model [8].
Finally, a comparison has also been done which affirms that this scheme provides
the higher security bound against most of the other well-known schemes.

Our Contributions:

– NCASH has been analyzed and it has been shown that the intermediate hash
values posses no correlation and thus avoids the correlation attacks.

– Preimage or Second Preimage and Collision Security have been determined
with respect to random oracle model.

2 With respect to probability theory, the wellknown birthday problem (sometime
defined as birthday paradox) finds the probability of getting the same birthday
from a set of N number of people that are chosen haphazardly.
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– Finally, it has also been analyze that it contributes better security bound
than most of the other existing renouned double-block-length hash functions.

The residuum is arranged in the following way. At the beginning, the basics of
Cellular Automata and the newly proposed scheme NCASH has been discussed
in Sect. 2. There after Sect. 3 describes the correlation analysis of this scheme.
Section 4 determines the security bound of NCASH by using the random oracle
model and claims that it is secure over most of the other renouned double-block-
length hash functions. Finally, our work has been concluded in Sect. 5.

2 Background and Preliminaries

Very recently, Banerjee and Roy Chowdhury have provided a new one-way
double-block-length keyed hash function, NCASH [2]. It is constructed with
uncomplicated and elegant Cellular Automata (CA) based structure and uses
only bitwise operations. Before presenting the security analysis of NCASH, this
section briefly describes the principle of CA [28] and the design structure of
NCASH [2].

2.1 Cellular Automata

CA are a discrete trellis of cells placed in a special pattern. They consist of
memory element (i.e., flip-flop) with combinational logic function [28]. The cells
are updated simultaneously at each clock pulse by using the rule or transition
function. The rule is defined by the decimal equivalent of the truth table provided
by that function. To update the value of a particular cell, CA take the present
values of the cell itself with the neighborhood cells and perform some logical
operations. For a one-dimensional three-neighborhood cellular automata, the
next status of the ith cell is as follows:

St+1
i = f(St

i−1, S
t
i , S

t
i+1), where the ith state at time stamp t is St

i (1)

In the construction of NCASH [2], maximum length hybrid cellular automata are
used with rule 90 (St+1

i = St
i−1 ⊕ St

i+1) and rule 150 (St+1
i = St

i−1 ⊕ St
i ⊕ St

i+1).
Where maximum length CA produce all the states except only the one state,
all 0’s. For hybrid CA, the cells evolve with rules, both linear and non-linear
generating Linear Hybrid CA (LHCA) and Non-Linear Hybrid CA (NHCA). In
the case of linear CA, only linear operations such as EXOR are used whereas,
Non-linear CA are comprised by linear rules along with some non-linear ones such
as AND/OR. The linear CA can be converted into non-linear one by injecting
the non-linear function at one/more cells [16]. The conversion is described with
Fig. 1, which shows a single round null-boundary LHCA. Null-boundary refers
that the most and least significant CA-cells consider the state of the boundary
neighbors are null or zero. It is converted into NHCA in Fig. 2. The non-linearity
inject position is the cell with D2 flip-flop and the non-linear function is Q0&Q4

where ‘&’ denotes the logical AND operation.
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Fig. 1. 5-cell maximum length LHCA with rule 〈150, 150, 150, 150, 90〉

Fig. 2. 5-cell maximum length NHCA with rule 〈150, 150, 150, 150, 90〉

2.2 NCASH: Non-linear Cellular Automata Based Hash

For the shake of clarity, the basic architecture of NCASH [2] has been discussed
here. It has been constructed using the LHCA and NHCA. Figure 3 depicts the
intricate design of this scheme for l -bit hashtag, where l = 2b and b is the block-
length. Here a case with only two blocks of the message is shown. In the message
padding stage, the message length len(M) is padded with the original message
such that the block length should be ‘b’. Atfirst the initial ‘b’-bits of the private
key, K is inserted into the NHCA and LHCA as the initialization vector (IV).

⊕
m2

⊕

⊕
m1

⊕

⊕
len(M)

⊕
Private
Key K

b-bit b-bit

NHCA 63 NHCA 63 NHCA 63

LHCA 63 LHCA 63 LHCA 63

NHCA 63 NHCA 63 NHCA 63

LHCA 63 LHCA 63 LHCA 63

b

b

b b b

bbb l-bit

Fig. 3. Design structure of NCASH-l [2]
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Then these CA are evolved, and their outputs are fed into the next LHCA and
NHCA respectively. The outputs of the CA-chain are EXORed with the mes-
sage block to produce the ultimate outputs of the compression function. They
are considered as the inputs of the next compression function, and so on to gen-
erate the ultimate output.

Message Padding: Consider the message is M = m1m2m3 · · · mn where each
mi (i ∈ 1, · · · n) is the ith message block of length ‘b’. If |mn| < b, then
mn = mn‖10∗ (‘‖’ denotes concatenation of two bit strings). Therefore, the
size of the M is padded with the modified message where it may be padded
with the zero-string to create the length of the block ‘b’.

Compression Function: This is illustrated in the Fig. 4. It is implemented by
using a combination of linear and non-linear hybrid CA. In this figure only the
ith stage of the function is shown. At the upper half of the compression function,
one of the output of the i–1th stage is inserted into the NHCA and 63 number
of pulses are applied. Now this output becomes the input of the next LHCA of
the CA-chain. Henceforth, to get one of the outputs of this ith stage, the ith

message-block (denoted by ‘mi’) is XORed with the output generated by the
LHCA and it becomes one of the inputs of the i+1th stage. The structure of the
lower half is exactly the reverse of the upper half, i.e., the sequence of NHCA
and LHCA has changed. The lower half produces the other input for the i+1th

stage.

⊕
mi

⊕

Compression Function

In
pu

t

O
ut
pu

t

i-1th

Stage
i+1th

Stage

b

b

b

b

NHCA 63

LHCA 63

NHCA 63

LHCA 63

. . . . . .

Fig. 4. ith stage of the compression function of NCASH [2]

Tag Generation: The hashtag is produced by the n+1th round of the compres-
sion function. The output of the NHCA-LHCA chain is simply concatenated with
the output of the LHCA-NHCA chain to construct the l -bit tag, where l = 2b.

Design Analysis of NCASH: In case of NCASH, there has a strong theoretical
background for choosing the operations and parameters.
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– Importance of LHCA: CA is a good random number generator [19]. More-
over, LHCA makes the correlation of the intermediate values complex and
intricate.

– Importance of NHCA: In case of NHCA, finding the previous state is
computationally infeasible. Which leads an extensive need of the NHCA to
build a one-way function.

– Use of 63 number of clock pulse : Several analyses show that the mini-
mum value of the clock pulse to produce a better diffusion is 63.

– Randomized Value Generation : The randomness of the hash tags gener-
ated by NCASH has successfully passed the NIST Statistical Test Suite for
Random and Pseudorandom Number Generators (NIST SP 800-22) [30].

– Exhaustive Key Search : Exhaustive key search (i.e., also called brute-force
search) for this scheme requires 2128 possible entities for NCASH-256.

Design of NCASH is proposed in [2], where the strength of this hash function
has been shown against some of the preliminary attacks. In addition, the preim-
age or second preimage security and collision security of NCASH are only stated
without any proof. For the symmetric structure of NCASH and the repeated
uses of linear and non-linear functions, the correlation analysis may become the
most threatening attack against this design. We have performed the correlation
analysis of NCASH, which is described in the following section.

3 Correlation Analysis

NCASH uses two different CA-chains to generate the hash tag. One is the NHCA-
LHCA chain belongs to the upper half of the compression function and the other
is the LHCA-NHCA chain at the lower half (consider Fig. 4). Here, maximum
length linear and non-linear cellular automata are used in each stage to generate
the output after XOR-ing with the message. The uses of same LHCA and NHCA
in different order has motivated us to perform the correlation analysis of the ith

stage of the compression function.

Claim. The reverse executions of the linear hybrid CA and the non-linear hybrid
CA show almost no correlation between their final outputs.

Proof. Consider Fig. 5 which breaks the Fig. 4 in two partial halves. Fig. 5(a)
describes the upper half and Fig. 5(b) describes the lower half of the compres-
sion function. Let us assume that for Fig. 5(a), Wi−1 = Ψi and f(Ψi) = τi,

⊕mi

bWi−1

b
Wi

b

LHCA 63

NHCA 63

bW ′
i−1 LHCA 63

NHCA 63

⊕mi
b

W ′
i

b

(a) (b)

τi

τ
′
i

Fig. 5. Compression function in partial form
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where f(Ψi) = LHCA(NHCA(Ψi)). Similarly, for Fig. 5(b), let W ′
i−1 = Ψ

′
i and

f(Ψ
′
i ) = τ

′
i , where f(Ψ

′
i ) = NHCA(LHCA(Ψ

′
i )). Now,

Wi = τi ⊕ mi (2)

W ′
i = τ

′
i ⊕ mi (3)

Combining Eqs. 2 and 3, we get,

Wi ⊕ W ′
i = τi ⊕ τ

′
i (4)

Therefore, we need to check the correlation between τi and τ
′
i only to determine

the correlation between the final output of the reverse CA-chain. Again, consider
Fig. 3, here at the initial stage the private key, K is inserted into the both halves.
Hence in this case, f(Ψ1) = τ1 and f(Ψ

′
1) = τ

′
1, where Ψ1 = Ψ

′
1 = K. And for the

rest of the cases f(Ψi) = τi and f(Ψ
′
i ) = τ

′
i , where Ψ1 �= Ψ

′
1 for i = 2, 3, . . . , n.

So, we need to verify both of the cases to check the correlations.

For each of the cases we vary the Ψ (and/or) Ψ
′
and calculate the difference

between τ and τ
′
. As an experiment we have calculate this for 1 lac different test

cases for each of the cases. We have found that there do not exist a single case
where the corelation holds. The reason behind this result is that the CA is a good
random number generator [19]. Figure 6 shows a sample of the resultant graph
of this analysis for 100 test cases. Here the values are plotted for NCASH-256.

Fig. 6. Correlation analysis for both Ψ = Ψ
′
and Ψ �= Ψ

′

The number of test cases are plotted in the horizontal axis and the correlation
values are plotted in the verticle axis. For verticle axis, the scaling of 25 to 85
is proper. Here, 1 and 128 denote only the lower and upper bounds. It is clearly
visible that for each 128-bit τ and τ

′
, the correlation values are scattered in the

range of 50 to 80, i.e., atleast half of the bits are different.
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3.1 Autocorrelation

Autocorrelation is the correlation of a signal with respect to a delayed copy of
that signal itself. In the design of NCASH, we need to verify the autocorrelation
both for τ and τ

′
separately. Here, we compare the τi (or τ

′
i ) with delayed τi

(or delayed τ
′
i ). In this case, we make the delay by introducing a circular shift.

We have done this experiment both for τ and τ
′
. And calculate the values both

for Ψ = Ψ
′

and Ψ �= Ψ
′

for each of the cases. Figure 7 presents a specimen
of the resultant graph of this analysis for 100 test cases. Here the values are
plotted for 128-bit τ and τ

′
. The delays are plotted in the horizontal axis and

the autocorrelation values are plotted in the verticle axis. As per the previous
graph, for verticle axis, the scaling of 25 to 85 is proper, and 1 and 128 denote
only the lower and upper bounds. It is also clearly visible that for each 128-bit
τ and τ

′
, atleast half of the bits are different.

Fig. 7. Autocorrelation analysis for τ and τ
′
for both Ψ = Ψ

′
and Ψ �= Ψ

′

3.2 Cross-correlation

With respect to signal processing, cross-correlation indicates a measure of the
correlation of two signals as a function of the translocation of one relative to
the other. In the design of NCASH, we need to verify the cross-correlation of τ
with respect to τ

′
. Here, we compare the τi with delayed τ

′
i . We consider both

of the cases Ψ = Ψ
′

and Ψ �= Ψ
′
. And also in this case, we make the delay by

introducing a circular shift. Figure 8 shows a sample of the resultant graph of
this analysis for 100 test cases. Here the values are plotted for 128-bit τ and τ

′
.

The delays are plotted in the horizontal axis and the cross-correlation values are
plotted in the verticle axis. The scaling procedure for verticle axis is same as
Fig. 6. It is also clearly visible that for each 128-bit τ and τ

′
, atleast half of the

bits are different.
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4 Security Analysis with Random Oracle Model

We learn the security properties of the CA-based compression-function (consider
Fig. 4) of NCASH against the random oracle model [8,20] O. Suppose, the pro-
posed hash function is H and the attack algorithm is A. Hence, several adaptive
queries can be asked by the adversary to make a list Q for those query-response
pairs. Based on Q, finally a message or might be a pair of messages will be
produced by the adversary as the output, and which should be based on the
characteristics of the attack. The entire list of the query-response pairs Q can be
defined as the view of the adversary. It can be noted that, any output presented
by the adversary must be decided only with respect to the view. Furthermore,
if the adversary will be capable to get collisions for H and will produce a pair
of distinguished mesages M & M′ as outputs, where M �= M′ then the two
hash values for M & M′ (i.e., H(M) and H(M′)) should be determined only
with respect to the view. We delineate the complexity of A with respect to the
view -size which is to be required to get non-negligible probability of success [4].

Fig. 8. Cross-correlation analysis of τ and τ
′
for both Ψ = Ψ

′
and Ψ �= Ψ

′

4.1 Preimage or Second Preimage and Collision Security

Here we are going to analyze the preimage or second preimage and collision
security with respect to this model O, described above.

Lemma 1. Let us assume a random function described as f : D → R whereas,
{X , Y} denotes the subset of f . Then Pr[f(X ) = Y] should be equals to 1/|R|.
Proof. According to the definition, f is a random function. Hence X �= Y. It
implies that f(X ) is uniformly distributed on the elements of the set R and
hence Pr[f(X ) = Y] = 1/|R|.
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Claim. (Preimage or Second Preimage Security): If the two sets of the
message-tag pairs are (X1,Y1) and (X2,Y2), such that X1 �= X2 with Y1 = Y2

and the hash-tag length is determined by n, then the number of queries are
needed to check H(X 1) = H(X 2) is O(2n).

Proof. If the adversary can able to place at most q number of queries to the oracle
O then she has atmost q many messages and q number of message-tag pairs,
(X , Y). Therefore, the probability which denotes the ability of the adversary
to find X1 �= X2 with Y1 = Y2, i.e., H(X 1) = H(X 2) is atmost q/2n (by using
Lemma 1). Thus, the value of q should be equals to Ω(2n) to have a important
success probability.

Remark 1. The preimage or second preimage security of NCASH-256 is 2256.

Claim. (Collision Security): If (M,M′) is a message-pair, such that M �=
M′ and the hash-tag length is determinrd by n, then we need O(2n/2) many
queries to check that H(M) and H(M′) gives the same value.

Proof. The reason behind the above attacks is that the number of values of
the hash function H is quite high. Recall the structure of NCASH, (Fig. 5).
We consider the output of the upper NHCA-LHCA chain as W and the lower
LHCA-NHCA chain as W ′. So, the hash value of a message X will be H(X ) =
{W || W ′ : |W| = |W ′| = b, 2b = l}. We write Hcf for the set of all outputs of
the compression function. In this design Hcf = {0, 1}l and |Hcf | = 2n − 1, by
considering l=n. As n-bit maximum length CA can evolve all the 2n − 1 states,
except the all-0 state. Thus, to search a collision on the hash function H, the
birthday attack can be applied with respect to the output set Hcf . Hence, by
the birthday attack, if (M,M′) is a message-pair, such that M and M′ are
different, we need O(2n/2) many queries to check that H(M) and H(M′) hold
the same value.

Remark 2. The collision sequrity of NCASH-256 is 2128.

4.2 Security Comparison with the Exsisting Schemes

We claim that NCASH gives better security results with respect to most of
the other renowned double-length hash functions. The security parameters have
been analyzed in Sect. 4.1. Table 1 gives a comparison for NCASH-256 with other
existing renowned schemes. It is clearly visible that NCASH gives better result
than others. The most notable thing is that NCASH uses an n-bit key to produce
a 2n-bit hash-tag. Whereas most of the other hash functions described in Table 1
use a 2n-bit length key to produce a 2n-bit hash-tag.
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Table 1. Security comparison result for the double-length compression functions

Compression function Preimage security Collision security

Abreast-DM [22] 2246 [1] 2124.42 [15,23]

Tandem-DM [22] 2246 [1] 2120.87 [24]

Hirose-DM [18] 2251 [1] 2124.55 [18]

Weimar-DM [14] 2252.5 [14] 2126.23 [14]

MR-MMO [27] 2252.5 [27] 2126.70 [27]

NCASH-256 2256 2128

5 Conclusion

In this work, we scrutinize the security of NCASH, the cellular automata-based
double-block-length hash function. The correlation analyses of this scheme assure
that it holds almost no correlation between the intermediate states. We have
also performed the security analysis with the Random Oracle Model. It has also
been determined that the preimage or second preimage resistance and collision
resistance of NCASH-256 are 2256 and 2128, which are better than most of the
other existing related works.
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Abstract. Brain waves provide a measure of mental health. Recently,
the techniques involved in the measurement of brain waves are a lucrative
research area. Diseases related to the brain are variegated and are difficult
to diagnose and study. This increases the importance of accurate and
reliable measurement of brain waves. Conventionally prefrontal cortex
information is used to determine the general brain electrical activity
(e.g., to assess trauma, drug poisoning, or magnitude of brain damage
in comatose patients). This data is mandated to be confidential and is
susceptible to cyber attacks. This work presents a secure transmission
methodology which embeds the EEG signal in a high frequency plane
using Discrete Rajan Transform (DRT) and Discrete Wavelet Transform
(DWT).

Keywords: EEG · Discrete Rajan Transform · Discrete Wavelet
Transform

1 Introduction

All signals from an organism that are measured and controlled are referred to
as electrical bio signals. These electrical bio signals are produced due to the
electrical activities in the organism. Electroencephalography (EEG) signal is
one such signal which measures the brain’s electrical activity. This 40-year-old
psycho-physical research by Berger, has become a topic of research from the early
1890s. Hans Berger started to record the EEG of human from the mid-1920s [1].
Several EEG studies have continued with fresh techniques since then.

An electroencephalogram (EEG) is a test for brain electrical activity associ-
ated issues. The variation in voltage among the neurons becomes the cause of
EEG activity and this reflects the neuronal synchronous activity with compara-
ble spatial orientation [2]. An EEG device monitors and records patterns of brain
waves as shown in Fig. 1. Small metal disks with thin cables (electrodes) are put
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on the scalp and the outcomes are recorded by sending signals to a computer.
These patterns or values can be analyzed by the doctors and can be used for
observation.

Several kinds of brain disorders are evaluated using EEG. Seizure activity
appears on the EEG as fast spiking waves when epilepsy is present. People with
brain lesions which results from tumours or stroke, a depending on the size and
place of the lesion, may possess EEG waves which are exceptionally slow. This
test is also used to analyse other brain activities which are characteristic of
illnesses such as Alzheimer’s disease, dementia, narcolepsy and epilepsy [3].

Fig. 1. EEG signal during different activities.

In this work EEG signal is obtained with the help of NeuroSky MindWave
device, a product of NeuroSky Inc. It is powerful tool which gives an accurate
measurement of EEG signals. Its simple headphone-like structure, Bluetooth
connectivity and the fact that it is powered by AAA batteries provides a hassle-
free mobile environment. The in-built modules of the MindWave device allow
the device to be interfaced with Lab-VIEW to obtain the EEG signals which
are of the order of micro-volts. This data can be then processed for further
applications.

Once the EEG signals are obtained accurately they might need to be sent
anywhere in the world for doctors to consult or may even be uploaded to a
database or a server for safe keeping and data collection. In any of the above cases
the EEG signal which has been obtained is susceptible to corruption or illegal
acquisition. Medical data in general needs to be very private as it might contain
important information about the patients’ medical history. Hence encryption
needs to be done to secure the data which cannot afford to be corrupted.

To provide this encryption and enhance the overall safety of the transmis-
sion, different kinds of algorithms can be used. In this scenario we have used
the discrete wavelet transformation [4] for encryption and the inverse is used in
the receiver side for decryption. A discrete wavelet transformation in numerical
analysis and functional analysis is any wavelet transformation where wavelets
are sampled discretely. Comparing with other wavelet transforms, it captures
both the frequency and place data which is an advantage over the Fourier trans-
form. We also use the discrete Rajan transform to further increase the safety of
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the transmission. Rajan transform [5] is a coding technique where a sequence of
numbers of duration equal to any exponent of two (integer, rational, real or com-
plicated) is converted into a strongly correlated series of numbers. The inverse
Rajan transform is done in the receiver side to decrypt the signal. Hence having
these two levels of transforms on the data can make the entire process highly
secure from any dangers it might face during communication.

2 Review of Literature

The measurement of the brain’s electrical activity using the method of Electroen-
cephalography (EEG) has always been an fascinating research area since Hans
Berger’s experiment. There are many applications with regard to EEG. Research
in cognitive science (study of mind and its working) extensively uses EEG [6].
Abnormal conditions in epileptic patients can be analysed [7]. Other disorders
related to mental health like Schizophrenia [8] and Alzheimer’s disease [9] can
also be examined. Gaming industries are trying to revolutionize entertainment
with neuro-gaming and one such example is “Throw Trucks with Your Mind”.
Thus there are many ways for collection and analysis of EEG data and they are
vulnerable. The availability of such data is exploding and it increases the data
mining opportunities which in turn multiplies the privacy risks.

To prevent the misuse of EEG data, the transmission has to be secure. The
process in which information is embedded with digital content is called data
hiding. Some techniques used for this are steganography, water marking, cryp-
tography. The practice of concealing information within another non-secret text
or image or video is steganography. An algorithm proposed by Warkentin et al.
used the audio-visual documents to hide the data [10]. Another algorithm by
El-Emam proposed hiding data in colour bitmap. Here the sequentially selected
pixels are used for replacement in the filtered image [11]. This work uses Discrete
Rajan Transform and Discrete Wavelet Transform to increase the confidentiality,
integrity and authenticity of the transmitted EEG data.

3 DRT and DWT

3.1 Discrete Rajan Transform

Discrete Rajan Transform is an algorithm created in line with the DIF-FFT algo-
rithm (Decimation-In-Frequency and Fast Fourier Transform), although being
different. Any sequence a(n) having numbers of length N is split equally into two
sections containing (N/2) points which holds the subsequent expressions true.

x(j) = a(i) + a(i +
N

2
); 0 ≤ j ≤ N

2
; 0 ≤ i ≤ N

2
(1)

y(j) = |a(i) − a(i − N

2
)|; 0 ≤ j ≤ N

2
;
N

2
≤ i ≤ N (2)
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The above half will now be further split equally, containing (N/4) points
which holds the subsequent expressions true.

x1(k) = x(j) + x(j +
N

4
); 0 ≤ k ≤ N

4
; 0 ≤ j ≤ N

4
(3)

x2(k) = |x(j) − x(j − N

4
)|; 0 ≤ k ≤ N

4
;
N

4
≤ j ≤ N

2
(4)

y1(k) = y(j) + y(j +
N

4
) ; 0 ≤ k ≤ N

4
; 0 ≤ j ≤ N

4
(5)

y2(k) = |y(j) − y(j − N

4
)| ; 0 ≤ k ≤ N

4
;
N

4
≤ j ≤ N

2
(6)

The above procedure has to be carried out until the last division value
becomes one. It turns out that the complete amount of phases is log2N. Rajan
Transform [12] can be denoted by A(k) when a(n) is of length N = 2k; k > 0.
Isomorphism is induced by the transform for any number of applicable sequence.
Simply, a domain set consisting of cyclic and dyadic sequence permutations is
mapped to the range set consisting of A(k)D(r) sequences where A(k) is the
permutation invariant RT and the code for encryption for each elements in the
domain set is D(r). This is a one-to-one map and there is also an inverse map.

3.2 Inverse Rajan Transform

Data is retrieved using the Inverse Rajan Transform (IRT) [13]. For IRT com-
putations the basic requirements are the encryption values (k values) of the
RT coefficients by the function for encryption during RT computation. Inverse
Rajan transform (IRT), an iterative algorithm, will transform a long N(1+m)
code A(k)D(r) into one of its original sequences which belongs to its permutation
class based on the code for encryption D(r) where N = 2m (m represents the
stage count). The inverse transform calculation is performed as follows. First,
the input sequence is split into two-point sections each.

x(2j + 1) = (A(2k) + A(2k + 1))/2 (7)

x(2j) = max(A(2k), A(2k + 1)) − x(2j + 1) (8)

if D1(2r) = 0 and D1(2r + 1) = 0; 0 ≤ j < N ; 0 ≤ k ≤ N ; 0 ≤ r ≤ N

or

x(2j) = (A(2k) + A(2k + 1))/2 (9)

x(2j + 1) = max(A(2k), A(2k + 1)) − x(2j) (10)

if D1(2r) = 1 or D1(2r + 1) = 1; 0 ≤ j ≤ N ; 0 ≤ k ≤ N ; 0 ≤ r ≤ N
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The resultant sequences are each split into four-point sections. Each section
of 4 points is synthesized according to the operation described in Eqs. (7)–(10).
The resulting sequence is further split into eight-point sections and the same
operation is repeated. This process is proceeded until no further division is
possible.

3.3 Discrete Wavelet Transform

Discrete Wavelet Transform (DWT) [14] is used to decompose a signal into a set
of mutually orthogonal wavelet basis functions. This function is different from
the sinusoidal based functions since they are localized spatially. The inverse
property is used to recover the original signal.

The one dimensional (1-D) discrete wavelet transform as shown in Fig. 2 oper-
ates on vectors containing real-values of length 2n where n is greater than 1 and
outcomes are transformed into a vector having length equal to that of input vec-
tor. Initially the input vector is filtered by the low-pass filter (LPF) L at intervals
of two, and the results are saved in the output vector’s first eight places. Now, the
input vector is again filtered by the high-pass filter (HPF) H at intervals of two,
and the results are saved in the output vector’s last eight places.

Fig. 2. Discrete Wavelet Transform Tree.

aj components are used for scaling and dj components, known as wavelet
coefficients, are used for determining the transform output. H[n] and L[n] are
coefficients of high and low-pass filter.

aj+1[p] = Σ+∞
n=−∞l[n − 2p]aj [n] (11)

dj+1[p] = Σ+∞
n=−∞h[n − 2p]aj [n] (12)

The DWT algorithm is computed for images by repeating the process of one
dimensional Discrete Wavelet Transform as shown in Fig. 3. Initially, 1-D DWT
is applied through the image’s rows. Next, it is applied through the columns. The
results from the above computations has four different bands - LL, LH, HL and
HH. Low-pass filter (LPF) is denoted by L, and High-pass filter (HPF) is denoted
by H. LL band is a decimated form of the input image. LH band preserves the
localized horizontal features and HL band preserves localized vertical features in
the input image. HH band isolates localized high-frequency point features. The
below figure represents the 2D wavelet transform where G1 is the HPF and G0

is the LPF.
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Fig. 3. Two Dimensional Discrete Wavelet Transform.

In our work, G-plane of a colour picture is selected for performing DWT.
The basic and oldest wavelet system is Harr wavelet [15], a group of square
waves with a range of 1 in the interval [0,1). It is used in numerous applications
such as cardiovascular bio-signal’s signal-to-noise ratio estimation, in different
convergence theorems, etc. The higher frequency component plane is combined
with DRT coefficients. IDWT is performed on this modified plane. The original
image’s red and blue planes are combined with this plane to form the image to
be transmitted.

4 Methodology

4.1 The Embedding Process

The embedding process is explained below along with the flowchart in Fig. 4.

1. EEG signal is acquired using the NeuroSky MindWave device.
2. DRT is done on the EEG signal.
3. DWT is done on the G-plane of any image.
4. The DRT values and the HH part of the DWT are multiplied.
5. The multiplied values are made the new HH part and Inverse DWT is done.
6. The original R and B planes are added to the new G-plane.

Fig. 4. Flowchart for embedding EEG signal to image.
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4.2 The Extracting Process

The extracting process is explained below along with the flowchart in Fig. 5.

1. The G-plane is extracted from the received image and DWT is done.
2. The received G-plane values are divided by the DWT values of the green

plane of the original image.
3. The EEG is now obtained by performing Inverse DRT on the values obtained

from division.

Fig. 5. Flowchart for extracting EEG signal from image.

5 Results and Discussions

The images in Figs. 6 and 7 were obtained during the embedding and extracting
of EEG data. Figure 6: Image A is the input image in which the EEG signal
will be embedded. This image will be available both with the transmitter and
receiver. Figure 6: Image B contains the embedded EEG data obtained from the
NeuroSky MindWave device. Figure 6: Image C shows the DWT of the input
image’s green plane. Any other plane (R or B) can also be used for the trans-
mission of the data. Figure 6: Image D shows the G plane extract of the original
image. Figure 6: Image E shows the G plane of the image containing EEG data.
The EEG data first undergoes Discrete Rajan Transform and then it is embed-
ded with the high frequency (HH) part. Figure 7: Image F is the input EEG
signal which has to be transmitted. Figure 7: Image G is the retrieved EEG
signal at the receiver side. The signal is retrieved by following the extracting
process. It is seen that the signal on the receiver side is identical to the trans-
mitted image. The transmission of the image becomes more secure by using the
Discrete Rajan Transform and Discrete Wavelet Transform. The robustness of
this seamless method is tested and the simulation results established a secure
transmission approach for the EEG data.
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Fig. 6. Simulation results

Fig. 7. EEG signal before and after transmission

6 Conclusion

The EEG is an important tool in clinical diagnosis and medical research and
reveals significant data about the test subject. This data has to be protected
during transmission to ensure safety of the patient or research. DWT and DRT
used to encrypt the prefrontal cortex signals in tele transmission is presented.
The prefrontal cortex EEG signals were measured using NeuroSky Mindwave
Device. Subsequently, Lab-VIEW was used to eliminate noise. Discrete Rajan
Transform was applied to this signal and encrypted using DWT and transmitted
as stenographic data. Results of frequency and time domain analysis proves the
security of the encrypted data. When the data is received, the encryption is
reverted to obtain the original signal. A correlation of 0.9988 was observed on
the receiving end.
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Abstract. Remote healthcare monitoring systems are commonly used
to manage patient diagnostic data. These systems are subjected to data
privacy and security, reliability, etc. A new technique is introduced in
this paper to solve privacy and security issues. Using Discrete Wavelet
Transforms (DWT), EKG steganography technique is implemented in the
proposed method. This method is based on the techniques of encryption
and decryption. Encryption is used to hide the EKG signal within an
image and to extract the EKG signal from the encrypted image, decryp-
tion is used. Subsequently, a prominent amount of raw EKG time series
signal information is given as inputs for convolution neural networks
(CNN). The representative and key characteristics used to classify the
module autonomously are learned. Thus, the features are learned directly
from the prominent time domain EKG signals by using a CNN. Trained
characteristics can efficiently substitute the hand-crafted characteristics
of the time-consuming user and traditional ad hoc characteristics. Using
GoogLeNet CNN we have achieved an accuracy of 0.90625.

Keywords: EKG · DWT · CNN

1 Introduction

Cardiovascular disease (CVD), which was mentioned as the underlying cause
of death, accounted for roughly 1 in 3 fatalities in the US in 2016. Between
2013 and 2016, there was some type of cardiovascular disease among 121.5
million American adults. Between 2014 and 2015 there were 351.2 billion dol-
lars in direct and indirect expenses (Direct costs of 213.8 billion dollars and lost
productivity/mortality of 137.4 billion dollars) [1] for complete cardiovascular
diseases and stroke. On an average, for every forty seconds, an American is said
to have a heart attack.

Cardiovascular disease is plaque build-up that causes blockages within the
body’s major blood vessels. These blood vessels may include heart arteries (coro-
nary heart disease), brain (cerebrovascular disease) and legs (arterial peripheral
c© Springer Nature Singapore Pte Ltd. 2019
V. S. Shankar Sriram et al. (Eds.): ATIS 2019, CCIS 1116, pp. 290–299, 2019.
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disease). Cardiovascular disease can be responsible for heart attacks, strokes and
death (Fig. 1).

Fig. 1. A healthy (top) and unhealthy (bottom) person’s EKG signal.

An electrocardiogram (EKG) is a test that uses detectors that are positioned
over the chest on the skin to detect electrical activity in the core. These test scans
are conducted during rest or exercise and can detect a variety of heart problems,
particularly when conducted during exercise, including coronary heart disease.

Electrocardiographs uses electrodes to record the cardiac activity on the skin
as small voltages of the order of one millivolt (mV). The variations in voltage
vary with variation of heart activity. The twelve leads provide a clear view of
the electrical activity of the heart as EKG wave forms which vary in amplitude
and polarity of the P waves, QRS complex, and T waves.

Image encryption is commonly used in open internet works to secure data
transmission. Before it is transferred or stored, we need to encrypt the infor-
mation in order to secure the same from different attacks and for data integrity
[2]. Governments, armies, economic institutions, hospitals and private companies
deal with confidential pictures of their patients, geographies, enemies, products
and economic statuses. Most of this data is now being gathered and stored on
electronic computers and transferred to another computer through the network.

Keeping images protected is primarily intended to preserve confidentiality,
integrity and authenticity. Cryptography is the study of secret messages from
one party to another being transmitted safely [3]. It plays an significant role in
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ensuring data confidentiality while transferring information through the inter-
net in particular. Confidentiality, authentication, integrity and non-repudiation
are some particular safety requirements in the context of any application-to-
application communication.

Cryptography is a technique of defending image-based secrets with a com-
putation free process of decoding. In many applications such as: medical pic-
ture, confidential video conferencing, defence database, mobile computing, pri-
vate communication, etc. The safety of digital pictures has become extremely
crucial.

Recently, convolutional neural networks (CNNs) have gained considerable
interest in multidimensional signal processing issues due to their impregnable
capabilities and functionality for various applications, such as image and video
recognition, object detection, computer vision classification, and data analysis
of time series data.

One of CNN’s applications is the classification of time series challenges. It
deals in particular with a prominent quantity of information used in various
applications in health care systems, bioinformatics, activity recognition, etc.
Conventional methods for classifying time series data are highly dependent on
the features extracted, but to capture the inherent characteristics of time series
data is hard to obtain all the fundamental, proper and key characteristics. We
encrypt and decrypt the data securely and predict the type of EKG using Layer
based CNN.

2 Methodology

The research aims to develop safe EKG system transmission to safeguard the
acquisition, diagnosis, visualization and storage of EKG. The system is user-
friendly so that it can be readily used by medical practitioners and scientists
and will assist them in further research and diagnosis.

EKG signals were acquired from the 360 Hz sampling frequency MIT-BIH
Arrhythmia database. The system will be able to perform EKG signal diagnosis
after processing the raw EKG signal and then display the outcome on the screen.
The system will alert the scientist or medical practitioner to further diagnosis if
the outcome is critical.

Since patient information plays a crucial role in medical diagnosis and ther-
apy, each patient has private medical information at the same moment. Data
authentication is essential to guarantee that the patient is not handled incor-
rectly owing to inaccurate medical information. By using this technique, the
EKG signal will be encrypted and decrypted so that only the medical practi-
tioner can comprehend the outcome.

2.1 Discrete Wavelet Transformation (DWT)

The Discrete Wavelet Transformation (DWT) is a linear transformation operat-
ing with an integer power of 2 on data vectors, and transforms it into the same
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length of a numerically distinct vector. It divides information into different fre-
quency parts and matches each element based on the scale. The Fig. 2 below
represents filtering cascade, followed by a sub sampling factor of 2 [4] (Fig. 3).

Fig. 2. DWT tree.

Fig. 3. DWT for two-dimensional images.

Low frequency filtering activities and High frequency filtering activities are
referred to as L and H, respectively, down sampled by the factor of 2 which is
denoted by 2. Equations (1) and (2) represents outcomes of the filters.

ak components are used for scaling and dk components, known as wavelet
coefficients, are used for determining the transform output. H[n] is high pass
filter coefficient and L[n] is low pass filter coefficient. On scale k+1 the number
of ‘a’ and ‘d’ elements on scale k is only half.

ak+1[B] =
∞∑

A=−∞
l[A− 2B]ak[n] (1)

dk+1[B] =
∞∑

A=−∞
h[A− 2B]ak[n] (2)

The DWT algorithm is comparable for two-dimensional images. For all Image
rows, the DWT is executed first and then all the columns [4].
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First, signal in the wavelet transformation is decomposed by a low pass filter
(LPF) and followed by high pass filter (HPF) filter. Half the components of the
frequency were filtered out at the input of the filter and can therefore be sampled
down [5]. The original input signal is then rebuilt by the inverse procedure of
this decomposition [6].

DWT has an impact on day-to-day processing of image, such as enhancing
quality of fingerprint [7], Optimizing watermarking of gray- scale image [8], etc.
DWT is used in our present implementation to highlight the different frequency
planes in the pictures [9].

2.2 Encrypting EKG Using Discrete Wavelet Transformation
(DWT)

In our work, G-plane of a colour picture was selected for performing DWT. The
basic and oldest wavelet system is Harr wavelet, A square wave group with an
interval range of 1[ 0,1). It is used in many applications, such as the estimation
of the SNR of cardiovascular bio-signal, in various theorems of convergence, etc.
The higher frequency component hHH plane was divided and the peaks of EKG
information were extracted and combined with coefficients in the same plane.
This modified hHH plane was used to perform IDWT operation and a modified
G-plane was produced. In the original image, this plane was replaced and the

Fig. 4. Embedding and extracting EKG data.
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colour image containing the Peaks of EKG information was generated. Block
diagram to embed the EKG information peaks is shown below. (Fig. 4).

The colour picture obtained was divided while recovering and the G-plane was
divided. On this plane, DWT was conducted and the modified higher frequency
component hHH plane was removed. Peaks of EKG information are retrieved by
dividing the modified G-plane’s coefficients by the original values of hHH. Block
diagram below represents the recovery of the Peaks of EKG information (Fig. 4).

2.3 Convolutional Neural Networks(CNNs)

Create EKG signals with time-frequency depictions. These representations are
known as scalograms. The absolute value of a signal’s CWT coefficients is a
scalogram.

Pre-calculate a CWT filter bank for creating the scalograms. The preferred
method for obtaining the CWT of many signals using the same parameters is to
precompute the CWT filter bank [10]. Load the scalogram images as an image
data store. Split the images into two groups at random, one for training and
the other for validation. Use 80% of the images for training, and the rest for
validation. For reproducibility purposes, we set the default value to the random
seed [11].

Load the neuralnetwork pre-trainedby GoogLeNet. Extract the network layer
graph and plot the layer graph [12]. Each layer in the network architecture
can be considered a filter. The previous layers recognize more prevalent image
characteristics like blobs, edges, and colors. In order to distinguish categories,
the subsequent layers concentrate on more particular characteristics.

Replace the last four layers of the network to retrain GoogLeNet to our
EKG classification problem. pool5-drop 7× 7 s1’ is a dropout layer, the first of
the four layers [12]. With a specified probability, a dropout layer randomly sets
input components to zero. To assist avoid over fitting, the dropout layer is used.
The default likelihood is 0.5.

Add four new layers to the layer graph: a dropout layer with a 60% dropout
probability, a fully connected layer, a softmax layer, and an output classification
layer. Set the final fully connected layer to the same size as the new data set’s
number of classes. In order to learn more quickly in the new layers than in the
layers transferred, the learning rate factors of the fully connected layer increase.
Store image dimensions of GoogLeNet in inputSize.

Neural network training is an iterative process involving minimizing a loss
function. A gradient descent algorithm is used to minimize the loss function.
The gradient of the loss function is assessed in each iteration and the weights of
the downward algorithm are updated.

Use validation data to evaluate the network. The accuracy is the same as
that recorded on the training visualization figure for validation precision. The
scalograms were divided into collections for training and validation. To train
GoogLeNet, training collections is used. The perfect way to assess the training
outcome is to have the information classified by the network that it has not
seen. We considered the accuracy of computed validation as the accuracy of the
network.
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3 Simulation and Results

The EKG data have been embedded in the hHH plane and the image results are
as follows.

Scalograms are created using wavelet-based time-frequency representation
model of EKG signals. RGB images are produced from the scalograms. Using
the images, the profound CNNs are achieved. There was also exploration of
activations of distinct network layers. We have divided the image database into
two groups, one for training and another one for validation. 80% of the database

Fig. 5. Encryption of EKG data

Fig. 6. GoogLeNet layer graph:144 layers
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Fig. 7. Training process results

Fig. 8. Scalogram

has been used for training, and the remainder for validation i.e. 130 images for
training and 32 images for validation (Figs. 5, 6, 7, 8, 9).
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Fig. 9. Sample validation images with expected labels and expected image
probabilities.

4 Conclusion

A method of data encryption of EKG signals using wavelet transform is pre-
sented. The data for the EKG signal is obtained from physio-net. The wavelet
packet decomposition is suggested to decompose the image. The encryption
method is introduced to conceal personal information from the patient. Pri-
vate patient information is integrated within the Image. Encrypted EKG signal
is therefore generated by decomposition of the inverse wavelet. The extraction
method that distinguishes the image and the EKG signal is then implemented.

The architecture of Deep CNN is then suggested as a methodology for learn-
ing features. The proposed CNN network is able to use raw EKG time series
signals to acquire and scale down sample features through input vector convolu-
tions with their related weights as well as to determine optimal outputs among
nearby neurons.
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Abstract. In this paper, we take a closer look at the attack surface of
permissioned blockchains by focusing on Hyperledger Fabric and present
scenarios where the assumptions of trust could lead to possible attacks on
an organization’s ledger. We systematically examine each participant and
treating it as a malicious entity look at the attacks possible on the system
as a whole. With the global shift in adopting blockchains as vehicles of
trust, a collection of such scenarios would be useful to organizations using
Fabric to implement their own Distributed Ledger Technologies (DLT),
as it would highlight the possible misuse cases of the platform. It would
also help fellow researchers by presenting a primitive idea of the possible
attacks and promote further research in preventing them.

Keywords: Blockchain · Hyperledger Fabric · Attacks · Mitigation ·
Security

1 Prologue: Hyperledger

Hyperledger [8] was announced in December 2015 with the aim of creating an
umbrella project to advance cross-industry enterprise-level blockchain technolo-
gies. It is an open source global collaborative effort, hosted by The Linux Foun-
dation [17], including leaders in finance, banking, Internet Of Things, supply
chains, manufacturing and technology.

In early 2016, it started accepting proposals for incubation of codebases and
other technologies as core elements. One of the first accepted proposals was
the combined work of Digital Asset [10], Blockstream’s libconsensus [6] and
IBM’s OpenBlockchain [3]. This was later named as Hyperledger Fabric. In May
2016, Intel’s distributed ledger named Sawtooth [9] was also incubated. In July
2017, the organization announced the release of production ready Hyperledger
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Fabric 1.0 [4] and the production version of Sawtooth was released in January
2018. Today, Hyperledger Fabric is the most widely used permissioned blockchain
platform.

1.1 Attacking Hyperledger Fabric

According to Forbes Blockchain 50 [7], more than 24 of the billion dollar plus
companies are building on the Hyperledger Fabric. The Central Bank of Iran
has undertaken an ambitious project to revamp its banking system and trans-
form into a digital economy using Fabric [5]. One can cite numerous other such
examples, which illustrate the depth to which Fabric has penetrated technology
today. And so it is blatantly obvious that the security infrastructure of Fabric
has huge consequences that cannot be taken lightly.

In this paper, we analyze and construct attack scenarios for Fabric. We under-
take a systematic study of hypothetical attacks on Fabric networks. These attack
models take into account the possibility of members of the network getting com-
promised and describe the extent to which a malicious service can penetrate and
harm the network.

Fabric relies on some trusted parties and centralized services to provide a
generalized platform for building permissioned blockchains. However, these can
be exploited by malicious parties and can lead to attacks that are impractical
on a traditional blockchain network. The modular architecture of Hyperledger
promotes the use of self serving protocols, however systems built on top of those
protocols are then only as secure as the protocols themselves. However this
modularity also presents a problem to the attacker as different combinations of
protocols need to be exploited in different ways.

1.2 Outline of the Paper

In the following sections, we categorize and describe various attacks and their
mitigations on the Fabric.

2 Membership Service Provider Is Compromised

This case deals with the scenario when the Membership Service Provider (MSP)
is malicious/is compromised because of a security breach. Since the MSP is the
sole authority that is responsible for ID management, a malicious MSP can cause
catastrophic damage to the network.

2.1 Sybil Attack

In a Sybil attack [2], the attacker subverts the reputation system of a peer-to-
peer network by creating a large number of pseudonymous identities and uses
them to gain a disproportionately large influence. As the MSP is compromised,
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an attacker could flood the network with fake identities and use the majority to
his advantage.

Consider Org1’s network. Org1 is a business with a small network infras-
tructure that has deployed fabric to keep track of their accounts. It enforces a
MAJORITY policy for endorsement of transactions. Suppose an attacker A is
able to breach security and obtain control of the MSP-admin M .

A then keeps spawning multiple nodes and joins them to the network. He
uses M to create trusted certificates for those nodes. He keeps adding nodes to
the network until he has a majority and is then able to satisfy the endorsement
policy for fraudulent transactions as well.

2.2 Invalid ID Attack

The MSP of an organization identifies the Certificate Authority which issues
trusted X.509 certificates to the member nodes. The certificates contain an
organizational unit (OU) field that is assigned by the MSP. In case different
organizations use the same chain of trust, the OU field is used to identify the
members of an organization. Another use of the OU field is to grant channel
access.

Suppose Org1’s network has 2 channels C1 and C2. And A wants channel
access to C2. A through M easily creates a certificate with the OU set to C2 and
assigns it to a malicious node. A through this node is able to view the ledger and
state on C2, thereby breaking the privacy guarantee of a channel. Some other
possible attacks are -

1. Generation of Fraudulent Certificates for genuine peers/competing organiza-
tions

2. Invalidating Existing IDs of genuine peers/competing organizations

2.3 Boycott Attacks

Suppose two organizations Org1 and Org2 were under the same MSP. If A gained
control of MSP-admin M , then he could modify the existing policies and refuse
to provide certificates to members of Org2, hence not letting them connect to
the network.

2.4 Blacklisting Attacks

In case of default implementation of the MSP, certain parameters are specified
to allow for identity validation. One of these parameters is a list of Certificate
Revocation Lists (CRLs), each corresponding to one of the listed MSP Certificate
Authorities. These CRLs identify the nodes whose rights to the network have
been revoked (including other members of the MSP).

Suppose that the MSP of Org1 includes two intermediate CAs C1 and C2.
Attacker A gains access to the MSP, and adds the certificate of C2 to the CRL.
This causes the authority of C2 to be revoked. A could also configure the MSP to
remove the certificate of C2 from the trusted list of Intermediate CA certificates.
This would also have a similar effect.
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Fig. 1. Local MSP structure

3 Malicious Ordering Service

The Ordering Service of a Fabric network is solely responsible for consensus on
generated blocks in the blockchain. Unlike Bitcoin and Ethereum which rely on
probabilistic consensus protocols, Fabric’s consensus protocol is deterministic.
The direct implication of using such protocols is that the blocks generated by
the OS are guaranteed to be final and correct.

3.1 Sabotage Attacks

Ordering Service Nodes (OSN) are responsible for collecting transactions and
consolidating them into blocks. Suppose the OSN, O wants to cause damage to
organization Orga. Suppose P a

i are the nodes belonging to Orga. During block
consolidation, O does not include transactions from P a

i . This would effectively
incapacitate Orga.

3.2 Intentional Fork Attacks

The Ordering Service creates a block by consolidating transactions which is con-
sidered to be final and correct. But a malicious Ordering Service O could send out
different versions of the blocks in response to the broadcast and deliver requests
thus corrupting the network. Suppose O is connected to two peers (leaders) P1

and P2. P1 and P2 both request blocks from O. O creates two blocks B1 and B2

and delivers them to P1 and P2 respectively. During Gossip, members having B1

would reject the others blocks and vice versa.

3.3 Block Size Attack

The Ordering Service is also responsible for setting the Channel Configurations.
The configurations are stored on the ledger in a config-block. Each time the
configuration changes, a new config-block must be published to the ledger.
The latest config-block is pulled and kept in memory for fast and efficient
operations. Suppose O is a malicious OS-admin. O changes the value of Batch
Size to an extremely small/extremely large value. Batch Size defines the number
of transactions to include before cutting the block. If the value is very large,
then the block will never get published as the number of transactions required is
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very high. If it is too low then, there would be an impractical number of blocks
in the blockchain. Both the attacks would decrease the efficiency of the network.
Also since O is an OS-admin, his signature is sufficient for the transaction to be
accepted.

3.4 Batch Time Attack

A similar attack can be mounted on the Batch Timeout which is the amount of
time to wait after the first transaction arrives for additional transactions before
cutting a block. Decreasing this value will improve latency, but decreasing it too
much may decrease throughput by not allowing the block to fill to its maximum
capacity.

O can decrease the timeout to harm the throughput of the network. O can
also set this to an extremely large number, so that for future blocks the OS keeps
waiting for an infinite amount of time before cutting the block.

3.5 Block Withholding Attacks

Orderers could withhold blocks and manipulate the release of certain blocks
which would favour them. This would seem like perfectly normal behaviour and
the rest of the network would be ignorant to the intent of the node.

3.6 Transaction Reordering Attack

The OS is responsible for ordering the transactions into blocks. The order in
which the transactions are included is considered final and hence is not veri-
fied again. Suppose the network was playing a game, where a poorly written
chaincode promised to pay the node who solved a puzzle first. In time P1 solves
the puzzle and after some time so does P2. Both submit their transactions to
the ordered O, the orderer however sympathizes with P2 and hence puts his
transactions before P1’s transaction. O then broadcasts the block for validation.
The validating peers accept P2 as the winner and validate his transaction. P1’s
transaction is marked as a double spend, invalid.

4 Malicious Validating Nodes

It is the job of the validating nodes to finally validate the transactions according
to the Validating System Chaincode, and then after some additional tests update
the ledger and the state. A possible attack would be -

4.1 Double Spend Attack

Validating Nodes check the version numbers of the readset fields and the current
fields for equality. If they are different then, it is equivalent to a double spend.
Malicious Validating nodes could thus authorise double spends and append them
to the ledger thus breaking its integrity.
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4.2 DDoS Attack

DDoS (Distributed Denial of Service) is an attack where the attacker tries to
make a common-service unavailable to users by making malicious queries from
multiple machines such that the server (which is hosting the service) is over-
whelmed by the number of requests and is unable to process them. Blockchain
networks are inherently DDoS tolerant as they are distributed. That is, they
have built in redundancy. By centralizing the Ordering Service, Fabric becomes
somewhat prone to DDoS attacks. To mitigate this issue to a certain degree, OS
uses CFT protocols such as Kafka, Raft etc.

A Possible DDoS attack is described below - Validating peers can call the fetch
function to fetch blocks from the OS. If the blockchain network has a large
number of peers, there is a possibility of overwhelming the OS through constant
fetch requests.

5 External Attacks

One of blockchains biggest strengths was that it was purely decentralized. How-
ever in Fabric, introducing certain amount of centralization was necessary to
provide a generalized platform. This re-injection of points of control, and thus
points of vulnerability, into blockchains, for example, through ‘permissioning’
nullifies their main benefits, which come from removing points of vulnerabil-
ity [13].

Focusing on the attacks, the MSP admins, the OSNs are all centralized ser-
vices on a decentralized platform and are hence vulnerable to -

1. DoS attacks
2. Crash Faults
3. Man in the Middle Attacks

5.1 Collusion

If some of the participating entities in the network collude, they could effec-
tively launch an alternative history attack which would enable them to rewrite
the ledger in their favour. Since in a permissioned blockchain, not everyone is
authorized to join and the number of participating nodes is very small compared
to permissionless blockchains, collusion is easier and a much more realiztic sce-
nario, than in, say Bitcoin.

5.2 Interface Attacks

Each DApp will have a client side interface to receive input data and to
enable clients to invoke transactions on the fabric. Web applications being cross-
platform compatible are generally used for this purpose. Keeping in mind that
blockchains are platforms to generate trust among mutually untrustworthy peers,
transactions generally involve confidential data being passed as input. Carelessly
built interfaces can leak data. In case of web-apps let’s consider an example -
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SSL Stripping. SSL Stripping [12] is a MITM attack in which the attacker
dupes the client into communicating over an insecure HTTP protocol thereby
intercepting all data as plaintext. The attack works as follows -

1. An attacker A intercepts the traffic between the client C and the server S.
2. C wants to login to his bank account which is being hosted on S. So he sends

an HTTPS (encrypted) request to S asking for the certificate and supplies
his own certificate.

3. A intercepts this request and replaces C’s certificate with his own.
4. A intercepts the response from S and relays the certificate to C but makes a

small change. He replaces the HTTPS content with HTTP content signalling
to C that he will communicate over HTTP only.

5. Thus C now communicates the login information with A in cleartext. On
getting the packets, A opens them and inspects their contents after which he
encrypts and forwards them to S.

6. The response is similarly decrypted and provided to C.

Fig. 2. SSL stripping [15]

5.3 Malicious Clients

Client nodes submit endorsed transactions to the OS for block creation. The OS
O by default does not cross-check the transactions against the endorsement pol-
icy of that chaincode. (That is a job for the Validation peers). A malicious client
C could use this fact to his advantage. C initiates the attack by keeps sending
a constant stream of unendorsed transactions to O. O receives the transactions
and performs channel access level checks. Since C has write access to the ledger,
O packs the invalid transactions into blocks and sends them to the validat-
ing nodes. Even though the validating nodes mark the transactions as invalid,
they are still included into the blockchain. This pollutes the blockchain and can
increases it’s size by a large amount.

6 Protocol Based Attacks

One of the unique features about Hyperledger Fabric is the ability to plug and
play consensus protocols, depending upon the application. Each protocol has its
own advantages and flaws.
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Fig. 3. Protocol comparison graph [18]

6.1 CFT v/s BFT v/s PoW Protocols [18]

CFT (Crash Fault Tolerant) protocols are highly efficient protocols for creat-
ing consensus among the ordering nodes. They are crash tolerant, that is, if
the leader node crashes, the system can recover and function just as efficiently
without data loss.

Fabric offers CFT protocols such as Kafka (based on Zookeeper), Raft, etc.
as consensus protocols for the OS. However, CFT protocols (mentioned above)
are vulnerable to Byzantine nodes. Even a single malicious node can effectively
prevent the network from reaching a consensus.

BFT (Byzantine Fault Tolerant) protocols on the other hand can han-
dle Byzantine nodes to a certain degree (generally 33%). These protocols are
required when the members of the network are untrustworthy. However, these
protocols do not scale very well and as the number of nodes increase, the through-
put decreases dramatically. They are energy efficient, perform well when the
number of clients in large, and satisfy consensus finality.

PoW (Proof of Work) is the consensus protocol that is used by Bitcoin and
Ethereum in their networks. This protocol is highly scalable with thousands of
competing peers and is completely decentralized. The drawbacks of PoW are
that it does not guarantee consensus finality, has very high power consumption
and has very low throughput.

6.2 Gossip Protocol

Gossip protocol comes into the picture when the orderer delivers the blocks to
the peers. Instead of broadcasting the block to several peers, the OS sends the
new blocks to only the “leader peers” of the organization. The leader peer then
spreads the block to other peers using gossip. This system is vulnerable to an
eclipse attack.
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6.3 Eclipse Attack

Eclipse attacks focus on attacking an individual node in the network. The aim
of this attack is to control all the outgoing connections of the target in order to
isolate it.

New Nodes or Disconnected nodes obtain an updated copy of the ledger by
using an operation of the gossip protocol called pull. If all the connected nodes
of the target are malicious, then they can in theory dupe the target by giving
him a fabricated version of the blockchain.

Fig. 4. Eclipse attack

7 Chaincode Vulnerabilities

Fabric was built with the vision of not being constrained to a platform specific
language like Bitcoin’s Script or Ethereum’s Solidity, but to be able to deploy
smart contracts written in general purpose languages. As a result fabric contracts
called “chaincodes” can be written in languages like Go, NodeJS etc. With such
languages that can induce side-effects in the system, improper partitioning of
the network and lax access-control can lead to crippling attacks. Possible Vul-
nerabilities are

1. Unrestricted Chaincode Containers
2. Non-deterministic Chaincodes can cause consensus to fail
3. Halting problem
4. Low level access could be used to corrupt the stack
5. Lack of Input validation

Chaincode invocations are generally requested by clients through web inter-
faces or the front-end. However by directly executing commands on the Fabric, an
attacker can bypass the authorisation controls implemented in the application’s
interface [14]. These attacks are possible because chaincodes have no inherent
access controls built in. Authorisation has to be explicitly coded, which is often
overlooked as there is too much reliance on the interfaces authorisation controls.

Since chaincodes often need private data to take as input, unauthorised exe-
cution could lead to leaks of personal data, which is catastrophic.
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8 Implementation/Architectural Attacks

Since Fabric makes use of other open-source software to provide its services
(Docker, gRPC, Apache Kafka), it inherits their flaws and vulnerabilities as
well. Thus developers need to keep that in mind while developing their Apps
as well. Further, Fabric gives an organization the flexibility to define its own
Access-Control, Membership, Validation, Consensus policies. Properly defined
policies are a huge deterrent to external attacks. However, more often than not
substandard implementations become victims of basic attacks etc. Most devel-
opers copy-paste previously written example-code from GitHub, StackOverflow,
Company Codebases etc. to save time and effort [11]. Even though this practice
increases their efficiency, it propagates errors in the exisiting code leaving the
system wide open to a variety of attacks.

We describe two attacks to illustrate each point of failure. The TOCTOU bug
attack Sect. 8.1 is an architectural attack while the CouchDB attack Sect. 8.2 is
a consequence of using default Access Control settings.

8.1 Docker TOCTOU Bug

Chaincodes are executed in secure docker containers on the peer systems that
they are installed on. Chaincodes are instantiated on a particular channel. Since
each channel is logically a private subnet, the instantiated chaincode is localised
to that channel only.

The docker TOCTOU bug in docker could give an attacker read/write
access as root to the host system with a cleverly written chaincode and access
to docker cp command. The TOCTOU (Time of Check to Time of Use)
attack [19] on Docker containers takes advantage of the fact that the path reso-
lution while using docker cp is not atomic in nature. That is, there is a small
window between the time the target path is resolved and the time that it is used.
If an attacker can add a symlink component to the path after the resolution but
before it is operated on, then the system could end up navigating to the host as
root [16].

So, if a host system is running docker cp command with a compromised
docker container then an attacker A can copy protected private-key files on the
host and even mount a write attack on the peer to overwrite config files and
private key files. Essentially, A could corrupt the whole system.

8.2 CouchDB Vulnerability

As with most software implementations, many implementations rely on default
codebases and improperly configured access controls. Fabric networks are no
different and hence many attack scenarios, including the following which was
demonstrated on an example code from IBM Code Patterns at Defcon [14], are
highly possible.

Each peer in the Fabric Network contains a summary of the current state
of the blockchain (called the “world state”) stored in a database management
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system (LevelDB or CouchDB) as a Key-Value Store. The peers use this store
for validation and to track the actual state of the blockchain. So if an attacker
can modify the database without invoking a chaincode, he can change the peer’s
view of the blockchain anonymously.

Apache CouchDB [1] is a database management system which follows a
schema free document storage model that is optimised for modularisation and
scalability. It is used extensively in Fabric based projects because it speaks JSON
natively and supports binary data storage securely. CouchDB provides a con-
venient web-interface to access the database which by default is not password
protected. So if an attacker A connects to a peer P , he can access and change
P ’s state from the web-interface itself.

9 Conclusion

Fabric is the most popular permissioned blockchain platform today. With heavy
investment worth more than a 100 million dollars, from the major tech companies
such as Intel, Cisco, IBM etc. as well as major financial organizations like JP
Morgan, Deutsche Bank etc., it is clear that this technology is garnering a lot of
attention both good and bad. Whether this technology is here to stay or whether
it is a passing fad like the Intranet is yet unclear, but permissioned blockchains
are a reality atleast for the time being. At the time of writing this paper not
much published research has been done in the area of finding architectural flaws
in the platform and the possible attack scenarios, hence by bringing it to light we
hope to inspire more focused research into the attack scenarios discussed above.
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