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Editor’s Preface

The first issue of Advances in Mathematical Economics was published in 1999. It
was basically a collection of articles presented at the Symposium on Mathematical
Analysis in Economic Theory, which had been held in Tokyo in the autumn 1997, on
the occasion of Professor Gérard Debreu’s visit to Japan. Looking at the pictures in
my photo album, memories of various scenes of the conference come up to my mind.

Since then, we have been continuing to publish this series annually for 20
years in order to bring together those mathematicians who are seriously interested
in obtaining new stimuli from economic theories and those economists who are
seeking effective mathematical tools for their research. I really miss several leading
figures in our project who passed away during these 20 years, including Professors
Debreu, Kiyosi Itô, Leonid Hurwicz, Marcel K. Richter, Michihiro Ohyama,
Yoichiro Takahashi and Masaya Yamaguti.

I must confess that the editorial board has been suffering from the difficulty in
collecting abundant contributions to our series. It is, in part, due to the downsizing
of the population in the mathematical economics world. However, the problem is
not all that simple. Taking account of the advice of our publisher, we reflected well
upon the policy of our editorial work. And finally, we arrived at the decision to
close this series and to grope for certain new style of publication more effective
to promote scientific communications between mathematicians and economists. We
are still discussing various possibilities together with our publisher.

This 23rd issue is projected as a special volume to celebrate the completion of
the series.

On behalf of the editorial board of the series, I would like to devote my sincere
thanks to many authors and readers who have been supporting our venture. It is also
impossible for me to exaggerate my deep gratitude to the members of the board for
their warmest cooperation. In particular, Professor Shigeo Kusuoka’s contribution as
my partner deserves a special mention. I have to acknowledge the generous support
of the Oak Society Inc., which provided an office space as well as the secretarial
service for our editorial work.

v
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We sincerely hope for the nice rebirth of our publication.

Tokyo, Japan Toru Maruyama
August 9, 2019
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Evolution Problems with
Time-Dependent Subdifferential
Operators

Charles Castaing, Manuel D. P. Monteiro Marques, and Soumia Saïdi

Abstract In this paper, we study the existence of solutions for evolution inclusions
governed by a time-dependent subdifferential operator with multivalued perturba-
tions in a separable Hilbert space. Several applications are presented.
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process · Time-dependent evolution · Variational
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1 Introduction

Let H be a separable Hilbert space and [0, T ] (T > 0) be an interval of R.
Consider the subdifferential of a time-dependent proper lower semicontinuous
convex function ϕ(t, ·) ofH into [0,+∞], denoted ∂ϕ(t, ·) and the effective domain
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of the function ϕ(t, ·) denoted dom ϕ(t, ·), for each t ∈ [0, T ]. In [23], Peralba has
established existence and uniqueness results for absolutely continuous solutions to
the initial value problems

{−u̇(t) ∈ ∂ϕ(t, u(t)), a.e. t ∈ [0, T ]
u(0) = u0 ∈ dom ϕ(0, ·). (P1)

Firstly, we study the existence of absolutely continuous solutions to evolution
inclusions of the form

{−u̇(t) ∈ ∂ϕ(t, u(t))+ F(t, u(t)), a.e. t ∈ [0, T ]
u(0) = u0 ∈ dom ϕ(0, ·), (P2)

where F : [0, T ]×H → H is a convex weakly compact valued mapping satisfying
the condition F(t, x) ⊂ β(t)(1 + ||x||)BH , for all t ∈ [0, T ] and x ∈ H ,
for some non-negative function β(·) ∈ L2

R([0, T ]). Problem (P2) includes as
special cases several problems in applied mathematics, e.g. in Control Theory and in
Mathematical Economics. Noteworthy subclasses of problems are those of evolution
inclusions governed by a sweeping process (or Moreau process [20]), associated
with a closed convex valued and absolutely continuous mapping C : [0, T ] → H

− u̇(t) ∈ NC(t)(u(t))+ F(t, u(t)), a.e. t ∈ [0, T ] (P3)

and parabolic variational inequalities of the form

{−u̇(t) ∈ ∂ϕ(t, u(t))+NC(t,u(t))(u(t)), a.e. t ∈ [0, T ]
u(0) = u0 ∈ C(0, u0),

(P4)

where NC(t,x)(x) denotes the normal cone of the closed convex moving set C(t, x)
at x.

Existence and relaxation of solutions of problems with subdifferential operators
have been studied in the articles [4, 14, 15, 24–26, 28, 29].

Secondly, we state the existence and uniqueness of an absolutely continuous
solution to the evolution inclusion of the form

f (t)− Au(t) ∈ ∂ϕ(t, du
dt
(t)), a.e. t ∈ [0, T ] (P5)

where f : [0, T ] → H is a bounded continuous mapping, ϕ is a normal (lower
semicontinuous) convex integrand and A is a linear continuous coercive operator in
a finite-dimensional spaceH . We also study a second variant dealing with absolutely
continuous solutions to evolution inclusions governed by a convex sweeping process

f (t)− Au(t) ∈ NC(t)(
du

dt
(t)), a.e. t ∈ [0, T ] (P6)
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where C : [0, T ] → H is a bounded closed convex moving set having a continuous
variation. Problems (P5) and (P6) are related to a class of parabolic variational
inequalities in applied mathematics (cf. Barbu [3], section 5.2) and to the evolution
inclusions studied by Adly et al. [1] ((1.5), (1.6), (5.19)), namely

− A1
du

dt
(t)− A0u(t)+ f (t) ∈ NC(t)(

du

dt
(t)), a.e. t ∈ [0, T ], (P7)

where A0, A1 are two bounded linear symmetric positive operators in H , f :
[0, T ] → H is a bounded continuous mapping and C : [0, T ] → H is a bounded
closed convex moving set having a continuous variation.

The paper is organized as follows. Section 2 is devoted to notation and defi-
nitions. In particular, we recall and develop in Sects. 3 and 4 several regularity
properties of the maximal monotone operator A(t) := ∂ϕ(t, ·) (t ∈ [0, T ]) in H

and its extension A to L2
H([0, T ]). In the last sections, we state the main results of

the paper and their applications to Skorohod problems, to a fractional differential
inclusion and to a second order evolution inclusion.

2 Notation and Preliminaries

In the following, we present some basic definitions, and notations which will
be used throughout this paper. Let [0, T ] (T > 0) be an interval of R, H a
separable Hilbert space, L ([0, T ]) the sigma-algebra of Lebesgue measurable sets
in [0, T ] and B(H) the sigma-algebra of Borel sets in H . We denote by BH(x, r)

the closed ball of center x and radius r and BH the closed unit ball of H . The
space CH ([0, T ]) of all continuous functions x : [0, T ] → H is endowed with
the usual sup–norm. For p ∈ [1,+∞[ (resp. p = +∞), we denote by L

p
H (I)

(resp. L∞H (I)) the space of measurable functions x : [0, T ] → H such that∫ T
0 ||x(t)||pdt < +∞ (resp. which are essentially bounded) endowed with the

usual norm ||x||LpH([0,T ]) = (
∫ T

0 ||x(t)||pdt)
1
p , 1 ≤ p < +∞ (resp. endowed with

the usual essential supremum norm ||x||∞). We recall that the topological dual of
L1
H([0, T ]) is L∞H ([0, T ]). Let ϕ be a lower semicontinuous convex function from

H into R ∪ {+∞} which is proper in the sense that its effective domain dom ϕ

defined by

dom ϕ := {x ∈ H : ϕ(x) < +∞}

is nonempty and, as usual, its Fenchel conjugate is defined by

ϕ∗(v) := sup
x∈H

[〈v, x〉 − ϕ(x)].
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It is often useful to regularize ϕ via its Moreau envelope

ϕλ(x) := inf
y∈H[ϕ(y)+

1

2λ
||x − y||2] for λ > 0.

The subdifferential ∂ϕ(x) of ϕ at x ∈ dom ϕ is

∂ϕ(x) = {v ∈ H : ϕ(y) ≥ 〈v, y − x〉 + ϕ(x) ∀y ∈ dom ϕ}

and its effective domain is D(∂ϕ) = {x ∈ H : ∂ϕ(x) 
= ∅}.
It is well known that if ϕ is a proper lower semicontinuous convex function, then

its subdifferential operator ∂ϕ is a maximal monotone operator.
If A : H → H is a maximal monotone operator, then its graph is sequentially

strongly-weakly closed, that is, if x = limn→∞ xn strongly in H and y =
limn→∞ yn weakly in H , where xn ∈ D(A) and yn ∈ Axn, then x ∈ D(A) and
y ∈ Ax.

For any set-valued operator A : H → H , the range of A is

R(A) :=
⋃
x∈H

Ax.

Denote by IH the identity operator on H and by A−1 the inverse operator of A.
For any subset S of H, y �→ δ∗(y, S) is the support function of S. A set-valued
mapping F is scalarly upper semicontinuous if, for any y ∈ H , the real-valued
function x �→ δ∗(y, F (x)) is upper semicontinuous. We refer to [8], for details
concerning convex analysis and measurable set-valued mappings.

3 Results with Single-Valued Time-Dependent Perturbation

We recall here an important result due to Peralba (see [23]).

Theorem 1 Let ϕ : [0, T ] ×H → [0,+∞] be such that

(H1) for each t ∈ [0, T ], the function x �−→ ϕ(t, x) is proper lower semicontinu-
ous and convex,

(H2) there exist a ρ-Lipschitz function k : H −→ R+ and an absolutely
continuous function a : [0, T ] → R, with a non-negative derivative
ȧ ∈ L2

R([0, T ]), such that for every (t, s, x) ∈ [0, T ] × [0, T ] ×H

ϕ∗(t, x) ≤ ϕ∗(s, x)+ k(x)|a(t)− a(s)|.
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Let u0 ∈ dom ϕ(0, ·). Then, the differential inclusion

{−u̇(t) ∈ ∂ϕ(t, u(t)), a.e. t ∈ [0, T ]
u(0) = u0 ∈ dom ϕ(0, ·) (P1)

has a unique absolutely continuous solution u(·) on [0, T ]. Moreover, for all t ,
u(t) ∈ dom ϕ(t, ·) and the function t �→ ϕ(t, u(t)) is absolutely continuous on
[0, T ].

The following proposition contains crucial estimates in the study of evolution
problems with perturbation −u̇(t) ∈ ∂ϕ(t, u(t)) + h(t) [24, Propositions 3.3 and
3.4].

Proposition 1

(a) The unique solution u(·) of (P1) satisfies

||u̇||L2
H ([0,T ]) ≤ [

√
T k(0)||ȧ||L2

R([0,T ]) +
ρ2

4
||ȧ||2

L2
R([0,T ]) + ϕ(0, u0)− ϕ(T , u(T ))] 1

2

+ ρ

2
||ȧ||L2

R([0,T ]).

(b) If h ∈ L2
H([0, T ]) and u0 ∈ dom ϕ(0, ·), then the following problem

{−u̇(t) ∈ ∂ϕ(t, u(t))+ h(t), a.e. t ∈ [0, T ]
u(0) = u0 ∈ dom ϕ(0, ·),

admits a unique absolutely continuous solution u(·) that satisfies

||u̇|| ≤ 1

2
(ρ + 1)||ȧ + |h||| + ||h||

+ [√T k(0)||ȧ + |h||| + (ρ + 1)2

4
||ȧ + |h|||2 + ϕ(0, u0)− ϕ(T , u(T ))] 1

2 ,

where |h| is the function defined by |h| : t �→ ||h(t)|| for all t ∈ [0, T ] and the
L2
R([0, T ]) norm is denoted by || · ||, for shortness.

4 Extension to L2
H

([0, T ]) of Subdifferential Operator
∂ϕ(t, ·)

In order to prove the main result of this section (Proposition 6) we recall some
results developed by Peralba [23].
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Proposition 2 Let ϕ : H −→ [0,+∞] be proper lower semicontinuous convex,
then, for any z ∈ H , the function

x �−→ φ(x) = 1

2
||x − z||2 + ϕ(x)

has a strict minimum. The unique minimum point, where this minimum value is
reached, is called proximal point of z relatively to ϕ and is denoted by proxϕ z. The
mapping proxϕ is a contraction1 and

∀x ∈ H : φ(x) ≥ φ(proxϕ z).

Proposition 3 Using the notation of Proposition 2, one has

∀x ∈ H : φ(x) ≥ φ(proxϕ z)+ 1

2
||x − proxϕ z||2.

Proof As proxϕ z is the point where the function φ reaches its minimum, one has

0 ∈ ∂φ(proxϕ z);

by additivity (see [19]) of the subdifferentials of x �→ ϕ(x) and x �→ 1
2 ||x − z||2,

this may also be expressed as

z − proxϕ z ∈ ∂ϕ(proxϕ z), i.e.,

∀x ∈ H : 〈z − proxϕ z, x − proxϕ z〉 + ϕ(proxϕ z) ≤ ϕ(x),

which is the required estimate.

Proposition 4 Let ϕ : H −→ [0,+∞] be a proper lower semicontinuous and
convex function; then, for all λ > 0, one has

∂ϕλ(x) = prox 1
λ
ϕ∗

x

λ
= 1√

λ
proxϕ∗( ·√

λ
)

x√
λ
= 1

λ
proxλϕ∗( ·

λ
) x.

Proposition 5 If ϕ satisfies conditions (H1) and (H2) then, for each λ > 0, there
exists a function Mλ defined from H to R+, 4ρ-Lipschitz and satisfying, for any s
and t in [0, T ] and any z ∈ H

||proxλϕ∗(t, ·λ ) z− proxλϕ∗(s, ·λ ) z||2 ≤ Mλ(z)|a(t)− a(s)|.

1For more details on the prox mappings, we refer to Moreau [18].
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Proof Having fixed z, set

p(t) = proxλϕ∗(t, ·λ ) z and γ (t, x) = 1

2
||x − z||2 + λϕ∗(t, x

λ
).

Applying Proposition 3 to each convex lower semicontinuous function λϕ∗(t, ·
λ
),

one has

∀x ∈ H : γ (t, x) ≥ γ (t, p(t))+ 1

2
||x − p(t)||2.

Then, for each x ∈ H and s ∈ [0, T ], by hypothesis (H2) and the previous
inequality, one has

γ (s, x) = 1

2
||x − z||2 + λϕ∗(s, x

λ
)

≥ 1

2
||x − z||2 + λϕ∗(t, x

λ
)− λk(

x

λ
)|a(t)− a(s)|

≥ γ (t, p(t)) + 1

2
||x − p(t)||2 − λk(

x

λ
)|a(t)− a(s)|.

We may also write

||x − p(t)||2 ≤ 2λk(
x

λ
)|a(t)− a(s)| + 2[γ (s, x)− γ (t, p(t))];

if applied to x = p(s), this yields

||p(t) − p(s)||2 ≤ 2λ[k(p(t)
λ

)+ k(
p(s)

λ
)]|a(t)− a(s)|. (1)

Indeed, γ (s, p(s)) ≤ γ (s, p(t)), because p(s) is the point where infx∈H γ (s, x) is
reached; therefore,

γ (s, p(s)) − γ (t, p(t)) ≤ γ (s, p(t)) − γ (t, p(t))

= λϕ∗(s,
p(t)

λ
)− λϕ∗(t,

p(t)

λ
)

≤ λk(
p(t)

λ
)|a(t)− a(s)|.
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Clearly, now the inequality in the statement of the Proposition may be obtained
from (1) by taking

Mλ(z) := 4λ sup
t∈[0,T ]

k(
p(t)

λ
),

which is well defined if we show that p and t �→ k(
p(t)
λ
) are continuous functions on

[0, T ]. Since k is ρ-Lipschitz continuous, then we obtain from the above inequalities

||p(t)− p(s)||2 ≤ 2ρ||p(t)− p(s)|||a(t)− a(s)| + 4λk(
p(t)

λ
)|a(t)− a(s)|;

hence,

||p(t)− p(s)|| ≤ ρ|a(t)− a(s)| + [
4λk(

p(t)

λ
)|a(t)− a(s)| + ρ2|a(t)− a(s)|2] 1

2

and p is continuous on [0, T ].
Finally, Mλ is 4ρ-Lipschitz, since

Mλ(z)−Mλ(z
′) ≤ 4λ sup

t∈[0,T ]
|k(p(t)

λ
)− k(

p′(t)
λ

)|,

where p′(t) = proxλϕ∗(t, ·λ ) z
′ and k is ρ-Lipschitz:

|k(p(t)
λ

)− k(
p′(t)
λ

)| ≤ ρ||p(t)
λ
− p′(t)

λ
|| ≤ ρ

λ
||z− z′||.

Denote byA(t) := ∂ϕ(t, ·) the maximal monotone operator in H associated with
∂ϕ(t, ·), t ∈ [0, T ], where ϕ satisfies conditions (H1) and (H2). Let us consider the
operator A : L2

H([0, T ])→ L2
H([0, T ]) defined by

A x = {y ∈ L2
H ([0, T ]) : y(t) ∈ A(t)x(t), a.e. t ∈ [0, T ]}.

Then, A is well defined since by Theorem 1 the evolution inclusion

−u̇(t) ∈ A(t)u(t) = ∂ϕ(t, u(t)), a.e. t ∈ [0, T ], u(0) ∈ dom ϕ(0, ·)

admits a unique absolutely continuous solution.
For the sake of completeness, we reproduce an important result from Peralba [23,

Proposition 30].

Proposition 6 If for any t ∈ [0, T ], A(t) = ∂ϕ(t, ·) where ϕ satisfies conditions
(H1) and (H2), then A is a maximal monotone operator.
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Proof It is obvious that A is monotone. Indeed, let yi ∈ A xi , i = 1, 2, then,

〈y1 − y2, x1 − x2〉L2
H ([0,T ]) =

∫ T

0
〈y1(t)− y2(t), x1(t)− x2(t)〉dt

with 〈y1(t)− y2(t), x1(t)− x2(t)〉 ≥ 0 for a.e. t ∈ [0, T ].
To prove that it is maximal monotone, it is enough to show that

R(IL2
H ([0,T ]) +A ) = L2

H([0, T ]),

i.e. that given any g ∈ L2
H ([0, T ]) there is a v ∈ L2

H ([0, T ]) such that

g ∈ v +A v.

Remark that for any t ∈ [0, T ], A(t) is maximal monotone; then, if we set

v(t) = [IH + A(t)]−1g(t),

the function v satisfies

g(t) ∈ [IH + A(t)]v(t).

It remains to prove that v ∈ L2
H ([0, T ]).

One has

v(t) = [IH + A(t)]−1g(t) = J1(t)g(t)

= g(t)− A1(t)g(t)

= g(t)− proxϕ∗(t,·)g(t),

where Jλ = (IH + λA)−1, λ > 0 and Aλ = λ−1(IH − Jλ) (with the help of
Proposition 4). We take h(t) := proxϕ∗(t,·)g(t) and check that ||h||2 is integrable.

First, h is measurable, as it results from [5, Theorem 1, p. 174] applied to the
measurable functions i : [0, T ] → [0, T ] : t �→ t and g : [0, T ] → H : t �→ g(t)

and to the continuous function f : [0, T ] ×H → H : (t, x) �→ proxϕ∗(t,·) x.
Notice that the function f is continuous, since the applications prox are

contractions and by Proposition 5, one has

||f (t, x)− f (t0, x0)|| ≤ ||x − x0|| +
√
M1(x0)

√|a(t)− a(t0)|.

Let us prove that ||h||2 is integrable. One has

||h(t)||2 = ||proxϕ∗(t,·)g(t)− proxϕ∗(t,·)0||2 + ||proxϕ∗(t,·)0||2
+2〈proxϕ∗(t,·)g(t)− proxϕ∗(t,·)0, proxϕ∗(t,·)0〉
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≤ ||g(t)||2 + ||proxϕ∗(t,·)0||2 + 2||g(t)||||proxϕ∗(t,·)0||
= [||g(t)|| + ||proxϕ∗(t,·)0||]2.

Then, the function ||h||2 is integrable because the function t �−→ proxϕ∗(t,·)0 is
continuous and g ∈ L2

H ([0, T ]).
Now, we are able to state the following useful proposition.

Proposition 7 Let A(t) := ∂ϕ(t, ·), ∀t ∈ [0, T ] where ϕ satisfies conditions (H1)

and (H2). Let (xn)n and (yn)n be two sequences in L2
H ([0, T ]) satisfying

(i) yn(t) ∈ A(t)xn(t), ∀n ∈ N and for a.e. t ∈ [0, T ],
(ii) (xn)n strongly converges to x in L2

H([0, T ]),
(iii) (yn)n weakly converges to y in L2

H([0, T ]).
Then, one has y(t) ∈ A(t)x(t) a.e. t ∈ [0, T ].
Proof By (i), one has yn ∈ A xn where A is the maximal monotone operator
associated with A(t) given in Proposition 6. Since the graph of A is sequentially
strongly-weakly closed, by yn ∈ A xn and by (ii) and (iii), one deduces that y ∈
A x, so that coming back to the definition of A , one gets y(t) ∈ A(t)x(t) a.e.
t ∈ [0, T ].

5 Main Results

5.1 Existence Results for Problem (P2)

We begin with a compactness result.

Lemma 1 Assume that ϕ satisfies conditions (H1) and (H2), and that dom ϕ(t, ·)
is ball-compact, for every t ∈ [0, T ]. Let X : [0, T ] → H be measurable with
convex and weakly compact values, and X(t) ⊂ β(t)BH ,∀t ∈ [0, T ], where β ∈
L2
R+([0, T ]). Let S2

X denote the set of all L2
H ([0, T ])-selections of X. Then, the set

X := {uf : f ∈ S2
X} of absolutely continuous solutions to the evolution inclusions

{−u̇f (t) ∈ ∂ϕ(t, uf (t))+ f (t), a.e. t ∈ [0, T ], f ∈ S2
X

uf (0) = u0 ∈ dom ϕ(0, ·)

is a compact subset of CH ([0, T ]).
Proof For each f ∈ S2

X , we have for a.e. t ∈ I , ||f (t)|| ≤ β(t) so that, by the
estimate given in Proposition 1, the solution set X := {uf : f ∈ S2

X} is bounded
and equicontinuous in CH([0, T ]). As uf (t) ∈ dom ϕ(t, ·) and dom ϕ(t, ·) is
ball-compact for each t ∈ [0, T ], we conclude that X is relatively compact in
CH ([0, T ]). Finally, we take a sequence (ufn) in X , converging uniformly to a
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continuous mapping w. We may assume that (fn) weakly converges in L2
H ([0, T ])

to f ∈ S2
X , since S2

X is convex weakly compact in L2
H ([0, T ]), and also that (u̇fn)

weakly converges to some z ∈ L2
H ([0, T ]). It follows that w(t) = u0 +

∫ t
0 z(s)ds

and ẇ = z. Since ufn ∈X , we have

−u̇fn(t) ∈ ∂ϕ(t, ufn(t))+ fn(t), a.e. t ∈ [0, T ]

so that

−u̇fn − fn ∈ A ufn,

where A is defined as in Proposition 6. As (−u̇fn − fn) weakly converges to
−z−f in L2

H ([0, T ]) and the graph of A is sequentially strongly-weakly closed in
L2
H([0, T ]) × L2

H([0, T ]) (since the extension A : L2
H([0, T ]) → L2

H ([0, T ])
of the maximal monotone operator A(t) := ∂ϕ(t, ·) is maximal monotone by
Proposition 6), we deduce that

−z− f ∈ A w

or, by using Proposition 7

−ẇ(t) ∈ ∂ϕ(t, w(t))+ f (t), a.e. t ∈ [0, T ].

Thus, w is the absolutely continuous solution to

−u̇f (t) ∈ ∂ϕ(t, uf (t))+ f (t), a.e. t ∈ [0, T ],

i.e. w = uf ∈X and X is closed in CH ([0, T ]).
Theorem 2 Assume that ϕ satisfies conditions (H1) and (H2), and that dom ϕ(t, ·)
is ball-compact, for every t ∈ [0, T ]. Let F : [0, T ] ×H → H be a convex weakly
compact valued mapping satisfying:

(1) For each e ∈ H , the scalar function δ∗(e, F (·, ·)) is L ([0, T ]) × B(H)-
measurable,

(2) For each t ∈ [0, T ], F(t, ·) is scalarly upper semicontinuous on H , i.e., for
each e ∈ H , the scalar function δ∗(e, F (t, ·)) is upper semicontinuous on H ,

(3) F (t, x) ⊂ β(t)(1+||x||) BH , for all (t, x) ∈ [0, T ]×H for some non-negative
function β ∈ L2

R([0, T ]).
Then the set of absolutely continuous solutions to the inclusion

{−u̇(t) ∈ ∂ϕ(t, u(t))+ F(t, u(t)), a.e. t ∈ [0, T ]
u(0) = u0 ∈ dom ϕ(0, ·)

is nonempty and compact in CH ([0, T ]).
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Proof

Step 1 We will use some arguments in the proof of Theorem 3.2. in [9].
Let u0 ∈ dom ϕ(0, ·). Let u : [0, T ] → H be the unique absolutely continuous

solution to

−u̇(t) ∈ ∂ϕ(t, u(t))

u(0) = u0 ∈ dom ϕ(0, ·).

Now, let r : [0, T ] → R+ be the unique absolutely continuous solution of the
differential equation

ṙ(t) = β(t)(1+ r(t)) a.e. with r(0) = sup
t∈[0,T ]

||u(t)||.

Since ṙ ∈ L2
R+([0, T ]), the set

K := {h ∈ L2
H([0, T ]) : ||h(t)|| ≤ ṙ(t) a.e. t ∈ [0, T ]},

is clearly convex σ(L2
H ([0, T ]), L2

H ([0, T ]))-compact. For any h ∈ K denote by uh
the unique absolutely continuous solution to the perturbed evolution problem

{−u̇h(t) ∈ ∂ϕ(t, uh(t))+ h(t) a.e. t ∈ [0, T ]
uh(0) = u0 ∈ dom ϕ(0, ·).

Using the monotonicity of ∂ϕ(t, ·) for all t ∈ [0, T ], one obtains the estimate

1

2
||uh(t)− u(t)||2 ≤

∫ t

0
||h(s)||||uh(s)− u(s)||ds.

Thanks to Lemma A.5 in [6], it follows that

||uh(t)− u(t)|| ≤
∫ t

0
||h(s)||ds

so that

||uh(t)|| ≤ r(0)+
∫ t

0
ṙ(s)ds = r(t)).

Set L := {uh : h ∈ K}. Main fact L is compact in CH ([0, T ]).
This follows from the above estimate and the compactness property in Lemma 1.
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Step 2 By construction, for every h ∈ K , we note that

F(t, uh(t)) ⊂ β(t)(1+ ||uh(t)||)BH ⊂ β(t)(1+ r(t))BH = ṙ(t)BH .

Let us define

�(h) =
{
f ∈ L2

H([0, T ]) : f (t) ∈ F(t, uh(t)) a.e. t ∈ [0, T ]
}

where uh is the unique absolutely continuous solution to the inclusion

{−u̇h(t) ∈ ∂ϕ(t, uh(t))+ h(t) a.e. t ∈ [0, T ]
uh(0) = u0 ∈ dom ϕ(0, ·).

It is clear that �(h) is nonempty with �(h) ⊂ K . In fact �(h) is the set of
L2
H([0, T ])-selections of the convex weakly compact valued scalarly measurable

mapping t → F(t, uh(t)). Clearly, if h is a fixed point of � (h ∈ �(h)), then uh is
an absolutely continuous solution to the inclusion under consideration, namely

{−u̇h(t) ∈ ∂ϕ(t, uh(t))+ h(t), a.e. t ∈ [0, T ]
uh(0) = u0 ∈ dom ϕ(0, ·),

with h(t) ∈ F(t, uh(t)) a.e. Now � : K → K is upper semicontinuous with
convex σ(L2

H ([0, T ]), L2
H ([0, T ]))-compact values. By compactness, it is enough

to show that the graph of � is sequentially weakly closed in L2
H ([0, T ]). Let (fn) ⊂

�(hn) be such that (fn) weakly converges in L2
H ([0, T ]) to f ∈ K and (hn) weakly

converges in L2
H([0, T ]) to h ∈ K . We show that f ∈ �(h). Recall that the set

L := {uh : h ∈ K} of solutions to

{−u̇h(t) ∈ ∂ϕ(t, uh(t))+ h(t), a.e. t ∈ [0, T ], h ∈ K
uh(0) = u0 ∈ dom ϕ(0, ·)

is compact in CH([0, T ]). Hence (uhn) uniformly converges to uh ∈ L. Since
fn(t) ∈ F(t, uhn(t)), then for each E ∈ L ([0, T ]) and for each e ∈ H

∫
E

〈
e, f (t)

〉
dt = lim

n

∫
E

〈
e, fn(t)

〉
dt ≤ lim sup

n

∫
E

δ∗
(
e, F (t, uhn(t))

)
dt

≤
∫
E

lim sup
n

δ∗
(
x, F (t, uhn(t))

)
dt ≤

∫
E

δ∗
(
e, F (t, uh(t))

)
dt.

Consequently

〈
e, f (t)

〉 ≤ δ∗
(
e, F (t, uh(t))

)
, a.e. t ∈ [0, T ].
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By the separability of H and by (Castaing-Valadier [8], Proposition III.35), we get

f (t) ∈ F(t, uh(t)), a.e. t ∈ [0, T ].

Applying Kakutani-Ky Fan fixed point theorem to the convex weakly compact
valued upper semicontinuous mapping � : K → K shows that � admits a fixed
point, h ∈ �(h), thus proving the existence of at least one absolutely continuous
solution to our inclusion.

Step 3 Compactness follows easily from the above arguments and the compactness
in CH ([0, T ]) of L given in Lemma 1.

Corollary 1 Assume that for every t ∈ [0, T ], ϕ satisfies conditions (H1) and (H2)

and every dom ϕ(t, ·) is ball-compact. Let F : [0, T ] × H → Hσ
2 be a closed

convex valued mapping satisfying:

(H 1
F ): The graph of F is closed in [0, T ] ×H ×Hσ ,

(H 2
F ): d(0, F (t, x)) < K , for all (t, x) ∈ [0, T ] ×H , for some K > 0.

Then the inclusion

{−u̇(t) ∈ ∂ϕ(t, u(t))+ F(t, u(t)), a.e. t ∈ [0, T ]
u(0) = u0 ∈ dom ϕ(0, ·)

admits at least one absolutely continuous solution.

Proof Let FK : [0, T ] ×H → Hσ be defined by FK(t, x) := F(t, x) ∩ BH(0,K)
for all (t, x) ∈ [0, T ] ×H . Since FK is upper semicontinuous and convex (weakly)
compact valued, then by the preceding theorem, the inclusion

{−u̇(t) ∈ ∂ϕ(t, u(t))+ FK(t, u(t)), a.e. t ∈ [0, T ]
u(0) = u0 ∈ dom ϕ(0, ·)

admits at least an absolutely continuous solution.

Now comes a direct application of Theorem 2 to a parabolic variational inequality.

Theorem 3 Assume that for every t ∈ [0, T ], ϕ satisfies conditions (H1) and (H2)

and every dom ϕ(t, ·) is ball-compact. Let C : [0, T ] ×H → H be a closed convex
valued mapping satisfying

|d(x,C(t, w))− d(y,C(τ, z))| ≤ ||x − y|| + k
(|t − τ | + ||w − z||)

2Hσ denotes the vector space H endowed with the weak topology.
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for all t, τ ∈ [0, T ] and for all x, y, z,w ∈ H , where k > 0 is fixed. Then for all
u0 ∈ domϕ(0, ·) the problem

{− du
dt
(t) ∈ ∂ϕ(t, u(t))+ ∂[k.dC(t,u(t))](u(t)), a.e. t ∈ [0, T ],

u(0) = u0 ∈ domϕ(0, ·)

admits an absolutely continuous solution u.
Assume further that dom ϕ(t, ·) ⊂ C(t, x) for all (t, x) ∈ [0, T ] × domϕ(t, ·);

then one has

−du
dt
(t) ∈ ∂ϕ(t, u(t))+NC(t,u(t))(u(t)), a.e. t ∈ [0, T ].

Proof Since the mapping F(t, x) := ∂[k.dC(t,x)](x) is bounded, convex weakly
compact valued and scalarly upper semicontinuous, by Theorem 2 there is an
absolutely continuous solution to

{− du
dt
(t) ∈ ∂ϕ(t, u(t))+ ∂[k.dC(t,u(t))](u(t)), a.e. t ∈ [0, T ];

u(0) = u0 ∈ dom ϕ(0, ·).

If dom ϕ(t, ·) ⊂ C(t, x) for all (t, x) ∈ [0, T ] × dom ϕ(t, ·), then u(t) ∈
dom ϕ(t, ·) ⊂ C(t, u(t)) so that by the characterization of the Clarke normal cone
via the Clarke subdifferential of the distance function, the inclusion

∂[k.dC(t,u(t))](u(t)) ⊂ NC(t,u(t))(u(t)), a.e. t ∈ [0, T ]

holds. As a consequence, u is a solution of the last differential inclusion.

Now, we proceed to our evolution inclusion with mixed semicontinuous
perturbation F

{−u̇(t) ∈ ∂ϕ(t, u(t))+ F(t, u(t)) a.e. t ∈ I
u(0) = u0 ∈ dom ϕ(0, ·).

For this purpose, it seems convenient to recall the following selection theorem (see
Theorem 6.6. [27]).

Theorem 4 Let Y be a separable Banach space and J ⊂ R. Let G : J × Y → Y

be a set-valued map with compact values that satisfies

(j) G is L (J )⊗B(Y )-measurable;
(jj) for every t ∈ J , at each x ∈ Y such that G(t, x) is convex, the set-valued map

G(t, ·) is upper semicontinuous on Y and whenever G(t, x) is not convex, the
set-valued map G(t, ·) is lower semi-continuous on some neighborhood of x;
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(jjj) there exists a function g : J × Y −→ R+ of Carathéodory type which is
integrably bounded on bounded subsets of Y and which is such that

G(t, x) ∩ BY

(
0, g(t, x)

) 
= ∅ for any x ∈ Y and a.e. t ∈ J.

Then, for any ε > 0 and any compact set K ⊂ CY (J ), there is a nonempty
closed convex set valued map � : K → L1

Y (J ) which has a sequentially closed
graph with respect to the norm of uniform convergence in K and the weak topology
σ(L1

Y (J ), L
∞
Y (J )) in L1

Y (J ) and which is such that for any x ∈ K and h ∈ �(x),
one has for a.e. t ∈ J

h(t) ∈ G(t, x(t))

||h(t)|| ≤ g(t, x(t))+ ε.

Theorem 5 Let I := [0, 1], for simplicity. Assume that for every t ∈ I , ϕ satisfies
conditions (H1) and (H2) and every dom ϕ(t, ·) is ball-compact. Let F : I ×H →
H be a compact set-valued map satisfying

(i) F is L (I)⊗B(H)-measurable,
(ii) for every t ∈ I , at each x ∈ H such that F(t, x) is convex, the set-valued map

F(t, ·) is upper semicontinuous and whenever F(t, x) is not convex, F(t, ·) is
lower semi-continuous on some neighborhood of x;

(iii) F(t, x) ∩ α(t)(1 + ||x||)BH 
= ∅ for all (t, x) ∈ I ×H , for some measurable
function α with 0 < α(t) < 1 for all t ∈ I .

Then, for any u0 ∈ dom ϕ(0, ·), there is an absolutely continuous solution u(·) of
the differential inclusion

{−u̇(t) ∈ ∂ϕ(t, u(t))+ F(t, u(t)) a.e. t ∈ I
u(0) = u0 ∈ dom ϕ(0, ·).

Proof

Step 1 We will use some arguments in the proof of Theorem 3.2 in [9].
Let u0 ∈ dom ϕ(0, ·), ε > 0. Let u : [0, 1] → H be the unique absolutely

continuous solution to

−u̇(t) ∈ ∂ϕ(t, u(t))

u(0) = u0 ∈ dom ϕ(0, ·).

Now, let r : [0, 1] → R+ be the unique absolutely continuous solution of the
differential equation

ṙ(t) = α(t)(1 + r(t))+ ε a.e. with r(0) = sup
t∈[0,1]

||u(t)||.



Evolution Problems with Time-Dependent Subdifferential Operators 17

Since ṙ + ε ∈ L∞R+(I) ⊂ L1
R+(I), the set

M := {h ∈ L1
H(I) : ||h(t)|| ≤ ṙ(t)+ ε a.e. t ∈ I }

is clearly convex σ(L1
H (I), L

∞
H (I))-compact. For any h ∈ M denote by uh the

unique absolutely continuous solution to the perturbed evolution problem

{−u̇h(t) ∈ ∂ϕ(t, uh(t))+ h(t) a.e. t ∈ I
uh(0) = u0 ∈ dom ϕ(0, ·).

Using the monotonicity of ∂ϕ(t, ·) for all t ∈ I , one obtains as in Theorem 2

1

2
||uh(t)− u(t)||2 ≤

∫ t

0
||h(s)||||uh(s)− u(s)||ds.

Thanks to Lemma A.5 in [6], it follows

||uh(t)− u(t)|| ≤
∫ t

0
||h(s)||ds

so that

||uh(t)|| ≤ r(0)+
∫ t

0
[ṙ(s)+ ε]ds = r(t)+ εt ≤ r(t)+ ε.

Set K := {uh : h ∈ M}. Main fact K is compact in CH (I). This follows from the
above estimate and Lemma 1.

Step 2 Take any ε > 0. By Theorem 4 applied to the mixed semicontinuous
mapping F , there is a nonempty closed convex set valued-map � : K →
L1
H(I) whose graph is sequentially closed with respect to the topology of uniform

convergence in K and the weak topology in L1
H (I) and such that, for any x ∈ K

and y ∈ �(x), for a.e. t ∈ I , one has

y(t) ∈ F(t, x(t)) and ||y(t)|| ≤ g(t, x(t))+ ε = α(t)(1 + ||x(t)||)+ ε.

This, taken together with uh ∈ K and yh ∈ �(uh), implies that, for a.e t ∈ I

yh(t) ∈ F(t, uh(t)) and ||yh(t)|| ≤ α(t)(1+||uh(t)||)+ε ≤ α(t)(1+ r(t)+ε)+ε

= α(t)(1 + r(t))+ α(t)ε + ε ≤ α(t)(1 + r(t))+ ε + ε = ṙ(t)+ ε,

taking into account the fact ||uh(t)|| ≤ r(t)+ ε. It is easy to see that yh ∈ M , hence
�(uh) ⊂ M for all uh ∈ K . Thus, there is a nonempty convex weakly-compact
set-valued map � : K → L1

H (I) with the following properties
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(j) �(x) ⊂ {h ∈ M : h(t) ∈ F(t, x(t)) a.e.} ⊂ M , for each x ∈ K ,
(jj) the set-valued map � has closed graph, i.e., for any yn ∈ �(xn) with (xn)

uniformly converging to x ∈ K and (yn) σ (L
1
H (I), L

∞
H (I))-converging in

L1
H (I) to y, then y ∈ �(x); equivalently, � : K → M is upper semi-

continuous from K ⊂ CH (I) to M endowed with the σ(L1
H (I), L

∞
H (I))

topology.

Step 3 We finish the proof by using Kakutani-Ky Fan fixed point theorem.
For each h ∈ M , let us set �(h) = �(uh) where

{−u̇h(t) ∈ ∂ϕ(t, uh(t))+ h(t), h ∈ M, a.e. t ∈ I
uh(0) = u0 ∈ dom ϕ(0, ·).

Then, it is clear that � is a convex weakly compact set-valued map from M to
M . We claim that � has a fixed point h, i.e., h ∈ �(h) = �(uh), then, by (j)
h(t) ∈ F(t, uh(t)) a.e., proving that

{−u̇h(t) ∈ ∂ϕ(t, uh(t))+ F(t, uh(t)), a.e. t ∈ I
uh(0) = u0 ∈ dom ϕ(0, ·)

has at least a solution. In order to use the Kakutani-Ky Fan fixed point theorem,
we need to prove that � : M → M is upper semi-continuous with nonempty
convex weakly compact values from M into itself; equivalently, the graph of � is
sequentially closed inM×M , forM equipped with the σ(L1

H (I), L
∞
H (I))-topology.

Indeed, for each n ∈ N , let gn ∈ �(hn) = �(uhn) such that

{−u̇hn(t) ∈ ∂ϕ(t, uhn(t))+ hn(t) a.e. t ∈ I
uhn(0) = u0 ∈ dom ϕ(0, ·)

with uhn ∈ K , by our definition of K and (gn) which σ(L1
H (I), L

∞
H (I))-converges

to g ∈ M . Furthermore, by compactness (uhn)n uniformly converges to uh with

{−u̇h(t) ∈ ∂ϕ(t, uh(t))+ h(t) a.e. t ∈ I
uh(0) = u0 ∈ dom ϕ(0, ·).

By the property (jj) of the set-valued map � , we have g ∈ �(uh) = �(h). So, the
graph of � : M → M is closed, hence the convex weakly compact valued mapping
� admits a fixed point by Kakutani-Ky Fan Theorem, h ∈ �(h) = �(uh). By the
property (j), we get h(t) ∈ F(t, uh(t)) a.e. which implies

{−u̇h(t) ∈ ∂ϕ(t, uh(t))+ h(t), a.e. t ∈ I
uh(0) = u0 ∈ dom ϕ(0, ·)

with h(t) ∈ F(t, uh(t)) a.e.
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5.2 Some Variants with the Velocity in the Subdifferential

In this section,3 we are interested in the existence of absolutely continuous solutions
to the evolution inclusion

f (t)− Au(t) ∈ ∂ϕ(t, du
dt
(t)), a.e. t ∈ [0, T ] (P5)

where ϕ : [0, T ] × H → [0,+∞] is a normal lower semicontinuous convex
integrand, A is a linear bounded coercive operator in H and f : [0, T ] → H is
a bounded continuous mapping. Also, we present a second variant dealing with the
evolution inclusion governed by a convex sweeping process

f (t)− Au(t) ∈ NC(t)(
du

dt
(t)), a.e. t ∈ [0, T ] (P6)

where C : [0, T ] → H is a convex compact moving set. For the convenience of the
reader, we recall and summarize two useful results, namely [3, Corollary 2.9 and
Corollary 2.10], on which we build upon for the main proofs.

Corollary 2

(1) If A : H → H is linear continuous and coercive: 〈Ax, x〉 ≥ ω||x||2 for all x ∈
H for some ω > 0 and if ϕ : [0, T ]×H →]−∞,+∞] is lower semicontinuous
convex proper, then, for f ∈ H , the problem f ∈ Ay + ∂ϕ(y) admits a unique
solution y.

(2) If A : H → H is linear continuous and coercive: 〈Ax, x〉 ≥ ω||x||2 for all
x ∈ H for some ω > 0 and if K is a closed convex subset in H , then, for
f ∈ H , the problem f ∈ Ay +NK(y) admits a unique solution y.

Now come the main results in this section.

Theorem 6 Assume that H = Rd .4 Let K be a convex compact subset of H and
denote S1

K := {u ∈ L1
H ([0, T ]) : u(t) ∈ K a.e.}. Let f : [0, T ] → H be a

continuous mapping such that ||f (t)|| ≤ β for all t ∈ [0, T ], let v : [0, T ] → R+
be a positive nondecreasing continuous function with v(0) = 0, let ϕ : [0, T ]×K →
[0,+∞] be a normal lower semicontinuous convex integrand satisfying

(H3) ϕ(t, x) ≤ ϕ(τ, x)+ |v(t) − v(τ )| for all t, τ ∈ [0, T ], x ∈ K ,
(H4) {t �→ ϕ(t, u(t)) : u ∈ S1

K } is uniformly integrable in L1
R([0, T ]).

3From now on, results and proofs are independent from those given above, so there is no risk of
confusion.
4For infinite-dimensional Hilbert spaces, an analogous proof of a similar result would have to rely
on some compactness, but we may not assume that a linear operator is coercive and compact, as
these properties are not compatible in that setting.
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Let A : H → H be a linear continuous coercive symmetric operator. Then, for any
u0 ∈ H , the evolution inclusion problem

f (t)− Au(t) ∈ ∂ϕ(t, du
dt
(t)), a.e. t ∈ [0, T ], u(0) = u0 (P5)

admits a unique absolutely continuous solution u : [0, T ] → H .

Proof Uniqueness Let u1 and u2 be two solutions of the above variational
inequality with u1(0) = u2(0) = u0. Then we have

du1

dt
(t) ∈ ∂ϕ∗(t, f (t)− Au1(t)), a.e. t ∈ [0, T ]

du2

dt
(t) ∈ ∂ϕ∗(t, f (t)− Au2(t)), a.e. t ∈ [0, T ].

By the monotonicity of subdifferential operator we have

〈du1

dt
(t)− du2

dt
(t), Au1(t)− Au2(t)〉 ≤ 0, a.e. t ∈ [0, T ].

But since A is symmetric

d

dt
〈u1(t)− u2(t), Au1(t)− Au2(t)〉 = 2[〈du1

dt
(t)− du2

dt
(t), Au1(t)− Au2(t)〉],

for a.e. t ∈ [0, T ]. By integrating

ω||u1(t)− u2(t)||2 ≤ 〈u1(t)− u2(t), Au1(t)− Au2(t)〉 ≤ 0

and u1(t) = u2(t), for all t ∈ [0, T ].
Existence Step 1 Like in [1, Theorem 5.1], we will use Moreau’s caching-up
algorithm. We consider for each n ∈ N the following partition of [0, T ]:

tni = i T
n
:= iηn for 0 ≤ i ≤ n and we set Ini :=]tni , tni+1] for 0 ≤ i ≤ n− 1.

We denote un0 = u0 and f n
i = f (tni ) for all i = 1, · · · , n.

By Corollary 2 (1), there is zn1 ∈ K such that

f n
1 − Aun0 ∈ ηnAzn1 + ∂ϕ(tn1 , z

n
1).

Put un1 = un0 + ηnz
n
1. Suppose that un0, u

n
1, · · · , uni , zn1, zn2 , · · · , zni are constructed.

As above, by Corollary 2. (1) there exists zni+1 ∈ K such that

f ni+1 − Auni ∈ ηnAzni+1 + ∂ϕ(tni+1, z
n
i+1)
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and we set uni+1 = uni + ηnz
n
i+1. Then, by induction, there are finite sequences

(uni )
n
i=0 and (zni )

n
i=1 such that

f ni+1 − Auni ∈ ηnAzni+1 + ∂ϕ(tni+1, z
n
i+1)

uni+1 = uni + ηnz
n
i+1.

From (uni )
n
i=0, (zni )

n
i=1 (f ni )

n
i=1, we construct two sequences (un) from [0, T ] to

H , (fn) from [0, T ] to H , by setting fn(0) = f n
1 , un(0) = un0 and for each i =

0, · · · , n− 1 we set fn(t) = f ni+1 and for t ∈]tni , tni+1]:

un(t) = uni +
t − tni

ηn
(uni+1 − uni ).

Clearly, the mapping un(·) is Lipschitz continuous on [0, T ], and any ρ > 0 such
that K ⊂ ρBH is a Lipschitz constant of un(·) on [0, T ] since for t ∈]tni , tni+1[

u̇n(t) =
uni+1 − uni

ηn
= zni+1 ∈ K ⊂ ρBH .

Furthermore, un(t) = u0+
∫ t

0 u̇n(s)ds implies that ||un(t)|| ≤ ||u0||+ρT , for every
t . Using the linearity of A and the definition of un , we see that

f n
i+1 − Auni+1 ∈ ∂ϕ(tni+1, z

n
i+1).

So, defining the function θn from [0, T ] to [0, T ] by θn(0) = tn1 and θn(t) = tni+1
for any t ∈]tni , tni+1], the last inclusion becomes

fn(t)− Aun(θn(t)) ∈ ∂ϕ(θn(t), u̇n(t))

for a.e. t ∈ [0, T ] and we also note that supt∈[0,T ] |θn(t) − t| → 0 as n → ∞.
We note that ||un(t)|| ≤ ||u0|| + ρT , ||fn(t)|| ≤ β for all t ∈ [0, T ] and un(t) =
u0 +

∫ t
0 u̇n(s)ds for all t ∈ [0, T ] with u̇n(t) ∈ K a.e.

Step 2 Convergence of the Algorithm and Final Conclusion Let S1
K := {h ∈

L1
H([0, T ]) : h(t) ∈ K a.e.} and let

X := {v : [0, T ] → H : v(t) = u0 +
∫ t

0
v̇(s)ds, t ∈ [0, T ]; v̇ ∈ S1

K }.

Then it is clear that S1
K is convex and weakly compact in L1

H ([0, T ]) (see e.g. [2, 10]
and the references therein) and that X is convex, equicontinuous and compact in
CH ([0, T ]). As (un) ⊂ X , one can extract from (un) a subsequence not relabelled
which pointwise converges to u : [0, T ] → H such that u(t) = u0 +

∫ t
0 u̇(s)ds,
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for all t ∈ [0, T ] and (u̇n) σ (L
1
H ([0, T ]), L∞H ([0, T ]))-converges to u̇ ∈ S1

K .
As consequence, un(θn(t)) → u(t) pointwise in H . Then, Aun(θn(t)) → Au(t)

pointwise in H . So we deduce that gn(t) := fn(t) − Aun(θn(t)) → f (t) − Au(t)

pointwise in H. As ϕ is normal t �→ ϕ(t, u(t)) is measurable, (H4) ensures the
uniform integrability condition for the mappings t �→ ϕ(t, u(t)) for u ∈ S1

K . As
consequences the conjugate function ϕ∗ : [0, T ] ×H → R

ϕ∗(t, y) = sup
x∈K
[〈x, y〉 − ϕ(t, x)] (2)

is normal, see e.g Castaing-Valadier [8] and satisfies

ϕ∗(t, y) ≤ ϕ∗(τ, y)+ |v(t)− v(τ )|

for all t, τ ∈ [0, T ], y ∈ H . By using (H3) and (H4) and the normality of ϕ, the
mappings t �→ ϕ(θn(t), u̇n(t)) and t �→ ϕ(t, u̇n(t)) are measurable and integrable.
By construction we have

gn(t) = fn(t)− Aun(θn(t)) ∈ ∂ϕ(θn(t), u̇n(t))

so that by the normality of ϕ∗, the mapping t �→ ϕ∗(θn(t), gn(t)) is measurable and
integrable. Further by (2) and (H3) we have

−ϕ(t, u̇n(t))+ 〈u̇n(t), gn(t)〉 ≤ ϕ∗(t, gn(t)) ≤ ϕ∗(θn(t), gn(t)) + |v(t) − v(θn(t))|
(3)

so that t �→ −ϕ(t, u̇n(t)) + 〈u̇n(t), gn(t)〉 is uniformly integrable thank to (H4).
We note that (gn(t) = fn(t) − Aun(θn(t))) is uniformly bounded and pointwise
converges to g(t) = f (t)−Au(t) in H . Hence (gn(·)− g(·)) is uniformly bounded
and pointwise converges to 0, so that it converges to 0 uniformly on any uniformly
integrable subset of L1

H([0, T ]), in other terms it converges to 0 with respect to the
Mackey topology τ (L∞H ([0, T ]), L1

H ([0, T ])) (see [7]),5 so that, for every Lebesgue
measurable set B ⊂ [0, T ],

lim
n→∞

∫
B

〈gn(t)− g(t), u̇n(t)〉dt = 0

5If H = Rd , one may invoke a classical fact that on bounded subsets of L∞H the topology
of convergence in measure coincides with the topology of uniform convergence on uniformly
integrable sets, i.e. on relatively weakly compact subsets, alias the Mackey topology. This is a
lemma due to Grothendieck [12] [Ch.5 §4 no 1 Prop. 1 and exercise].
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because (u̇n) is uniformly integrable. Consequently

lim
n→∞

∫
B

〈gn(t), u̇n(t)〉dt

= lim
n→∞

∫
B

〈gn(t)− g(t), u̇n(t)〉dt + lim
n→∞

∫
B

〈g(t), u̇n(t)〉dt

= lim
n→∞

∫
B

〈g(t), u̇n(t)〉dt =
∫
B

〈g(t), u̇(t)〉dt. (4)

Now, by (3) we have

ϕ∗(t, gn(t)) ≤ ϕ∗(θn(t), gn(t))+ |v(t)− v(θn(t))|

= 〈u̇n(t), gn(t)〉 − ϕ(θn(t), u̇n(t))+ |v(t)) − v(θn(t))|

≤ 〈u̇n(t), gn(t)〉 + ϕ(t, u̇n(t))+ 2|v(t)− v(θn(t))|.

Whence

∫ T

0
ϕ∗(t, gn(t))dt ≤ sup

n

∫ T

0
[|〈u̇n(t), gn(t)〉| + ϕ(t, u̇n(t))+ 2|v(t)− v(θn(t))|]dt

< Constant <∞

because

t �→ [|〈u̇n(t), gn(t)〉| + ϕ(t, u̇n(t))+ 2|v(t)− v(θn(t))|]

is bounded in L1
R([0, T ]) so that by noting that (gn) weakly converges to g in

L1
H([0, T ]) and applying the lower semicontinuity of integral convex functional [10,

Theorem 8.1.6] to ϕ∗, we deduce that

∫
B

[−ϕ(t, u̇(t))+ 〈u̇(t), g(t)〉]dt ≤
∫
B

ϕ∗(t, g(t))dt

≤ lim inf
n

∫
B

ϕ∗(t, gn(t))dt < Constant <∞

as consequence

∫
B

ϕ∗(t, g(t))dt ≤ lim inf
n

∫
B

ϕ∗(t, gn(t))dt ≤ lim inf
n

∫
B

ϕ∗(θn(t), gn(t))dt

(5)
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with t �→ ϕ∗(t, g(t)) integrable. From

0 ≤ ϕ(t, u̇n(t)) ≤ ϕ(θn(t), u̇n(t))+ |v(t) − v(θn(t))|

we deduce that

lim inf
n

∫
B

ϕ(t, u̇n(t))dt ≤ lim inf
n

∫
B

ϕ(θn(t), u̇n(t))dt.

As (u̇n) weakly converges to u̇ ∈ L1
H ([0, T ]), by the lower semicontinuity theorem

[10, Theorem 8.1.6] applied to the convex integral functional associated with ϕ, we
deduce that

0 ≤
∫
B

ϕ(t, u̇(t))dt ≤ lim inf
n

∫
B

ϕ(t, u̇n(t))dt ≤ lim inf
n

∫
B

ϕ(θn(t), u̇n(t))dt

(6)

with u̇(t) ∈ K a.e. and t �→ ϕ(t, u̇(t)) is integrable. Now integrating on any
Lebesgue measurable set B in [0, T ] the equality

ϕ(θn(t), u̇n(t))+ ϕ∗(θn(t), gn(t)) = 〈u̇n(t), gn(t)〉

gives

∫
B

ϕ(θn(t), u̇n(t))dt +
∫
B

ϕ∗(θn(t), gn(t))dt =
∫
B

〈u̇n(t), gn(t)〉dt.

By passing to the limit when n goes to∞ in this equality using (4)–(6) gives

∫
B

ϕ(t, u̇(t))dt +
∫
B

ϕ∗(t, g(t))dt ≤
∫
B

〈u̇(t), g(t)〉dt.

As t �→ ϕ(t, u̇(t))+ ϕ∗(t, g(t)) − 〈u̇(t), g(t)〉 is integrable, we deduce that

ϕ(t, u̇(t))+ ϕ∗(t, g(t))− 〈u̇(t), g(t)〉 ≤ 0

a.e. with u̇(t) ∈ K a.e. So we conclude that ϕ(t, u̇(t)) + ϕ∗(t, g(t)) = 〈u̇(t), g(t)〉
a.e., equivalently g(t) = f (t) − Au(t) ∈ ∂ϕ(t, u̇(t)) a.e. and equivalently u̇(t) ∈
∂ϕ∗(t, f (t)− Au(t)) a.e.

Using the above tools, we present a variational limit result, which can be applied
to further convex sweeping process, even if dimH = ∞.
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Proposition 8 Let (Cn,C)n∈N be a sequence of scalarly measurable convex
weakly compact valued mappings such that

(i) Cn(t), C(t) ⊂ r(t)BH for all n ∈ N , for all t ∈ [0, T ]where r : [0, T ] → R+
is a positive integrable function.

(ii) dH (Cn(t), C(t)) ≤ ρn(t) for every t ∈ [0, T ] where (ρn) is a positive bounded
sequence in L∞R ([0, T ]) with ρn(t) ≤ α, (α > 0) for all n ∈ N such that ρn(t)
pointwise converges to 0 for each t ∈ [0, T ].

Let (fn, f )n∈N be bounded in L∞H ([0, T ]) with ||fn(t)|| ≤ β, ||f (t)|| ≤ β (β > 0)
for all n ∈ N and let fn(t) converge to f (t) for each t ∈ [0, T ].

Let (vn, v)n∈N be a bounded sequence in L∞H ([0, T ]) with ||vn(t)|| ≤
γ, ||v(t)|| ≤ γ (γ > 0) for all n ∈ N such that vn(t) pointwise converges to
v(t) for each t ∈ [0, T ] with respect to the weak topology in H .

Let (un) be an integrable sequence in L1
H ([0, T ]) such that un(t) ∈ Cn(t) for all

n ∈ N and for all t ∈ [0, T ].
Let A be a linear continuous compact operator in H .
Assume that fn(t) − Avn(t) ∈ NCn(t)(un(t)) for all n ∈ N and a.e. t ∈ [0, T ],

then there is a subsequence (un) that weakly converges in L1
H([0, T ]) to u with

u(t) ∈ C(t) a.e. and f (t)− Av(t) ∈ NC(t)(u(t)) a.e.

Proof From condition (ii), we deduce by the Hormander formula (see e.g.
Castaing-Valadier [8]) that

sup
x∈BH

|δ∗(x, Cn(t))− δ∗(x, C(t))| = dH (Cn(t), C(t)) ≤ ρn(t).

As we have fn(t)− Avn(t) ∈ NCn(t)(un(t)) then

δ∗(fn(t)− Avn(t), Cn(t)) ≤ 〈fn(t)− Avn(t), un(t)〉

with

un(t) ∈ Cn(t) ⊂ r(t)BH .

Hence (un) is uniformly integrable. So we may assume that (un) weakly converges
inL1

H ([0, T ]) to u. We first check that u(t) ∈ C(t) a.e. Indeed, we have 〈x, un(t)〉 ≤
δ∗(x, Cn(t)), ∀x ∈ H. Then by integrating on any Lebesgue measurable set B ⊂
[0, T ]

∫
B

〈x, un(t)〉dt ≤
∫
B

δ∗(x, Cn(t))dt.

By using (ii) and by passing to the limit when n goes to ∞ gives

∫
B

〈x, u(t)〉dt ≤ lim sup
n

∫
B

δ∗(x, Cn(t))dt ≤
∫
B

δ∗(x, C(t))dt.
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Then we deduce that 〈x, u(t)〉 ≤ δ∗(x, C(t)) a.e. so that by Castaing-Valadier [8,
Proposition III.35], we get u(t) ∈ C(t) a.e. Recall that

gn(t) = fn(t)− Avn(t) ∈ NCn(t)(un(t))

and that (gn(t) = fn(t) − Avn(t)) is bounded and pointwise converges to g(t) =
f (t) − Av(t) (remember that A is a compact operator) and (un) weakly converges
in L1

H([0, T ]) to u with u(t) ∈ C(t) a.e. So as above by Castaing’s trick, we have
the main fact

lim
n

∫
B

〈gn(t), un(t)〉dt =
∫
B

〈g(t), u(t)〉dt (∗)

for any Lebesgue measurable set B in [0, T ]. By integrating on B the inequality

δ∗(fn(t)− Avn(t), Cn(t)) ≤ 〈fn(t)− Avn(t), un(t)〉

we get

∫
B

δ∗(gn(t), Cn(t))dt −
∫
B

〈gn(t), un(t)〉dt ≤ 0.

But by (ii) we have the estimation

∫
B

δ∗(gn(t), C(t))dt

≤
∫
B

δ∗(gn(t), Cn(t))dt + Constant

∫
B

ρn(t)dt

with
∫
B ρn(t)dt → 0. So that by invoking the lower semicontinuity of the integral

convex functional [10, Theorem 8.1.6] associated with the normal convex integrand
(t, x) �→ δ∗(x, C(t)) by noting that 〈u(t), gn(t)〉 is uniformly integrable with
〈u(t), gn(t)〉 ≤ δ∗(gn(t), C(t)) gives

lim inf
n

∫
B

δ∗(gn(t), Cn(t))dt ≥ lim inf
n

∫
B

δ∗(gn(t), C(t))dt ≥
∫
B

δ∗(g(t), C(t))dt

(∗∗)

so that as a consequence using (∗), (∗∗) and passing to the limit when n goes to ∞
in the inequality

∫
B

δ∗(gn(t), Cn(t))dt ≤
∫
B

〈gn(t), un(t)〉dt
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gives

∫
B

δ∗(g(t), C(t))dt ≤
∫
B

〈g(t), u(t)〉dt,

so that

δ∗(g(t), C(t)) ≤ 〈g(t), u(t)〉

a.e. with u(t) ∈ C(t) a.e. So we conclude that

g(t) = f (t)− Av(t) ∈ NC(t)(u(t)), a.e. t ∈ [0, T ].

Theorem 7 Let L be a convex compact set in H . Let f : [0, T ] → H be a
continuous mapping such that ||f (t)|| ≤ β for all t ∈ [0, T ], let v : [0, T ] → R+
be a positive nondecreasing continuous function with v(0) = 0. Let C : [0, T ] → L

be a convex compact valued mapping such that dH (C(t), C(τ)) ≤ |v(t) − v(τ )|
for all t, τ ∈ [0, T ]. Let A : H → H be a linear continuous coercive symmetric
operator. Then, for any u0 ∈ H , the evolution inclusion

f (t)− Au(t) ∈ NC(t)(
du

dt
(t)), a.e. t ∈ [0, T ] (P7)

u(0) = u0

admits a unique absolutely continuous solution u : [0, T ] → H .

Proof Uniqueness, as in the proof of Theorem 6, follows from the fact that the
normal cone is monotone and A is coercive symmetric.

Existence follows from the Moreau’s catching-up algorithm and tools developed
in Step 1 of the proof of Theorem 6. involving Corollary 2. (2). We note that by
Hormander formula (see e.g. Castaing-Valadier [8])

|δ∗(x, C(t))− δ∗(x, C(τ))| ≤ ||x||dH(C(t), C(τ)) ≤ ||x|||v(t)− v(τ )|.

As a consequenceC is scalarly continuous, a fortiori scalarly upper semicontinuous.
We want to show that the above techniques allow to prove the existence of absolutely
continuous solution to the inclusion

f (t)− Au(t) ∈ NC(t)(u̇(t)), u(0) = u0.

Applying the results and notations of the algorithm via Corollary 2. (2) given in Step
1 of Theorem 6., provides un absolutely continuous satisfying

fn(t)− Aun(θn(t)) ∈ NC(θn(t))(u̇n(t)).
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Hence

δ∗(fn(t)− Aun(θn(t)), C(θn(t))) ≤ 〈fn(t)− Aun(θn(t)), u̇n(t)〉

with

u̇n(t) ∈ C(θn(t)) ⊂ L

so that u̇n ∈ S1
L where S1

L := {v ∈ L1
H ([0, T ]) : v(t) ∈ L a.e. } and un(t) =

u0 +
∫ t

0 u̇n(s)ds for all t ∈ [0, T ] with u̇n(t) ∈ L a.e. We note that S1
L is a convex

weakly compact set of L1
H ([0, T ]) (see e.g. [2, 10] and the references therein). Let

X := {v : [0, T ] → H : v(t) = u0 +
∫ t

0
v̇(s)ds, t ∈ [0, T ]; v̇ ∈ S1

L}.

Then it is clear that X is convex, equicontinuous and compact in CH ([0, T ]).
As (un) ⊂ X , one can extract from (un) a subsequence not relabelled which
pointwise converges to u : [0, T ] → H such that u(t) = u0 +

∫ t
0 u̇(s)ds, for

all t ∈ [0, T ] and (u̇n) σ (L
1
H ([0, T ]), L∞H ([0, T ]))-converges to u̇ ∈ S1

L. As
consequence, un(θn(t)) → u(t) pointwise in H . Our first task is to prove the
inclusion u̇(t) ∈ C(t) a.e. Indeed, for every Lebesgue measurable set B in [0, T ]
and for any x ∈ H , the function 1Bx ∈ L∞H ([0, T ]). We have

〈x, u̇n(t)〉 ≤ δ∗(x, C(θn(t))).

Integrating on B gives

∫
B

〈1B(t)x, u̇n(t)〉dt =
∫
B

〈x, u̇n(t)〉dt ≤
∫
B

δ∗(x, C(θn(t)))dt.

Passing to the limit in this inequality

∫
B

〈1B(t)x, u̇(t)〉dt ≤ lim sup
n

∫
B

δ∗(x, C(θn(t)))dt

≤
∫
B

lim sup
n

δ∗(x, C(θn(t)))dt ≤
∫
B

δ∗(x, C(t))dt

using the fact that C is scalarly upper semicontinuous. So we deduce that

〈x, u̇(t)〉 ≤ δ∗(x, C(t))
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a.e. By the separability of H and by Castaing-Valadier [8, Proposition III.35], we
get u̇(t) ∈ C(t) a.e. Recall that

gn(t) = fn(t)− Aun(θn(t)) ∈ NC(θn(t))(u̇n(t))

and that (gn(t) = fn(t)−Aun(θn(t))) is bounded and pointwise converges to g(t) =
f (t) − Au(t) with respect to the strong topology and (u̇n) is uniformly integrable
and weakly converges to u̇ ∈ S1

L. So as above by Castaing’s trick, we get the main
fact

lim
n

∫
B

〈gn(t), u̇n(t)〉dt =
∫
B

〈g(t), u̇(t)〉dt (∗)

for every Lebesgue measurable set B in [0, T ]. From

gn(t) = fn(t)− Aun(θn(t)) ∈ NC(θn(t))(u̇n(t))

we have

δ∗(gn(t), C(θn(t)))− 〈gn(t), u̇n(t)〉 ≤ 0.

By integrating on B we get

∫
B

δ∗(gn(t), C(θn(t)))dt −
∫
B

〈gn(t), u̇n(t)〉dt ≤ 0.

But we have the estimation
∫
B

〈u̇(t), gn(t)〉dt ≤
∫
B

δ∗(gn(t), C(t))dt

≤
∫
B

δ∗(gn(t), C(θn(t)))dt + Constant

∫
B

|v(θn(t))− v(t)|dt.

So that by invoking the lower semicontinuity of the integral convex functional [10,
Theorem 8.1.6] associated with the normal lower semicontinuous convex integrand
(t, x) �→ δ∗(x, C(t)) by noting that (〈u̇(t), gn(t)〉) is uniformly integrable gives

lim inf
n

∫
B
δ∗(gn(t),C(θn(t)))dt ≥ lim inf

n

∫
B
δ∗(gn(t),C(t))dt ≥

∫
B
δ∗(g(t), C(t))dt

(∗∗)

so that as a consequence using (∗), (∗∗) and passing to the limit when n goes to ∞
in the inequality

∫
B

δ∗(gn(t), C(θn(t)))dt ≤
∫
B

〈gn(t), u̇n(t)〉dt
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gives

∫
B

δ∗(g(t), C(t))dt ≤
∫
B

〈g(t), u̇(t)〉dt

so that

δ∗(g(t), C(t)) ≤ 〈g(t), u̇(t)〉

a.e. with u̇(t) ∈ C(t) a.e. So we conclude that

g(t) = f (t)− Au(t) ∈ NC(t)(u̇(t)), a.e. t ∈ [0, T ].

6 Applications

6.1 A Skorokhod Problem

We present a new version of the Skorokhod problem in Castaing et al. [11] dealing
with the sweeping process associated with an absolutely continuous (or continuous)
closed convex moving set C(t) in H .

Theorem 8 Let I := [0, 1], for simplicity, and H = Rd . Let v : I → R+ be a
positive nondecreasing continuous function with v(0) = 0. Let C : I → H be a
convex compact valued mapping such that

(i) C(t) ⊂ MBH for all t ∈ I where M is a positive constant.
(ii) dH (C(t), C(τ)) ≤ |v(t)− v(τ )| for all t, τ ∈ I .

Let A : H → H be a linear continuous coercive symmetric operator and b :
I ×H → H be a Carathéodory mapping satisfying:

(j) ||b(t, x)|| ≤M,∀(t, x) ∈ I ×H ,
(jj) ||b(t, x)− b(t, y)|| ≤ M||x − y||,∀(t, x, y) ∈ I ×H ×H .

Let a ∈ H . Then there exist an absolutely continuous function X : I → H and an
absolutely continuous function Y : I → H satisfying

⎧⎨
⎩
X(0) = Y (0) = a

X(t) = ∫ t
0 b(s,X(s))ds + Y (t), ∀t ∈ I∫ t

0 b(s,X(s))ds − AY(t) ∈ NC(t)(Ẏ (t)), a.e. t ∈ I.

Proof We use some arguments developed in [11, Theorem 4.2]. Let us set for all
t ∈ I := [0, 1]

X0(t) = a, h1(t) =
∫ t

0
b(s, a)ds;
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then h1 is bounded continuous with ||h1(t)|| ≤ M for all t ∈ I . By Theorem 7,
there is a unique absolutely continuous solution Y 1 to

h1(t)− AY 1(t) ∈ NC(t)(Ẏ
1(t)) a.e. t ∈ I, Y 1(0) = a

with

Ẏ 1(t) ∈ C(t)

a.e. Set for all t ∈ I

X1(t) = h1(t)+ Y 1(t) =
∫ t

0
b
(
s,X0(s)

)
ds + Y 1(t),

so that X1 is absolutely continuous with

∫ t

0
b
(
s,X0(s)

)
ds − AY 1(t) ∈ NC(t)(Ẏ

1(t)), Ẏ 1(t) ∈ C(t) a.e.

Now, we construct Xn by induction as follows. Let for all t ∈ I

hn(t) =
∫ t

0
b
(
s,Xn−1(s)

)
ds.

Then hn is bounded continuous with ||hn(t)|| ≤ M, for all t ∈ I . By Theorem 7,
there is a unique absolutely continuous solution Yn to

hn(t)− AYn(t) ∈ NC(t)(Ẏ
n(t)) a.e. t ∈ I, Y n(0) = a

with Ẏ n(t) ∈ C(t) ⊂ MBH a.e. Let us set

Xn(t) = hn(t)+ Yn(t) =
∫ t

0
b
(
s,Xn−1(s)

)
ds + Yn(t), ∀t ∈ I,

so that Xn is absolutely continuous and

∫ t

0
b
(
s,Xn−1(s)

)
ds − AYn(t) ∈ NC(t)(Ẏ

n(t)), Ẏ n(t) ∈ C(t) a.e. t ∈ I. (∗)

As (Y n) is equicontinuous, we may assume that (Y n) uniformly converges to an
absolutely continuous mapping Y : I → H . Using Ẏ n(t) ∈ C(t) ⊂ MBH a.e.,
we may also assume that (Ẏ n) weakly converges in L1

H (I) to Ẏ , and by (j) (s �→
b(s,Xn−1(s))) weakly converges to Z ∈ L1

H (I). Hence
∫ t

0 b(s,X
n−1(s))ds →
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∫ t
0 Z(s)ds for each t ∈ I . So we have

lim
n→∞Xn(t) := X(t) = lim

n→∞

(∫ t

0
b(s,Xn−1(s))ds+Yn(t)

)
=

∫ t

0
Z(s)ds+Y (t).

As (Xn(t)) pointwise converges to X(t) on I , s �→ b
(
s,Xn−1(s)

)
is uniformly

bounded and pointwise converges to s �→ b
(
s,X(s)

)
, then

∫ t
0 b(s,X

n−1(s))ds →∫ t
0 b(s,X(s))ds uniformly on I . Indeed we have

sup
t∈I

∣∣∣∣
∣∣∣∣
∫ t

0
b
(
s,Xn−1(s)

)
ds −

∫ t

0
b(s,X(s))ds

∣∣∣∣
∣∣∣∣ ≤

∫ 1

0
M

∣∣∣∣Xn−1(s)−X(s)
∣∣∣∣ds → 0

as n→∞, by Lebesgue’s theorem. By identifying the limits we have

X(t) =
∫ t

0
b
(
s,X(s)

)
ds + Y (t),∀t ∈ I.

As
∫ t

0 b
(
s,Xn−1(s)

)
ds → ∫ t

0 b
(
s,X(s)

)
ds uniformly in I , (Ẏ n) weakly converges

in L1
H (I) to Ẏ with Ẏ n(t) ∈ C(t) a.e. and by (∗)

∫ t

0
b
(
s,Xn−1(s)

)
ds − AYn(t) ∈ NC(t)(Ẏ

n(t)), a.e. t ∈ I

we apply the arguments given in Proposition 8 to get the inclusions

Ẏ (t) ∈ C(t), a.e. t ∈ I
∫ t

0
b
(
s,X(s)

)
ds − AY(t) ∈ NC(t)(Ẏ (t)), a.e. t ∈ I.

The proof is therefore complete.

By combining the tools developed in Theorem 6 and Theorem 8 we obtain the
following variant. We omit the proof for shortness.

Theorem 9 Let I := [0, 1] and H = Rd . Let K be a convex compact in H with
K ⊂ MBH and S1

K := {u ∈ L1
H(I) : u(t) ∈ K a.e.}. Let v : I → R+ be a positive

nondecreasing continuous function with v(0) = 0 and let ϕ : [0, 1]×K → [0,+∞]
be a normal convex lower semicontinuous integrand satisfying

(H3) ϕ(t, x) ≤ ϕ(τ, x)+ |v(t) − v(τ )| for all t, τ ∈ I, x ∈ K ,
(H4) {t �→ ϕ(t, u(t)) : u ∈ S1

K } is uniformly integrable in L1
R(I).
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Let A : H → H be linear continuous coercive and symmetric. Suppose that b :
I ×H → H is a Carathéodory mapping satisfying:

(j) ||b(t, x)|| ≤M,∀(t, x) ∈ I ×H ,
(jj) ||b(t, x)− b(t, y)|| ≤ M||x − y||,∀(t, x, y) ∈ I ×H ×H .

Let a ∈ H . Then there exist an absolutely continuous function X : I → H and an
absolutely continuous function Y : I → H satisfying

⎧⎨
⎩
X(0) = Y (0) = a

X(t) = ∫ t
0 b(s,X(s))ds + Y (t), ∀t ∈ I∫ t

0 b(s,X(s))ds − AY(t) ∈ ∂ϕ(t, Ẏ (t)), a.e. t ∈ I.

6.2 Towards a Couple of Evolution Inclusion Involving
Fractional Differential Equation

We assume that H = Rd . For the sake of completeness, we present some needed
properties in fractional calculus [16, 17]. Throughout we assume α ∈]1, 2]. Let
f ∈ L1

H([0, T ]). The fractional Bochner integral of order γ > 0 of the function f
is defined by

Iγ f (t) := 1

�(γ )

∫ t

0
(t − s)γ−1f (s)ds, t ∈ [0, T ].

The Caputo fractional derivative of order γ > 0 of a function h : [0, T ] → H ,
cDγ h : [0, T ] → H , is defined by

cDγ h(t) = 1

�(n − γ )

∫ t

0

h(n)(s)

(t − s)1−n+γ
ds.

Here n = [γ ] + 1 and [γ ] denotes the integer part of γ . Denote by

C 1
H ([0, T ]) = {u ∈ CH ([0, T ]) : du

dt
∈ CH ([0, T ])}

where du
dt

is the derivative of u,

W
α,∞
H ([0, T ]) = {u ∈ C 1

H ([0, T ]) : cDα−1u ∈ CH([0, T ]); cDαu ∈ L∞H ([0, T ])}

where cDα−1u and cDαu are the fractional Caputo derivatives of order α− 1 and α
of u, respectively.

The following lemma is basic:
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Lemma 2 Let f ∈ L∞H ([0, T ]) and x ∈ H . Then the function u : [0, T ] → H is a
W

α,∞
H ([0, T ])-solution to the fractional differential equation (FDE)

{
cDαu(t) = f (t), a.e. t ∈ [0, T ]
u(0) = x

if and only if u(t) = x + ∫ t
0
(t−s)α−1

�(α)
f (s)ds, t ∈ [0, T ].

Theorem 10 Let K be a convex compact subset of H = Rd and denote its set of
selections S1

K := {u ∈ L1
H ([0, T ]) : u(t) ∈ K a.e.}. Let v : [0, T ] → R+ be

positive nondecreasing and continuous, with v(0) = 0, and let ϕ : [0, T ] × K →
[0,+∞] be a normal convex lower semicontinuous integrand satisfying

(H3) ϕ(t, x) ≤ ϕ(τ, x)+ |v(t) − v(τ )| for all t, τ ∈ [0, T ], x ∈ K ,
(H4) {t �→ ϕ(t, u(t)) : u ∈ S1

K } is uniformly integrable in L1
R([0, T ]).

LetA : H → H be linear continuous symmetric and coercive. Let f : [0, T ]×H →
H be a bounded continuous mapping such that ||f (t, x)|| ≤ M for all (t, x) ∈
[0, T ] × H for some positive constant M . Then for (u0, x0) ∈ H × H , there is
an absolutely continuous mapping u : [0, T ] → H , and a Wα,∞

H ([0, T ]) mapping
x : [0, T ] → H satisfying

x(0) = x0 ∈ H
cDαx(t) = u(t), a.e. t ∈ [0, T ]

u(0) = u0 ∈ H

f (t, x(t))− Au(t) ∈ ∂ϕ(t, du
dt
(t)), a.e. t ∈ [0, T ].

Proof By Theorem 6 and the assumptions on f , for any bounded continuous
mapping h : [0, T ] → H there is a unique absolutely continuous solution vh to
the inclusion

{
vh(0) = u0 ∈ H
f (t, h(t)) − Avh(t) ∈ ∂ϕ(t, dvhdt (t)), a.e. t ∈ [0, T ]

with dvh
dt
(t) ∈ K a.e. so that ||vh(t)|| ≤ L, t ∈ [0, T ] for some positive constant

L. Let us consider the closed convex subset X in the Banach space CH ([0, T ])
defined by

X := {uf : [0, T ] → H : uf (t) = x0 +
∫ t

0

(t − s)α−1

�(α)
f (s)ds, f ∈ S1

LBH
, t ∈ [0, T ]}
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where S1
LBH

denotes the set of all integrable selections of the convex compact valued

constant multifunction LBH . Now for each h ∈ X let us consider the mapping
defined by

�(h)(t) := x0 +
∫ t

0

(t − s)α−1

�(α)
vh(s)ds ∈ x0 +

∫ t

0

(t − s)α−1

�(α)
LBHds,

for t ∈ [0, T ]. Then it is clear that �(h) ∈X .
Since LBH is a convex compact valued and integrably bounded (constant)

multifunction, the right-hand side is convex compact valued, so that �(X ) is
equicontinuous and relatively compact in the Banach space CH ([0, T ]). Now we
check that � is continuous. It is sufficient to show that, if (hn) uniformly converges
to h in X , then the absolutely continuous solution vhn associated with hn

{
vhn(0) = u0 ∈ H
f (t, hn(t))− Avhn(t)+ ∂ϕ(t,

dvhn
dt

(t)), a.e. t ∈ [0, T ]

uniformly converges to the absolutely continuous solution vh associated with h

{
vh(0) = u0 ∈ H
f (t, h(t)) − Avh(t)+ ∂ϕ(t, dvh

dt
(t)), a.e. t ∈ [0, T ].

As (vhn) is equi-absolutely continuous we may assume that (vhn) uniformly con-

verges to an absolutely continuous mapping z. Since vhn (t) = u0+
∫
]0,t ]

dvhn
ds

(s)ds,

t ∈ [0, T ] and dvhn
ds

(s) ∈ K, a.e. s ∈ [0, T ], we may assume that ( dvhn
dt

) weakly
converges in L1

H ([0, T ]) to w ∈ L1
H([0, T ]) with w(t) ∈ K, t ∈ [0, T ] so that

lim
n
vhn(t) = u0 +

∫ t

0
w(s)ds := u(t), t ∈ [0, T ].

By identifying the limits, we get

u(t) = z(t) = u0 +
∫ t

0
w(s)ds.

Therefore f (t, h(t)) − Au(t) ∈ ∂ϕ(t, du
dt
(t)) a.e. by repeating the arguments

developed in Theorem 6, with u(0) = u0 ∈ H , so that by uniqueness u = vh.
Since hn → h, we have

�(hn)(t)−�(h)(t) =
∫ t

0

(t − s)α−1

�(α)
vhn(s)ds −

∫ t

0

(t − s)α−1

�(α)
vh(s)ds

=
∫ t

0

(t − s)α−1

�(α)
[vhn(s)− vh(s)]ds.
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As ||vhn(·)− vh(·)|| → 0 pointwise and ||vhn(·)− vh(·)|| ≤ 2L, we conclude that

sup
t∈[0,T ]

||�(hn)(t)−�(h)(t)|| ≤
∫ T

0

(t − s)α−1

�(α)
||vhn(·)− vh(·)||ds→ 0

by the dominated convergence theorem, so that �(hn) → �(h) in CH ([0, T ]).
Since � : X → X is continuous and �(X ) is relatively compact in CH ([0, T ]),
by Idzik [13], O’Regan [21], and Park [22] � has a fixed point, say h = �(h) ∈X .
This means that

h(t) = �(h)(t) = x0 +
∫ t

0

(t − s)α−1

�(α)
vh(s)ds,

with

{
vh(0) = u0 ∈ H
f (t, h(t))− Avh(t) ∈ ∂ϕ(t, dvhdt (t)), a.e. t ∈ [0, T ].

Coming back to Lemma 2 and applying the above notation, this means that we have
just shown that there exists a mapping h ∈ Wα,∞

H ([0, T ]) satisfying

⎧⎪⎪⎨
⎪⎪⎩

h(0) = x0
cDαh is absolutely continuous
d
dt
[cDαh(·)] ∈ S1

K ⊂ L1
H ([0, T ])

f (t, h(t)) − A[cDαh(t)] ∈ ∂ϕ(t, d
dt
[cDαh(t)]), a.e. t ∈ [0, T ].

6.3 A Second Order Evolution Inclusion

Further applications of the above stated results are available. For shortness we
mention some direct applications involving second order evolution inclusions as
follows. Let H = Rd .

Theorem 11 Let v : [0, T ] → R+ be a positive nondecreasing continuous
function with v(0) = 0 and C : [0, T ] → H be a convex compact valued mapping
such that

(i) C(t) ⊂ MBH for all t ∈ [0, T ] where M is a positive constant.
(ii) dH (C(t), C(τ)) ≤ |v(t)− v(τ )| for all t, τ ∈ [0, T ].
Let A : H → H be a linear continuous symmetric and coercive operator. Let
f : [0, T ] ×H → H be a bounded continuous mapping such that ||f (t, x)|| ≤ M

for all (t, x) ∈ [0, T ] × H . Then for (u0, x0) ∈ H × H , there exist absolutely



Evolution Problems with Time-Dependent Subdifferential Operators 37

continuous mappings u : [0, T ] → H and x : [0, T ] → H satisfying

x(0) = x0 ∈ H

x(t) = x0 +
∫ t

0
u(s)ds, t ∈ [0, T ]

u(0) = u0 ∈ H

f (t, x(t))− Au(t) ∈ NC(t)(
du

dt
(t)), a.e. t ∈ [0, T ].

Theorem 12 Let K be a nonempty convex compact subset of H = Rd with
S1
K := {u ∈ L1

H ([0, T ]) : u(t) ∈ K a.e.}. Let v : [0, T ] → R+ be a positive
nondecreasing continuous function with v(0) = 0 and let ϕ : [0, T ]×K → [0,+∞]
be a normal convex lower semicontinuous positive integrand satisfying

(H3) ϕ(t, x) ≤ ϕ(τ, x)+ |v(t) − v(τ )| for all t, τ ∈ [0, T ], x ∈ K ,
(H4) {t �→ ϕ(t, u(t)) : u ∈ S1

K } is uniformly integrable in L1
R([0, T ]).

LetA : H → H be linear continuous symmetric and coercive and f : [0, T ]×H →
H be a bounded continuous mapping such that ||f (t, x)|| ≤ M for all (t, x) ∈
[0, T ]×H , for some positive constantM . Then for any (u0, x0) ∈ H×H , there exist
absolutely continuous mappings u : [0, T ] → H and x : [0, T ] → H satisfying

x(0) = x0 ∈ H

x(t) = x0 +
∫ t

0
u(s)ds, t ∈ [0, T ]

u(0) = u0 ∈ H

f (t, x(t))− Au(t) ∈ ∂ϕ(t, du
dt
(t)), a.e. t ∈ [0, T ].

Conclusions We have established existence results for sweeping processes and for
evolution variational inequalities involving time-dependent subdifferential opera-
tors. Our results contain novelties. However, there remain several issues that need
full developments, for instance, Skorokhod problems with a non convex set C, or
with a general normal convex integrand ϕ(·, ·) and different types of perturbation.
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1 Introduction

The following infinite horizon optimal control problem is often present in models of
mathematical economics and also in some engineering problems, (like, for instance,
the general model of capital accumulation or design of asymptotically stabilizing
controls),

maximize
∫ ∞

0
e−λt�(x(t), u(t)) dt

over all trajectory-control pairs (x, u) of the autonomous control system

{
x ′(t) = f (x(t), u(t)), u(t) ∈ U for a.e. t ≥ 0
x(0) = x0,

subject to the state constraint x(t) = (x1(t), . . . , xn(t)) ≥ 0, where e−λt is the
discount factor for a given λ > 0. Its history goes back to Ramsey [39]. Note that
in the engineering problems maximization is often replaced by minimization, where
results are similar after obvious adaptation of the involved data.

The literature addressing this problem deals with traditional questions of exis-
tence of optimal solutions, necessary and sufficient optimality conditions, sensitivity
analysis, regularity of the value function, uniqueness of solutions of the associ-
ated Hamilton–Jacobi equation, ergodic theory, etc. The above problem is well
investigated under the convexity/concavity assumptions implying concavity of the
value function (also called the utility function). Then the powerful duality theory
of convex analysis can be applied to get both necessary and sufficient optimality
conditions and to show differentiability of the value function, see for instance
[12, 41]. Indeed, when data are convex/concave, necessary optimality conditions are
also sufficient and the value function is differentiable whenever optimal trajectories
are unique for every initial condition. This is, for instance, the case of strictly
concave problems. In this way a clear picture of optimal solutions can be obtained.

In the general nonlinear case, however, typically the optimal solutions are not
unique and necessary conditions are no longer sufficient for optimality. Even when
state constraints are not involved, one can expect, at most, local Lipschitz continuity
of the value function. Furthermore, if the discount factor is absent, the situation
worsens, the value function being, in general, at most upper semicontinuous possi-
bly taking infinite values. Thus, the classical tools can not be used any longer and
have to be replaced by notions coming from the set-valued and non-smooth analysis.
For instance, solutions of the Hamilton–Jacobi equation have to be understood in a
generalized sense, e.g. viscosity solutions. Sensitivity relations become also more
complex and involve generalized differentials, instead of derivatives.

Recently, while investigating necessary optimality conditions (in the absence of
state constraints), a number of authors addressed more general setting of the infinite
horizon problems, not involving the discount factor.
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In the present paper, we consider the nonautonomous infinite horizon optimal
control problem

V (t0, x0) = sup
∫ ∞

t0

L(t, x(t), u(t)) dt (1)

over all trajectory-control pairs (x, u) of the control system

{
x ′(t) = f (t, x(t), u(t)), u(t) ∈ U(t) for a.e. t ≥ t0

x(t0) = x0,
(2)

satisfying the state constraint

x(t) ∈ K for all t ≥ t0, (3)

where L : R+ × R
n × R

m → R, f : R+ × R
n × R

m → R
n are given mappings,

R+ = [0,+∞), t0 ∈ R+, x0 ∈ R
n, U : R+ � R

m is a measurable set-valued
map with closed nonempty images and K ⊂ R

n is nonempty and closed. Selections
u(t) ∈ U(t) are supposed to be Lebesgue measurable and are called controls. The
above setting subsumes the classical infinite horizon optimal control problem when
f and U are time independent, L(t, x, u) = e−λt�(x, u) for some mapping � :
R
n ×R

m → R+ and λ > 0, t0 = 0.
Infinite horizon problems exhibit many phenomena not arising in the context

of finite horizon problems and their study is still going on, even in the absence
of state constraints, see [1–6, 33, 34, 36–38, 40, 42, 44] and their bibliographies.
Among such phenomena let us recall that already in 1970s Halkin, see [32] and also
[36], observed that in the necessary optimality conditions for an infinite horizon
problem it may happen that the co-state of the maximum principle is different from
zero at infinity and that only abnormal maximum principles hold true (even for
problems without state constraints). Such phenomena do not occur for the finite
horizon problems in the absence of final point constraints.

The presence of state-constraints drastically changes the maximum principle:
as in the case of finite horizon problems, a trajectory-control pair satisfying
simultaneously the unconstrained Pontryagin maximum principle and the state
constraint may be unique and not necessarily optimal. As a consequence, one has to
work with discontinuous co-states and more complex adjoint systems.

While the existence theories for problems with or without state constraints are
essentially the same (on the domain dom(V ) of the value function), this is no longer
the case in what concerns optimality conditions and sensitivity relations. Since
1970s many paths were exploited in the literature to derive necessary optimality
conditions for the infinite horizon problem when K = R

n. The most immediate
one consists in replacing the infinite horizon problem by a family of (finite horizon)
Bolza problems on intervals [t0, T ] for T > t0 (that is substituting ∞ by T in
the definition of the cost (1)) and using the known results for the Bolza problem.
In particular, the first order necessary condition for each Bolza problem takes the
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form of the maximum principle: if (x̄, ū) is an optimal trajectory-control pair for
the Bolza problem at the initial condition (t0, x0), then the solution pT := p of the
adjoint system

−p′(t) = fx(t, x̄(t), ū(t))
∗p(t) + Lx(t, x̄(t), ū(t)), p(T ) = 0

satisfies the maximality condition

〈p(t), f (t, x̄(t), ū(t))〉 + L(t, x̄(t), ū(t)) = H(t, x̄(t), p(t)) a.e. in [t0, T ],

where the Hamiltonian H : R+ ×R
n × R

n → R is defined by

H(t, x, p) := sup
u∈U(t)

(〈p, f (t, x, u)〉 + L(t, x, u)).

We underline that the transversality condition p(T ) = 0 is due to the fact that there
is no additional cost term depending on the final state x(T ) in the considered Bolza
problems.

Recall that ifH(t, ·, ·) is differentiable, then the adjoint system and the maximal-
ity condition can be equivalently written in the form of the Hamiltonian system: for
a.e. t ∈ [t0, T ]

{−p′(t) = Hx(t, x̄(t), p(t)), p(T ) = 0

x̄ ′(t) = Hp(t, x̄(t), p(t)), x̄(t0) = x0.

In general, however, H(t, ·, ·) is not differentiable and one writes instead a
Hamiltonian differential inclusion involving generalized gradients of H(t, ·, ·), see
[19, 45].

Then, taking limits of co-states pT (·) when T → ∞ is expected to lead to the
maximum principle of the infinite horizon problem. This approach requests however
some important modifications, due to the fact that the restrictions of an optimal
solution (x̄, ū) of the infinite horizon problem to the finite intervals [t0, T ] may
be not optimal for the Bolza problems. To overcome this difficulty, some authors
add the end point constraint x(T ) = x̄(T ). With such an additional constraint the
restriction of (x̄, ū) to the time interval [t0, T ] becomes optimal for the above Bolza
problem. This leads, however, to possibly abnormal maximum principles for finite
horizon problems, and, in fine, admits necessary optimality conditions not involving
the cost function L. Also the transversality condition at time T does disappear,
becoming −p(T ) ∈ N{x̄(T )}(x̄(T )) = R

n (normal cone to the singleton {x̄(T )}
at x̄(T )).

Another way to deal with this issue is to modify the very definition of optimal
solution, cf. [3, 4, 17, 32, 46]. However, the notions like overtaking (or weakly
overtaking) optimal controls do not have appropriate existence theory. More
precisely, no specific sufficient conditions were proposed to guarantee the existence
of overtaking optimal controls. This is the reason why we prefer to stick to the
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classical notion of optimality, where sufficient condition for the existence of optimal
controls are well understood.

An alternative approach to the discounted infinite horizon problems consists in
modification of the cost function in such a way that restrictions of (x̄, ū) to intervals
[t0, T ] are locally optimal for the Bolza problems, cf. [35, 40, 47]. The presence of
the discount factor allows then to pass to the limit of the (finite horizon) maximum
principles and to conclude that a co-state satisfies the adjoint system, the maximality
condition and vanishes at infinity. We would like to underline here that such a
“terminal” transversality condition at infinity is a consequence of the assumptions
on data. This differs substantially from the finite horizon settings, where the
transversality condition at the terminal time is an independent requirement. This
approach exploits the value function V . Actually, in [35] V is supposed to be C1

(which is a too strong request) to get these conclusions, while in [47] it is Lipschitz
continuous. Furthermore, for the discounted problems considered in [7, 35, 40, 47]
the sensitivity relations helped to write a transversality condition also at the initial
time.

Another way to derive the maximum principle (still when there are no state
constraints) relies on the duality theory on weighted Sobolev spaces with respect
to the measure e−λtdt (or more general measures), cf. [7, 34, 36, 37, 44].

In the absence of the discount factor, the question of necessary conditions is quite
challenging, because, unlike for classical finite horizon problems, transversality
conditions are not immediate. We refer to [2] for an extended overview of the
literature devoted to transversality conditions and for bibliographical comments and
also to [3] for a further discussion.

The major difficulties in dealing with state constrained problems are due to the
fact that for a given optimal solution (x̄, ū) of (1)–(3), small perturbations of the
initial state (t0, x0) or of the control ū may result in trajectories violating state
constraints. This creates obstacles for the direct application of classical variational
methods (as for instance needle perturbations) to derive necessary optimality
conditions. In addition, it may happen that the value function V takes infinite values
and is discontinuous. For this reason the classical tools of optimal control theory
like Hamilton–Jacobi equation and its viscosity solutions are no longer adapted.

Recall that (continuous) viscosity solutions to first-order partial differential
equations were introduced in [20, 21] by Crandall, Evans, and Lions to investigate
Hamilton–Jacobi equations not admitting classical solutions. In particular, given
T > 0 and a continuous “terminal” function gT (·), they proved existence and
uniqueness of continuous solutions to

− ∂tV +H(t, x,−∇xV ) = 0 on (0, T )× R
n, V (T , ·) = gT (·), (4)

when the Hamiltonian H is continuous. In the absence of state constraints, under
mild assumptions, the value function of the Bolza problem is the unique viscosity
solution of (4) provided it is bounded and uniformly continuous. Some sufficient
conditions (in the form of an inward pointing assumption) for continuity of the
value function for a discounted state constrained infinite horizon problem can be
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found in [43], when f, � are time independent and K is a compact set having
smooth boundary. It is shown in [43] that the value function is the unique viscosity
solution to a corresponding stationary Hamilton–Jacobi equation. However such
a framework leaves aside the conical state constraints and the time dependent
case, because, as it was shown later on, arguments of [43] no longer apply in the
non-autonomous case whenever the time dependence is merely continuous. Some
extensions, whenK is a locally compact set with possibly nonsmooth boundary, can
be found in [28].

In the class of finite horizon state-constrained problems, the Mayer one has been
successfully investigated by many authors, see for instance [13, 15, 19, 26, 30, 45]
and their bibliographies. Also, it is well known that the Bolza problem can be stated,
in an equivalent way, as the Mayer one (without loosing optimality of solutions).
This created a favorable background to approach the infinite horizon problems under
state constraints.

In [14], in the absence of state constraints, we proposed to use systematically the
dynamic programming and to add to the integral functional of the Bolza problem
defined on [0, T ] the discontinuous (in general) cost function V (T , ·). That is for
gT (·) := V (T , ·) we considered the Bolza problem

maximize

(
gT (x(T ))+

∫ T

t0

L(t, x(t), u(t)) dt

)

over all trajectory-control pairs (x, u) of (2) defined on [t0, T ].
The above finite horizon Bolza problem enjoys the following crucial property:

restrictions of an optimal solution (x̄, ū) of the infinite horizon problem to the finite
intervals [t0, T ] with T > t0 are optimal for the Bolza problems. Also, for every
T > t0 the value function of the Bolza problem coincides with V on [t0, T ] × R

n.
Let us underline however that this new problem involves the, possibly discontin-

uous, cost function V (T , ·) and for this reason one needs nonsmooth maximum
principles derived for finite horizon problems to express necessary optimality
conditions.

Such an approach allowed us, by passing to the limit when T → ∞, to get
the maximum principle and sensitivity relations and has lead to the transversality
condition at the initial time. In particular, this result contains the maximum principle
(the sensitivity relation and the initial time transversality condition providing an
additional information). Furthermore, we have shown the validity of the relaxation
theorems whenever the value function of the relaxed problem is continuous with
respect to the state variable. It could be interesting to extend also the second order
sensitivity relations from [16] to the case of infinite horizon problems.

The present paper discusses results of the same nature but in the presence of
state constraints. We start by proving the upper semicontinuity of the value function
under the classical assumptions guaranteeing existence of optimal solutions. These
assumptions involve convexity of sets

F(t, x) := {(
f (t, x, u), L(t, x, u)− r

) : u ∈ U(t) and r ≥ 0
}
.
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We would like to emphasize that this condition (of Cesari-Olech type) is classical
in the existence theory of optimal control and does not yield concavity of the value
function. To investigate uniqueness of solutions to the Hamilton–Jacobi equation,
we also need a sufficient condition for V to vanish at infinity. For this aim we shall
impose the following assumption

(H0): There exists S > 0 such that |L(t, x, u)| ≤ α(t) for a.e. t ≥ S and all
x ∈ K, u ∈ U(t), where α : [S,+∞)→ R+ is integrable on [S,+∞) (see Sect. 4
for more details.)

Under this assumption

lim
t→∞ sup

x∈dom(V (t,·))
|V (t, x)| = 0.

This “terminal” condition at infinity replaces the final condition of (4).
When setsF(t, x) are not convex, then it is usual to consider the so-called relaxed

problems and speak about generalized solutions. They can be stated either by using
the probability measures and relaxed controls or, equivalently, by considering the
convexified infinite horizon problem

V rel(t0, x0) = sup
∫ ∞

t0

(
n∑
i=0

λi(t)L(t, x(t), ui(t))

)
dt

over all trajectory-control pairs of the relaxed constrained control system

{
x ′(t) =∑n

i=0 λi(t)f (t, x(t), ui(t)), ui(t) ∈ U(t), λi(t) ≥ 0,
∑n

i=0 λi(t) = 1
x(t0) = x0, x(t) ∈ K ∀ t ≥ t0,

where ui(·), λi(·) are Lebesgue measurable on R+ for i = 0, . . . , n. Clearly V rel ≥
V. Furthermore, for the relaxed problem the corresponding sets F(t, x) are convex.
When K = R

n, assumption (H0) allows to prove a relaxation theorem whenever
the sets

{(
f (t, x, u), L(t, x, u)

) : u ∈ U(t)
}

are compact and to identify a more
complex relaxed problem when they are neither closed nor bounded, see Sect. 5
below for more details. In this way we extend the relaxation theorem from [14] to
the case of unbounded sets

{(
f (t, x, u), L(t, x, u)

) : u ∈ U(t)}.
For the finite horizon problems, one can find in the literature some relaxation the-

orems concerned with a single relaxed solution x(·) of a differential inclusion whose
right-hand side has compact integrably bounded values on a tubular neighborhood of
x(·), cf. [19, 45]. In our finite horizon relaxation Theorem 4 below we show that for
control systems such assumptions can be skipped. Even though Theorem 4 concerns
all the relaxed trajectories, its proof can be localized to a tubular neighborhood
of a fixed relaxed trajectory. Then assumptions can be localized as well without
requiring compactness and integral boundedness imposed in [19, 45]. In this respect,
Theorem 4 would imply a new result also in the setting of [19, 45].
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The situation changes drastically, even in the finite horizon framework, when
state constraints are present. For instance the original control system may not have
any feasible trajectories, while the relaxed system does. Then, in order to get
relaxation theorems, one needs the so called relaxed inward pointing condition
(IPCrel ) linking f with tangents to K at the boundary points of K , that we
recall in Sect. 6. This condition expresses the compatibility of dynamics with state
constraints. It was introduced in [26] to derive the normal maximum principle and
the sensitivity relations for a state-constrained Mayer problem with locally Lipschitz
cost function.

In Sect. 8 we show that it can be exploited as well to get similar results for the
state constrained infinite horizon problem, providedV (t, ·) is locally Lipschitz onK
for all large t . (IPCrel ) is an alternative to the inward pointing condition from [43]
to prove the so called Neighboring Feasible Trajectory theorem, when dynamics
depend on time. The inward pointing condition is much simpler than (IPCrel ),
but, unfortunately, is not convenient to work with data depending measurably (or
even continuously) on time and state constraints having nonsmooth boundaries. It is
not difficult to realize that under assumptions imposed in [43], the inward pointing
condition is equivalent to (IPCrel ).

Recall that for problems without state constraints the sensitivity relation p(t) =
Vx(t, x̄(t)) has a significant economic interpretation (see for instance [1], [41]):
the co-state p (of the maximum principle) is the shadow price describing the
contribution to the value function of a unit increase of capital x.

When the value function is merely locally Lipschitz on R+ × K , the sensitivity
relation is more complex and takes the form

(−H(t, x̄(t), q(t)), q(t)) ∈ ∂V (t, x̄(t)),

where q is the adjoint state (of bounded variation) and ∂V denotes the generalized
gradient of V (defined in Sect. 8 taking into consideration the state constraints).
In Sect. 8 we derive the maximum principle augmented by the above sensitivity
relation for a state constrained infinite horizon problem. An important future of the
obtained here necessary optimality condition is its normality.

Local Lipschitz continuity of V for infinite horizon problems under state
constraints was recently investigated in [10, 11]. On the other hand, uniqueness
of upper semicontinuous solutions of the associated Hamilton–Jacobi equation was
studied in [9]. In Sect. 9 we show uniqueness of locally Lipschitz solutions of the
Hamilton–Jacobi equation by arguments simpler than those in [9].

The outline of the paper is as follows. In Sect. 2, we recall some definitions
from set-valued and nonsmooth analysis. In Sect. 3, we introduce the value function
V and basic assumptions that imply in Sect. 4 the upper semicontinuity of V . In
Sects. 5 and 6 we discuss the relaxation results for problems without and with
state constraints, respectively, and in Sect. 7 we describe the link between the finite
and infinite horizon problems. Sect. 8 is devoted to the maximum principle and
sensitivity relations, while Sect. 9 deals with the uniqueness of solutions to the
Hamilton–Jacobi equation.
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2 Preliminaries and Notations

Denote by L1
loc(R+;R+) the set of all locally integrable functions ψ : R+ → R+.

For any ψ ∈ L1
loc(R+;R+) and σ > 0 define

θψ(σ ) = sup

{∫
J

ψ(τ) dτ : J ⊂ R+, M(J ) � σ

}
,

where M(J ) stands for the Lebesgue measure of J . Denote by Lloc the subset of
all ψ ∈ L1

loc(R+;R+) such that limσ→0 θψ(σ ) = 0. Notation W 1,1
loc (R+;Rn) stands

for the set of locally absolutely continuous functions on R+. For ψ : R+ → R and
t0 ≥ 0 define

∫ ∞

t0

ψ(t)dt = lim
T→+∞

∫ T

t0

ψ(t)dt,

provided the above limit does exist.
Let X be a normed space, B(x,R) be the closed ball in X centered at x ∈ X

with radius R > 0 and set B := B(0, 1). For a nonempty subset C ⊂ X we
denote its interior by int (C), its boundary by bd (C), its convex hull by coC, its
closed convex hull by coC, and the distance from x ∈ X to C by dC(x) :=
inf

{|x − y|X : y ∈ C}
. If X = R

n, the negative polar cone to C is given by
C− = {p ∈ R

n : 〈p, c〉 � 0 ∀ c ∈ C}, where 〈 ·, ·〉 is the scalar product in R
n.

The unit sphere in R
n is denoted by Sn−1.

Let T ⊂ R
k be nonempty and {Aτ }τ∈T be a family of subsets of Rn. The upper

and lower limits, in the Péano-Kuratowski sense, ofAτ at τ0 ∈ T are the closed sets
defined respectively by

Limsupτ→T τ0
Aτ =

{
v ∈ R

n : lim infτ→T τ0 dAτ (v) = 0
}
,

Liminfτ→T τ0Aτ =
{
v ∈ R

n : lim supτ→T τ0
dAτ (v) = 0

}
,

where→T stands for the convergence in T and dAτ (v) = +∞ whenever Aτ = ∅.
See for instance [8] for properties of these set limits.

Let K ⊂ R
n and x ∈ K. The contingent cone to K at x consists of all v ∈ R

n

such that for some sequences hi → 0+, vi → v we have x + hivi ∈ K . The
limiting normal cone to a closed subset K ⊂ R

n at x ∈ K is given by

NL
K(x) := Limsupy→Kx

TK(y)
−.

It is well known that if x lies on the boundary of K , then NL
K(x) is not reduced

to zero. The Clarke tangent and normal cones to K at x are defined by CK(x) =(
NL
K(x)

)−
and NK(x) = CK(x)

−, respectively. Note that NK(x) = coNL
K(x) and

set N1
K(x) := NK(x) ∩ Sn−1.
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For ϕ : Rn → R∪{±∞} denote by dom(ϕ) the domain of ϕ, that is the set of all
x ∈ R

n such that ϕ(x) is finite and by epi(ϕ) and hyp(ϕ), respectively, its epigraph
and hypograph. For any x ∈ dom(ϕ) the upper and lower (contingent) directional
derivatives of ϕ at x in the direction y ∈ R

n are defined respectively by

D↓ϕ(x)y = lim supz→y,h→0+
ϕ(x+hz)−ϕ(x)

h
,

D↑ϕ(x)y = lim infz→y,h→0+ ϕ(x+hz)−ϕ(x)
h

and the Fréchet superdifferential ∂+ϕ(x) (resp. subdifferential ∂−ϕ(x)) of ϕ at x by

p ∈ ∂+ϕ(x) ⇐⇒ lim sup
y→x

ϕ(y)− ϕ(x)− 〈p, y − x〉
|y − x| ≤ 0

and

p ∈ ∂−ϕ(x) ⇐⇒ lim inf
y→x

ϕ(y)− ϕ(x)− 〈p, y − x〉
|y − x| ≥ 0.

By [22], p ∈ ∂+ϕ(x) if and only if (−p,+1) ∈ Thyp(ϕ)(x, ϕ(x))− and p ∈ ∂−ϕ(x)
if and only if (p,−1) ∈ Tepi(ϕ)(x, ϕ(x))−. Furthermore,

∂+ϕ(x) = {p : 〈p, y〉 ≥ D↓ϕ(x)y ∀ y ∈ R
n},

∂−ϕ(x) = {p : 〈p, y〉 ≤ D↑ϕ(x)y ∀ y ∈ R
n}.

To compare with sub and superdifferentials used in the theory of viscosity
solutions, let us emphasize that the very same arguments as those of [21, Proof
of Proposition 1.1] imply the following result.

Proposition 1 Let ϕ : Rn → R ∪ {−∞} be Lebesgue measurable. For any x ∈
dom(ϕ), a vector p ∈ ∂+ϕ(x) if and only if there exists a continuous mapping
ψ : Rn → R such that ψ(x) = ϕ(x), ψ(y) > ϕ(y) for all y 
= x and the Fréchet
derivative of ψ at x exists and is equal to p.

Actually, in [21] ϕ is continuous andψ ∈ C1. However for discontinuous mappings,
in general, ψ constructed in [21] is not continuously differentiable. A similar result
can be also stated for the subdifferential ∂−ϕ(x).

Clearly, for all p ∈ R
n and q ∈ R satisfying (p, q) ∈ NL

epi(ϕ)(x, ϕ(x)) we

have q ≤ 0. Furthermore, if q < 0, then (p, q) ∈ NL
epi(ϕ)(x, ϕ(x)) if and only if

(p/|q|,−1) ∈ NL
epi(ϕ)(x, ϕ(x)). Any p ∈ R

n satisfying (p,−1) ∈ NL
epi(ϕ)(x, ϕ(x))

is called a limiting subgradient of ϕ at x. The set of all limiting subgradients of ϕ at
x is denoted by ∂L,−ϕ(x).

Consider ϕ : Rn → R, Lipschitz around a given x ∈ R
n, and denote by ∇ϕ(·)

its gradient, which, by the Rademacher theorem, exists a.e. in a neighborhood of x.
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The Clarke generalized gradient of ϕ(·) at x is defined by

∂ϕ(x) := coLimsupy→x{∇ϕ(y)}.
It is well known that ∂ϕ(x) = co ∂L,−ϕ(x), see [19].

3 Value Function of the Infinite Horizon Problem

Consider the non-autonomous infinite horizon optimal control problem (1)–(3) with
data as described in the introduction. In particular,U(·) is Lebesgue measurable and
has closed nonempty images. Every Lebesgue measurable u : R+ → R

m satisfying
u(t) ∈ U(t) a.e. is called a control and the set of all controls is denoted by U .
Note that to state (2) we need controls to be defined only on [t0,+∞). However,
since throughout the paper the time interval varies, to avoid additional notations
and without any loss of generality, we consider controls defined on [0,+∞). We
underline that, by the measurable selection theorem, for any measurable selection
u(t) ∈ U(t) for t ∈ [t0,∞) we can find ũ ∈ U such that ũ = u on [t0,∞).

Assumptions (H1):

(i) There exists c ∈ L1
loc(R+;R+) such that for a.e. t ≥ 0,

2〈f (t, x, u), x〉 ≤ c(t)(1+ |x|2), |f (t, 0, u)| ≤ c(t) ∀ x ∈ R
n, u ∈ U(t);

(ii) For every R > 0, there exist cR ∈ L1
loc(R+;R+) and a modulus of continuity

ωR : R+ × R+ → R+ such that for a.e. t ∈ R+, ωR(t, ·) is increasing,
limr→0+ ωR(t, r) = 0 and for every u ∈ U(t) and x, y ∈ B(0, R),

|f (t, x, u)−f (t, y, u)| ≤ cR(t)|x−y|, |L(t, x, u)−L(t, y, u)| ≤ ωR(t, |x−y|);

(iii) The mappings f, L are Carathéodory, that is measurable in t and continuous
in x, u;

(iv) There exists β ∈ L1
loc(R+;R+) and an increasing function φ : R+ → R+

such that for a.e. t ∈ R+,

|L(t, x, u)| ≤ β(t)φ(|x|), ∀ x ∈ K, u ∈ U(t);

(v) There exists S > 0 such that L(t, x, u) ≤ α(t) for a.e. t ≥ S and all x ∈
K, u ∈ U(t), where α : [S,+∞)→ R+ is integrable on [S,+∞).

(vi) For a.e. t ∈ R+ and for all x ∈ R
n the set

F(t, x) := {(
f (t, x, u), L(t, x, u)− r

) : u ∈ U(t) and r ≥ 0
}

is closed and convex.
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Remark 1

(a) In some results below (H1) (i) or (vi) will be skipped.
(b) Assumptions (H1) (i)–(iii) imply that for every (t0, x0) ∈ R+ × R

n and u ∈ U
there exists a unique solution defined on [t0,∞) of the system

x ′ = f (t, x, u(t)) (5)

satisfying x(t0) = x0.
(c) Note that assumption (H1) (i) holds true whenever

∃ θ ∈ L1
loc(R+;R+), |f (t, x, u)| ≤ θ(t)(|x| + 1), ∀ t ∈ R+, x ∈ R

n, u ∈ U(t).
(6)

(d) Note that (iv) and (v) imply that for every feasible trajectory control pair
of (5) defined on [t0,∞) the limit limT→∞

∫ T
t0
L(t, x(t), u(t)) dt does exist

and belongs to [−∞,∞).
(e) Even though it may seem, at first glance, that conditions like (i), (ii), (iv),

(vi) yield compactness of sets U(t), since f (t, x, ·) is genuinely nonlinear and
merely continuous, (H1) does not imply boundedness of sets U(t).

Consider 0 ≤ a ≤ b and u ∈ U . An absolutely continuous function x : [a, b] →
R
n satisfying x ′(t) = f (t, x(t), u(t)) a.e. in [a, b] is called a solution of (5)

corresponding to the control u(·) and (x, u) is called a trajectory-control pair of (5)
on [a, b]. If moreover x(t) ∈ K for all t ∈ [a, b], then such a solution x is called
feasible and (x, u) is called a feasible trajectory-control pair on [a, b]. It may happen
that for some control u(·) and (t0, x0) ∈ R+ ×K the system (5) does not have any
feasible solution satisfying x(t0) = x0. If (x, u) : [a,∞) → R

n × R
m is so that

for every b > a, the restriction of (x, u) to [a, b] is a trajectory-control pair of (5)
on [a, b], then (x, u) is called a trajectory-control pair on [a,∞). It is feasible, if
x(t) ∈ K for every t ≥ a.

The function V : R+ ×K → R+ defined by (1)–(3) is called the value function
of the infinite horizon problem. If for a given (t0, x0) ∈ R+ ×K no trajectory of (2)
and (3) does exist, we set V (t0, x0) = −∞. This choice is dictated by the fact
that, in general, V is discontinuous and, under the (classical) assumptions (H1), it
is upper semicontinuous on dom(V ) ⊂ R+ × K , see the next section. To preserve
its upper semicontinuity on R+ × R

n we set V = −∞ on (R+ × R
n)\dom(V ).

Clearly, under assumption (H1) (iv), if for some T ≥ 0 the set dom(V (T , ·)) 
= ∅,
then dom(V (t, ·)) 
= ∅ for every t ≥ T .

Denote by x(·; t0, x0, u) the trajectory of (5) corresponding to the control u and
satisfying x(t0) = x0. By Gronwall’s lemma and (H1) (i), for all (t0, x0) ∈ R+×R

n,

|x(t; t0, x0, u)|2 ≤
(
|x0|2 +

∫ t

t0

c(s) ds
)
e

∫ t
t0
c(s) ds ∀ t ≥ t0.
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Moreover, setting

Mt(T , r)
2 =

(
r2 +

∫ T

t

c(s) ds
)
e
∫ T
t c(s) ds ∀ T ≥ t ≥ 0 , r ≥ 0,

the following holds true: for all r ≥ 0 and u ∈ U

|x0| ≤ r �⇒ |x(t; t0, x0, u)| ≤ Mt0(t, r) ∀ t ≥ t0. (7)

The above bound, together with the assumption (H1) (ii) and the Gronwall lemma,
yield the local Lipschitz dependence of trajectories on the initial conditions: for all
r, T > 0, for every t0 ∈ [0, T ] and x0, x1 ∈ B(0, r),

|x(t; t0, x1, u)− x(t; t0, x0, u)| ≤ |x1 − x0| e
∫ t
t0
cMt0 (T ,r)

(s) ds ∀ t ∈ [t0, T ].

Given a feasible trajectory-control pair (x, u), define

∫ ∞

t0

L(s, x(s), u(s)) ds = lim
t→∞

∫ t

t0

L(s, x(s), u(s)) ds.

We claim that (H1) (iv), (v) imply that the above limit does exist and belongs to
[−∞,∞). Indeed, since L(s, x, u) ≤ α(s) for a.e. s ≥ S and all x ∈ K , u ∈ U(s),
the mapping t �→ ∫ t

S
(L(s, x(s), u(s)) − α(s)) ds is nonincreasing on [S,∞) (with

respect to t) and so it has a limit when t →∞ (possibly equal to −∞). Since

∫ t

S

(L(s, x(s), u(s))− α(s)) ds =
∫ t

S

L(s, x(s), u(s)) ds −
∫ t

S

α(s) ds ≤ 0

and limt→∞
∫ t
S
α(s) ds does exist and is finite, it follows that also the limit

limt→∞
∫ t
S
L(s, x(s), u(s)) ds does exist and is different from +∞. On the other

hand, by (H1) (iv) the integral
∫ S
t0
L(s, x(s), u(s)) ds is finite, proving our claim.

For any (t0, x0) ∈ R+ ×K , a feasible trajectory-control pair (x̄, ū) on [t0,∞) is
called optimal for the infinite horizon problem at (t0, x0) if x̄(t0) = x0 and for every
feasible trajectory-control pair (x, u) on [t0,∞) satisfying x(t0) = x0 we have

∫ ∞

t0

L(t, x̄(t), ū(t)) dt ≥
∫ ∞

t0

L(t, x(t), u(t)) dt.

It is not difficult to realize that if (H1) (i), (iv), (v) are satisfied, then V is locally
bounded from the above on dom(V ) and that V takes values in [−∞,∞).
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4 Upper Semicontinuity of the Value Function

The question of existence of optimal controls is pretty well understood. The standard
proofs rely on taking limits of maximizing subsequences of trajectories and weak
limits of their derivatives. Cesari-Olech type convexity and upper semicontinuity
assumptions are needed to justify that the limiting trajectory is optimal. The very
same arguments can be applied as well to study the upper semicontinuity of the
value function.

Theorem 1 Assume (H1). Then V is upper semicontinuous, takes values in
[−∞,∞) and for every (t0, x0) ∈ dom(V ), there exists a feasible trajectory-
control pair (x̄, ū) satisfying V (t0, x0) =

∫∞
t0

L(t, x̄(t), ū(t)) dt .
Moreover, if

{∃ S̄ > 0 and an integrable δ : [S̄,∞)→ R+ such that
L(t, x, u) ≥ −δ(t) for a.e. t > S̄, ∀ x ∈ K, u ∈ U(t), (8)

then

lim
t→∞ sup

x∈dom(V (t,·))
|V (t, x)| = 0. (9)

Proof Assumptions (H1) (iv), (v) and (7) yield that V never takes value +∞. The
arguments for proving the existence of optimal solutions are well known. We recall
them because similar ones will be also exploited in the other results of this paper.

Let (t0, x0) ∈ dom(V ). Consider a maximizing sequence of feasible trajectory-
control pairs (xi, ui) satisfying xi(t0) = x0. That is

lim
i→∞

∫ ∞

t0

L(t, xi(t), ui(t))dt = V (t0, x0).

In particular, xi(t) ∈ K for all t ≥ t0 and i ≥ 1. By (7), for every T > t0, the
restrictions of xi to [t0, T ] are equibounded.

We construct the optimal trajectory control pair (x̄, ū) of the infinite horizon
problem using the induction argument. Let R > 0 be such that for every i,

sup
t∈[t0,t0+1]

|xi(t)| ≤ R.

Then

|f (t, xi(t), ui(t))| ≤ |f (t, 0, ui(t))| + |f (t, xi(t), ui(t))− f (t, 0, ui(t))|
≤ c(t)+ cR(t)R

(10)
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Thus, (H1) (iv) and the Dunford–Pettis theorem, imply that, taking a subsequence
and keeping the same notation, we may assume that for some integrable func-
tions y : [t0, t0 + 1] → R

n, γ : [t0, t0 + 1] → R+, the restrictions of
(x ′i (·), L(·, xi(·), ui(·))) to [t0, t0 + 1] converge weakly in L1([t0, t0 + 1];Rn × R)

to (y, γ ). Define

zi(t) =
∫ t

t0

L(t, xi(t), ui(t)) dt, ∀ t ∈ [t0, t0 + 1].

Since

xi(t) = x0 +
∫ t

t0

f (t, xi(t), ui(t)) dt, ∀ t ∈ [t0, t0 + 1],

we deduce that functions (xi, zi) converge pointwise on [t0, t0+ 1] when i →∞ to
the function (x̄, z) : [t0, t0 + 1] → R

n ×R defined by

x̄(t) = x0 +
∫ t

t0

y(t) dt, z(t) =
∫ t

t0

γ (t) dt, ∀ t ∈ [t0, t0 + 1].

Hence (x̄, z) is absolutely continuous on [t0, t0 + 1]. Furthermore, (7), (10), (H1)
(iv) and the Ascoli–Arzelà theorem imply that (xi, zi) converge uniformly to (x̄, z).
Moreover, at every Lebesgue point t of y(·) we have x̄ ′(t) = y(t).

Observe next that, by (H1) (ii), for a.e. t ∈ [t0, t0 + 1],

(x ′i (t), L(t, xi(t), ui(t))) ∈ F(t, xi(t)) ⊂ F(t, x̄(t))+
(cR(t)|xi(t)− x̄(t)| + ωR(t, |xi(t)− x̄(t)|))B.

Let ε > 0 and i0 ≥ 1 be such that supt∈[t0,t0+1] |xi(t)− x̄(t)| ≤ ε for all i ≥ i0. The
set

Fε(t, x̄(t)) := F(t, x̄(t))+ (cR(t)ε + ωR(t, ε))B

being convex and closed, also the set

Fε := {(v,w) ∈ L1([t0, t0 + 1];Rn × R) | (v(t), w(t)) ∈ Fε(t, x̄(t)) for a.e. t}

is convex and closed. Thus, by the Mazur theorem, it is weakly closed and therefore
(x̄ ′, γ ) ∈ Fε. So

(x̄ ′(t), γ (t)) ∈ F(t, x̄(t))+ (cR(t)ε + ωR(t, ε))B for a.e. t ∈ [t0, t0 + 1].

By the arbitrariness of ε > 0, (x̄ ′(t), γ (t)) ∈ F(t, x̄(t)) for a.e. t ∈ [t0, t0 + 1].
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From the measurable selection theorem [8, Theorem 8.2.10] we deduce that there
exist a control ū(·) and a measurable function r : [t0, t0 + 1] → R+ such that for
a.e. t ∈ [t0, t0 + 1],

x̄ ′(t) = f (t, x̄(t), ū(t)), γ (t) = L(t, x̄(t), ū(t))− r(t).

Since xi(t) ∈ K for all t ≥ t0 and K is closed we know that x̄([t0, t0 + 1]) ⊂ K .
Furthermore,

limi→∞
∫ t0+1
t0

L(t, xi(t), ui(t))dt =
∫ t0+1
t0

(L(t, x̄(t), ū(t))− r(t)) dt

≤ ∫ t0+1
t0

L(t, x̄(t), ū(t))) dt.

We extend next (x̄, ū) on [t0,∞). Set (x̄1(t), ū1(t)) := (x̄(t), ū(t)) for t ∈
[t0, t0 + 1]. Let us assume that for some k ≥ 1 we have constructed a subsequence
{(xkij , ukij )}j of {(xi, ui)}i , a trajectory control pair (x̄k, ūk) on [t0, t0 + k] and an

absolutely continuous function zk ∈ W 1,1([t0, t0+k];R) such that x̄k([t0, t0+k]) ⊂
K and for

zkij (t) :=
∫ t

t0

L(s, xkij (s), u
k
ij
(s)) ds, ∀ t ∈ [t0, t0 + k]

the following holds true:
(xkij , z

k
ij
) converge uniformly on [t0, t0 + k] to (x̄k, zk), ((xkij )

′, (zkij )
′) converge

weakly in L1([t0, t0 + k];Rn ×R) to ((x̄k)′, (zk)′) and if k ≥ 2

(x̄k(t), ūk(t), zk(t)) = (x̄k−1(t), ūk−1(t), zk−1(t)) ∀ t ∈ [t0, t0 + k − 1].

Consider the interval [t0, t0+k+1]. By the same arguments, we find a subsequence
{(xkij� , u

k
ij�
, zkij�

)}� of {(xkij , ukij , zkij )}j , a trajectory-control pair (x̄k+1, ūk+1) on

[t0, t0 + k + 1] and an absolutely continuous zk+1 : [t0, t0 + k + 1] → R, such that
(xkij�

, zkij�
) converge uniformly on [t0, t0 + k + 1] to (x̄k+1, zk+1), ((xkij�

)′, (zkij� )
′)

converge weakly in L1([t0, t0 + k + 1];Rn ×R) to ((x̄k+1)′, (zk+1)′),

lim
�→∞

∫ t0+k+1

t0

L(t, xkij�
(t), ukij�

(t))dt ≤
∫ t0+k+1

t0

L(t, x̄k+1(t), ūk+1(t)) dt

and x̄k+1([t0, t0 + k + 1]) ⊂ K ,

(x̄k+1(t), ūk+1(t), zk+1(t)) = (x̄k(t), ūk(t), zk(t)) ∀ t ∈ [t0, t0 + k].

Rename (xkij�
, ukij�

) by (xk+1
ij

, uk+1
ij

) and set (x̄(t), ū(t)) = (x̄k+1(t), ūk+1(t)) for

t ∈ [t0, t0 + k + 1]. Applying the induction argument with respect to k we obtain a
trajectory-control pair (x̄, ū) defined on [t0,∞).
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To show that it is optimal, fix ε > 0. By (H1) (v) for all large T and for every
feasible trajectory-control pair (x, u) on [t0,∞),

∫ ∞

T

L(s, x(s), u(s))ds ≤ ε.

Consequently for any fixed sufficiently large k, using the same notation as before,
we get

lim
j→∞

∫ ∞

t0

L(t, xkij (t), u
k
ij
(t)) dt ≤ lim

j→∞

∫ t0+k

t0

L(t, xkij (t), u
k
ij
(t)) dt + ε

≤
∫ t0+k

t0

L(t, x̄(t), ū(t))dt + ε.

We proved that for every ε > 0 and all large k,

V (t0, x0) ≤
∫ t0+k

t0

L(t, x̄(t), ū(t))dt + ε

Taking the limit when k→∞ we obtain

V (t0, x0) ≤
∫ ∞

t0

L(t, x̄(t), ū(t))dt + ε.

Since ε > 0 is arbitrary, this inequality implies that (x̄, ū) is optimal.
To prove the upper semicontinuity of V , consider a sequence (ti0, x

i
0) ∈

R+ × K converging to some (t0, x0) when i → ∞. We have to show that
lim supi→∞ V (ti0, x

i
0) ≤ V (t0, x0). If for all large i, V (ti0, x

i
0) = −∞, then we

are done. So it is enough to consider the case when (ti0, x
i
0) ∈ dom(V ) for all i.

Let (xi, ui) be an optimal trajectory-control pair corresponding to the initial
condition (ti0, x

i
0). If t i0 > t0, then we extend xi on [t0, t i0] by setting xi(s) = xi0 for

s ∈ [t0, t i0]. Using exactly the same arguments as before we construct a trajectory-
control pair (x̄, ū) such that x̄(t0) = x0 and for every ε > 0 and all large k,

lim sup
i→∞

∫ ∞

ti

L(t, xi(t), ui(t)) dt ≤
∫ t0+k

t0

L(t, x̄(t), ū(t))dt + ε.

Taking the limit when k→∞ and using that ε is arbitrary, the upper semicontinuity
of V at (t0, x0) follows.

Suppose next that (8) is satisfied. Thus, if t is sufficiently large and xt ∈
dom(V (t, ·)), then |V (t, xt ))| ≤

∫∞
t (α(s) + δ(s))ds. Then (9) follows from the

equality limt→∞
∫∞
t
(α(s) + δ(s))ds = 0.
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In the above proof we needed assumption (H1) (i) to deduce (7). A different
assumption involving bounds on the growth of |f | with respect to L is convenient
as well. Its advantage lies in the fact that we do not request anymore the sets
f (t, x,U(t)) to be bounded.

Theorem 2 Assume (H1) (ii)–(vi) and (8). If there exist c > 0, r > 0 and θ ∈
L1

loc(R+;R+) such that for a.e. t ≥ 0,

|f (t, x, u)|1+r ≤ θ(t)+ cL(t, x, u) ∀ x ∈ R
n, u ∈ U(t), (11)

then (9) holds true and for every (t0, x0) ∈ dom(V ), there exists a feasible
trajectory-control pair (x̄, ū) satisfying V (t0, x0) =

∫∞
t0

L(t, x̄(t), ū(t)) dt .
Furthermore, if V is locally bounded from the above, then it is upper semicon-

tinuous.

Proof Conclusion (9) follows as in the proof of Theorem 1. Let (t0, x0) ∈ dom(V ).
Consider a maximizing sequence of feasible trajectory-control pairs (xi, ui) satis-
fying xi(t0) = x0. By our assumptions, for a.e. t ≥ t0 and all i ≥ 1,

|f (t, xi(t), ui(t))|1+r ≤ θ(t)+ cL(t, xi(t), ui(t)).

Hence for every t ≥ t0,

sup
i≥1

∫ t

t0

|f (s, xi(s), ui(s))|1+rds ≤ sup
i≥1

∫ t

t0

(θ(s)+ cL(s, xi(s), ui(s))) ds.

Observe next that there exists M > 0 such that for all large t > t0 and every i,

∫ t

t0

L(s, xi(s), ui(s))ds ≤
∫ ∞

t0

L(s, xi(s), ui(s))ds +
∫ ∞

t

δ(s)ds < M.

Consequently {f (·, xi(·), ui(·))}i is bounded in L1+r ([t0, t];Rn) and therefore it is
also bounded in L1+r ([t0, t0 + 1];Rn). Since L1+r ([t0, t0 + 1];Rn) is reflexive,
taking a subsequence and keeping the same notation, we may assume that for some
integrable function y : [t0, t0 + 1] → R

n, the restrictions of x ′i (·) to [t0, t0 + 1]
converge weakly in L1+r ([t0, t0 + 1];Rn) to y.

Set p = (1+ r)/r . By the Hölder inequality, for any i and for all t0 ≤ a < b ≤
t0 + 1,

|xi(b)− xi(a)| ≤ (b − a)
1
p

(∫ b

a

|f (s, xi(s), ui(s))|1+rds
) 1

1+r
.

Therefore {xi}i are equicontinuous on [t0, t0 + 1]. Starting at this point the same
arguments as those in the proof of Theorem 1 can be applied to get the existence of
an optimal solution at the initial condition (t0, x0). The upper semicontinuity of V
can be proved in a similar way using that V is locally bounded from the above.
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5 Relaxation in the Absence of State Constraints

In the previous section we have shown that the value function is upper semicon-
tinuous and that the optimal trajectories do exist assuming that the sets F(t, x) are
closed and convex. If the convexity assumption (H1) (vi) is not imposed, then, in
the literature, one usually considers the so-called relaxed problems.

In this section we restrict our attention to the case when K = R
n, that is without

state constraints. Consider the relaxed infinite horizon problem

V rel(t0, x0) = sup
∫ ∞

t0

(
n∑
i=0

λi(t)L(t, x(t), ui(t))

)
dt (12)

over all trajectory-control pairs of

{
x ′(t) =∑n

i=0 λi(t)f (t, x(t), ui(t)), ui(t) ∈ U(t), λi(t) ≥ 0,
∑n

i=0 λi(t) = 1
x(t0) = x0,

(13)

where ui(·), λi(·) are Lebesgue measurable on R+ for i = 0, . . . , n. Then V rel ≥
V. For v = (u0, . . . , un), � = (λ0, . . . , λn) define

f̂ (t, x, v,�) =
n∑
i=0

λif (t, x, ui), L̂(t, x, v,�) =
n∑
i=0

λiL(t, x, ui)

and

Û(t) := U(t)× . . .× U(t)︸ ︷︷ ︸
n+1

×{(λ0, . . . , λn) | λi ≥ 0 ∀ i, �n
i=0λi = 1}.

Thus the relaxed problem is of type (1) and (2) with f, L replaced by f̂ , L̂ and
U(t) replaced by Û(t).

Our first relaxation result addresses a case where the celebrated Filippov-
Ważewski theorem can be applied.

Theorem 3 Assume (H1) (i)–(v) with ωR(t, r) = c̄R(t)r , where for all R > 0,
c̄R : R+ → R+ is locally integrable, and that for a.e. t ∈ R+ and all x ∈ R

n, the
set

G(t, x) := {(
f (t, x, u), L(t, x, u)

) : u ∈ U(t)}

is compact. Further assume that (8) is satisfied.
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Then V rel = V on R+ × R
n and for every (t0, x0) ∈ R+ × R

n, there exists
(x̄(·), v̄(·) = (ū0(·), . . . , ūn(·)), �̄(·) = (λ̄0(·), . . . , λ̄n(·))) satisfying (13) such
that

V rel(t0, x0) =
∫ ∞

t0

L̂(t, x̄(t), v̄(t), �̄(t)) dt.

Furthermore, (9) holds true.
In particular, if a trajectory-control pair (x̄, ū) is optimal for (1), (2), then it is

also optimal for the relaxed problem (12), (13).

Remark 2

(a) If the set U(t) is compact, then so is G(t, x).
(b) In [14] a similar relaxation result was proved under slightly different assump-

tions. It can be shown that (8) and (H1) (i)–(v) imply that V rel(t, ·) is continuous
and so the proof could be done using the same scheme as in [14]. However, as
we show below, under our assumptions it can be simplified avoiding the use of
V rel .

Proof It is not difficult to realize that f̂ , L̂, Û satisfy (H1). Let (t0, x0) ∈ R+×R
n.

Since K = R
n, Theorem 1 and (8) imply that V rel 
= ±∞. By Theorem 1 applied

to f̂ , L̂, Û , there exists (x̄(·), v̄(·), �̄(·)) satisfying (13) such that

V rel(t0, x0) =
∫ ∞

t0

L̂(t, x̄(t), v̄(t), �̄(t)) dt.

Fix ε > 0 and let k > max{t0, S, S̄} be so that
∫∞
k (α(t)+ δ(t))dt ≤ ε/3.

Then

V rel(t0, x0) =
∫∞
k

L̂(t, x̄(t), v̄(t), �̄(t))dt + ∫ k
t0
L̂(t, x̄(t), v̄(t), �̄(t))dt

≤ ε
3 +

∫ k
t0
L̂(t, x̄(t), v̄(t), �̄(t))dt.

By the Filippov-Ważewski relaxation theorem and the measurable selection theo-
rem, see for instance [23], there exists uε ∈ U such that the solution xε of the
system

x ′ = f (t, x, uε(t)), x(t0) = x0

satisfies

∣∣∣∣
∫ k

t0

L̂(t, x̄(t), v̄(t), �̄(t))dt −
∫ k

t0

L(t, xε(t), uε(t))dt

∣∣∣∣ < ε

3
.
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Consider any trajectory-control pair (x, u) of (5) on [k,∞)with x(k) = xε(k). Thus

∫ ∞

k

L(t, x(t), u(t))dt ≥
∫ ∞

k

(−δ(t))dt

We extend the trajectory-control pair (xε, uε) on the time interval [k,∞) by setting
(xε(s), uε(s)) = (x(s), u(s)) for s > k. Hence

V rel(t0, x0) ≤ 2ε
3 +

∫ k
t0
L(t, xε(t), uε(t))dt

≤ 2ε
3 +

∫∞
t0

L(t, xε(t), uε(t))dt +
∫∞
k

δ(t)dt ≤ ε + V (t0, x0).

This yields V rel(t0, x0) ≤ V (t0, x0) + ε. Since ε > 0 and (t0, x0) are arbitrary, we
get V rel = V .

The above result has a restrictive assumption of compactness of sets G(t, x)
because in the proof we used the Filippov-Ważewski relaxation theorem dealing
with compact valued maps. In the case of control systems this theorem can be stated
without such compactness assumption.

Theorem 4 (Finite Horizon Relaxation Theorem) Let T > 0, U : [0, T ] � R
m

be measurable, with closed nonempty images, g : [0, T ] × R
n × R

m → R
n be a

Carathéodory function such that for every R > 0, there exists cR ∈ L1([0, T ];R+)
satisfying for a.e. t ∈ [0, T ],

|g(t, x, u)− g(t, y, u)| ≤ cR(t)|x − y| ∀ x, y ∈ B(0, R), u ∈ U(t).

Further assume that ψ(t) := infu∈U(t) |g(t, 0, u)| is integrable on [0, T ].
Then for any ε > 0 and any absolutely continuous x : [0, T ] → R

n satisfying

x ′(t) ∈ co g(t, x(t), U(t)) a.e. in [0, T ], (14)

there exists a measurable selection u(t) ∈ U(t) for t ∈ [0, T ] and an absolutely
continuous function xε : [0, T ] → R

n such that

x ′ε(t) = g(t, xε(t), u(t)) a.e. in [0, T ], xε(0) = x(0)

and maxt∈[0,T ] |xε(t)− x(t)| < ε.

Remark 3 We would like to underline that in the above theorem the sets
g(t, x,U(t)) are neither closed nor bounded.

Proof We first observe that g(t, 0, U(t)) ∩ B(0, ψ(t) + ε) 
= ∅ for every ε > 0
and every t ∈ [0, T ]. By the inverse image theorem [8, Theorem 8.2.9], there exists
a measurable selection u0(t) ∈ U(t) for t ∈ [0, T ] such that |g(t, 0, u0(t))| ≤
ψ(t)+ ε a.e. Thus the function k : [0, T ] → R+ defined by k(t) := |g(t, 0, u0(t))|
is integrable. By the Castaing representation theorem, see for instance [8], there



62 H. Frankowska

exist measurable selections ui(t) ∈ U(t), i ≥ 1 for t ∈ [0, T ] such that U(t) =⋃
i≥1{ui(t)} for every t ∈ [0, T ]. Fix an integer j ≥ 1 and define

uij (t) =
{
ui(t) if |g(t, 0, ui(t))| ≤ j · k(t)
u0(t) otherwise,

Uj (t) = {u0(t)} ∪
⋃

1≤i≤j
{uij (t)}.

Observe that for every t , the family of finite sets Uj(t) is increasing (with respect
to j ) and U(t) =⋃

j≥1 Uj(t). By the continuity of g(t, x, ·), for a.e. t ∈ [0, T ] and
all x ∈ R

n,

⋃
j≥1

co g(t, x,Uj (t)) = co g(t, x,U(t)).

Notice that for every t, the set g(t, x,Uj (t)) is compact. Let x(·) ∈
W 1,1([0, T ];Rn) satisfy (14). Then

γj (t) := dco g(t,x(t),Uj(t))(x
′(t)) ≤ |x ′(t)− g(t, 0, u0(t))| + cr (t)|x(t)|

≤ |x ′(t)| + |g(t, 0, u0(t))| + cr(t)|x(t)|,

where r > 0 is so that maxt∈[0,T ] |x(t)| < r . Hence {γj }j≥1 are bounded by an
integrable function. Moreover limj→∞ γj (t) = 0 for a.e. t ∈ [0, T ]. Let

tj = max

{
t ∈ [0, T ] : e

∫ T
0 c2r (s)ds

∫ t

0
γj (s)ds ≤ r

}
.

Since
∫ T

0 γj (s)ds converge to zero when j → ∞, we deduce that tj = T for all
j larger than some j0. By the Filippov theorem, see for instance [23, Theorem 1.2]
and the remark following it, for every j ≥ j0, there exists an absolutely continuous
function xj : [0, T ] → R

n such that x ′j (t) ∈ co g(t, xj (t), Uj (t)) a.e. in [0, T ],
xj (0) = x(0) and

sup
t∈[0,T ]

|xj (t)− x(t)| ≤ e
∫ T

0 c2r (s)ds

∫ T

0
γj (s)ds.

Let ε > 0 and consider j ≥ j0 such that e
∫ T

0 c2r (s)ds
∫ T

0 γj (s)ds < ε
2 . By

the Filippov-Ważewski relaxation theorem there exists an absolutely continuous
function xε : [0, T ] → R

n such that

x ′ε(t) ∈ g(t, xε(t), Uj (t)) a.e. in [0, T ], xε(0) = x(0)
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and supt∈[0,T ] |xε(t) − xj (t)| < ε/2. By the measurable selection theorem we can
find a measurable selection uε(t) ∈ Uj(t) such that for a.e. t ∈ [0, T ] we have
x ′ε(t) = g(t, xε(t), uε(t)). Since

sup
t∈[0,T ]

|xε(t)− x(t)| ≤ sup
t∈[0,T ]

(|xj (t)− x(t)| + |xε(t)− xj (t)|) < ε,

the proof is complete.

We next apply the above result to the infinite horizon relaxation problem with
possibly unbounded and not necessarily closed sets f (t, x,U(t)). Theorems 5 and 6
below are new.

Theorem 5 Assume (H1) (ii)–(v) with ωR(t, r) = c̄R(t)r , where for allR > 0, c̄R :
R+ → R+ is locally integrable, and that for some T0 > 0 and all t0 ≥ T0, x0 ∈ R

n

there exists a trajectory of (2) defined on [t0,∞). Further assume that (8) holds
true and that the function

ψ(t) := inf
{|f (t, 0, u)| + |L(t, 0, u)| : u ∈ U(t)}

is locally integrable on R+. Then (9) is satisfied and V rel = V .

Remark 4 The assumption that for some T0 > 0 and all t0 ≥ T0, x0 ∈ R
n there

exists a trajectory of (2) defined on [t0,∞) holds true, for instance, whenever the
function ψ(·) is locally integrable on R+ and there exists T0 > 0 such that cR(t)
do not depend on R for all t ≥ T0. Indeed, by the proof of Theorem 4, we know
that there exists a measurable selection u0(t) ∈ U(t) such that |f (t, 0, u0(t))| ≤
ψ(t) + 1 for every t ∈ R+. Furthermore, setting c(t) = cR(t) for t ≥ T0 we obtain
|f (t, x, u0(t))| ≤ ψ(t) + 1 + c(t)|x|. Given t0 ≥ T0, x0 ∈ R

n, it is enough to
consider the solution of

x ′ = f (t, x, u0(t)), x(t0) = x0.

Proof of Theorem 5 Clearly V ≤ V rel . Therefore, if V rel(t0, x0) = −∞, then
V (t0, x0) = −∞. We first show that for every (t0, x0) ∈ dom(V rel) we have
V rel(t0, x0) ≤ V (t0, x0). Fix (t0, x0) ∈ dom(V rel), ε > 0 and consider a
trajectory-control pair (x, v,�) of the relaxed system satisfying V rel(t0, x0) ≤∫∞
t0

L̂(t, x(t), v(t),�(t))dt + ε
4 .

By our assumptions, for every sufficiently large k > 0 and any trajectory-control
pair (x̃, ũ) defined on [k,∞), we have

∫ ∞

k

|L(t, x̃(t), ũ(t))|dt ≤ ε

4
,

∫ ∞

k

|L̂(t, x(t), v(t),�(t))|dt ≤ ε

4
.

By Theorem 4 applied to the function g(t, x, u) = (f (t, x, u), L(t, x, u)) and
the time interval [t0, k] with k > t0, there exists a trajectory-control pair (xε, uε) of
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the control system (2) defined on [t0, k] such that

∣∣∣∣
∫ k

t0

L̂(t, x(t), v(t),�(t))dt −
∫ k

t0

L(t, xε(t), uε(t))dt

∣∣∣∣ < ε

4
.

Consider k > 0 sufficiently large and a trajectory-control pair (x, u) of (5) defined
on [k,∞) and satisfying x(k) = xε(k). Set (xε(t), uε(t)) = (x(t), u(t)) for t > k.
Then

V rel(t0, x0) ≤
∫∞
t0

L̂(t, x(t), v(t),�(t))dt + ε
4 ≤

∫ k
t0
L̂(t, x(t), v(t),�(t))dt + ε

2

≤ ∫ k
t0
L(t, xε(t), uε(t))dt + 3ε

4 ≤
∫∞
t0

L(t, xε(t), uε(t))dt + ε ≤ V (t0, x0)+ ε.

Hence V rel(t0, x0) ≤ V (t0, x0), by the arbitrariness of ε > 0.
It remains to consider the case V rel(t0, x0) = +∞. Then there exist trajectory-

control pairs (xi, vi ,�i) of the relaxed problem such that

lim
i→∞

∫ ∞

t0

L̂(t, xi(t), vi (t),�i(t))dt = +∞.

Applying the same arguments as before, for every k > 0 and ε > 0, we can find
trajectory-control pairs (xiε, u

i
ε) of (5) defined on [t0,∞), satisfying xiε(t0) = x0 and

∣∣∣∣
∫ k

t0

L̂(t, xi(t), vi (t),�i(t))dt −
∫ k

t0

L(t, xiε(t), u
i
ε(t))dt

∣∣∣∣ < ε

3
.

Moreover, for k > 0 large enough and every i we have

∫ ∞

k

|L̂(t, xi(t), vi (t),�i(t))|dt < ε

3
,

∫ ∞

k

|L(t, xiε(t), uiε(t))|dt <
ε

3
.

Combining the above inequalities we get

∫ ∞

t0

L̂(t, xi(t), vi (t),�i(t))dt <

∫ ∞

t0

L(t, xiε(t), u
i
ε(t))dt + ε.

Hence

lim
i→∞

∫ ∞

t0

L(t, xiε(t), u
i
ε(t))dt = +∞

and therefore V (t0, x0) = +∞.

Finally we would like to observe that, in general, when the sets G(t, x) are not
compact, the sets coG(t, x) may be not closed. For this reason optimal solutions
of the relaxed problem (12) and (13) may not exist. To get the existence, without
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changing the value function, the correct relaxed problem in the case of unbounded,
not necessarily closed sets G(t, x), takes the following less familiar form. Define

V
rel
(t0, x0) = sup

∫ ∞

t0

�(t) dt

over all x ∈ W 1,1
loc ([t0,∞);Rn) and � ∈ L1

loc([t0,∞);R) satisfying

{
(x ′(t), �(t)) ∈ coG(t, x(t)) a.e. in [t0,∞)

x(t0) = x0.
(15)

Such a pair (x, �) will be called below a solution of (15). In the above we set

V
rel
(t0, x0) = −∞ if (15) does not have solutions defined on [t0,∞).

Theorem 6 Under all the assumptions of Theorem 5 suppose that there exist
c > 0, r > 0 and θ ∈ L1

loc([0,∞);R+) such that (11) holds true. Then for every

(t0, x0) ∈ dom(V rel
), there exists a solution (x̄(·), �̄(·)) of (15) satisfying

V
rel
(t0, x0) =

∫ ∞

t0

�̄(t) dt. (16)

Furthermore, V
rel = V and (9) holds true. Moreover, if V is locally bounded from

the above, then it is upper semicontinuous.

Remark 5 Theorem 6 allows to avoid assumption (H1) (vi) to claim that V is upper
semicontinuous and satisfies (9).

Proof By our assumptions, (f̂ , L̂, Û ) satisfy (11). Thus for every (y, �) ∈
coG(t, x) we have |y|1+r ≤ θ(t)+ c�. Then the same inequality holds true also for
any (y, �) ∈ coG(t, x).

The same arguments as those in the proof of Theorem 2 imply (9) and

that for every (t0, x0) ∈ dom(V
rel
), there exists a solution (x̄(·), �̄(·)) of (15)

satisfying (16). Also, as before, if V
rel

is locally bounded from the above, then

it is upper semicontinuous. It remains to show that V
rel = V . By Theorem 5 it is

sufficient to verify that V
rel = V rel . Fix (t0, x0) ∈ R+ × R

n. If V
rel
(t0, x0) =

−∞, then also V rel(t0, x0) = −∞. Assume next that (t0, x0) ∈ dom(V
rel
) and

consider (x̄(·), �̄(·)) solving the inclusion (15) and satisfying (16). By the Castaing
representation theorem there exist measurable selections ui(t) ∈ U(t), i ≥ 1
defined on R+ such that U(t) = ⋃

i≥1{ui(t)} for every t ≥ 0. Consider u0 ∈ U
such that the function defined by k(t) := |f (t, 0, u0(t))|+ |L(t, 0, u0(t))| is locally
integrable on R+. Let the sets Uj(t) be defined in the same way as in the proof of
Theorem 4 for g = (f, L).

Then for a.e. t ≥ t0

(x̄ ′(t), �̄(t)) ∈
⋃
j≥1

co {(f (t, x̄(t), u), L(t, x̄(t), u)) : u ∈ Uj(t)}.
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Define

γj (t) := dco {(f (t,x̄(t ),u),L(t,x̄(t ),u)) : u∈Uj(t)}(x̄ ′(t), �̄(t))

and observe that for a.e. t ≥ t0 we have limj→∞ γj (t) = 0.
Fix ε > 0. By our assumptions there exists τ > T0 such that for every j and any

solution (x, �) of the inclusion

(x ′(t), �(t)) ∈ co {(f (t, x(t), u), L(t, x(t), u)) : u ∈ Uj (t)} for a.e. t ≥ t0
(17)

we have
∫∞
τ |�(t)|dt < ε/3 and

∫∞
τ |�̄(t)|dt < ε/3.

Then, as in the proof of Theorem 4 applied with T = τ and the initial time t0
instead of zero, it follows that for every sufficiently large j there exist an absolutely
continuous xj : [t0, τ ] → R

n and �j ∈ L1([t0, τ ];R) solving (17) on [t0, τ ] and
satisfying

∣∣∣∣
∫ τ

t0

�j (t)dt −
∫ τ

t0

�̄(t)dt

∣∣∣∣ < ε

3
.

Consider any trajectory-control pair (x, u) of (2) with t0 replaced by τ and x0 by
xj (τ ). We extend the trajectory-control pair (xj , uj ) on the time interval (τ,∞) by
the pair (x, u) and set �j (t) = L(t, x(t), u(t)) for all t > τ . Hence

V
rel
(t0, x0) <

∫ τ

t0

�̄(t)dt + ε

3
<

∫ τ

t0

�j (t)dt + 2ε

3
<

∫ ∞

t0

�j (t)dt + ε.

By the measurable selection theorem, any solution of (17) satisfies the relaxed
system (13) for some measurable {(ui, λi)}ni=0. Therefore

V
rel
(t0, x0) ≤ V rel(t0, x0)+ ε.

Hence, by the arbitrariness of ε > 0, we get V
rel
(t0, x0) ≤ V rel(t0, x0).

It remains to consider the case V
rel
(t0, x0) = +∞. Then there exist (x̄s, �̄s )

solving (15) such that lims→∞
∫∞
t0

�̄s(t)dt = +∞. By the same arguments as above
we can find (xs, vs ,�s) satisfying (13) such that

lim
s→∞

∫ ∞

t0

n∑
i=0

λsi (t)L(t, x
s(t), usi (t)) dt = +∞.

Hence V rel(t0, x0) = +∞. This completes the proof.
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6 Relaxation in the Presence of State Constraints

In this section we consider the problem (12), (13), (3).
When K 
= R

n, in general, it may happen that dom(V ) is strictly contained in
dom(V rel) even under all the assumptions of the previous section. In fact one needs
to impose some geometric restrictions on f on the boundary of K , the so called
Relaxed Inward Pointing Condition, to obtain the relaxation theorem.

We denote by (IPCrel ) the following assumption:

⎧⎪⎪⎨
⎪⎪⎩

∀ t ∈ [0,∞),∀ x ∈ bd (K),

∀ v ∈ Limsup(s,y)→(t,x) f (s, y,U(s)) with maxn∈N1
K(x)

〈n, v〉 ≥ 0,

∃w ∈ Liminf(s,y)→(t,x) co f (s, y,U(s)) with maxn∈N1
K(x)

〈n,w − v〉 < 0.

Remark 6 If f is continuous and the set-valued map U(·) is continuous and has
compact nonempty images, then the above condition takes a simpler form:

⎧⎨
⎩
∀ t ∈ [0,∞),∀ x ∈ bd (K), ∀ u ∈ U(t)with maxn∈N1

K(x)
〈n, f (t, x, u)〉 ≥ 0,

∃w ∈ co f (t, x,U(t))with maxn∈N1
K(x)

〈n,w − f (t, x, u)〉 < 0.

Theorem 7 Under all the assumptions of Theorem 3 with (H1) (i) replaced by (6),
suppose (IPCrel ) and that f, L are locally bounded on R+ × bd(K).

Then dom(V rel) = R+ ×K , V rel = V and for every (t0, x0) ∈ R+ ×K , there
exists (x̄(·), v̄(·) = (ū0(·), . . . , ūn(·)), �̄(·) = (λ̄0(·), . . . , λ̄n(·))) satisfying (13)
such that x̄(t) ∈ K for every t ≥ t0 and

V rel(t0, x0) =
∫ ∞

t0

L̂(t, x̄(t), v̄(t), �̄(t)) dt.

Remark 7 We replaced (H1) (i) by (6) just to fit the assumptions of [26]. However
in [26] assumption (6) is needed only to get uniform bounds on trajectories of
a differential inclusion on a finite time interval. By what precedes we know that
such bounds follow also from (H1) (i). Hence the above result is valid as well with
assumption (H1) (i) instead of (6).

Proof From [26, Theorem 3.3] applied with α = 0, β = 0 and finite time intervals
[t0 + k, t0 + k + 1] instead of [0, 1], we deduce, using the induction argument, that
for every (t0, x0) ∈ R+ × K , there exists a feasible solution of (13) defined on
[t0,∞). Hence, in the same way as before, dom(V rel) = R+ ×K . Since f̂ , L̂, Û
satisfy (H1) the third statement follows from Theorem 1. To prove the second one,
observe that V rel ≥ V. Let (t0, x0) ∈ R+ × K and (x̄(·), v̄(·), �̄(·)) be optimal for
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the relaxed problem. Fix any ε > 0 and T > t0 such that
∫∞
T (α(s)+δ(s))ds ≤ ε/2.

Then

V rel(t0, x0) ≤ ε

2
+

∫ T

t0

L̂(t, x̄(t), v̄(t), �̄(t))dt.

From [26, Corollary 3.4] we deduce that there exists a trajectory-control pair
(xε, uε) of (2) and (3) defined on [t0, T ] such that

∣∣∣∣
∫ T

t0

L̂(t, x̄(t), v̄(t), �̄(t))dt −
∫ T

t0

L(t, xε(t), uε(t))dt

∣∣∣∣ < ε

2
.

Applying [26, Theorem 3.3 and Corollary 3.4] and an induction argument, we
extend the feasible trajectory-control pair (xε, uε) on the time interval [T ,∞).

The proof ends in the same way as the one of Theorem 3.

To investigate locally Lipschitz solutions of the Hamilton–Jacobi equation we
need to recall the result below proved in [10].

Consider the infinite horizon optimal control problem B∞:

maximize
∫ ∞

t0

e−λt l(t, x(t), u(t)) dt

over all feasible trajectory-control pairs (x(·), u(·)) of (2), (3) defined on [t0,∞),
where λ > 0, f, U, K are as in the introduction and l : R+ × R

n × R
m → R

is a given function. Let Vλ be the corresponding value function and V rel
λ be the

value function of the relaxed problem (12) and (13) under state constraint (3) for
L(t, x, u) = e−λt l(t, x, u).

We denote by (H2) the following assumptions on f and l:

(i) there exists q ∈ Lloc such that for a.e. t ∈ R+,

sup
u∈U(t)

(|f (t, x, u)| + |l(t, x, u)|) � q(t), ∀ x ∈ bd (K);

(ii) for all (t, x) ∈ R+ × R
n the set {(f (t, x, u), l(t, x, u)) : u ∈ U(t)} is

compact;
(iii) l is bounded and there exist c ∈ L1

loc(R+;R+) and k ∈ Lloc such that for a.e.
t ∈ R+ and for all x, y ∈ R

n and u ∈ U(t),

|f (t, x, u)−f (t, y, u)|+|l(t, x, u)−l(t, y, u)| � k(t)|x−y|, |f (t, 0, u)| � c(t);

(iv) lim supt→∞ 1
t

∫ t
0 (c(s)+ k(s)) ds <∞;

(v) the mappings f, l are Carathéodory;
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We also need the following (stronger than before) Inward Pointing Condition
linking the dynamics to the state constraints: (IPC∞)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∃ η > 0, ρ > 0,M � 0 such that for a.e. t ∈ R+,∀ y ∈ bd(K)+ ηB,

∀ u ∈ U(t) with supn∈N1
y,η
〈n, f (t, y, u)〉 � 0,

∃w ∈ {w′ ∈ U(t) : |f (t, y,w′)− f (t, y, u)| � M} such that

supn∈N1
y,η
{〈n, f (t, y,w)〉, 〈n, f (t, y,w)− f (t, y, u)〉} � −ρ,

where N1
y,η := {n ∈ N1

K(x) : x ∈ bd (K) ∩ B(y, η)}.
Theorem 8 Assume (H2) and (IPC∞). Then there exist C > 1 and κ > 0 such
that for every λ > κ and every t � 0 the function Vλ(t, ·) is Ce−(λ−κ)t -Lipschitz
continuous on K .

Furthermore, if f is also bounded, then for every λ > κ , Vλ is locally Lipschitz
on R+ ×K .

Remark 8 In [10] the constantsC and κ are obtained explicitly. They depend solely
on ρ, M, q, c, k.

Theorem 9 Assume (H2) and (IPC∞). Then, for all large λ > 0, Vλ = V rel
λ on

R+ ×K .

Proof of Theorem 8 is lengthly and highly technical. The presence of the
discount factor plays an important role there. The main idea is to use the so called
Neighboring Feasible Trajectory (NFT) theorem from [26]. Theorem 9 is proved
thanks to the continuity of Vλ(t, ·) and the technique developed in [14].

7 Relation to a Finite Horizon Bolza Problem

Let t0 ≥ 0 and T > t0. Define gT (x) = V (T , x) for all x ∈ K , gT (x) = −∞ for
all x /∈ K and consider the Bolza problem BT

maximize

(
gT (x(T ))+

∫ T

t0

L(t, x(t), u(t)) dt

)

over all trajectory-control pairs (x, u) of the system

{
x ′(t) = f (t, x(t), u(t)), u(t) ∈ U(t) for a.e. t ∈ [t0, T ]
x(t0) = x0, x(t) ∈ K ∀ t ∈ [t0, T ].
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The value function V B of the Bolza problem BT is given by: for every (s0, y0) ∈
[t0, T ] ×K

V B(s0, y0) = sup

(
gT (x(T ))+

∫ T

s0

L(t, x(t), u(t)) dt

)

over all feasible trajectory-control pairs (x, u) of (5) defined on [s0, T ]with x(s0) =
y0. Again, if there is no feasible trajectory-control pair of (5) defined on [s0, T ] and
satisfying x(s0) = y0, then we set V B(s0, y0) = −∞.

If (H1) holds true, then, by Theorem 1, V (T , ·) is upper semicontinuous and,
by the well known existence theorems for finite horizon problems, for every y0 ∈
dom(VB(s0, ·)), the above Bolza problem has an optimal solution.

Proposition 2 Assume (H1) (i)–(v). Then V B(s0, y0) = V (s0, y0) for every
(s0, y0) ∈ [t0, T ]×K . Moreover, if (x̄, ū) is optimal for the infinite horizon problem
at (t0, x0), then the restriction of (x̄, ū) to [t0, T ] is optimal for BT .

Proof By (7) and (H1) (iv), for any R > 0 there exists M > 0 such that for any
trajectory-control pair (x, u) of (5) defined on [s0, T ] with T ≥ s0 ≥ 0, satisfying
x(s0) = y0 and T + |y0| ≤ R we have |x(T )| ≤ M and

∫ T
s0
|L(t, x(t), u(t))| dt ≤

M . As in the proof of Theorem 1 it can be shown that V B and V take values in
[−∞,∞).

Let (s0, y0) ∈ [t0, T ] × K . If V B(s0, y0) = −∞, then V B(s0, y0) ≤ V (s0, y0).
If it is finite, then fix ε > 0 and consider a feasible trajectory-control pair (xε, uε)
with xε(s0) = y0 defined on [s0, T ] such that

V B(s0, y0) ≤ gT (xε(T ))+
∫ T

s0

L(s, xε(s), uε(s))ds + ε

2
.

Since gT (xε(T )) is finite, we deduce that (T , xε(T )) ∈ dom(V ). Consider a
feasible trajectory-control pair (x, u) of (5) on [T ,∞) such that x(T ) = xε(T )

and V (T , xε(T )) ≤
∫∞
T L(s, x(s), u(s))ds + ε/2. Set (xε(s), uε(s)) = (x(s), u(s))

for s > T . Then,

V B(s0, y0) ≤
∫ T
s0
L(s, xε(s), uε(s))ds +

∫∞
T L(s, xε(s), uε(s))ds + ε

≤ V (s0, y0)+ ε.

Since ε > 0 is arbitrary, V B(s0, y0) ≤ V (s0, y0). On the other hand, if V (s0, y0) =
−∞, then V (s0, y0) ≤ V B(s0, y0). If it is finite, then consider a feasible trajectory-
control pair (xε, uε) of (5) on [s0,∞) satisfying xε(s0) = y0 and such that
V (s0, y0) ≤

∫∞
s0

L(s, xε(s), uε(s))ds + ε. Then

V (s0, y0) ≤
∫ T
s0
L(s, xε(s), uε(s))ds +

∫∞
T L(s, xε(s), uε(s))ds + ε

≤ ∫ T
s0
L(s, xε(s), uε(s))ds + V (T , xε(T ))+ ε ≤ V B(s0, y0)+ ε.
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By the arbitrariness of ε > 0, this yields V (s0, y0) ≤ V B(s0, y0). Hence
V (s0, y0) = V B(s0, y0). The point (s0, y0) ∈ [t0, T ] × K being arbitrary, we
deduce the first statement. The second one is a simple consequence of the dynamic
programming principle.

8 Maximum Principle and Sensitivity Relation

When state constraints are present, then, in general, the familiar maximum principle
does not hold unless the optimal trajectory takes values in the interior of K

only. Furthermore, for problems under state constraints the adjoint state may be
discontinuous, even for finite horizon problems.

In this section we prove the maximum principle using the HamiltonianH defined
in the introduction. Recall that H(t, x, ·) is convex and if f (t, ·, u), L(t, ·, u) are
locally Lipschitz uniformly in u ∈ U(t), then H(t, ·, ·) is locally Lipschitz. Then
we denote by ∂H(t; y, q) the generalized gradient of H(t, ·, ·) at (y, q). It has
convex compact images and the set-valued map (y, q) � ∂H(t; y, q) is upper
semicontinuous.

If V is locally Lipschitz on R+ ×K , then define for (t, x) ∈ R+ ×K,

∂intV (t, x) := coLimsup
(s, y)→ (t, x)

y ∈ int(K)

{∇V (s, y)}.

Observe that the set ∂intV (t, x) is compact. It coincides with the generalized
gradient of V at (t, x) whenever x ∈ int(K) and t > 0.

Below we denote by ∂L,−x V (t0, x0) the limiting subdifferential of V (t0, ·) at x0.

Recalling the notation introduced in Sect. 4,

G(t, x) := {(
f (t, x, u), L(t, x, u)

) : u ∈ U(t)},
we state the maximum principle under state constraints.

Theorem 10 Assume (IPCrel ), (H1) (ii)–(v) with ωR(t, r) = c̄R(t)r , where for all
R > 0, c̄R ∈ L1

loc(R+;R+), that G(t, x) is compact for every (t, x) ∈ R+ × R
n

and that there exists c > 0 such that for a.e. t ≥ 0,

sup
u∈U(t)

(|f (t, x, u)| + |L(t, x, u)|) ≤ c(|x| + 1) ∀ x ∈ R
n.

Then

(I) if for all large j ∈ N, the function V (j, ·) is locally Lipschitz on K , then V is
locally Lipschitz on R+ ×K .
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(II) if (x̄, ū) is optimal for the infinite horizon problem at (t0, x0) ∈ R+ × int (K),
then there exist p ∈ W

1,1
loc (t0,∞;Rn), a positive Borel measure μ on [t0,∞),

and a Borel measurable selection ν(t) ∈ NK(x̄(t))∩B defined on [t0,∞) such
that for q(t) := p(t) + η(t) with

η(t) :=
{∫
[t0,t ] ν(s) dμ(s) t ∈ (t0,∞)

0 t = t0,

the following relations are satisfied:

(i) the Hamiltonian inclusion

(−p′(t), x̄ ′(t)) ∈ ∂H(t; x̄(t), q(t)) for a.e. t ∈ [t0,∞) ;

(ii) the maximality condition

〈
q(t), x̄ ′(t)

〉+ L(t, x̄(t), ū(t)) = H(t, x̄(t), q(t)) for a.e. t ∈ [t0,∞);

(iii) the sensitivity relation

(−H(t, x̄(t), q(t)), q(t)) ∈ ∂intV (t, x̄(t)) for a.e. t ∈ [t0,∞);

(iv) the transversality condition at the initial time

p(t0) ∈ ∂L,−x V (t0, x0). (18)

Furthermore, if H is continuous, then

(−H(t, x̄(t), q(t)), q(t)) ∈ ∂intV (t, x̄(t)) ∀ t ∈ (t0,∞).

Remark 9

(a) Recall that Theorem 8 provides sufficient conditions for the local Lipschitz
continuity of V on R+ × K . Instead one can also assume that (H2) holds true
for t ∈ [j,∞) and some integer j (in place of [0,∞)) to deduce Lipschitz
continuity of V on [j,∞)×K.

(b) It is not difficult to realize that (i) contains the maximality condition (ii). We
have stated (ii) in order to underline the link with the more familiar maximum
principle.

Proof For every sufficiently large integer j > t0, let gj : Rn → R be a locally
Lipschitz function that coincides with V (j, ·) on K . Consider the Mayer problem
(Mj )

V j (t0, x0, z0) = sup(gj (x(j))+ z(j))
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over all the trajectory-control pairs of the control system

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

x ′(t) = f (t, x(t), u(t)) a.e. t ∈ [t0, j ]
z′(t) = L(t, x(t), u(t)) a.e. t ∈ [t0, j ]
x(t0) = x0, z(t0) = z0

u(t) ∈ U(t) a.e. t ∈ [t0, j ]
x(t) ∈ K ∀ t ∈ [t0, j ].

From [26, Theorem 5.1] (after rewriting the above Mayer problem as a minimiza-
tion problem), we deduce that V j is locally Lipschitz on [0, j ] ×K × R whenever
j is sufficiently large. It is not difficult to realize that V j (t0, x0, 0) = V B(t0, x0) for
every (t0, x0) ∈ [0, j ] × K , where V B is the value function of the Bolza problem
(introduced in the previous section) for T = j . Hence, by Proposition 2, V is locally
Lipschitz continuous on R+ ×K .

To prove the second statement of our theorem, consider an optimal pair (x̄, ū) of
the infinite horizon problem at (t0, x0) ∈ R+ × int (K). Setting

z̄(t) =
∫ t

t0

L(s, x̄(s), ū(s)) ds,

it follows that the restriction of (x̄, z̄, ū) to [t0, j ] is optimal for (Mj ) at (t0, x0, 0).
By [26, Theorem 5.3] (after rewriting the above Mayer problem as a minimization
problem on the interval [t0, j ] instead of [0, 1]), for every integer j > t0 there
exist an absolutely continuous function pj , a positive Borel measure μj and a Borel
measurable selection νj (s) ∈ NK(x̄(s)) ∩ B μj− a.e. defined on the time interval
[t0, j ] such that, setting

ηj (t) :=
{∫
[t0,t ] νj (s) dμj (s) t ∈ (t0, j ]

0 t = t0

and qj (t) := pj (t)+ ηj (t), the following relations hold true for a.e. t ∈ [t0, j ]:

(−p′j (t), x̄ ′(t)) ∈ ∂H(t; x̄(t), qj (t)); (19)

〈qj (t), f (t, x̄(t), ū(t))〉 + L(t, x̄(t), ū(t)) = H(t, x̄(t), qj (t)); (20)

(−H(t, x̄(t), qj (t)), qj (t)) ∈ ∂intV (t, x̄(t)); (21)

pj (t0) ∈ ∂L,−x V (t0, x0). (22)

Let k > t0 be a fixed integer.
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Step 1 Since x0 ∈ int (K) and V is locally Lipschitz, we deduce from (22) that the
sequence {pj (t0)}j is bounded. The measure μj being regular, we know that qj is
right continuous on (t0, j). Since V is locally Lipschitz on R+ × K from (21) we
deduce that the functions

{
qj

}
j>k

are equibounded on [t0, k].
On the other hand, if R > 0 is so that supt∈[t0,k] |x̄(t)| < R, then for a.e. t ∈

[t0, k] and all (a, b) ∈ ∂H(t; x̄(t), qj (t)) ⊂ R
n×R

n we have |a| ≤ cR(t)|qj (t))|+
c̄R(t). This and (19) imply that |p′j (t)| ≤ cR(t)|qj (t))|+ c̄R(t) a.e. in [t0, k]. Hence
also the mappings {pj }j are equibounded on [t0, k] and therefore so are {ηj }j .

For every j > k define the positive measure μ̄j on Borel subsets of [t0, k] by
μ̄j (A) =

∫
A
|νj (t)|dμj (t) for any Borel set A ⊂ [t0, k]. We claim that μ̄j ([t0, k])

are equibounded. Indeed, the inward pointing condition implies that for every t ≥ t0,
int (CK(x̄(t))) 
= ∅. Thus the set valued map t � CK(x̄(t)) is lower semicontinuous
on [t0,∞). By [18, proof of Lemma 11] we know that there exists a continuous
selection ψ(t) ∈ CK(t) defined on [t0, k] such that

sup
n∈N1

K(x̄(t))

〈n,ψ(t)〉 � −2 ∀ t ∈ [t0, k] with x̄(t) ∈ bd (K).

Consider ψ̄ ∈ C∞([t0, k];Rn) such that supt∈[t0,k] |ψ(s)− ψ̄(s)| � 1. Then

sup
n∈N1

K(x̄(t))

〈n, ψ̄(t)〉 � −1 ∀ t ∈ [t0, k] with x̄(t) ∈ bd (K).

Consequently, for every j > k,

∫
[t0,k]

〈 ψ̄(s), νj (s)〉 dμj (s) =
∫
[t0,k]∩{s : νj (s) 
=0}

〈
ψ̄(s),

νj (s)∣∣νj (s)∣∣
〉 ∣∣νj (s)∣∣ dμj (s)

� −
∫
[t0,k]∩{s : νj (s) 
=0}

∣∣νj (s)∣∣ dμj (s) = −
∫
[t0,k]

∣∣νj (s)∣∣ dμj (s).

Using that {ηj }j are equibounded on [t0, k] and have bounded total variation,
integrating by parts we deduce from the above inequality that for some constant
C � 0 and all j > k,

∫
[t0,k]

∣∣νj (s)∣∣ dμj (s) �
∫
[t0,k]

〈−ψ̄(s), νj (s)〉 dμj (s) =
∫
[t0,k]

−ψ̄(s) dηj (s)

= −ηj (k)ψ̄(k)+
∫
[t0,k]

ηj (s)ψ̄
′(s) ds � C( sup

s∈[t0,k]
|ψ̄(s)| + sup

s∈[t0,k]
|ψ̄ ′(s)|).

Since ψ̄(·) does not depend on j our claim follows.
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Step 2 By Step 1, the Ascoli–Arzelà theorem and the Dunford–Pettis criterion,
taking a subsequence and keeping the same notation, we deduce that there exists an
absolutely continuous function pk : [t0, k] → R

n such that pj → pk uniformly
on [t0, k] and p′j ⇀ (pk)′ weakly in L1([t0, k];Rn). Since the total variations of

ηj are bounded by
∫
[t0,k]

∣∣νj (s)∣∣ dμj (s) and ηj (0) = 0, from the Helly’s selection
theorem, taking a subsequence and keeping the same notation, we conclude that
there exists a function of bounded variation ηk on [t0, k] such that ηj → ηk

pointwise on [t0, k] and ηk(t0) = 0. Furthermore, there exists a nonnegative
finite measure μk on [t0, k] such that, by further extraction of a subsequence and
preserving the same notation, μ̄j ⇀∗ μk (weakly-*) in C([t0, k];R)∗. Let

γj (t) :=

⎧⎪⎨
⎪⎩

νj (t)∣∣νj (t)∣∣ νj (t) 
= 0

0 otherwise.

Since γj (t) ∈ NK(x̄(t)) ∩ B μ̄j−a.e. in [t0, k] is a Borel measurable selection,
applying [45, Proposition 9.2.1], we deduce that, for a subsequence {ji}i , there
exists a Borel measurable function νk such that νk(t) ∈ NK(x̄(t)) ∩ B μk-a.e. in
[t0, k] and for every φ ∈ C([t0, k];Rn)

∫
[t0,k]

〈φ(s), γji (s)〉 dμ̄ji (s)→
∫
[t0,k]

〈φ(s), νk(s)〉 dμk(s) as i →∞. (23)

Using that for all t ∈ (t0, k],

ηji (t) =
∫
[t0,t ]

νji (s) dμji (s) =
∫
[t0,t ]

γji (s) dμ̄ji (s),

from (23) and the separation theorem it follows that for every t ∈ (t0, k]

ηk(t) =
∫
[t0,t ]

νk(s) dμk(s).

Recall that ∂H(t; ·, ·) is upper semicontinuous and has convex compact images
and that ∂L,−x V (0, x0), ∂

intV (t, x̄(t)) are closed sets.
Define qk = pk + ηk. Passing to the limits in (20) and (21) a.e. in [t0, k] for the

subsequence qji when i →∞, we deduce that (ii) and (iii) are satisfied on [t0, k]
with q replaced by qk . From (22) we obtain (18) for pk(t0). Taking the weak limit
in (19) for the subsequence p′ji when i →∞ and using the Mazur lemma and the

upper semicontinuity of ∂H(t; ·, ·) we get (i) on [t0, k] with p replaced by pk and
q by qk.

Step 3 Consider now the interval [t0, k + 1]. By the same argument as in the
second step, taking suitable subsequences {pjil }l ⊂

{
pji

}
i

and {ηjil }l ⊂
{
ηji

}
i
,
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we deduce that there exist an absolutely continuous function pk+1, a function of
bounded variation ηk+1, a Borel measurable selection νk+1(t) ∈ NK(x̄(t)) ∩ B on
[t0, k + 1] and a positive Borel measure μk+1 on [t0, k+ 1] which satisfy (i)− (iv)

on [t0, k + 1] with p, q replaced by pk+1, qk+1 and moreover, when �→∞

pjil
→ pk+1 uniformly on [t0, k + 1],

p′jil ⇀ (pk+1)′ weakly in L1([t0, k + 1];Rn)

qjil
→ qk+1 pointwise on [t0, k + 1],

μjil
⇀∗ μk+1 weakly-* in C([t0, k + 1];R)∗

pk+1|[t0,k] = pk, qk+1|[t0,k] = qk,

and for all t ∈ [t0, k + 1]

ηjil
(t)→ ηk+1(t) =

{∫
[t0,t ] ν

k+1(s) dμk+1(s) t ∈ (t0, k + 1]
0 t = t0.

Furthermore, since ηk+1|[t0,k] = ηk and μk+1|[t0,k] = μk , we have

νk+1|[t0,k] = νk μk-a.e. on [t0, k].

The mappings pk+1, ηk+1, and νk+1 extend pk , ηk , and νk respectively on the time
interval [t0, k + 1], and the measure μk+1 extends the measure μk .

Applying the induction argument we get p, η, ν and μ defined on [t0,∞) and
satisfying the second claim of our theorem.

If H is continuous, then the right continuity of q on (t0,∞) and the upper
semicontinuity of ∂intV on R+ ×K imply the last statement of our theorem.

9 Hamilton–Jacobi Equation

The Hamilton–Jacobi (HJ) equation associated to the non-autonomous infinite
horizon optimal control problem is as follows

∂tW +H(t, x, ∂xW) = 0 on (0,∞)×K, (HJ )

where ∂t , ∂x denote the partial derivatives of W with respect to t and x.
If the value function is differentiable, then it is well known that it satisfies (HJ).

If in addition f,U are time independent and L(t, x, u) = e−λt�(x, u) for some
� : Rn × R

m → R, then V (t, x) = e−λtV (0, x). Setting W1(x) := V (0, x) we
deduce from (HJ) that W1 is a solution of the following, more familiar in the context
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of infinite horizon problems, stationary Hamilton–Jacobi equation

−λW +H(x, ∂xW) = 0 on K,

where H(x, p) := supu∈U(〈p, f (x, u)〉 + �(x, u)).
Conversely, if W1 is a smooth solution of this stationary Hamilton–Jacobi

equation, then W(t, x) := e−λtW1(x) solves (HJ). If f and/or � are time dependent,
then, in general, (HJ) can not be replaced by the above stationary equation.

It is well known that (HJ) may not have differentiable solutions. Furthermore, if a
smooth solution does exist, it may be not uniquely defined because, in the difference
with the finite horizon case, there is no “terminal” condition involved, as in (4).
In Sect. 4 we have shown that under some integrable boundedness assumptions for
large times, the value function V (t, ·) restricted to its domain of definition converges
to zero as t → ∞. In such a setting, the natural “terminal” condition should be as
follows

lim
t→∞ sup

y∈dom (W(t,·))
|W(t, y)| = 0.

The value function V being not differentiable, and even possibly discontinuous,
solutions of (HJ) have to be understood in a generalized sense. In [9] we have inves-
tigated uniqueness of generalized solutions in the class of upper semicontinuous
functions satisfying the above “terminal” condition. In this section we restrict our
attention to locally Lipschitz continuous solutions on R+ ×K only, the case, where
results are much simpler to state and to prove. Then the above “terminal” condition
becomes

lim
t→∞ sup

y∈K
|W(t, y)| = 0. (24)

Denote by (H3) the following assumptions on f, L:

(i) ∃ c ∈ L1
loc(R+;R+) such that for a.e. t � 0 and for all x ∈ R

n, u ∈ U(t)

|f (t, x, u)| + |L(t, x, u)| � c(t)(1+ |x|);

(ii) ∃ k ∈ Lloc such that for a.e. t � 0 and for all x, y ∈ R
n, u ∈ U(t)

|f (t, x, u)− f (t, y, u)| + |L(t, x, u)− L(t, y, u)| � k(t)|x − y|;

(iii) lim supt→∞
1

t

∫ t
0 (c(s)+ k(s)) ds <∞;

(iv) ∃ q ∈ Lloc such that for a.e. t � 0

sup
u∈U(t)

(|f (t, x, u)| + |L(t, x, u)|) � q(t), ∀ x ∈ bd (K);
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(v) for a.e. t � 0 and all x ∈ R
n, G(t, x) is compact;

(vi) There exists S > 0 such that |L(t, x, u)| ≤ α(t) for a.e. t ≥ S and all x ∈
K, u ∈ U(t), where α : [S,+∞)→ R+ is integrable on [S,+∞).

The Outward Pointing Condition (OPC∞) is the same as (IPC∞) but with f
replaced by −f.
Theorem 11 Assume (H1) (iii), (vi) and (H3). Let W : R+ × K → R be a locally
Lipschitz function satisfying (24).

1. If (OPC∞) holds true, then W = V if and only if W is a bilateral solution of
(HJ), that is for a.e. t > 0

{
pt +H(t, x, px) = 0 ∀ (pt , px) ∈ ∂+W(t, x), ∀ x ∈ int (K)

pt +H(t, x, px) ≥ 0 ∀ (pt , px) ∈ ∂+W(t, x), ∀ x ∈ bd (K).
(25)

2. If (IPC∞) holds true, then W = V if and only if W is a viscosity solution of
(HJ), that is for a.e. t > 0

{
pt +H(t, x, px) � 0 ∀ (pt , px) ∈ ∂−W(t, x), ∀ x ∈ int (K),

pt +H(t, x, px) � 0 ∀ (pt , px) ∈ ∂+W(t, x), ∀ x ∈ K.
(26)

Now, let l : R+ ×R
n × R

m → R+, λ > 0, and

L(t, x, u) = e−λt l(t, x, u). (27)

From Theorems 7, 11 and 8 we immediately get the following corollaries.

Corollary 1 Assume (27), (H2), (IPC∞), (OPC∞) and that f is bounded. Then
for every λ > 0 sufficiently large, the value function Vλ is the only locally Lipschitz
function W : R+ ×K → R satisfying for a.e. t > 0

⎧⎨
⎩
pt +H(t, x, px) = 0 ∀ (pt , px) ∈ ∂+W(t, x), ∀ x ∈ int (K),
pt +H(t, x, px) � 0 ∀ (pt , px) ∈ ∂+W(t, x), ∀ x ∈ bd (K)
limt→∞ supy∈K |W(t, y)| = 0.

Corollary 2 Assume (27), (H2), (IPC∞) and that f is bounded. Then for every
λ > 0 sufficiently large, the value function Vλ is the only locally Lipschitz function
W : R+ ×K → R satisfying for a.e. t > 0

⎧⎨
⎩
pt +H(t, x, px) � 0 ∀ (pt , px) ∈ ∂−W(t, x), ∀ x ∈ int (K),
pt +H(t, x, px) � 0 ∀ (pt , px) ∈ ∂+W(t, x), ∀ x ∈ K
limt→∞ supy∈K |W(t, y)| = 0.
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The proof of Theorem 11 follows the path initiated in [24] that was subsequently
applied in many papers, see for instance [25, 28–31].

We first state several auxiliary results.

Proposition 3 The following relations hold true:

– for any x ∈ dom(V (0, ·)), lim sups→0+, y→Kx
V (s, y) = V (0, x);

– for a.e. t > 0, ∀ x ∈ dom(V (t, ·)), ∃ ū ∈ U(t) such that

D↓V (t, x)(1, f (t, x, ū)) ≥ −L(t, x, ū);

– for a.e. t > 0, ∀ x ∈ int (K) ∩ dom(V (t, ·)), ∀ u ∈ U(t) the following two
inequalities are satisfied

D↓V (t, x)(−1,−f (t, x, u)) ≥ L(t, x, u)

and

D↑V (t, x)(1, f (t, x, u)) ≤ −L(t, x, u).

The above proposition follows easily from the dynamic programming principle
and [31, Theorems 2.9, 4.2 and Corollary 2.7]. The equivalence results below allow
to state the Hamilton–Jacobi inequalities involving sub and superdifferentials in
terms of directional derivatives. Such equivalence is important, because it allows to
deduce dynamic programming properties of a generalized solution which, in turn,
yield uniqueness of solutions to (HJ) with the terminal condition (24).

Proposition 4 Let W : R+ ×K → R be locally Lipschitz. Then

1. the following two statements are equivalent:

(a) for a.e. t > 0, ∀ x ∈ K , ∃ ū ∈ U(t) such that

D↓W(t, x)(1, f (t, x, ū)) ≥ −L(t, x, ū);

(b) pt + H(t, x, px) ≥ 0 for a.e. t > 0, ∀ x ∈ K and every (pt , px) ∈
∂+W(t, x).

2. the following two statements are equivalent:

(a)′ for a.e. t > 0, ∀ x ∈ int (K), ∀u ∈ U(t),

D↓W(t, x)(−1,−f (t, x, u)) ≥ L(t, x, u);

(b)′ pt + H(t, x, px) ≤ 0 for a.e. t > 0, ∀ x ∈ int (K) and every (pt , px) ∈
∂+W(t, x).
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Proof Note that (a)⇒ (b) and (a)′ ⇒ (b)′ by the very definition of superdifferen-
tial. From [31, Corollary 2.7 and Theorem 2.9] and [27, Corollary 3.2] we deduce
that (b)⇒ (a) and (b)′ ⇒ (a)′.

An analogous proposition can be stated also for the lower directional derivatives
of W , we shall not dwell on it however.

Lemma 1 Let W : R+ × K → R be locally Lipschitz and satisfying (a)′ of
Proposition 4. Then for all 0 < τ0 < τ1 and any trajectory-control pair (x(·), u(·))
of (5) on [τ0, τ1], with x([τ0, τ1]) ⊂ int (K), the function w(·) defined by

w(t) := W(τ1, x(τ1))+
∫ τ1

t

L(s, x(s), u(s))ds

satisfies (x(t), w(t)) ∈ hypW(t, ·) for all t ∈ [τ0, τ1].
Consequently, W(τ0, x(τ0)) ≥ W(τ1, x(τ1))+

∫ τ1
τ0
L(t, x(t), u(t))dt.

Proof Define φ(t) = W(t, x(t)). By the Lipschitz continuity of W for a.e. t ∈
[τ0, τ1]

−φ′(t) = D↓W(t, x(t))(−1,−f (t, x(t), u(t))) ≥ L(t, x(t), u(t)).

Integrating on [t, τ1] implies

φ(t) −W(τ1, x(τ1)) ≥
∫ τ1

t

L(s, x(s), u(s))ds = w(t)−W(τ1, x(τ1)).

Hence W(t, x(t)) ≥ w(t).

Similarly, we have the following lemma (after stating an analogue of Proposi-
tion 4 for the lower directional derivatives).

Lemma 2 Let W : R+ × K → R be locally Lipschitz. If for a.e. t > 0 and all
x ∈ int (K),

pt +H(t, x, px) � 0 ∀ (pt , px) ∈ ∂−W(t, x),

then for all 0 < τ0 < τ1 and any trajectory-control pair (x(·), u(·)) of (5) on [τ0, τ1]
with x([τ0, τ1]) ⊂ int (K), the function w(·) defined by

w(t) := W(τ0, x(τ0))−
∫ t

τ0

L(s, x(s), u(s))ds

satisfies (x(t), w(t)) ∈ epiW(t, ·) for all t ∈ [τ0, τ1].
Consequently, W(τ0, x(τ0)) ≥ W(τ1, x(τ1))+

∫ τ1
τ0
L(t, x(t), u(t))dt.
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Proof of Theorem 11 To show that the locally Lipschitz value function satis-
fies (25) and (26) it is sufficient to apply Proposition 3 and definitions of super
and subdifferentials. Let (t0, x0) ∈ R+ ×K . To show that W(t0, x0) ≥ V (t0, x0), it
is enough to consider the case when V (t0, x0) > −∞. Let (x̄(·), ū(·)) be optimal at
(t0, x0). We apply (NFT) theorem from [10] under either the assumption (OPC∞)
or (IPC∞) and associate with any ε > 0, the time interval [tε, Tε] ⊂ R+ and
a trajectory-control pair (xε(·), uε(·)) defined on [tε, Tε] satisfying xε([tε, Tε]) ⊂
int (K), limε→0+ Tε = ∞, limε→0+(tε, xε(tε)) = (t0, x0) and

∣∣∣∣
∫ Tε

tε

L(t, xε(t), uε(t))dt −
∫ Tε

tε

L(t, x̄(t), ū(t))dt

∣∣∣∣ ≤ ε.

Then Lemmas 1 and 2 yield

W(τε, xε(τε)) ≥ W(Tε, xε(Tε))+
∫ Tε
τε
L(t, xε(t), uε(t))dt

≥ W(Tε, xε(Tε))+
∫ Tε
tε
L(t, x̄(t), ū(t))dt − ε.

Hence, whenever Tε > S we get

W(τε, xε(τε)) ≥ W(Tε, xε(Tε))+
∫ ∞

tε

L(t, x̄(t), ū(t))dt −
∫ ∞

Tε

α(t)dt − ε.

Taking the limit when ε → 0+, using (24) and the integrability of α on R+ we
obtain W(t0, x0) ≥ V (t0, x0). Hence W ≥ V.

Finally, Proposition 4 (a) and a measurable viability theorem [27, Corollary 3.2]
imply that for every (t0, x0) ∈ R+ ×K and T > t0 there exists a trajectory-control
pair (x̄(·), ū(·)) such that

W(t0, x0)−
∫ T

t0

L(t, x̄(t), ū(t))dt ≤ W(T, x̄(T )).

Hence for any T > S, W(t0, x0) ≤ W(T, x̄(T ))+V (t0, x0)+
∫∞
T α(t)dt. This, (24)

and the integrability of α on [S,∞) imply that for every ε > 0 we haveW(t0, x0) ≤
V (t0, x0) + ε. Consequently W ≤ V and we deduce that (25) yields W = V .
Similarly, (26) implies W = V .
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The Nonemptiness of the Inner Core

Tomoki Inoue

Abstract We prove that if a non-transferable utility (NTU) game is cardinally
balanced and if, at every individually rational and efficient payoff vector, every non-
zero normal vector to the set of payoff vectors feasible for the grand coalition is
strictly positive, then the inner core is nonempty. The condition on normal vectors
is satisfied if the set of payoff vectors feasible for the grand coalition is non-leveled.
An NTU game generated by an exchange economy where every consumer has a
continuous, concave, and strongly monotone utility function satisfies our sufficient
condition. Our proof relies on Qin’s theorem on the nonemptiness of the inner core.
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1 Introduction

The inner core is a solution concept for a non-transferable utility (NTU) game.
Players’ utilities are not transferable, but an inner core payoff vector is stable even
if players can transfer their utilities with some fictitious rates λ. Namely, at an
inner core payoff vector, any coalition cannot improve upon the λ-weighted sum
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of utilities. This stability is stronger than the one required for the core. Thus, the
inner core is a refinement of the core.

The inner core is of significance in the relations to (1) Walrasian equilibria for
some economies, and to (2) the strictly inhibitive set of payoff vectors that are
stable against randomized blocking plans. An exchange economy or a production
economy generates a unique NTU game, but an NTU game may be generated by
multiple economies. Billera [3] proposed a method how to induce a production
economy from a totally cardinally balanced NTU game so that the economy actually
generates the given NTU game. Qin [14] proved that the inner core of a totally
cardinally balanced NTU game coincides with the set of utility vectors at Walrasian
equilibria for Billera’s induced production economy.1 Inoue [9] constructed a
coalition production economy generating a given NTU game and proved that the
inner core coincides with the set of utility vectors at Walrasian equilibria for his
induced coalition production economy.

When a payoff vector can be improved upon by multiple coalitions, it is not clear
which coalition actually improves upon the payoff vector. Myerson [12, Section 9.8]
considered the following scenario. A mediator who is not a player of a given game
randomly chooses a coalition and payoffs to the members of the coalition. Every
player accepts the mediator’s randomized blocking plan if, conditional on being a
member of a coalition, the expected payoff to him is better than the given payoff
to him. The strictly inhibitive set is the set of payoff vectors that are feasible for
the grand coalition and that are stable against randomized blocking plans. Qin [13]
proved that the inner core is always a subset of the strictly inhibitive set and, in some
classes of NTU games, these two sets coincide.

A sufficient condition for the inner core to be nonempty was given by Qin [15,
Theorem 1]. Although his sufficient condition is mathematically general, it is not
easy to check whether a given NTU game satisfies the condition. Accordingly, it is
useful to give classes of NTU games satisfying Qin’s sufficient condition. Qin [15,
Corollary 1] proved that every cardinally balanced-with-slack NTU game satisfies
his own sufficient condition. We give another class of NTU games satisfying
Qin’s sufficient condition: If an NTU game is cardinally balanced and if, at every
individually rational and efficient payoff vector, every non-zero normal vector to
the set of payoff vectors feasible for the grand coalition is strictly positive, then the
NTU game satisfies Qin’s sufficient condition for the inner core to be nonempty. The
condition on normal vectors is met if the set of payoff vectors feasible for the grand
coalition is non-leveled. Our class of NTU games with the nonempty inner core
contains NTU games generated by exchange economies where every consumer has a
continuous, concave, and strongly monotone utility function. de Clippel and Minelli
[8] proved that the utility vector at a Walrasian equilibrium for such an exchange

1Furthermore, given an NTU game and given any payoff vector in the inner core, Qin [14]
constructed a production economy generating the given NTU game such that the given payoff
vector in the inner core is the utility vector at the unique Walrasian equilibrium for his induced
production economy. Brangewitz and Gamp [6] extended this result from one point in the inner
core to a closed subset with certain properties.
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economy is always in the inner core and, therefore, the nonemptiness of the inner
core follows from the well-known existence theorem of a Walrasian equilibrium.
Hence, our theorem extends de Clippel and Minelli’s class of NTU games with the
nonempty inner core.

In the present paper, we prove our theorem on the nonemptiness of the inner
core by applying Qin’s [15] theorem. There are two other methods of proof of
our theorem. The first way is due to Aubin [2, Theorem 2.1, Proposition 2.3].
Aubin adopted an abstract description of an NTU game. If we adopt a specified
“representative function” of an NTU game, what Aubin called “an equilibrium for a
representative function” turns out to be an inner core payoff vector. Since Aubin
proved the existence of an equilibrium for a representative function, he indeed
proved the nonemptiness of the inner core. At an inner core payoff vector, fictitious
transfer rates λ of utilities must be strictly positive. Aubin first finds nonnegative
fictitious transfer rates λ with certain properties and then provides a sufficient
condition (condition (c) of Proposition 2 in Sect. 3) for λ to be strictly positive.2

As discussed in Sect. 3, Aubin’s sufficient condition for λ to be strictly positive can
be slightly weakened. The second way is due to Inoue [11] who took two steps as
well as Aubin [2]. Inoue [11] first gives a new coincidence theorem, a synthesis of
Brouwer’s fixed point theorem and a stronger separation theorem for convex sets
due to Debreu and Schmeidler [7], and then, by applying the coincidence theorem,
he obtains nonnegative fictitious transfer rates of utilities with certain properties.
Inoue’s [11] second step of the proof is the same as Aubin’s [2].

The present paper is organized as follows. In Sect. 2, we give a precise description
of an NTU game and the definition of the inner core. Also, we give Qin’s sufficient
condition for the inner core to be nonempty (Theorem 1). In Sect. 3, we provide
characterizations of the efficient surface with strictly positive normal vectors. In
Sect. 4, we prove the nonemptiness of the inner core (Theorem 2). In Sect. 5, we
prove that our class of NTU games with the nonempty inner core contains de
Clippel and Minelli’s class of NTU games generated by exchange economies with
continuous, concave, and strongly monotone utility functions. In Sect. 6, we give
some remarks.

2 NTU Games and the Inner Core

We begin with some notation. We follow the notation of Qin [15]. Let N =
{1, . . . , n} be a set with n ≥ 2 elements and let RN be the n-dimensional Euclidean
space of vectors x with coordinates xi indexed by i ∈ N . The inner product of x and
y in R

N is denoted by x · y, i.e., x · y =∑
i∈N xiyi . For x, y ∈ R

N , we write x ≥ y

if xi ≥ yi for every i ∈ N ; x � y if xi > yi for every i ∈ N . The symbol 0 denotes

2Inoue [10, Appendix] summarizes Aubin’s description of an NTU game and reproduces Aubin’s
method of proof.
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the origin in R
N as well as the real number zero. Let RN++ = {x ∈ R

N | x � 0}.
For a nonempty subset S of N , let RS = {x ∈ R

N | xi = 0 for every i ∈ N \ S},
let RS+ = {x ∈ R

S | xi ≥ 0 for every i ∈ S}, and let eS ∈ R
N be the characteristic

vector of S, i.e., eSi = 1 if i ∈ S and 0 otherwise. For x ∈ R
N , xS denotes the

projection of x to R
S . Let � = {λ ∈ R

N+ |
∑

i∈N λi = 1}, �◦ = {λ ∈ � | λ � 0},
and, for every m ≥ n, �1/m = {λ ∈ � | λi ≥ 1/m for every i ∈ N}.

We regardN as the set of n players. Let N be the family of all nonempty subsets
of N , i.e., N = {S ⊆ N | S 
= ∅}. Elements in N are called coalitions. A non-
transferable utility game (NTU game, for short) with n players is a correspondence
V : N � R

N such that, for every S ∈ N , V (S) is a nonempty subset of RS and
satisfies V (S) − R

S+ = V (S). An NTU game is compactly generated if, for every
S ∈ N , there exists a nonempty compact subset CS of RS with V (S) = CS − R

S+.
In the present paper, we consider only compactly generated NTU games V with
V (N) convex.

The core is the set of payoff vectors which is feasible for the grand coalition N
and which cannot be improved upon by any coalition. By adopting a different notion
of improvement by a coalition, we can define the inner core.

Definition 1

(1) The core C(V ) of NTU game V is the set of payoff vectors u ∈ R
N such that

u ∈ V (N) and there exists no S ∈ N and u′ ∈ V (S) with u′i > ui for every
i ∈ S.

(2) The inner core IC(V ) of NTU game V is the set of payoff vectors u ∈ R
N such

that u ∈ V (N) and there exists λ ∈ R
N++ such that, for every S ∈ N and every

u′ ∈ V (S), λS · u ≥ λS · u′ holds.

By definition, we have IC(V ) ⊆ C(V ). The vector λ ∈ R
N++ in the definition

of the inner core represents fictitious transfer rates of utilities among players. Note
that u ∈ IC(V ) if and only if u ∈ V (N) ∩ C(Vλ) for some λ ∈ R

N++, where
Vλ : N � R

N is the λ-transfer game defined by

Vλ(S) =
{
u ∈ R

S
∣∣ λ · u ≤ λ · u′ for some u′ ∈ V (S)

}
for every S ∈ N .

Note also that we can restrict the space of fictitious transfer rates to �◦.
For β ∈ R

N+ , let

�(β) =
⎧⎨
⎩γ = (γS)S∈N

∣∣∣∣∣∣ γS ≥ 0 for every S ∈ N and
∑
S∈N

γS e
S = β

⎫⎬
⎭

and let �̂(β) = {γ ∈ �(β) | γN = 0}. Note that�(eN) is the set of balancing vectors
of weights. An NTU game V is cardinally balanced if, for every γ ∈ �(eN),

∑
S∈N

γS V (S) ⊆ V (N).
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This notion of balancedness is stronger than the balancedness due to Scarf [16].
Scarf’s ordinal balancedness is sufficient for the nonemptiness of the core. For
our theorem (Theorem 2) on the nonemptiness of the inner core, this stronger
balancedness is assumed.

Before we give a condition equivalent to the cardinal balancedness, we introduce
some notation. Let V : N � R

N be a compactly generated NTU game with V (N)
convex. For every S ∈ N , let CS be a compact subset of RS generating V (S), i.e.,
V (S) = CS −R

S+, and let CN be also convex. For every λ ∈ R
N+ and every S ∈ N ,

define

vλ(S) = max {λ · u | u ∈ V (S)} = max {λ · u | u ∈ CS} .

Note that, by Berge’s maximum theorem, RN+ ! λ �→ vλ(S) ∈ R is continuous. For
every i ∈ N , let bi ∈ R be the utility level that player i can achieve by himself, i.e,

bi = max {ui ∈ R |u ∈ V ({i})} .

Define a correspondenceB : RN++ � R
N by

B(λ) = {u ∈ V (N) | λ · u = vλ(N)} = {u ∈ CN | λ · u = vλ(N)} .

Note that B(λ) is positively homogeneous of degree zero.
The following proposition gives a condition equivalent to the cardinal balanced-

ness.

Proposition 1 Let V : N � R
N be a compactly generated NTU game with V (N)

convex. Then, V is cardinally balanced if and only if, for every λ ∈ �◦ and every
γ ∈ �̂(eN), ∑S∈N γS vλ(S) ≤ vλ(N).

This equivalence is due to Shapley (see Qin [15, Proposition 1]).
Form ≥ n, define continuous functions pm : �→ R

N++ and βm : �→ R
N+ \{0}

by

pmj (λ) =
{
λj if λj ≥ 1/m,
1/m if λj < 1/m,

and

βmj (λ) =
λj

pmj (λ)
=

{
1 if λj ≥ 1/m,
mλj if λj < 1/m.

We are now ready to give Qin’s theorem [15, Theorem 1] on the nonemptiness of
the inner core. Inoue [11] gives another proof to the theorem.
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Theorem 1 (Qin) Let V : N � R
N be a compactly generated NTU game with

V (N) convex. If there exists m ≥ n such that

(i) for every λ ∈ �1/m and every γ ∈ �̂(eN), ∑S∈N γS vλ(S) ≤ vλ(N), and
(ii) for every λ ∈ �◦ \�1/m and every γ ∈ �̂(βm(λ)), there exists u ∈ B(pm(λ))

such that
∑

S∈N γS vpm(λ)(S) ≤ λ · u,

then the inner core IC(V ) of V is nonempty.

By Proposition 1, condition (i) is weaker than the cardinal balancedness. Qin [15,
Corollary 1] gives a class of NTU games that satisfy both conditions (i) and (ii) for
some m: If a compactly generated NTU game V with V (N) convex is cardinally
balanced with slack, i.e., for every γ ∈ �̂(eN),

∑
S∈N γS V (S) is a subset of the

interior of V (N), then V satisfies conditions (i) and (ii) for some m ≥ n, and,
therefore, the inner core of V is nonempty.

Theorem 2 in Sect. 4 gives another class of NTU games with the nonempty inner
core.

3 Characterization of Efficient Surface with Strictly Positive
Normal Vectors

In the next section, we prove the nonemptiness of the inner core for an NTU game
V where the normal cone to V (N) at any individually rational and efficient payoff
vector is a subset of RN++ ∪ {0}. In this section, we provide characterizations of the
set of individually rational and efficient payoff vectors with the above mentioned
property.

Let V (N) be a nonempty, closed, convex subset of RN generated by a compact
set CN ⊆ R

N , i.e., V (N) = CN − R
N+ . Let b ∈ R

N be such that {x ∈ V (N) | x ≥
b} 
= ∅. Define

Eff(V (N), b)

= {
x ∈ V (N) ∣∣ x ≥ b, there exists no x ′ ∈ V (N) with x ′ ≥ x and x ′ 
= x

}

and

Effw(V (N), b) =
{
x ∈ V (N) ∣∣ x ≥ b, there exists no x ′ ∈ V (N) with x ′ � x

}
.

The set Eff(V (N), b) (resp. Effw(V (N), b)) is the set of individually rational and
efficient payoff vectors (resp. individually rational and weakly efficient payoff
vectors).

Remark 1

(1) ∅ 
= Eff(V (N), b) ⊆ Effw(V (N), b).
(2) Effw(V (N), b) is compact.
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The nonemptiness of Eff(V (N), b) in statement (1) follows from the assumption
that V (N) is compactly generated and {x ∈ V (N) | x ≥ b} 
= ∅. Statement (2) can
be easily shown.

The following lemma gives a characterization of Effw(V (N), b) by normal
vectors to V (N).3

Lemma 1

Effw(V (N), b)

= {x ∈ V (N) | x ≥ b,

there exists λ ∈ � such that, for every y ∈ V (N), λ · x ≥ λ · y}.

Proof Let x ∈ Effw(V (N), b). Then, x ∈ V (N) and x ≥ b. Furthermore, V (N) ∩
({x} + R

N++) = ∅. By the separation theorem for convex sets, there exists λ ∈
R
N \ {0} such that, for every y ∈ V (N) and every z ∈ {x} + R

N++, λ · z ≥ λ · y.
Then, we have λ ∈ R

N+ \ {0}. By normalization, we may assume that λ ∈ �. Since
the inner product is continuous, we have λ · x ≥ λ · y for every y ∈ V (N).

We next prove the inverse inclusion. Let x ∈ V (N) be such that x ≥ b and there
exists λ ∈ � such that, for every y ∈ V (N), λ · x ≥ λ · y. Suppose, to the contrary,
that x 
∈ Effw(V (N), b). Then, there exists x ′ ∈ V (N) with x ′ � x. Thus, we have
λ · x ′ > λ · x, a contradiction. Hence, we have x ∈ Effw(V (N), b). "#

The following proposition gives a characterization of the individually rational
and efficient surface such that every non-zero normal vector to V (N) at every point
of the surface is strictly positive.

Proposition 2 The following three conditions are equivalent.

(a) Let x ∈ Eff(V (N), b) and λ ∈ R
N \ {0} be such that λ · x = maxy∈V (N) λ · y.

Then, λ� 0. Namely, for every x ∈ Eff(V (N), b), the normal cone to V (N) at
x is a subset of RN++ ∪ {0}.4

(b) There exists b′ ∈ R
N such that b′ $ b and Eff(V (N), b′) = Effw(V (N), b

′).
(c) For every x ∈ V (N) with x ≥ b and every S ∈ N with S � N , there exist

ε, δ > 0 such that x − ε eS + δ eN\S ∈ V (N).
Condition (b) holds if V (N) is non-leveled, i.e., x = y whenever x and y are

on the boundary of V (N) and x ≥ y. Condition (c) is due to Aubin [2, Proposition
2.3]. Although Eff(V (N), b) need not be closed (see Arrow et al. [1] for such an
example), condition (a) implies that Eff(V (N), b) is closed as shown by the next
lemma.

3For a convex subset A of RN and x ∈ A, λ ∈ R
N is normal to A at x if λ · x ≥ λ · y for every

y ∈ A.
4For a convex subset A of RN and x ∈ A, the normal cone toA at x is the set of all vectors λ ∈ R

N

normal to A at x.
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Lemma 2 Condition (a) of Proposition 2 implies that

Eff(V (N), b) = Effw(V (N), b).

Therefore, under condition (a), Eff(V (N), b) is compact.

Proof of Lemma 2 Suppose, to the contrary, that Eff(V (N), b) � Effw(V (N), b).
Then, there exists x ∈ Effw(V (N), b) with x 
∈ Eff(V (N), b). By Lemma 1, there
exists λ ∈ � such that, for every y ∈ V (N), λ · x ≥ λ · y.

Claim 1 λi = 0 for some i ∈ N .

Proof of Claim 1 Suppose, to the contrary, that λ � 0. Since x ∈ V (N), x ≥ b,
and x 
∈ Eff(V (N), b), there exists x ′ ∈ V (N) with x ′ ≥ x and x ′ 
= x. Therefore,
we have λ · x ′ > λ · x, a contradiction. Thus, λi = 0 for some i ∈ N . "#

Define S = {i ∈ N | λi = 0}. By Claim 1 above, we have S 
= ∅. Define

A =
{
y ∈ V (N)

∣∣∣ yN\S = xN\S, yS ≥ xS
}
.

Since A is nonempty and compact, A has a maximal element with respect to ≥, i.e.,
there exists ȳ ∈ A such that there exists no y ′ ∈ A with y ′ ≥ ȳ and y ′ 
= ȳ. Note
that, for every x ′ ∈ V (N)with x ′ ≥ x, we have x ′ ∈ A, since λ·x = maxy∈V (N) λ·y.

Claim 2 ȳ ∈ Eff(V (N), b).

Proof of Claim 2 Suppose, to the contrary, that ȳ 
∈ Eff(V (N), b). Then, there
exists y ′ ∈ V (N) with y ′ ≥ ȳ and y ′ 
= ȳ. Since y ′ ≥ ȳ ≥ x, we have y ′ ∈ A. This
contradicts that ȳ is a maximal element in A. Thus, ȳ ∈ Eff(V (N), b). "#

Since ȳN\S = xN\S , we have λ · ȳ = λ ·x = maxy∈V (N) λ ·y. Thus, by condition
(a), we have λ � 0, which contradicts that λi = 0 for every i ∈ S. Therefore,
Eff(V (N), b) = Effw(V (N), b). The compactness of Eff(V (N), b) follows from
Remark 1. This completes the proof of Lemma 2. "#
Remark 2 By Lemma 2, we can replace Eff(V (N), b) by Effw(V (N), b) in condi-
tion (a) of Proposition 2.

We are now ready to prove Proposition 2.

Proof of Proposition 2 (a)⇒ (b): Suppose, to the contrary, that for every r ∈ N,

Eff(V (N), b − 1/r eN) � Effw(V (N), b − 1/r eN).

Then, for every r ∈ N, there exists xr ∈ Effw(V (N), b − 1/r eN) such that xr 
∈
Eff(V (N), b − 1/r eN). By Lemma 1, for every r ∈ N, there exists λr ∈ � with
λr · xr = maxy∈V (N) λr · y. For every r ∈ N, define Ir = {i ∈ N | λri = 0}. Since
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xr 
∈ Eff(V (N), b − 1/r eN), we have Ir 
= ∅ for every r ∈ N.5 Since N has
finitely many nonempty subsets, there exists S ∈ N such that Ir = S for infinitely
many r . By passing to a subsequence if necessary, we may assume that Ir = S for
every r . Since both sequences (xr)r and (λr )r are bounded, by passing to further
subsequences if necessary, we have

xr → x and λr → λ ∈ �.

Then, x ∈ V (N) and x ≥ b. Thus, we have also that x ∈ Effw(V (N), b). By
Lemma 2, x ∈ Eff(V (N), b). Since λri = 0 for every i ∈ S and every r , we have
λi = 0 for every i ∈ S. Since λ̃ �→ maxy∈CN λ̃ · y is continuous, from

λr · xr = max
y∈V (N)

λr · y = max
y∈CN

λr · y,

it follows that

λ · x = max
y∈CN

λ · y = max
y∈V (N)

λ · y.

Since λi = 0 for every i ∈ S, we have a contradiction.
(b)⇒ (c): Let x ∈ V (N) with x ≥ b and let ∅ 
= S � N . Since b′ $ b, there exists
ε > 0 such that x − ε eS ≥ b′. Since x − ε eS 
∈ Eff(V (N), b′) = Effw(V (N), b

′)
and V (N) − R

N+ = V (N), there exists δ > 0 such that x − ε eS + δ eN ∈ V (N).
Since x − ε eS + δ eN\S ≤ x − ε eS + δ eN , we have x − ε eS + δ eN\S ∈ V (N).
(c)⇒ (a): Let x ∈ Eff(V (N), b) and λ ∈ R

N \{0} be such that λ·x = maxy∈V (N) λ·
y. Since V (N) = CN −R

N+ , we have λ ∈ R
N+ . Suppose, to the contrary, that λi = 0

for some i ∈ N . By condition (c), there exist ε, δ > 0 such that x−ε e{i}+δ eN\{i} ∈
V (N). Since

λ ·
(
x − ε e{i} + δ eN\{i}

)
= λ · x + δ

∑
j∈N\{i}

λj > λ · x,

we have a contradiction. Thus, λ� 0. "#
Remark 3 If a compactly generated NTU game V satisfies one of the conditions of
Proposition 2, its inner core IC(V ) is closed.

Proof Let b ∈ R
N be such that bi = max{ui ∈ R | u ∈ V ({i})} for every i ∈ N .

Let (xr)r be a sequence in IC(V ) such that xr → x. Since xr ∈ Eff(V (N), b) for
every r and since, by Lemma 2, Eff(V (N), b) is closed, we have x ∈ Eff(V (N), b).
For every r , let λr ∈ �◦ be such that, for every S ∈ N , λr,S · xr ≥ vλr (S). Since
(λr )r is a bounded sequence, by passing to a subsequence if necessary, we have
λr → λ ∈ �. Since � ! λ̃ �→ vλ̃(S) ∈ R is continuous, we have λS · x ≥ vλ(S)

5This can be shown by the same argument as Claim 1 in the proof of Lemma 2.
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for every S ∈ N . Thus, in particular, λ · x = maxy∈V (N) λ · y. By condition (a) of
Proposition 2, we have λ ∈ �◦. Therefore, we have x ∈ IC(V ). Hence, IC(V ) is
closed. "#

The following example illustrates that condition (a), (b), or (c) of Proposition 2
can be weakened for the nonemptiness of the inner core.

Example 1 Let N = {1, 2} and let V : N � R
N be such that bi = max{ui ∈

R | u ∈ V ({i})} = 1 for i ∈ N and

V (N) =
{
u ∈ R

N |u1 + u2 ≤ 3, u1 ≤ 2, u2 ≤ 3
}
.

Then, V is compactly generated and V (N) is convex. Note that x := (2, 1) ∈
Eff(V (N), b) (see Fig. 1). The vector λ := (1, 0) is normal to V (N) at x. Thus,
condition (a) of Proposition 2 is violated. In this example, however, V (N) can
be extended to V ′(N) such that the pair (V ′(N), b) satisfies condition (a) of
Proposition 2 and the inner core of the extended NTU game V ′ is not larger than the
inner core of V . Therefore, we can weaken the conditions of Proposition 2 sufficient
for the nonemptiness of the inner core of V .

For example, define

V ′(N) =
{
u ∈ R

N | u1 + u2 ≤ 3, u1 ≤ 3, u2 ≤ 3
}
.

,

Fig. 1 V of Example 1
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The shaded region in Fig. 1 is extended. The pair (V ′(N), b) satisfies condition (a)
of Proposition 2. Any payoff vector y in the extended region is not in the inner core
of the new game V ′, because it violates the individual rationality. Thus, the inner
core IC(V ′) of V ′ is not larger than the inner core IC(V ) of V . By the extension of
V (N), since the normal cone to the set of payoff vectors feasible forN at x becomes
smaller,6 IC(V ′) can be smaller than IC(V ).7 In this example, however, both inner
cores are the same.

Condition (d) of the following proposition represents that, for some extension
V ′(N) of V (N), every non-zero normal vector to V ′(N) at every payoff vector in
Eff(V ′(N), b) is strictly positive.

Proposition 3 The following two conditions are equivalent.

(d) There exists a nonempty, closed, convex subset V ′(N) of RN such that V (N) ⊆
V ′(N), V ′(N) is generated by a compact set C′N , {x ∈ V (N) | x ≥ b} = {x ∈
V ′(N) | x ≥ b}, and condition (a) of Proposition 2 holds for (V ′(N), b), i.e.,

[
x ∈ Eff(V ′(N), b), λ ∈ R

N \ {0}, and λ · x = max
y∈V ′(N)

λ · y
]

implies λ� 0.

(e) There exists a compact subset K of �◦ such that for every x ∈ Effw(V (N), b),
there exists λ ∈ K with λ · x = maxy∈V (N) λ · y.

Clearly, condition (a) of Proposition 2 implies condition (d). Thus, by Proposi-
tions 2 and 3, we have

(a) ⇔ (b) ⇔ (c) ⇒ (d) ⇔ (e).

Proof of Proposition 3 (d)⇒ (e): Define a correspondence ξ : Eff(V ′(N), b) � �

by

ξ(x) =
{
λ ∈ �

∣∣∣∣ λ · x = max
y∈V ′(N)

λ · y
}
.

Then, by Lemma 1, ξ is nonempty-valued. By Lemma 2, condition (d) implies that
Eff(V ′(N), b) = Effw(V

′(N), b) and this common set is compact. It is clear that ξ
is compact-valued and upper hemi-continuous. Thus, ξ(Eff(V ′(N), b)) is compact.

Let K = ξ(Eff(V ′(N), b)). By condition (d), we have K ⊆ �◦. From {x ∈
V (N) | x ≥ b} = {x ∈ V ′(N) | x ≥ b}, it follows that

Effw(V (N), b) = Effw(V
′(N), b) = Eff(V ′(N), b).

6In this example, (2/3, 1/3) is normal to V (N) at x, but this vector is not normal to V ′(N) at x.
7For an example of IC(V ′) � IC(V ), see Example 2.
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Therefore, for every x ∈ Effw(V (N), b), there exists λ ∈ K with

λ · x = max
y∈V ′(N)

λ · y ≥ max
y∈V (N)

λ · y.

Since x ∈ V (N), we have λ · x = maxy∈V (N) λ · y.
(e) ⇒ (d): By condition (e), for every x ∈ Effw(V (N), b), we choose and fix a
λx ∈ K with λx · x = maxy∈V (N) λx · y. Let b′ ∈ R

N be such that b′ $ b and
b′ ≤ y for every y ∈ CN , where CN is a compact set generating V (N). Define

C′N =
{
y ∈ R

N
∣∣ y ≥ b′ and, for every x ∈ Effw(V (N), b), λ

x · y ≤ λx · x
}
.

Then, CN ⊆ C′N and thus C′N is nonempty. We have also that C′N is compact and
convex. Define V ′(N) = C′N −R

N+ . Then, V ′(N) is nonempty, closed, convex, and
satisfies V (N) ⊆ V ′(N). Therefore, {y ∈ V (N) | y ≥ b} ⊆ {y ∈ V ′(N) | y ≥ b}.
Claim 3 {y ∈ V ′(N) | y ≥ b} ⊆ {y ∈ V (N) | y ≥ b}.
Proof of Claim 3 Let ȳ ∈ V ′(N) be such that ȳ ≥ b. Suppose, to the contrary, that
ȳ 
∈ V (N). Let z̄ ∈ R

N be the closest point in {y ∈ V (N) | y ≥ b} from ȳ, i.e.,
z̄ ∈ V (N), z̄ ≥ b, and

‖ȳ − z̄‖ = min {‖ȳ − z‖ | z ∈ V (N), z ≥ b} ,

where ‖ · ‖ stands for the Euclidean norm. Since {y ∈ V (N) | y ≥ b} is nonempty,
compact, and convex, z̄ is uniquely determined.

We prove that ȳ − z̄ ∈ R
N+ \ {0}. Since ȳ 
∈ V (N) and z̄ ∈ V (N), we have

ȳ− z̄ 
= 0. Suppose, to the contrary, that ȳi < z̄i for some i ∈ N . Define ẑ ∈ R
N by

ẑj =
{
z̄j if j 
= i,

ȳi if j = i.

Since z̄ ≥ b and ȳ ≥ b, we have ẑ ≥ b. We have also that ẑ ∈ {z̄} − R
N+ ⊆

V (N) − R
N+ = V (N). Since ‖ȳ − ẑ‖ < ‖ȳ − z̄‖, we have a contradiction. Hence,

ȳ − z̄ ∈ R
N+ \ {0}.

We next prove that z̄ ∈ Effw(V (N), b). Suppose, to the contrary, that z̄ 
∈
Effw(V (N), b). Then, there exists z′ ∈ V (N) with z′ � z̄. Since ȳ − z̄ ∈ R

N+ \ {0},
ȳk > z̄k for some k ∈ N . Define z̃ ∈ R

N by

z̃j =
{
z̄j if j 
= k,

min{ȳk, z′k} if j = k.

Since z′ � z̄ ≥ b and ȳ ≥ b, we have z̃ ≥ b. We have also that z̃ ∈ {z′} − R
N+ ⊆

V (N) − R
N+ = V (N). Since ‖ȳ − z̃‖ < ‖ȳ − z̄‖, we have a contradiction. Hence,

z̄ ∈ Effw(V (N), b).
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From z̄ ∈ Effw(V (N), b), it follows that λz̄ ∈ K ⊆ �◦ and λz̄ · z̄ =
maxy∈V (N) λz̄ ·y. Since λz̄ � 0 and ȳ− z̄ ∈ R

N+ \ {0}, we have λz̄ · ȳ > λz̄ · z̄. Thus,
by the definition of V ′(N), we have ȳ 
∈ V ′(N), which is a contradiction. Therefore,
we have proven that {y ∈ V ′(N) | y ≥ b} ⊆ {y ∈ V (N) | y ≥ b}. "#

It remains to prove that condition (a) of Proposition 2 holds for (V ′(N), b). Let
x ∈ Eff(V ′(N), b) and λ ∈ R

N \ {0} be such that λ · x = maxy∈V ′(N) λ · y. Since
V ′(N) − R

N+ = V ′(N), we have λ ∈ R
N+ . Suppose, to the contrary, that λi = 0

for some i ∈ N . Since b′ $ b, we have x − α e{i} ≥ b′ for sufficiently small
α > 0. Since K ⊆ �◦ is compact, there exists δ > 0 such that for every λ′ ∈ K

and every j ∈ N , λ′j > δ holds. Thus, for every z ∈ Effw(V (N), b), we have

λz · (α e{i}) = αλzi > αδ. For every z ∈ Effw(V (N), b), since x ∈ V ′(N), we have
λz · z ≥ λz · x. Let l ∈ N be such that λl > 0. Then, for every z ∈ Effw(V (N), b),

λz ·
(
x − α e{i} + αδ e{l}

)
≤ λz · z+ λz ·

(
−α e{i} + αδ e{l}

)

< λz · z− αδ + αδ = λz · z.

Since x − α e{i} + αδ e{l} ≥ b′, we have

x − α e{i} + αδ e{l} ∈ C′N ⊆ V ′(N).

We have also that

λ ·
(
x − α e{i} + αδ e{l}

)
= λ · x + αδλl > λ · x,

which contradicts that λ · x = maxy∈V ′(N) λ · y. Therefore, λ � 0. This completes
the proof of Proposition 3. "#

The following example inspired by Qin [13, Example 2] illustrates that (1)
IC(V ′) can be strictly smaller than IC(V ) and (2) the inner core IC(V ) of V need
not be closed when V satisfies condition (d) or (e) of Proposition 3. Recall that if V
satisfies one of the conditions of Proposition 2, IC(V ) is closed (see Remark 3).

Example 2 Let N = {1, 2, 3}. An NTU game V : N � R
N is given by

V ({1, 2}) = {u ∈ R
{1,2}
+ | u2

1 + u2
2 ≤ 4/25} − R

{1,2}
+ ,

V (N) = {u ∈ R
N | u · eN = 1 and u ≥ 0} − R

N+ , and

V (S) = {(0, 0, 0)} − R
S+ for any other coalition S.

Then, V is compactly generated, V (N) is convex, and b = 0 ∈ R
N .

Note that, for every t ∈ (2/5, 1], we have x(t) := (0, t, 1− t) ∈ IC(V ) as shown
below. Let t ∈ (2/5, 1]. Then, x(t) ∈ V (N). For λ := (λ1, (1−λ1)/2, (1−λ1)/2) ∈
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R
N with λ1 ∈ (0, 1/3), let

z =
⎛
⎝ 4λ1

5
√

1− 2λ1 + 5λ2
1

,
2(1− λ1)

5
√

1− 2λ1 + 5λ2
1

, 0

⎞
⎠ ∈ V ({1, 2}).

Then, vλ({1, 2}) = λ{1,2} · z. Thus,

λ{1,2} · x(t)− vλ({1, 2}) = λ{1,2} · x(t)−λ{1,2} · z = 1− λ1

2
· t −

√
1− 2λ1 + 5λ2

1

5
.

For sufficiently small λ1 > 0, e.g., λ1 = (t − 2/5)/2, we have

1− λ1

2
· t −

√
1− 2λ1 + 5λ2

1

5
> 0.

Thus, vλ({1, 2}) ≤ λ{1,2} · x(t) for sufficiently small λ1 > 0. Since 0 < λ1 < 1/3,
we have vλ(N) = (1− λ1)/2 = λ · x(t). Since vλ(S) = 0 for any other coalition S,
it is clear that vλ(S) = 0 ≤ λS · x(t). Thus, for every t ∈ (2/5, 1], x(t) ∈ IC(V )

holds.
Let x∗ := (0, 1/2, 1/2) ∈ IC(V ). Note that x∗ ∈ Eff(V (N), 0) and the vector

(0, 1/2, 1/2) ∈ � is normal to V (N) at x∗. Thus, the pair (V (N), 0) does not satisfy
condition (a) of Proposition 2. Define V ′ : N � R

N by

V ′(N) =
{
u ∈ R

N
∣∣∣u · eN = 1 and u ≥ −1/5 eN

}
− R

N+

and V ′(S) = V (S) for every S ∈ N \ {N}. Then, the pair (V ′(N), 0) satisfies
condition (d) of Proposition 3.

We prove that x∗ 
∈ IC(V ′). Since μ := (1/3, 1/3, 1/3) ∈ � is a unique normal
vector to V ′(N) at x∗ and since

max
u∈V ′({1,2})

μ{1,2} · u = 1

3
·
√

2

5
+ 1

3
·
√

2

5
= 2

√
2

15
>

1

6
= μ{1,2} · x∗,

we have x∗ 
∈ IC(V ′). Hence, IC(V ′) � IC(V ).
We finally prove that IC(V ) is not closed. Let y := (0, 2/5, 3/5). For every

λ ∈ �◦, we have vλ({1, 2}) > λ{1,2} · y. Thus, y 
∈ IC(V ). Since x(t) ∈ IC(V ) for
every t ∈ (2/5, 1] and x(t)→ y as t → 2/5, IC(V ) is not closed. Therefore, even
if an NTU game satisfies condition (d) or (e) of Proposition 3, its inner core need
not be closed.
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4 Nonemptiness of the Inner Core

We give the main result.

Theorem 2 Let V : N � R
N be a compactly generated NTU game with

V (N) convex. If V is cardinally balanced and if V satisfies condition (d) or (e)
of Proposition 3, then the inner core IC(V ) of V is nonempty.

We prove this theorem by applying Theorem 1.

Proof of Theorem 2 Note first that the inner core satisfies the following covariance
property.

Lemma 3 Let V : N � R
N be an NTU game and let a ∈ R

N . Define an NTU
game V + a : N � R

N by

(V + a)(S) = V (S)+ {aS} for every S ∈ N .

Then, IC(V + a) = IC(V )+ {a}.
This can be easily shown, so we omit the proof.

Since, by Proposition 3, conditions (d) and (e) are equivalent, we may assume
that V satisfies condition (e). Let b′ ∈ R

N be such that b′ $ b and, for every
S ∈ N and every y ∈ CS , b′ ≤ y, whereCS is a compact subset of RS with V (S) =
CS − R

S+. We define V ′ as in the proof of (e) ⇒ (d). By condition (e), for every
x ∈ Effw(V (N), b), we choose and fix a λx ∈ K with λx · x = maxy∈V (N) λx · y.
Define

C′N = {y ∈ R
N | y ≥ b′ and, for every x ∈ Effw(V (N), b), λ

x · y ≤ λx · x},

V ′(N) = C′N − R
N+ , and V ′(S) = V (S) for every S ∈ N with S � N . By the

proof of (e) ⇒ (d) of Proposition 3, V ′(N) satisfies all the properties of condition
(d). Define an NTU game V̂ by V̂ = V ′ −b′. Then, V̂ (N) is convex, V̂ is cardinally
balanced,8 and, for every S ∈ N , V̂ (S) is generated by a compact subset of RS+.
Since IC(V̂ + b′) = IC(V ′) ⊆ IC(V ), by Lemma 3, it suffices to prove that
IC(V̂ ) 
= ∅. We will prove that V̂ satisfies all the conditions of Theorem 1. Since
V̂ is cardinally balanced, by Proposition 1, condition (i) of Theorem 1 is met for V̂
and for every m ≥ n. It remains to prove that condition (ii) is met for V̂ and for
some m ≥ n, i.e., there exists m ≥ n such that, for every λ ∈ �◦ \�1/m and every
γ ∈ �̂(βm(λ)), there exists y ∈ B(pm(λ)) with

∑
S∈N γS vpm(λ)(S) ≤ λ · y, where

B(pm(λ)) and vpm(λ) are defined for NTU game V̂ .
Since, by the definition of b′, for every S ∈ N \ {N} and every y ∈ CS , y ≥ b′

holds and since, for every y ∈ C′N , y ≥ b′ holds, for every m ≥ n, every λ ∈

8Since V is cardinally balanced and V (N) ⊆ V ′(N), V ′ is cardinally balanced. Thus, V̂ = V ′ −b′
also is cardinally balanced.



100 T. Inoue

�◦ \ �1/m, and every S ∈ N , we have vpm(λ)(S) ≥ 0. Since 0 ≤ βm(λ) ≤ eN

for every λ ∈ �, V̂ is cardinally balanced, and vpm(λ)(S) ≥ 0 for every S ∈ N ,
we have, for every m ≥ n, every λ ∈ �◦ \ �1/m, every γ ∈ �̂(βm(λ)), and every
y ∈ B(pm(λ)),

∑
S∈N

γS vpm(λ)(S) ≤ vpm(λ)(N) = pm(λ) · y.

Thus, it suffices to prove that there exists m ≥ n such that, for every λ ∈ �◦ \�1/m
and every y ∈ B(pm(λ)), pm(λ) · y ≤ λ · y holds.

Since K ⊆ �◦ is compact, there exists k ≥ n with K ⊆ �1/k. Let m ∈ N be
such that m > (n− 1)(k − n+ 1)+ 1.

Claim 4 m > k.

Proof of Claim 4 Since k ≥ n ≥ 2, we have

m− k > (n− 1)(k − n+ 1)+ 1− k = k(n− 2)− (n− 1)2 + 1

≥ n(n− 2)− (n− 1)2 + 1 = 0.

Hence, m > k. "#
Claim 5 Let λ ∈ �◦ \�1/m and x ∈ Effw(V̂ (N), 0) be such that

λ · x = max
y∈V̂ (N)

λ · y.

Then, for every i ∈ N with λi < 1/m, xi = 0 holds.

Proof of Claim 5 Suppose, to the contrary, that xi > 0 for some i ∈ N with λi <
1/m. Since λ ∈ � and λi < 1/m, there exists j ∈ N \ {i} such that

λj >
1− 1

m

n− 1
= m− 1

m(n− 1)
.

Define

E =
{
y ∈ R

N+
∣∣∣ yN\{i,j} = xN\{i,j}, μ · y ≤ μ · x for every μ ∈ �1/k

}
.

We first prove that E ⊆ C′N − {b′}. Let y ∈ E. Since x ∈ V̂ (N) = C′N − {b′} −
R
N+ , we have x + b′ ∈ C′N − R

N+ . Hence, by the definition of C′N , for every z ∈
Effw(V (N), b), λz · (x + b′) ≤ λz · z holds. Since λz ∈ K ⊆ �1/k,

λz · (y + b′) ≤ λz · (x + b′) ≤ λz · z.
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Since y ≥ 0, we have y + b′ ≥ b′. Thus, y + b′ ∈ C′N . Hence, y ∈ C′N − {b′} and
E ⊆ C′N − {b′}.

For every l ∈ N , define μk,l ∈ �1/k by μk,lt = 1/k for t ∈ N \ {l} and μk,ll =
1 − (n − 1)/k. Then, {μk,1, . . . , μk,n} is the set of all extreme points of �1/k.
Therefore,

E =
{
y ∈ R

N+
∣∣∣ yN\{i,j} = xN\{i,j}, μk,l · y ≤ μk,l · x for every l ∈ N

}

=
{
y ∈ R

N+
∣∣∣ yN\{i,j} = xN\{i,j}, μk,i · y ≤ μk,i · x, μk,j · y ≤ μk,j · x

}

= {y ∈ R
N+ | yN\{i,j} = xN\{i,j}, (k − n+ 1)yi + yj ≤ (k − n+ 1)xi + xj ,

yi + (k − n+ 1)yj ≤ xi + (k − n+ 1)xj }.

Define z∗ ∈ R
N by

z∗N\{i,j} = xN\{i,j},
z∗i = 0,
z∗j = xj + 1

k−n+1xi

(See Fig. 2). Then, z∗ ∈ E ⊆ C′N − {b′} ⊆ V̂ (N). Since λj > m−1
m(n−1) and m >

(n− 1)(k − n+ 1)+ 1, we have

λj

k − n+ 1
>

m− 1

m(n− 1)(k − n+ 1)
>

m− 1

m(m− 1)
= 1

m
> λi.

,

,

Fig. 2 Definition of z∗{i,j}
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Therefore, since xi > 0, we have

λ · z∗ = λ · xN\{i,j} + λj xj + λj

k − n+ 1
xi

> λ · xN\{i,j} + λj xj + λixi

= λ · x = max
y∈V̂ (N)

λ · y ≥ λ · z∗,

a contradiction. Therefore, xi = 0 for every i ∈ N with λi < 1/m. "#
Define σm : �→ �1/(m+n−1) by

σmj (λ) =
pmj (λ)

pm(λ) · eN .

Since

B(pm(λ)) =
{
y ∈ V̂ (N)

∣∣∣∣∣pm(λ) · y = max
z∈V̂ (N)

pm(λ) · z
}

=
{
y ∈ V̂ (N)

∣∣∣∣∣ σm(λ) · y = max
z∈V̂ (N)

σm(λ) · z
}

=
{
y ∈ C′N − {b′}

∣∣∣∣∣ σm(λ) · y = max
z∈V̂ (N)

σm(λ) · z
}
,

by Lemma 1 and the definition of b′, we have B(pm(λ)) ⊆ Effw(V̂ (N), 0) for every
λ ∈ �. Let λ ∈ �◦ \�1/m and let i ∈ N with λi < 1/m. Then, pmi (λ) = 1/m and
pm(λ) · eN > 1. Thus, σmi (λ) < 1/m. By Claim 5, for every λ ∈ �◦ \�1/m, every
y ∈ B(pm(λ)), and every i ∈ N with λi < 1/m, yi = 0 holds. Therefore, for every
λ ∈ �◦ \�1/m and every y ∈ B(pm(λ)),

pm(λ) · y =
∑

j :λj≥1/m

pmj (λ)yj +
∑

j :λj<1/m

pmj (λ)yj

=
∑

j :λj≥1/m

pmj (λ)yj =
∑

j :λj≥1/m

λjyj = λ · y.

Hence, condition (ii) of Theorem 1 holds for V̂ and m. Thus, IC(V̂ ) 
= ∅. As we
mentioned before, this implies that IC(V ) 
= ∅. "#

Qin [15, Example 1] exemplifies that, if a cardinally balanced NTU game does
not satisfy condition (d) or (e) of Proposition 3, then its inner core can be empty. We
give another example of a totally cardinally balanced NTU game V with every V (S)
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, ,

,,

,,

Fig. 3 V (N) of Example 3

polyhedral such that the inner core IC(V ) of V is empty.9 Billera and Bixby [4]
proved that any totally cardinally balanced NTU game with every V (S) polyhedral
can be generated by an exchange economy where agents’ consumption sets have
the form [0, 1]l and their utility functions are concave and continuous. Therefore,
by the following example, the nonemptiness of the inner core is irrelevant to such
representation of NTU games. It should be worth mentioning that in the first step
of the proof of Billera and Bixby’s representation, the inner core plays an essential
role. Actually, x̄ in the proof of Lemma 3.2 of Billera and Bixby [4] is an inner core
payoff vector.

Example 3 Let N = {1, 2, 3}. An NTU game V : N � R
N is given by

V ({i}) = {(0, 0, 0)} − R
{i}
+ for every i ∈ N,

V ({1, 2}) = {(1, 1/2, 0)} − R
{1,2}
+ ,

V ({1, 3}) = {(1, 0, 1)} − R
{1,3}
+ ,

V ({2, 3}) = {(0, 0, 0)} − R
{2,3}
+ , and

V (N) = {x ∈ R
N | xi ≤ 1 for every i ∈ N and x2 + x3 ≤ 1}.

Then, b = 0 ∈ R
N . Figure 3 depicts V (N) ∩ R

N+ . Note that every V (S) is a
polyhedron. For a balancing vector γ with γ{1,2} = γ{1,3} = γ{2,3} = 1/2 and

9An NTU game V is totally cardinally balanced if every subgame of V is cardinally balanced, i.e.,
for every S ∈ N and every γ ∈ �(eS ), ∑T∈N γT V (T ) ⊆ V (S) holds.
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γS = 0 otherwise, we have

1

2

(
1,

1

2
, 0

)
+ 1

2
(1, 0, 1)+ 1

2
(0, 0, 0) =

(
1,

1

4
,

1

2

)
∈ V (N).

For any other balancing vector γ ′ of weights, we can show that
∑

S∈N γ ′S V (S) ⊆
V (N). Hence, V is cardinally balanced. Moreover, any subgame of V is cardinally
balanced and, therefore, V is totally cardinally balanced. Since (1, 0, 0) is normal
to V (N) at (1, 1/2, 1/2) ∈ Eff(V (N), 0) and since (1, 1/2, 1/2) � b, there exists
no V ′(N) satisfying condition (d) of Proposition 3.

We prove that IC(V ) = ∅. Let λ ∈ R
N++. Since λ{1,3} · (1, 0, 1) > λ{1,3} · x for

every x ∈ V (N) with x ≥ 0 and x 
= (1, 0, 1), payoff vector (1, 0, 1) is a unique
candidate of an element of the inner core. Since (1, 1/2, 0) ∈ V ({1, 2}) and

λ{1,2} ·
(

1,
1

2
, 0

)
= λ1 + 1

2
λ2 > λ1 = λ{1,2} · (1, 0, 1),

payoff vector (1, 0, 1) is not in the inner core. Therefore, IC(V ) = ∅.

5 NTU Games Generated by Exchange Economies

de Clippel and Minelli [8, Proposition 1] proved that, in an exchange economy
where every agent has a continuous, concave, and strongly monotone utility
function, the utility vector at any Walrasian allocation is always in the inner core.
Since there exists a Walrasian equilibrium for such an exchange economy, the inner
core is nonempty. In this section, we prove that an NTU game generated by such
an exchange economy satisfies condition (a) of Proposition 2. Thus, by Theorem 2,
its inner core is nonempty. Therefore, our class of NTU games with the nonempty
inner core contains de Clippel and Minelli’s [8] class.

An exchange economy with n consumers is a list of the commodity space R
L,

where L is a finite set of commodities, and consumers’ characteristics (ui, ωi)i∈N
such that, for every consumer i, utility function ui : R

L+ → R is continuous,
concave, and strongly monotone, and endowment vector ωi is in R

L+ \ {0}. An
exchange economy is denoted by E = (RL, (ui , ωi)i∈N). For every coalition
S ∈ N , let FE (S) be the set of feasible S-allocations, i.e.,

FE (S) =
{
(zi)i∈S

∣∣∣∣∣ zi ∈ R
L+ for every i ∈ S and

∑
i∈S

(
zi − ωi

)
= 0

}
.

A feasible N-allocation (zi)i∈N is a Walrasian allocation for E if there exists a
price vector p ∈ R

L such that, for every i ∈ N , p ·zi ≤ p ·ωi and ui(zi) ≥ ui(y) for
every y ∈ R

L+ with p · y ≤ p · ωi . Let W(E ) be the set of all Walrasian allocations
for E .
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A feasible N-allocation (zi)i∈N is an inner core allocation for E if there exists
λ ∈ R

N++ such that, for every S ∈ N and every (yi)i∈S ∈ FE (S),
∑

i∈S λiui(zi) ≥∑
i∈S λiui(yi) holds. Let IC(E ) be the set of all inner core allocations for E .
An exchange economy E = (RL, (ui , ωi)i∈N) generates an NTU game VE :

N � R
N by defining

VE (S)

=
{
v ∈ R

S
∣∣∣ there exists (zi)i∈S ∈ FE (S) such that, for every i ∈ S, vi ≤ ui(zi)

}
.

Since FE (S) is nonempty, compact, and convex for every S ∈ N , NTU game VE
is compactly convexly generated. Note that, for every i ∈ N ,

bi = max{vi ∈ R | v ∈ VE ({i})} = ui(ωi),

and IC(VE ) = {(ui(zi))i∈N | (zi)i∈N ∈ IC(E )}.
Qin [13, Remark 2] states the following without proof. For completeness, we

give its proof.

Proposition 4 Let E = (RL, (ui, ωi)i∈N) be an exchange economy where, for
every i ∈ N , ui : R

L+ → R is continuous, concave, and strongly monotone,
and ωi ∈ R

L+ \ {0}. Then, NTU game VE generated by E satisfies condition (a)
of Proposition 2, i.e., if x ∈ Eff(VE (N), b) and λ ∈ R

N \ {0} satisfy λ · x =
maxy∈VE (N) λ · y, then λ� 0.

Proof Let x ∈ Eff(VE (N), b) and λ ∈ R
N\{0} be such that λ·x = maxy∈VE (N) λ·y.

Since VE (N)−R
N+ = VE (N), we have λ ∈ R

N+ . Suppose, to the contrary, that there
exists j ∈ N with λj = 0. Since λ ∈ R

N+ \ {0}, there exists k ∈ N with λk > 0.
From x ∈ VE (N), it follows that there exists a feasible N-allocation (zi)i∈N such
that ui(zi) ≥ xi for every i ∈ N . Since uj (zj ) ≥ xj ≥ bj = uj (ωj ), ωj ∈ R

L+\{0},
and uj is strongly monotone, we have zj ∈ R

L+ \ {0}. Define an allocation (yi)i∈N
by

yi =
⎧⎨
⎩
zi if i ∈ N \ {j, k},
zk + zj if i = k,

0 if i = j.

Then, (yi)i∈N is a feasible N-allocation. Therefore, u := (ui(yi))i∈N ∈ VE (N).
Since λj = 0, λk > 0, and uk(zk + zj ) > uk(zk), we have

λ · u =
∑
i∈N

λiu
i(yi) =

∑
i∈N\{j,k}

λiu
i(zi)+ λku

k(zk + zj )+ λju
j (0)

>
∑

i∈N\{j,k}
λiu

i(zi)+ λku
k(zk)+ λju

j (zj ) ≥ λ · x.
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This contradicts that λ · x = maxy∈VE (N) λ · y. Therefore, λ � 0 and hence VE
satisfies condition (a). "#
Since an exchange economy with the properties in Proposition 4 generates a
cardinally balanced NTU game,10 by Theorem 2, we have the following.

Corollary 1 Let E = (RL, (ui , ωi)i∈N) be an exchange economy where, for every
i ∈ N , ui : RL+ → R is continuous, concave, and strongly monotone, and ωi ∈
R
L+\{0}. Then, the inner core IC(VE ) of NTU gameVE generated by E is nonempty.

We can show this corollary without relying on Theorem 2. de Clippel and Minelli
[8, Proposition 1] proved the inclusion W(E ) ⊆ IC(E ) for an exchange economy
E satisfying the properties in Corollary 1. Since there exists a Walrasian equilibrium
for E , the inner core of VE is nonempty.

6 Concluding Remarks

The inner core has a relation to the strictly inhibitive set, the set of payoff vectors
stable against randomized blocking plans (see Myerson [12, Section 9.8] and Qin
[13]). For a compactly generated NTU game, its inner core is a subset of the
strictly inhibitive set (Qin [13, Theorem 2]). Thus, our Theorem 2 gives a sufficient
condition for the nonemptiness of the strictly inhibitive set. Furthermore, if V (S) is
convex for every S ∈ N and if V satisfies one of the conditions of Proposition 2,
then the inner core coincides with the strictly inhibitive set (Qin [13, Theorem 4]).

By Proposition 4, an exchange economy with continuous, concave, and strongly
monotone utility functions generates an NTU game satisfying the cardinal balanced-
ness and condition (a) of Proposition 2. Since different economies can generate
the same NTU game, exchange economies without the properties in Proposition 4
or production economies may generate NTU games satisfying condition (d) or
(e) of Proposition 3. Billera [3] proved that every compactly generated, totally
cardinally balanced NTU game V with every V (S) convex can be generated by
a production economy where every consumer has a upper semi-continuous and
concave utility function on a compact convex consumption set and has his own
compact convex production set. Billera’s induced production economy can be
converted to an exchange economy (see Billera and Bixby [5]). Inoue [9] proved that
every compactly generated NTU game can be generated by a coalition production
economy. In both induced economies due to Billera [3] and due to Inoue [9], the
inner core coincides with the set of utility vectors at Walrasian allocations (see Qin
[14] and Inoue [9], respectively). Thus, if an NTU game satisfies all the assumptions
of Theorem 2, then there exists a Walrasian equilibrium for both Billera’s and
Inoue’s induced economies.

10This can be shown by the same method as Billera and Bixby [4, Theorem 2.1].
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The Golden Ratio’s attractiveness seems first and foremost from the fact that it has an almost
uncanny way of popping up where it is least expected.1

Livio (1970, p. 7)

1 Introduction

It has been well-understood, at least since the early nineties, that solutions to single-
agent intertemporal optimization problems can exhibit complicated dynamics in
the form of topological and ergodic chaos precisely defined; see [2] and [23] for
anthologies of the pioneering papers. A recent survey [31] of this work delineates
how endogenous sources of chaos revolve around a variety of considerations:
“upward inertia” as a consequence of zero consumption levels, “downward inertia”
as a consequence of depreciating capital, supermodularity of the felicity functions,
factor-intensity reversals in a two-sector technology, and high levels of impatience
have all been given salience.2 In [15], optimal topological chaos has been shown
in a particularly parsimonious instance of a stripped-down version of the two-
sector model, the so-called borderline case of the two-sector RSS model, one that
involves a specific relationship between only two parameters: ξ, the marginal rate
of transformation of capital today into that of tomorrow, given full employment of
both factors; and d, the rate of depreciation.3 The result is executed with linear
felicities, a polar form of the factor intensity assumption, and a positive rate of

only because of its continuing analytical interest, but also in the hope that it’ll facilitate the
understanding and reception of the Deng-Khan-Mitra results as and when they are written up. In
this connection, he thanks Professors Mukul Majumdar, Toru Maruyama, Debraj Ray and Santanu
Roy for their kind encouragement. He also thanks Mordecai Kurz, Chris Metcalf and Paulo Sousa
for correspondence and conversation on the original draft presented at Urbana-Champaign.

JEL Classification: D90, C62, O21

Mathematics Subject Classification (2010): 91B62, 49J45, 49O2

1The reader uninitiated into the mysteries of the “golden-ratio” may want to check out [13, pp. 25–
27] or [22, pp. 78–86]. A case could be made for singling out [28, 36] as the pioneering applications
of the number in economic theory.
2A narrative is laid out in [31, Section 6] and it revolves around (1) capital depreciation and
linear felicities but with factor intensity reversals in a two-sector model with Cobb-Douglas and
Leontief technologies, as in the numerical results in [6], (2) fully circulating capital but with zero
consumption levels on the optimal path, as in [33], (3) the inclusion of depreciation with Leontief
technologies in both sectors, the so-called Leontief-Shinkai model, and supermodular felicities,
as in [34], and with linear felicities, as in [35, 37], (4) non-zero optimal consumption levels in
the extension in [40] of [35], and finally, (5) the establishment of ergodic chaos and geometric
sensitivity in [39]. Also see the early attempt in [32].
3See [3] where the principal result involves eight parameters, and [40], where the result is whittled
down to a simpler setting, but still with four parameters. This footnote is an obvious subscription
to the simplicity imperative in [24, 45] and others. With Saari [45], it is also a resigned acceptance.
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capital depreciation. It is striking on two counts. First, it goes against the continuous-
time intuition, rather well-established in the early seventies, that optimal programs,
even for a considerably generalized setting of such a model, exhibit saddle-point
stability.4 Second, relative to instances of the more recent literature, it overcomes the
disadvantage of zero-consumption levels5 (in two of the three periods in the period-
three cycle established in [33]) without the tagging of somewhat ad-hoc felicity
functions, as in [35] and [40].6

All this being said, it is important to be clear that the methodological import of
the result in [15] lies not so much in the existence of optimal topological chaos
(work done more than two decades earlier had already established this), but rather
in the fact that complicated dynamics could be shown without any knowledge of the
shape of the OPF other than its continuity,7 and to bring out the power of some
sufficient tests for topological chaos, specifically those guaranteeing turbulence in
the resulting system. However, as interest deepens in the two-sector RSS model, it
is natural to ask whether the OPF can be pinned down for a non-negligible range
of parametric values; and if so, what additional light can be thrown on the question
of the robustness of optimal topological chaos in the model, and in particular, its
demonstration as a consequence of conditions that are easy to check. This question
was explicitly left open in [19], where the authors asked for the optimal policy
correspondence when the discount factor ρ was less than the inverse of the marginal
rate of transformation of capital (1/ξ), and conjectured that “it is possible that . . . the
graph of the optimal policy correspondence is the lower boundary of the graph of
G, which, following the terminology in [8], can be referred to as the “check-map”
policy function since its graph resembles the standard check mark.8 The first, and
perhaps primary, contribution of this paper is to answer this question.

4See [50, 51] and [14] for further genealogical details; also [31, 161–162].
5A point of view insisted on in Joan Robinson’s response to Stiglitz; see [41] and [51]. In [15],
despite a linear utility function, consumption is never zero along any optimal path, except one
starting at zero capital stock, and then only in the initial period. Put differently, Joan Robinson’s
criticism does not apply to the OPF reported in this paper, and seems to be purely an artifact of
the continuous-time formulation.
6In [35], the authors work with the Weitzman-Samuelson reduced-form utility function, and in
[40], with a constant elasticity of substitution felicity function. The substantive motivation for
either specification is not fully apparent.
7For complicated dynamics, see the textbook [7] and the pioneering papers [46, 47]. For the
economic literature, see [29, 38]. Also note that Khan and Mitra [15] shares a similarity with
[40] as regards this feature of working without a specific analytical form of the OPF .
8The concluding remarks in [19] conjecture the shape of the optimal policy correspondence at
the threshold discount factor ρ = (1/ξ), to be G, described in their Eq. (23), and seen to be a
composite of the pan- and check-maps, and everything in between; also see Figs. 1 and 2 in this
paper.
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Fig. 1 The 2-sector RSS model in the borderline case (ξ−(1/ξ ))(1−d)=1 or aξ3 = (ξ2 − 1) or
(1−d)((d/a)+(1−d)2 )=(1/(1+ad))

In the first substantive section of the paper, Sect. 3, we show that for all values of
the discount factor less than the labor-output ratio9 a in the investment goods sector,

ρ < a = (1/(ξ + 1− d)) < (1/ξ), ξ > 1, 0 < d < 1, (1)

9Note that the use of the abbreviation “labor-output ratio” is ambiguous since there are two outputs
in the model; in this paper, we shall use it to refer to the labor required to produce a machine, the
labor/capital-output ratio, so to speak.
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Fig. 2 The 2-sector RSS model in the outside case (ξ − 1)(1−d)=1 or a(ξ2 − ξ + 1) = (ξ − 1)
or (1/a)−1 =(1−d)+(1−d)−1

the OPF is indeed given by the check-map.10 And once this information is
factored into the equation, we move, in the second substantive section of the paper,
beyond the specific instance of the two-sector RSS model analyzed in [15] for
turbulence, and give a rather complete treatment of both turbulence and period-three

10See [19] and earlier references for the straightforward details of the case when −1 < ξ ≤ 1.
The terminology check-map appears in [8, p. 46], but a detailed analysis goes back to [9], and
subsequently, in an optimal intertemporal context, to [11]. For a more recent numerical attempt
rooted in the RSS setting, but again without giving it an optimality underpinning, see [27]. It is
of interest that of the five figures in [31], none concern the check-map, though Figure 6.5 comes
closest to it.
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cycles. In particular, we can go beyond the parameter equality restriction in [15] to
show the existence of optimal topological chaos in an entire range of parametric
combinations. This is to say, to move from

[
1

1+ ad
− d(1− d)

a
= (1− d)3

]
to

[
1

1+ ad
− d(1− d)

a
≤ (1− d)3

]
.

On rewriting the above inequality somewhat more explicitly, we can now work with
the range given by11

(1− d)(
1

a
− ξ(1− d)) ≥ 1

1+ ad
⇐⇒

(
ξ − 1

ξ

)
(1− d) ≥ 1 ⇐⇒ a ≤ ξ2 − 1

ξ3

(T)

Technically conceived, using the same argument that the second iterate of the OPF
is turbulent, this simply generalizes the result in [15]. But knowing the OPF, we
can do more. We can show that the existence of a period-three cycle is guaranteed
by the following restrictions.

(1− d)(
1

a
− ξ(1− d)) ≥ 1 ⇐⇒ (ξ − 1)(1− d) ≥ 1 ⇐⇒ a ≤ ξ − 1

ξ2 − ξ + 1
= ξ2 − 1

ξ3 + 1
(PT)

Since we are working under the restriction that ξ is greater than unity, it is clear that
any of the inequalities in (PT ) imply the corresponding inequality in (T ). And so
in hindsight, it is clear that the particular restriction used in [15] is weaker than the
one ensuring period-three cycles; weaker in that turbulence of the second iterate of
the OPF is lower down in the Sharkovsky order than its period-three property.12

Put differently, given the continuity of the OPF, (PT ), being a sufficient condition
for the period-three cycle, ensures turbulence as well. The bottom line is that both
cases (turbulence and the period-three property) are very easy to describe once one
has the explicit form of the OPF. These results are presented in Sect. 4.

While these results provide robust parameter configurations for which the second
iterate of the OPF is turbulent, or the OPF satisfies the Li-Yorke condition, they

11The derivation of these formulae is relegated to the Appendix 8.1. The numbering (T ) and (P T )
is dictated by the words turbulence and period-three: as we shall see in the sequel, the specification
(T ), and guaranteeing turbulence actually places a weaker restriction on the parameters than the
specification (P T ), guaranteeing and optimal period-three cycle. It may also be worth pointing out
that already in 2005, the authors had shown the existence of an optimal program with period-three
cycles in another instance of the two-sector RSS model, in which the inequality is replaced by an
equality in (P T ).
12It comes after all the odd-period cycles greater than a single period, but before those of period-six
cycles; see [30] for extended discussion. It is also worth emphasizing here that (T ) is sufficient and
not a necessary condition for turbulence.
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also show that concrete restrictions on the parameters of the RSS model appear
to be involved in exhibiting such phenomena. The third substantive section of this
paper takes this as a point of departure, and turns to what, following the anything-
goes theorems of Sonnenschein-Mantel-Debreu, has come to be referred to as
the rationalizability theory.13 The basic rationale of this theory in terms of the
problematic at hand is a simple one: unlike the situation for the Arrow-Debreu-
McKenzie (ADM) model that involves the construction of an economy with a given
excess demand function, here one constructs here a single-agent, Gale-McKenzie
(GM) intertemporal optimization model with a policy function identical to a given
one; see [12, 25]. However, in the context of the GM model, one can ask sharper
questions, and furnish sharper answers. In particular, given that the discount factor
stands on its own in the GM model, one can focus on it, and ask for necessary
and sufficient conditions on its magnitude under which a given policy function
(the tent- or logistic map, for example) exhibiting period-three cycles, turbulence
of the second iterate of the policy function, or more generally positive topological
entropy, can be rationalized. In the literature, discount-factor restrictions associated
with such phenomena have been obtained in a variety of intertemporal allocation
models: these are the so-called “exact MNY discount-factor restrictions” of [28, 36]
which involve, in the context of the GM model, the golden number.14 The three
results reported in [48, Theorems 4.4–4.6] summarize the state of the art, though
substantial ongoing work continues; see [49] and his references. A key element
of the class of intertemporal allocation models studied in this context is that the
reduced form utility function exhibits (beyond the standard concavity assumption)
some form of strict concavity on its domain. The function might be required to be
strictly concave in both arguments, or at least in one of them (that is, either in the
initial stock or the terminal stock). The strict concavity requirement plays two roles.
It ensures the existence of an optimal policy function. But, in addition, it is seen to
be indispensable to the methods used to derive the discount-factor restrictions for
complicated optimal behavior.

With the OPC determined for a non-negligible range of discount factors, and
with topological chaos in the form of turbulence and period-three cycles robustly
identified, this work then prompts two sets of questions in the context of the two-
sector RSS model. First, do the existing theorems apply to the restricted setting
of the two-sector RSS model? and if not, are there reformulated counterparts of
these theorems that can be proved? The first question is easily answered. The point
is that even strict concavity of the felicity function does imply strict concavity of
the reduced-form utility function of the RSS model, and therefore discount-factor
restrictions for complicated optimal behavior in the RSS model, if any, will have
to be established by methods different from those employed in the literature. As

13For references to the Sonnenschein-Mantel-Debreu theorem, and for a recent survey of the
available theory that gives references to the pioneering papers, see [48].
14See for example [13, 22] for the fascinating career of the golden number; also the footnoted
epigraph.
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regards the second, one has to take into account the fact that the two-sector RSS
model cannot generate the maps (for example, the usual tent maps)that have been
used in the derivation of the (MNY) bound, and consider the bounds on the discount
factor that arise from the check-map.15 In particular, we show that ρ < (1/3)
implies that there exist (a, d) such that the RSS model (a, d, ρ) has an optimal
policy function which generates a period three cycle. Conversely, if the RSS model
(a, d, ρ) has an optimal policy function which generates a period three cycle, then
ρ < (1/2). Although not exact restrictions, it is quite remarkable how closely the
restriction on ρ on the sufficiency side compares with that on the necessity side.
Further, the restriction of ρ < (1/2) on the necessity side is really a very strong
discount-factor restriction for period-three optimal cycles to occur, since it involves
a discount rate of a 100%. Thus, “period three implies heavy discounting” turns out
to be a robust conclusion, valid for a broad class of intertemporal allocation models,
including the RSS model. In addition, we offer discount-factor restrictions arising
from optimal turbulence. We show that ρ being less than (

√
μ)3, where μ is the

golden-number (
√

5− 1)/2, implies that there exist (a, d) such that the RSS model
(a, d, ρ) has an optimal policy function whose second iterate exhibits turbulence.
Conversely, if the RSS model (a, d, ρ) has an optimal policy function whose second
iterate exhibits turbulence, then ρ < (1/2). These results are new, and even though
irreversible investment has been shown to bring in the role of depreciation of capital,
as in [35], we have been able to go further by exploiting the special structure of
the two-sector RSS model. These results are an important third contribution of the
paper, and constitute Sect. 6.

Indeed, given the rather specific technological structure—the toy-nature of the
two-sector RSS setting, so to speak—there is the obvious suggestion that it might be
possible to exploit this structure to make even further progress on this topic. The fact
that the model can be completely summarized by the two parameters (a, d), makes
it possible to address the problem of identifying technological restrictions involved
when the OPF generates, for instance, optimal turbulence or period-three cycles.
Because intertemporal allocation models are phrased in terms of a general convex
technology set, a similar exercise with respect to technological parameters has not
been attempted before, to the best of our knowledge. In any case, the results here are
especially satisfying. We provide an exact labor-output ratio (in the investment good
sector) restriction for period-three cycles in the two-sector RSS model of optimal
growth in the following sense. We show that if the labor-output ratio a < (1/3), then
there exist ρ ∈ (0, 1) and d ∈ (0, 1), such that the RSS model defined by (ρ, a, d)
has an optimal policy function, h, which generates a period-three cycle. Conversely,
we show that if there is an RSS model, defined by parameters (ρ, a, d),which has
an optimal policy function that generates a period-three cycle, then a < (1/3).
It is useful to note in this context that regardless of the value of the depreciation

15It is interesting that despite being sidelined by the tent-map and the logistic function in the earliest
economic applications, the check-map has been resiliently present from the very inception of the
work. Also see Footnote 8 and its references.
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factor, d, (and the value of the discount factor ρ) our result indicates that it is not
possible to have an optimal policy function generating period three cycles when
a ≥ (1/3). However, more to the point, we also supplement this result by showing
that condition (T ) above is necessary and sufficient for the optimal policy function
of the RSS model to exhibit optimal turbulence. These results are the important
fourth contribution of the paper, and constitute Sect. 5.

This extended introduction to the problem and the results obtained has already
outlined the paper to a substantial extent. In terms of a summary, after a brief
introduction to the two-sector RSS model in Sects. 2 and 3 establishes the OPF
under the restriction ρ < a, and with this pinned down, Sect. 4 turns to optimal
topological chaos formalized in terms of both turbulence and period-three cycles.
Subsequent parts of the paper turn to the parametric restrictions: Sect. 5 to exact
restrictions on the labor-output coefficient a, for optimal period-three cycles and
to (T) for optimal turbulence; and Sect. 6 to discount-factor restrictions, again in
the context of both optimal turbulence and period-three cycles. Section 7 concludes
the paper with open questions and complementary analyses that will be reported
elsewhere. The substantial technicalities of the paper lie in the proofs of the
necessity results, and their details are relegated to an Appendix so that they may
not interfere with the reader primarily interested in the substantive contribution of
this work.

2 The Two-Sector RSS Model

A single consumption good is produced by infinitely divisible labor and machines
with the further Leontief specification that a unit of labor and a unit of a machine
produce a unit of the consumption good. In the investment-goods sector, only labor
is required to produce machines, with a > 0 units of labor producing a single
machine. Machines depreciate at the rate 0 < d < 1. A constant amount of labor,
normalized to unity, is available in each time period t ∈ N, where N is the set of
non-negative integers. Thus, in the canonical formulation surveyed in [25, 26], the
collection of production plans (x, x ′), the amount x ′ of machines in the next period
(tomorrow) from the amount x available in the current period (today), is given by
the transition possibility set. Here it takes the specific form

� = {(x, x ′) ∈ R2+ : x ′ − (1− d)x ≥ 0 and a(x ′ − (1− d)x) ≤ 1},

where z ≡ (x ′ − (1 − d)x) is the number of machines that are produced, and
z ≥ 0 and az ≤ 1 respectively formalize constraints on the irreversibility of
investment and the use of labor. Associated with � is the transition correspondence,
� : R+ → R+, given by �(x) = {x ′ ∈ R+ : (x, x ′) ∈ �}. For any (x, x ′) ∈ �,

one can also consider the amount y of the machines available for the production of
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the consumption good, leading to a correspondence

� : � −→ R+ with �(x, x ′) = {y ∈ R+ : 0 ≤ y ≤ x and y ≤ 1−a(x ′−(1−d)x)}.

Welfare is derived only from the consumption good and is represented by a linear
function, normalized so that y units of the consumption good yields a welfare level
y. A reduced form utility function

u : �→ R+ with u(x, x ′) = max{y ∈ �(x, x ′)}

indicates the maximum welfare level that can be obtained today, if one starts with
x of machines today, and ends up with x ′ of machines tomorrow, where (x, x ′) ∈
�. Intertemporal preferences are represented by the present value of the stream of
welfare levels, using a discount factor ρ ∈ (0, 1).

A 2-sector RSS model G consists of a triple (a, d, ρ), and the following concepts
apply to it. A program from xo is a sequence {x(t), y(t)} such that x(0) = xo,

and for all t ∈ N, (x(t), x(t + 1)) ∈ � and y(t) = max�((x(t), x(t + 1)). A
program {x(t), y(t)} is simply a program from x(0), and associated with it is a
gross investment sequence {z(t+1)}, defined by z(t+1) = (x(t+1)− (1−d)x(t))
for all t ∈ N. It is easy to check that every program {x(t), y(t)} is bounded by
max{x(0), 1/ad} ≡ M(x(0)), and so

∑∞
t=0 ρ

tu(x(t), x(t + 1)) < ∞. A program
{x̄(t), ȳ(t)} from xo is called optimal if

∞∑
t=0

ρtu(x(t), x(t + 1)) ≤
∞∑
t=0

ρtu(x̄(t), x̄(t + 1))

for every program {x(t), y(t)} from xo. A program {x(t), y(t)} is called stationary
if for all t ∈ N, we have (x(t), y(t)) = (x(t + 1), y(t + 1)). A stationary optimal
program is a program that is stationary and optimal.

The parameter ξ = (1/a) − (1 − d) plays an important role in the subsequent
analysis. It represents the marginal rate of transformation of capital today into that
of tomorrow, given full employment of both factors. In what follows, and without
further mention, we always assume that the parameters (a, d) of the RSS model are
such that

ξ > 1 �⇒ a ∈ (0, 1). (2)

For more details, technical and bibliographic, the reader is referred to Khan-Mitra
[14] and its further elaboration in [15, 19]. For the basic geometric representation of
the model, see Figs. 1 and 2 also detailed in [16, 17] and their references.
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2.1 Constructs from Dynamic Programming

Using standard methods of dynamic programming, one can establish that there
exists an optimal program from every x ∈ X ≡ [0,∞), and then use it to define a
value function, V : X→ R by:

V (x) =
∞∑
t=0

ρtu(x̄(t), x̄(t + 1)), (3)

where {x̄(t), ȳ(t)} is an optimal program from x. Then, it is straightforward to check
that V is concave, non-decreasing and continuous on X. Further, it can be verified
that V is, in fact, increasing on X; see [14] for the verification.

It can be shown that for each x ∈ X, the Bellman equation

V (x) = max
x ′∈�(x)

{u(x, x ′)+ ρV (x ′)} (4)

holds. For each x ∈ X, we denote by h(x) the set of x ′ ∈ �(x) which maximize
{u(x, x ′)+ δV (x ′)} among all x ′ ∈ �(x). That is, for each x ∈ X,

h(x) = arg max
x ′∈�(x)

{u(x, x ′)+ ρV (x ′)}.

Then, a program {x(t), y(t)} from x ∈ X is an optimal program from x if and only
if it satisfies the equation

V (x(t)) = u(x(t), x(t + 1))+ δV (x(t + 1) for t ≥ 0;

that is, if and only if x(t + 1) ∈ h(x(t)) for t ≥ 0. We call h the optimal policy
correspondence (OPC). When this correspondence is a function, we refer to it as
the optimal policy function (OPF).

It is easy to verify, using ρ ∈ (0, 1), that the function V, defined by (3), is
the unique continuous function on Z ≡ [0, (1/ad)] which satisfies the functional
equation of dynamic programming, given by (4).

2.2 The Modified Golden Rule

A modified golden rule is a pair (x̂, p̂) ∈ R
2+ such that (x̂, x̂) ∈ � and

u(x̂, x̂)+ (ρ − 1)p̂x̂ ≥ u(x, x ′)+ p̂(ρx ′ − x) for all (x, x ′) ∈ �. (MGR)

The existence of a modified golden-rule has already been established in [16, 19]. We
reproduce that result here (without proof) for ready reference. A distinctive feature
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of our model is that we can describe the modified golden-rule stock explicitly in
terms of the parameters of the model, and that it is independent of the discount
factor.

Proposition 1 Define (x̂, p̂) = (1/(1+ ad), 1/(1+ρξ)). Then (x̂, x̂) ∈ �, where
x̂ is independent of ρ, and satisfies (MGR).

The connection between the value function and the modified golden-rule may be
noted as follows. Given a modified golden-rule (x̂, p̂) ∈ R

2+, we know that x̂ is a
stationary optimal stock (see, for example, [25, p. 1305]. Consequently, it is easy to
verify that V (x̂) = x̂/(1− ρ) and that

V (x)− p̂x ≤ V (x̂)− p̂x̂ for all x ≥ 0. (5)

On choosing x = x̂+ε,with ε > 0, in (5), and letting ε→ 0,we obtainV ′+(x̂) ≤ p̂,

and hence from (MGR),

V ′+(x̂) ≤ p̂ = 1/(1+ ρξ) < (a/ρ). (6)

2.3 A Failure of Strict Concavity

As emphasized in the introduction, a key element of the class of intertemporal
allocation models studied in the literature in the substantive context of this work
is that the reduced form utility function u exhibits some form of strict concavity
on its domain. As has been well-understood, this assumption fails in the RSS
model that we study here. We provide a formal argument for the reader new to
the model. Consider x, x̄ with 1 < x < x̄ < k, and (x ′, x̄ ′) = (1− d)(x, x̄). Then,
(x, x ′) ∈ �, and (x̄, x̄ ′) ∈ �, and u(x, x ′) = 1 = u(x̄, x̄ ′). One can now choose
x̃ = λx + (1 − λ)x̄ and x̃ ′ = λx ′ + (1 − λ)x̄ ′ with any λ ∈ (0, 1). Then, it is easy
to check that x̃ ′ = (1 − d)x̃, and (x̃, x̃ ′) ∈ �, and u(x̃, x̃ ′) = 1. Thus, while u
is concave on �, as noted above, it is not strictly concave in either the first or the
second argument.

2.4 Basic Properties of the OPC

The basic properties of the OPC, with no additional restrictions on the parameters
of our model, have already been described in [19]. We summarize these properties
below. This helps us to present an explicit solution of the optimal policy correspon-
dence in the next section.

To this end, we describe three regions of the state space; see Fig. 1.

A = [0, x̂], B = (x̂, k), C = [k,∞)
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where k = x̂/(1− d). In addition, we define a function, g : X→ X, by:

g(x) =
⎧⎨
⎩

(1− d)x for x ∈ C
x̂ for x ∈ B

(1/a)− ξx for x ∈ A

We refer to g as the pan-map, in view of the fact that its graph resembles a pan. In
Figs. 1 and 2, it is given by VGG1D.

We further subdivide the region B into two regions as follows:

D = (x̂, 1), E = [1, k)

and define a correspondence,G : X→ X, by:

G(x) =

⎧⎪⎪⎨
⎪⎪⎩

{(1− d)x} for x ∈ C
[(1− d)x, x̂] for x ∈ E
[(1/a)− ξx, x̂] for x ∈ D
{(1/a)− ξx} for x ∈ A

(7)

Proposition 2 The optimal policy correspondence, h, satisfies:

h(x) ⊂
{ {g(x)} for all x ∈ A ∪ C
G(x) for all x ∈ B (8)

It should be clear from this result that the only part of the optimal policy
correspondence for which we do not have an explicit solution is for the middle
region of stocks, given by B = (x̂, k) = D ∪ E; see Fig. 2.

Two useful implications of Proposition 2 are that (i) one must have positive
optimal consumption levels in all programs that start from positive capital stocks,
and (ii) the slope of the value function cannot exceed unity.

Corollary 1

(i) If {x(t), y(t)} is an optimal program from xo > 0, then y(0) > 0.
(ii) If 0 < z′ < z <∞, then

V (z)− V (z′)
z− z′

≤ 1 (9)

Proof To see (i), note that for xo ∈ (0, x̂], (8) implies that y(0) = xo > 0, while
for xo ∈ [k,∞), (8) implies that y(0) = 1. For xo ∈ (x̂, k), (8) implies that if
x ′ ∈ h(xo), then x ′ ≤ x̂, and this means that x̂ ∈ �(xo, x ′). Thus y(0) ≥ x̂ > 0.

To see (ii), pick any x > 0, and let {x(t), y(t)} be an optimal program from x >

0. Since y(0) > 0 by (i), we can choose 0 < x ′ < x, so that ε ≡ [x − x ′] < y(0),
and define ỹ(0) = y(0)− ε > 0.
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Note that x(1) ≥ (1− d)x(0) ≥ (1− d)x ′, and:

ỹ(0)+ a[x(1)− (1− d)x ′] = ỹ(0)+ a[x(1)− (1− d)x(0)] + a(1− d)ε

= ỹ(0)+ 1− y(0)+ a(1− d)ε

= 1− ε[1− a(1− d)] < 1,

so that (x ′, x(1)) ∈ � and ỹ(0) ∈ �(x ′, x(1)). Since V (x ′) is at least as large as the
sum of discounted utilities generated by the program (x ′, x(1), x(2), . . .), we have:

V (x)− V (x ′) ≤ [y(0)− ỹ(0)] = ε = (x − x ′).

This yields the desired bound on the slope of the value function, namely (V (x) −
V (x ′)/(x − x ′) ≤ 1. Since V is concave on R+, (9) follows. �

3 An Explicit Solution of the OPF

In this section we present an explicit solution of the optimal policy function when
the discount factor is smaller than the labor-output ratio in the investment good
sector. Specifically, we show that in this case, the map

H(x) =
{
(1/a)− ξx for x ∈ [0, 1]
(1− d)x for x ∈ (1,∞)

(10)

is the OPF. We refer to the map H as a check-map.16

Proposition 3 Suppose the RSS model (a, d, ρ) satisfies ρ < a. Then, its optimal
policy correspondence, h, is the function given by H in (10).

Proof Using Proposition 2, it is clear that we only need to show that H, given by
(10), is the OPF for x ∈ (x̂, k). To this end, let us define c : X→ X by:

c(x) =
{
x for x ∈ (x̂, 1)
1 for x ∈ [1, k)

Note thatH(x) ≥ (1−d)x > 0 and c(x) > 0 for all x ∈ (x̂, k).Also, for x ∈ (x̂, 1),
we have c(x) = x, and so

c(x)+a[H(x)−(1−d)x] = x+a[(1/a)−ξx−(1−d)x] = x+1−a(1/a)x = 1.

16See Footnote 8, and the text it footnotes.
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Thus, (x,H(x)) ∈ � and c(x) ∈ �(x,H(x)). For x ∈ [1, k), we have c(x) = 1,
and so

c(x)+ a[H(x)− (1− d)x] = 1+ a[(1− d)x − (1− d)x] = 1.

Thus, we have again (x,H(x)) ∈ � and c(x) ∈ �(x,H(x)).

Let {x(t), y(t)} be an optimal program from x > 0. We establish that x(1) =
H(x) for x ∈ (x̂, k). We know from Proposition 2 that x(1) ≥ H(x). So, it remains
to rule out x(1) > H(x). To this end we break up the verification into two parts
corresponding to the two ranges of x, namely, (i) x ∈ (x̂, 1) and (ii) x ∈ [1, k).

We begin with case (i). Suppose x(1) = H(x) + ε, where ε > 0. Note that
y(0) + a[x(1) − (1 − d)x] ≤ 1 = x + a[g(x) − (1 − d)x] so that y(0) ≤ x +
a[g(x)− x(1)] = x − aε. Using the optimality principle, we obtain

V (x) = y(0)+ ρV (x(1)) ≤ x − aε + ρ[V (x(1))− V (H(x))] + ρV (H(x))

≤ x − aε + ρε + ρV (H(x)) < x + ρV (H(x)), (11)

the second inequality following from Corollary 1, and the last inequality following
from the fact that ρ < a and ε > 0. But, since (x,H(x)) ∈ � and c(x) = x ∈
�(x,H(x)), we must have V (x) ≥ x + ρV (H(x)), which contradicts (11).

Next we turn to case (ii). Suppose x(1) = H(x)+ ε, where ε > 0. Note that

y(0)+ a[x(1)− (1− d)x] = [y(0)− 1] + 1+ a[H(x)+ ε − (1− d)x]
= [y(0)− 1+ aε] + 1,

so that y(0) ≤ 1− aε. Using the optimality principle,

V (x) = y(0)+ ρV (x(1)) ≤ 1− aε + ρ[V (x(1))− V (H(x))] + ρV (H(x))

≤ 1− aε + ρε + ρV (H(x)) < 1+ ρV (H(x)), (12)

the second inequality following from an analogue of Corollary 1, and the last
inequality following from the fact that ρ < a and ε > 0. But, since (x,H(x)) ∈ �
and c(x) = 1 ∈ �(x,H(x)), we must have V (x) ≥ 1 + ρV (H(x)), which
contradicts (12). �
Remark Our sufficient condition (ρ < a) for an explicit solution of the OPF as
the check map (given by (10)) does not directly involve the depreciation factor, d. In
view of this, one should not expect this sufficient condition to be a sharp one, even
for the instances delineated in (T ) and (PT ) above. In particular, it has already been
established in [16, 17] that for the case ξ ≤ 1/(1− d), the optimal policy function
is the check map whenever ρ < (1/ξ). Since (1/ξ) = (a/(1− a(1− d)) > a, this
shows that when ξ ≤ 1/(1−d), theOPF is the check-map even for ρ ∈ (a, (1/ξ)).



124 M. Ali Khan and T. Mitra

4 Optimal Topological Chaos

With the optimal policy function explicitly determined (albeit in the specific case
of the discount factor ρ being less than the labor-output coefficient a), we can
provide robust sets of parameter configurations for which (1) the second iterate of
the optimal policy function exhibits turbulence, and (2) the optimal policy function
satisfies the Li-Yorke condition. The set of parameter configurations for which
(1) holds (stated in (T ) above) generalizes the result obtained in [15]. The set
of parameter configurations for which (2) holds (stated in (PT ) above is clearly
stronger than (T ). Both sets of parameter configurations ensure that the optimal
policy function exhibits topological chaos.

We recall a few definitions relating to the concepts appearing in the previous
paragraph. Let X be a compact interval of the reals R, and f a continuous function
from X to itself. The pair (X, f ) is said to be a dynamical system with state space
X and law of motion f. A dynamical system (X, f ) is said to be turbulent if there
exist points a, b, c in X such that

f (b) = f (a) = a, f (c) = b, and either a < c < b or a > c > b

(see Fig. 3). It satisfies the Li-Yorke condition if there exists x∗ ∈ X such that

f 3(x∗) ≤ x∗ < f (x∗) < f 2(x∗) or f 3(x∗) ≥ x∗ > f (x∗) > f 2(x∗).

The topological entropy of a dynamical system (X, f ) is denoted by ψ(X, f ), and
the dynamical system itself is said to exhibit topological chaos if its topological
entropy is positive.

Proposition 4 Suppose the RSS model (a, d, ρ) satisfies ρ < a, and (T ) above.
Then, the optimal policy correspondence, h, is the function given by H in (10), and
h2 is turbulent.

Proof The proof naturally splits up into three parts. The first part involves verifying
that

H 2(1) ≥ k ⇐⇒
[
ξ − 1

ξ

]
(1− d) ≥ 1

where H is the check map, given by (10), and the right hand side of the implication
is (T ). The second part involves showing that, when (T ) is satisfied, f is turbulent,
where f (x) = H 2(x) for all x ∈ R+. The third part is to observe that when we
combine these two parts with Proposition 3 we can conclude that when ρ < a,

and (T ) holds, then the optimal policy correspondence h is a function, given by the
check map H, and h2 is turbulent.
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Fig. 3 Turbulence of f(.)

a b c

a b c

a

c

b

a

c

b

t t+1 t+2 t+3 t+4

t t+1 t+2 t+3 t+4

f(a) = a = f(b), f(c) = b, xt+1 = f(xt)

For the first part, let us define the closed intervals (see Fig. 1),

J1 = [1− d, x̂]; J2 = [x̂, 1]; J3 = [1, k],

and denote H 2(1) by k′. Denote the length of the interval J2 by θ. Notice that H
maps J2 onto J1, and the relevant slope for this domain is (−ξ), so that the length
of J1 is ξθ. Further, H maps J3 onto J1, and the relevant slope for this domain is
(1− d), so that the length of J3 = ξθ/(1− d). Thus, the length of J2 ∪ J3 = [x̂, k]
is {θ + [ξθ/(1− d)]}. On the other hand, H maps J1 onto [x̂, k′], and the relevant
slope for this domain is (−ξ), so that k′ > x̂, and [k′ − x̂] = ξ2θ. Thus, we obtain

k′ ≥ k ⇐⇒ ξ2 ≥ 1+ ξ

(1− d)
. (13)

One can rewrite the right-hand inequality in (13) as

1 ≥ 1

ξ2 +
1

ξ(1− d)
= 1

ξ

[
1

ξ
+ 1

(1− d)

]
,
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which is equivalent to

ξ ≥
[

1

ξ
+ 1

(1− d)

]
⇐⇒

(
ξ − 1

ξ

)
(1− d) ≥ 1 ⇐⇒ (T ),

thereby completing the first part of the demonstration.
For the second part, note that when (T ) holds, we have H 2(1) ≥ k, while

H 2(x̂) = x̂ < k. Thus, by continuity of H, there is z ∈ (x̂, 1] such that H 2(z) = k.

Defining F(x) = H 2(x) for all x ∈ R+, we obtain F(z) = k, F (k) = x̂ = F(x̂)

and x̂ < z < k. This implies that the function F is turbulent (see [4, p. 25]).
For the third part, assume that ρ < a. Then, by Proposition 3, the optimal policy

correspondence h is a function, given by the check map H. If in addition (T ) holds,
then h2 = H 2 is turbulent. �
Remark When h2 is turbulent h2 has periodic points of all periods (see [4, Lemma 3,
p. 26]). In particular, h2 has a period three point, and so h has a period six point. The
fact that h2 is turbulent implies that the topological entropy of h2 , ψ(h2) ≥ ln 2.
This in turn implies that the topological entropy of h,ψ(h) = (1/2)ψ(h2) ≥ ln

√
2

> 0, so that h exhibits topological chaos.

Proposition 5 Suppose the RSS model (a, d, ρ) satisfies ρ < a, and (PT ) above.
Then, the optimal policy correspondence, h, is the function given by H in (10), and
h satisfies the Li-Yorke condition.

Proof The proof again naturally splits up into three parts. The first part involves
verifying that

H 2(1) ≥ 1

1− d
⇐⇒ [ξ − 1] (1− d) ≥ 1,

where H is the check map, given by (10), and the right hand side of the implication
is (PT ). The second part involves showing that, when (PT) is satisfied, H satisfies
the Li-Yorke condition. The third part is to observe that when we combine these two
parts with Proposition 3 we can conclude that when ρ < a, and (PT ) holds, then
the optimal policy correspondence h is a function, given by the check map H, and
h satisfies the Li-Yorke condition.

For the first part, let us define the closed intervals (mark on Fig. 2),

I1 = [1− d, x̂]; I2 = [x̂, 1]; I3 = [1, k̃],

where k̃ = [1/(1 − d)] > k,and denote H 2(1) by k′′. Denote the length of the
interval I2 by θ. Notice that H maps I2 onto I1, and the relevant slope for this
domain is (−ξ), so that the length of I1 is ξθ. Further,H maps I3 onto [1− d, 1] =
I1 ∪ I2, and the relevant slope for this domain is (1 − d), so that the length of
I3 = (ξ + 1)θ/(1− d).On the other hand, H maps I1 onto [x̂, k′′], and the relevant
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slope for this domain is (−ξ), so that k′′ > x̂, and [k′′ − x̂] = ξ2θ. Thus, we obtain

k′′ ≥ k̃ ⇐⇒ ξ2 ≥ 1+ ξ + 1

(1− d)
(14)

One can rewrite the right-hand inequality in (14) as

ξ2 − 1 ≥ ξ + 1

(1− d)
⇐⇒ (ξ − 1)(1− d) ≥ 1 ⇐⇒ (PT ),

thereby completing the first part of our demonstration.
For the second part, note that we have H(k̃) = (1− d)k̃ = 1 < k̃, and H 2(k̃) =

H(1) = (1−d) < H(k̃). Thus, when (PT) holds,H 3(k̃) = H 2(1) ≥ [1/(1−d)] =
k̃, and Thus, we obtain

H 3(k̃) ≥ k̃ > H(k̃) > H 2(k̃),

which clearly means that the Li-Yorke condition is satisfied.
For the third part, assume that ρ < a.Then, by Proposition 3, the optimal policy

correspondence h is a function, given by the check mapH. If in addition (PT) holds,
then h = H satisfies the Li-Yorke condition. �
Remark When h satisfies the Li-Yorke condition, h has periodic points of all
periods; see [21]. In particular, h has a period three point. The fact that h has
a period three point implies by a result of [5] that the topological entropy of h ,
ψ(h) ≥ ln[(√5 +1)/2] > 0, so that h exhibits topological chaos.

5 Technological Restrictions for Optimal Topological Chaos

We present “necessary and sufficient” conditions on technology, the so-called
technological restrictions, for optimal topological chaos conceived as optimal
period-three cycles and as optimal turbulence.

5.1 Technological Restrictions for Optimal Period-Three
Cycles

We begin with the sufficiency result.

Proposition 6 Let 0 < a < (1/3). Then, there exist ρ ∈ (0, 1) and d ∈ (0, 1)
such that the two-sector RSS model with parameters (ρ, a, d) has an optimal policy
function, h, which generates a period-three cycle.
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Proof Given 0 < a < (1/3), choose any ρ ∈ (0, a). Then, since ρ < a, the
analysis presented in Sect. 3 implies that for every d ∈ (0, 1), the two-sector RSS
model with parameters (ρ, a, d) has an optimal policy function, h, given by the
check map, H.

We now proceed to choose d ∈ (0, 1) such that the optimal policy function h

exhibits a period-three cycle. Towards this end, define a function f : [0, 1] → R by

f (z) = (1− z)3 + [z(1− z)/a],

and observe the following:

f (0) = 1, f (1) = 0 and f ′(z) = −3(1− z)2 + (1/a)(1− 2z).

Since a ∈ (0, (1/3)) guarantees that f ′(0) = −3 + (1/a) > 0, we have, for
z positive and close enough to 0, f (z) > 1. Since f (1) < 1, we can appeal
to the intermediate value theorem, to assert the existence of d ∈ (0, 1) for which
f (d) = 1. This means that the RSS model with parameters (ρ, a, d) satisfies:

(1− d)3 + [d(1− d)/a] = 1. (15)

Since the RSS model (ρ, a, d) has the optimal policy function h = H, (15) implies

h2(1) = H 2(1) ≡ (1− d)2 + (d/a) = [1/(1− d)].

Since H [1/(1 − d)] = 1, we have h3(1) = h(h2(1)) = 1, and we obtain the
period-three cycle

h(1) = 1− d, h2(1) = [1/(1− d)], h3(1) = 1. �

Next, we turn to the necessity result

Proposition 7 Let (ρ, a, d) be the parameters of a two-sector RSS model such that
there is an optimal policy function h which generates a period-three cycle from some
initial stock. Then a < (1/3).

Proof Denote the optimal policy function by h, and the period-three cycle stocks
by α, β, γ . Without loss of generality we may suppose that α < β < γ. There are
then two possibilities to consider: (1) β = h(α), (2) γ = h(α).

In case (i), we must have α ∈ A, and α 
= x̂ since β > α. Consequently,
β = (1/a)− ξα, and γ 
= h(α). Thus, we must have γ = h(β), and since γ > β,

we must have β ∈ A. But, since β = (1/a)− ξα with α ∈ A, α 
= x̂, we must have
β ∈ B ∪ C, a contradiction. Thus, case (i) cannot occur.

Thus case (ii) must occur. In this case, since γ > α, we must have α ∈ A,

and α 
= x̂. Consequently, γ = (1/a) − ξα, and β 
= h(α). Thus, we must have
β = h(γ ); it also follows that we must have α = h(β). Since β < γ, we must have
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γ ∈ B ∪ C; similarly, since α < β, we must have β ∈ B ∪ C. Also, note that β
cannot be x̂ or k, and similarly γ cannot be x̂ or k.

We claim now that γ > k. For if γ ≤ k, then, we must have x̂ < β < γ < k.

But, then, γ ∈ (x̂, k), and so β = h(γ ) implies by (8) that β ≤ x̂. Since β 
= x̂, we
must have β ∈ A, a contradiction. Thus, the claim that γ > k is established. But,
then, by (8), we can infer that β = (1− d)γ .

We claim, next, that β ∈ (x̂, k). Since β ∈ B ∪ C, and β cannot be x̂ or k,
we must have β > k if the claim is false. But, then, by (8), we can infer that α =
(1 − d)β > x̂, a contradiction, since α ∈ A. Thus, our claim that β ∈ (x̂, k) is
established.

Since β ∈ (x̂, k) and α = h(β), we can infer from (8) that α ≥ (1 − d). To
summarize our findings so far, we have:

(i) γ > k > β > x̂ > α ≥ (1− d) and (ii) γ = (1/a)− ξα, β = (1− d)γ,

(16)

from which we can infer that

γ = (1/a)− ξα ≤ (1/a)− ξ(1− d) and β = (1− d)γ ≤ [(1− d)/a] − ξ(1− d)2.

On simplifying the right-hand side of the inequality for β, we obtain the important
inequality

β ≤ [d(1− d)/a] + (1− d)3. (17)

Now suppose that contrary to the assertion of the Proposition, we have a ≥ (1/3).
Then we can appeal to Lemma 1 in the Appendix to conclude that

β ≤ [d(1− d)/a] + (1− d)3 < 1. (18)

Clearly, (18) implies that β ∈ (x̂, 1). Thus, by (8), α = h(β) ≥ (1/a)− ξβ, while
x̂ = (1/a)− ξ x̂, so that

(x̂ − α) ≤ ξ(β − x̂). (19)

Using (16)(ii), we have (β − x̂) = (1 − d)(γ − k) ≤ (1 − d)(γ − x̂). Also, using
(16)(i), we have (γ − x̂) = ξ(x̂ − α), so that

(β − x̂) ≤ ξ(1− d)(x̂ − α). (20)

Combining (19) and (20) yields

ξ2(1− d) ≥ 1. (21)
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We now use (18) in conjunction with (21) to complete the argument. Since β ∈
(x̂, 1), (8) yields α = h(β) ≥ [(1/a)− ξβ] and

γ = (1/a)− ξα �⇒ γ ≤ (1− ξ)(1/a)+ ξ2β.

Finally, since β = (1− d)γ, the above inequality for γ implies

β ≤ (1−d)(1−ξ)(1/a)+(1−d)ξ2β �⇒ (ξ2(1−d)−1)β ≥ (ξ−1)(1−d)(1/a).

By (1) and the specification of the two-sector RSS model, the left hand side cannot
be zero. And so by (21), it is positive. On appealing to the identities presented as
Lemmas 2 and 3, we conclude that β ≥ 1, and contradict (18), establishing the
Proposition. �

5.2 Technological Restrictions for Optimal Turbulence

We look at technological restrictions on the RSS model when complicated behavior
takes the form of the second iterate of the optimal policy function exhibiting
turbulence.

Proposition 8 (i) Let (a, d) be such that (T ) holds. Then, there exist ρ ∈ (0, 1)
such that the two-sector RSS model with parameters (ρ, a, d) has an optimal
policy function, h, whose second iterate exhibits turbulence. (ii) Let (ρ, a, d) be the
parameters of a two-sector RSS model such that there is an optimal policy function
h whose second iterate exhibits turbulence. Then (T ) holds.

Proof We provide a proof of part (i) of the proposition and relegate the proof of
part (ii) to the Appendix. Towards this end, given (a, d) satisfying (T ), choose any
ρ ∈ (0, a). Then, since ρ < a, the analysis presented in Sect. 3 implies that the
two-sector RSS model with parameters (ρ, a, d) has an optimal policy function, h,
given by the check map, H. Then, by Proposition 4, h2 exhibits turbulence. �

6 Discount-Factor Restrictions for Optimal Topological
Chaos

We present “necessary and sufficient” conditions on the discount factor, the so-
called discount-factor restrictions, for optimal topological chaos conceived as
optimal period-three cycles and as optimal turbulence. These conditions are not
exact in the sense that they are for the technological restrictions presented in Sect. 5.
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6.1 Discount-Factor Restrictions for Optimal Period-Three
Cycles

As in Sect. 5, we begin with period-three cycles and then turn to turbulence.

Proposition 9 (i) Let 0 < ρ < (1/3). Then, there exist a ∈ (0, 1) and d ∈ (0, 1)
such that the two-sector RSS model with parameters (ρ, a, d) has an optimal
policy function, h, which generates a period-three cycle. (ii) Let (ρ, a, d) be the
parameters of a two-sector RSS model such that there is an optimal policy function
h which generates a period-three cycle from some initial stock. Then ρ < (1/2).

Proof We begin with the proof of (i). Given ρ ∈ (0, 1/3), pick a ∈ (ρ, 1/3), and
choose d ∈ (0, 1) such that condition (PT ) is satisfied. Towards this end, define a
function f : [0, 1] → R by:

f (z) = (1− z)3 + [z(1− z)/a],

and observe the following

f (0) = 1, f (1) = 0 and f ′(z) = −3(1− z)2 + (1/a)(1− 2z).

Since a ∈ (0, (1/3)) guarantees that f ′(0) = −3 + (1/a) > 0, we have, for
z positive and close enough to 0, f (z) > 1. Since f (1) < 1, we can appeal
to the intermediate value theorem, to assert the existence of d ∈ (0, 1) for which
f (d) = 1. This means that the RSS model with parameters (a, d) satisfies

(1− d)3 + [d(1− d)/a] = 1 (22)

Using (22), we obtain:

(d/a)+ (1− d)2 = H 2(1) = [1/(1− d)]

so that by the equivalence in the proof of Proposition 5, we obtain (ξ−1)(1−d) = 1,
and ensure that (PT ) is satisfied. Since ρ < a, the analysis presented in Sect. 3
implies that the two-sector RSS model with parameters (ρ, a, d) has an optimal
policy function, h, given by the check map, H. Then, by Proposition 5, h satisfies
the Li-Yorke Condition, and therefore h has a period-three cycle.

Next we turn to the proof of (ii). Towards this end, we claim that ρξ ≤ 1. Suppose
to the contrary, we have ρξ > 1. Then, the RSS model (a, d, ρ) has an optimal
policy function, h, given by the pan map. Since the OPF generates a period-three
cycle, let us denote the cycle by α, β, γ, and without loss of generality suppose that
α < β < γ. Clearly, none of these values can be equal to x̂.

We have either (a) h(α) = β, or (b) h(α) = γ. In case (a), noting that β > α,

we must have α ∈ A. In this case, since α 
= x̂, β ∈ B ∪ C. Since h(α) = β, we
must have h(β) = γ ; and, since γ > β, we must have β ∈ A, a contradiction.
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Thus, (a) cannot occur. In case (b), we must have h(γ ) = β and so h(β) = α. Since
h(α) = γ and γ > α, we must have α ∈ A, and since α 
= x̂, γ ∈ B ∪ C. But
since h is a pan map, we must have h(γ ) ≥ x̂; that is β ≥ x̂. Thus, since β 
= x̂,

β ∈ B ∪ C as well, and h(β) ≥ x̂; that is, α ≥ x̂. Since α ∈ A, we must then have
α = x̂, a contradiction. Thus, case (b) cannot occur, and this establishes our claim.

Proposition 7 guarantees that (PT ) holds, thereby implying

(ξ − 1)(1− d) ≥ 1 ⇐⇒ ξ ≥ 1+ 1

(1− d)
> 2,

and furnishing the required conclusion that ρ < (1/2). �

6.2 Discount-Factor Restrictions for Optimal Turbulence

We show that if ρ < μ3/2, then there exist (a, d), such that the RSS model (a, d, ρ)
has an optimal policy function whose second iterate exhibits turbulence. Conversely,
if the RSS model (a, d, ρ) has an optimal policy function whose second iterate
exhibits turbulence, then ρ < μ. Here μ is given by:

μ =
√

5− 1

2

Proposition 10 (i) Let 0 < ρ < μ3/2. Then, there exist a ∈ (0, 1) and d ∈ (0, 1)
such that the two-sector RSS model with parameters (ρ, a, d) has an optimal
policy function, h, whose second iterate exhibits turbulence. (ii) Let (ρ, a, d) be the
parameters of a two-sector RSS model such that there is an optimal policy function
h whose second iterate exhibits turbulence. Then, ρ < μ.

Proof We begin with the proof of (i). Towards this end, consider the quadratic
equation

g(x) ≡ x2 − x − 1 = 0,

with its two roots given by x = (1 ± √5)/2, and the positive root denoted by R.
Since g(0) = −1, g(R) = 0, we obtain for all x > R, x2 − 1 > x which implies
(x−(1/x)) > 1.Hence for any ξ > R, we can find d(ξ) ∈ (0, 1), and subsequently
a(ξ) ∈ (0, 1) such that

(ξ − 1

ξ
)(1− d(ξ)) = 1 and

1

a(ξ)
= ξ + (1− d(ξ)). (23)
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We now simplify the notation by setting (a(ξ), d(ξ)) ≡ (a, d), and obtain

(i) ξ = (1/a)− (1− d) and (ii) (ξ − 1

ξ
)(1− d) = 1.

and, furthermore, ξ > R.

Since g(R) = 0, we obtain R(R2 − R − 1) = 0, and hence R3 = R2 + R =
R(R + 1). Since μR = [(√5− 1)/2][(√5+ 1)/2] = 1, we obtain

μ3/2 =
√
μ3 =

√
1

R3 =
√

1

R(R + 1)
.

Now for ξ > R, as ξ → R, we have by (23) that d(ξ)→ 0, and a(ξ)→ 1/(1+R).
Thus, given 0 < ρ < μ3/2, we can choose ξ > R with ξ sufficiently close to R, so
that

ρ <

√
a(ξ)

ξ

Then, for the economy (a, d, ρ) ≡ (a(ξ), d(ξ), ρ), we have by the above
construction and Lemma 1 in the Appendix that the optimal policy function, h,
coincides with the check map H. Further, by the Proposition in Sect. 5, h2 exhibits
turbulence.

Next, we turn to the proof of (ii). Towards this end, we claim that ρξ ≤ 1.
Suppose to the contrary that ρξ > 1. Then, the RSS model (a, d, ρ) has an optimal
policy function, h, given by the pan map. Since the second iterate of the OPF

exhibits turbulence, there exist a, b, c ∈ X such that

h2(b) = h2(a) = a, h2(c) = b, and either (I) a < c < b or (II) a > c > b.

Consider the possibility (I). Either we have (a) a ≤ x̂, or (b) a > x̂. If (a)
holds, then h(a) ≥ x̂, and since h is the pan map, h2(a) ≥ x̂. But this means
a = h2(a) ≥ x̂. Thus a = x̂, and h2(b) = a = x̂. Since b > a = x̂, we have
h(b) ≥ x̂. Since h(h(b)) = x̂, we must have x̂ ≤ h(b) ≤ k. Since x̂ = a < c < b,

and h is the pan map, x̂ ≤ h(c) ≤ h(b). Thus h2(c) = h(h(c)) = x̂ also. But this
contradicts the fact that h2(c) = b > a = x̂. In case (b), we have b > c > a > x̂.

Then, since h is the pan map, and b > c, we have a = h2(b) ≥ h2(c) = b, a
contradiction.

A similar argument establishes a contradiction when possibility (II) occurs, and
thereby establishes the claim.

Proposition 8(ii) ensures that (T ) is satisfied. Define F : R → R by F(x) =
x2 − mx − 1, where m = [1/(1 − d)]. Clearly F(0) = −1, and F(x) → ∞
as x → ±∞. Thus, F(x) = 0 has a negative root and a positive root. The unique
positive root of F(x) = 0 is given by x ′ = (

√
m2 + 4+m)/2, and thus by continuity
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of F, we have F(x) ≥ 0 ⇔ x ≥ x ′. But (T ) implies that F(ξ) ≥ 0, and so, using
the fact that x ≥ x ′, we obtain ξ ≥ x ′ > (

√
5+ 1)/2. Given the claim ρξ ≤ 1, this

yields,

ρ ≤ (1/ξ) <

√
5− 1

2
= μ. �

7 Concluding Remarks

We end the paper with two concluding remarks. First, in focusing on the magnitude
of the labor-output ratio, a, in the investment good sector (a key technological
parameter), our exercise might be seen as neglecting the role of other technological
parameters of the two-sector RSS model: the marginal rate of transformation ξ,

and the rate of depreciation d. This is certainly the case, and a similar exercise
focusing on complementary restrictions in force for the other two parameters, and
especially on the depreciation factor, would be extremely valuable. We hope to turn
to it in future work. Second, our focus has been exclusively on topological chaos
represented by period-three cycles and turbulence, and it would be interesting to
consider other representations such as potential necessary and sufficient conditions
for optimal period-six cycles, for example, and then to go beyond them to the
consideration of ergodic chaos. The point is that these parametric restrictions are
important in that they give precise quantitative magnitudes when turnpike theorems
and those relating to asymptotic convergence do not hold; see [1, 26] for such
theorems in both the deterministic and stochastic settings. More generally, as argued
in [42, 43], and earlier in [8, 9], these questions have relevance for macroeconomic
dynamics, and we hope to turn to them in future work.

Appendix

This appendix collects a medley of results with the principal motivation that they
do not interrupt and hinder a substantive reading of the results reported in the text
above. The technical difficulty of the results resides principally in what could be
referred to as the “necessity theory,” which is to say, the proofs of Propositions 7
and 8(ii). The argument for the former can be furnished in a fairly straightforward
way if some basic identities, routine but important, are taken out of the way. These
identities are gathered here as Lemmas 1–3. The proof of Proposition 8(ii) is long
and involved, with a determined verification of a variety of cases. This verification
draws on results on the OPF that have not been reported before: (1) a monotone
property, and (2) a straight-down-the-turnpike property. These are presented as
Lemmas 4–8. The proof also draws on an unpublished result on the OPF that we
reproduce for the reader’s convenience: this reported as Lemma 9.
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Lemmata for the Proof of Proposition 7

We state with their proofs the three lemmata utilized in the proof of Proposition 7.

Lemma 1 If a ≥ 1/3, then [d(1− d)/a] + (1− d)3 < 1.

Proof Define f : [0, 1] → R, f (z) = [z(1 − z)/a] + (1 − z)3, and note that
Taylor’s expansion for f around z ∈ (0, 1), for some z̄ ∈ [0, z], is given by

f (z) = f (0)+ f ′(0)z+ (1/2)f ′′(0)z2 + (1/6)f ′′′(z̄)z3.

Observe that f (0) = 1, f (1) = 0, and that f ′(z) = −3(1 − z)2 + (1/a)(1 −
2z), f ′′(z) = 6(1 − z) − (2/a), f ′′′(z) = −6. On factoring the information
f ′(0) = −3+ (1/a) and f ′′(0) = 6− (2/a), into Taylor’s expansion yields

f (z) = 1+ [−3+ (1/a)]z+ (1/2)[6− (2/a)]z2 + (1/6)(−6)z3, (24)

and furnishes for all z ∈ (0, 1),

[−3+(1/a)]z+(1/2)[6−(2/a)]z2 = [−3+(1/a)](z−z2) = [−3+(1/a)]z(1−z) ≤ 0.

Using this information in (24), we obtain

f (z) ≤ 1− z3 < 1 for all z ∈ (0, 1),

which completes the proof. �
Next we turn to two useful identities.

Lemma 2 [d(1− d)/a] + (1− d)3 = (1− d)[ξ − (ξ − 1)(1− d)].
Proof The right hand side equals

(1− d)[ξ − (ξ − 1)+ d(ξ − 1)] = (1− d)[1+ d(ξ − 1)] = (1− d)[1+ d(
1

a
− (1− d)− 1]

= (1− d)[d
a
+ 1− d(1− d)− d]

= (1− d)[d
a
+ (1− d)2] = [d(1− d)/a] + (1− d)3 �

Lemma 3 (ξ − 1)(1− d)/a = (ξ2(1− d)− 1)+ 1− ([d(1− d)/a] + (1− d)3.

Proof The left hand side equals

(ξ − 1)(1− d)(ξ + (1− d)) = (ξ − 1)(1− d)2 + ξ(ξ − 1)(1− d)

= (ξ − 1)(1− d)2 + ξ2(1− d)− ξ(1− d)
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= [ξ2(1− d)− 1] + 1− (1− d)[ξ − (ξ − 1)(1− d)]
= [ξ2(1− d)− 1] + 1− ([d(1− d)/a] + (1− d)3),

the last equality following from Lemma 2. �

Lemmata for the Proof of Proposition 8(ii)

A Monotone Property

We present a monotone property of the OPF as a consequence of argumentation in
[10], and first appealed to in the context of the two-sector RSS model in [18].

Lemma 4 For x ∈ E, the optimal policy function is monotone non-decreasing.

Proof Let x(0) and x ′(0) belong to E, with x ′(0) > x(0). Let {x(t)} be the optimal
program from x(0) and let {x ′(t)} be the optimal program from x ′(0). Denote
h(x(0)) by x(1) and h(x ′(0)) by x ′(1).We want to show that x ′(1) ≥ x(1). Suppose,
on the contrary,

x ′(1) < x(1) (25)

Following [10], we now construct two alternative programs. The first goes from
x(0) to x ′(1) and then follows the optimal program from x ′(1); the second goes from
x ′(0) to x(1) and then follows the optimal program from x(1). A crucial aspect of
this technique in the current context (given the various production constraints) is
that one be able to go from x(0) to x ′(1), and from x ′(0) to x(1). That is, one needs
to show that (x(0), x ′(1)) ∈ � and (x ′(0), x(1)) ∈ �.

We first check that (x(0), x ′(1)) ∈ �. Note that the irreversibility constraint is
satisfied, since x ′(1) ≥ (1− d)x ′(0) > (1− d)x(0). Further, using (25), we have

a[x ′(1)− (1− d)x(0)] < a[x(1)− (1− d)x(0)] ≤ 1

so that the labor constraint is satisfied if

ȳ = 1− a[x ′(1)− (1− d)x(0)] > 1− a[x(1)− (1− d)x(0)] = y(0) ≥ 0

is the amount of labor devoted to the production of the consumption good. Finally,
the capital constraint is satisfied, since ȳ ≤ 1 ≤ x(0), since x(0) ∈ E, the set E as
in Fig. 2.

Next, we check that (x ′(0), x(1)) ∈ �. Note that the irreversibility constraint is
satisfied, since (by using (25)), we have x(1) > x ′(1) ≥ (1−d)x ′(0). Further, since
x ′(0) > x(0),

a[x(1)− (1− d)x ′(0)] < a[x(1)− (1− d)x(0)] ≤ 1
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so that the labor constraint is satisfied if

ỹ = 1− a[x(1)− (1− d)x ′(0)] > 1− a[x(1)− (1− d)x(0)] = y ′(0) ≥ 0

is the amount of labor devoted to the production of the consumption good. Finally,
the capital constraint is satisfied, since

ỹ = 1− ax(1)+ a(1− d)x ′(0) < 1− ax ′(1)+ a(1− d)x ′(0) = y ′(0) ≤ x ′(0),

the strict inequality following from (25).
We can now present a self-contained exposition utilizing the techniques of [10].

First, from the definition of the OPF, we obtain

V (x(0)) = y(0)+ ρV (x(1)) and V (x ′(0)) = y ′(0)+ ρV (x ′(1)). (26)

Second, by the principle of optimality, we have

V (x(0)) ≥ ȳ + ρV (x ′(1)) and V (x ′(0)) ≥ ỹ + ρV (x(1)).

In fact, if V (x(0)) = ȳ + ρV (x ′(1)), then (x(0), x ′(1), x ′(2), . . .) would be an
optimal program from x(0). Since (25) holds, and (x(0), x(1), x(2), . . .) is an
optimal program from x(0), this would contradict the fact that an optimal policy
function exists. Thus, we must have V (x(0)) > ȳ+ρV (x ′(1)). For similar reasons,
V (x ′(0)) > ỹ + ρV (x(1)). This is to say

V (x(0)) > ȳ + ρV (x ′(1)) and V (x ′(0)) > ỹ + ρV (x(1)). (27)

Clearly, (26) and (27) yield the inequality y(0)+ y ′(0) > ȳ+ ỹ. However, note that

ȳ + ỹ = 1− a[x ′(1)− (1− d)x(0)] + 1− a[x(1)− (1− d)x ′(0)] > y(0)+ y ′(0),

which furnishes a contradiction, and establishes the claim. �
It will be noted that the only place we make use of the fact that x(0) ∈ E is in

checking that ȳ ≤ x(0).Thus, if one can verify that this inequality holds, the optimal
policy function can be shown to be monotone non-decreasing on an extended
domain. The next result exploits this idea, and establishes a “local” monotonicity
property of the OPF.

Lemma 5 Suppose x∗ ∈ B, and h(x∗) > (1/a)− ξx∗, then there is ε > 0, such
that N(ε) ≡ (x∗ − ε, x∗ + ε) ⊂ B, and the optimal policy function is monotone
non-decreasing on N(ε).
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Proof Denote {1− a[h(x∗)− (1− d)x∗]} by y∗. Then, we have

y∗ = 1− ah(x∗)+ a(1− d)x∗ < 1− a[(1/a)− ξx∗] + a(1− d)x∗

= aξx∗ + a(1− d)x∗ = a[(1/a)− (1− d)]x∗ + a(1− d)x∗ = x∗

Denote (x∗ − y∗) by μ. Then, μ > 0, and by continuity of h, we can find ε > 0,
such that N(ε) ≡ (x∗ − ε, x∗ + ε) ⊂ B, and [1 + a(1 − d)]ε ≤ (μ/2), and
|h(x)− h(x∗)| < (μ/2a) for all x ∈ N(ε).

Now, let x(0) and x ′(0) belong to N(ε), with x ′(0) > x(0).We have to show that
x ′(1) ≡ h(x ′(0)) ≥ h(x(0)) ≡ x(1). Suppose, on the contrary, that x ′(1) < x(1).
Define ȳ and ỹ as in the proof of Lemma 4. Then, one can arrive at a contradiction
by following exactly the proof of Lemma 4 if one can show that ȳ ≤ x(0). Towards
this end, note that

ȳ = 1− ax ′(1)+ a(1− d)x(0) ≤ 1− ah(x∗)+ (μ/2)+ a(1− d)x∗ + a(1− d)ε

= y∗ + (μ/2)+ a(1− d)ε = x∗ − (μ/2)+ a(1− d)ε

= x∗ − ε + [1+ a(1− d)]ε − (μ/2) ≤ x∗ − ε < x(0).

This completes the proof of the Lemma. �
As an application of the monotonicity property, we can say a bit more about the

nature of the optimal policy function on the domain (x̂, 1].
Lemma 6 Suppose there is some x̃ ∈ (x̂, 1] such that h(x̃) = H(x̃). Then, h(x) =
H(x) for all x ∈ [x̂, x̃].
Proof If not, there is some x ′ ∈ [x̂, x̃] such that h(x ′) > H(x ′). Let x ′′ = inf{x ∈
[x ′, x̃] : h(x) = H(x)}. Since h(x̃) = H(x̃), this is well defined, and by continuity
of h andH,we have x ′′ > x ′, h(x ′′) = H(x ′′) and h(x) > H(x) for all x ∈ (x ′, x ′′).
Then by Proposition 2, we have D+h(x) ≥ 0 for all x ∈ (x ′, x ′′). Thus, using the
continuity of h, we have h(x ′′) ≥ h(x ′), see [44, Proposition 2, page 99]. But since
H(x ′′) = h(x ′′) and h(x ′) > H(x ′), this implies that H(x ′′) > H(x ′), which
contradicts the fact that H is decreasing on [x̂, 1]. �

We can collect together the above findings as the following result.

Lemma 7 Let x̃ ∈ (x̂, 1). Then, exactly one of the following alternatives holds: (1)
h(x̃) = H(x̃), (2) h(x) ≥ h(x̃) for all x ∈ [x̃, k]
Proof If (i) does not hold, then h(x̃) > H(x̃). We claim first that h(x) > H(x) for
all x ∈ [x̃, 1]. If not, there is some x ′ ∈ (x̃, 1] such that h(x ′) = H(x ′). But, then
by Lemma 6, we must have h(x̃) = H(x̃), since x̃ ∈ (x̂, x ′), a contradiction.

Next, we turn to (ii). Using Lemma 5, we have D+h(x) ≥ 0 for all x ∈ (x̃, 1).
Using the continuity of h, we have h(x) ≥ h(x̃) for all x ∈ [x̃, 1]. For x ∈ E =
[1, k), using Lemma 4, we have h(x) ≥ h(1), and since h(1) ≥ h(x̃), we must have
h(x) ≥ h(x̃). This establishes (ii) by continuity of h. �
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A Straight-Down-the-Turnpike Property

Lemma 8 If x̂ ∈ h(x) for some x ∈ (x̂, k), then x̂ ∈ h(x) for all x ∈ (x̂, k).
Proof Let x ′ ∈ (x̂, k) be given such that x̂ ∈ h(x ′). Then, there is ε > 0, such that
for all z ∈ I ≡ (x̂− ε, x̂+ ε), we have (x ′, z) ∈ � and {1−a[z− (1−d)x ′]} < x ′,
so that

u(x ′, z) = 1− a[z− (1− d)x ′].

Define F(x ′) = {z : (x ′, z) ∈ �}, and for z ∈ F(x ′), define:

W(z) = u(x ′, z)+ ρV (z)

For z ∈ I, we have

W(z) = 1− az+ a(1− d)x ′ + ρV (z).

Since x̂ ∈ I, we obtain

W ′−(x̂) = −a + ρV ′−(x̂) (28)

For z ∈ I, with z < x̂, we must have:

W(z) = u(x ′, z)+ ρV (z) ≤ V (x ′) = W(x̂)

the second equality following from the fact that x̂ ∈ h(x ′). Thus, we have the first-
order necessary condition W ′−(x̂) ≥ 0. Using this in (28), we obtain

V ′−(x̂) ≥ (a/ρ). (29)

Next, let x ∈ (x̂, k) be given. Then we have x̂ = (1− d)[x̂/(1− d)] > (1− d)x,

and a[x̂ − (1 − d)x] < a[x̂ − (1 − d)x̂] = adx̂ = ad/(1+ ad) < 1. Further, we
have

1− a[x̂ − (1− d)x] = 1− a[x̂ − (1− d)x̂] + a(1− d)(x − x̂)

= x̂ + a(1− d)(x − x̂) < x̂ + (x − x̂) = x

Thus, there is ε > 0, such that for all z ∈ I ≡ (x̂ − ε, x̂ + ε), we have (x, z) ∈ �

and {1− a[z− (1− d)x]} < x, so that

u(x, z) = 1− a[z− (1− d)x]
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Define F(x) = {z : (x, z) ∈ �}, and for z ∈ F(x), define

W(z) = u(x, z)+ ρV (z).

Clearly, W is concave on its domain. For z ∈ I, we have

W(z) = 1− az+ a(1− d)x + ρV (z).

Since x̂ ∈ I, we obtain from (6) that

W ′+(x̂) = −a + ρV ′+(x̂) ≤ 0. (30)

And, we can obtain from (29)

W ′−(x̂) = −a + ρV ′−(x̂) ≥ 0. (31)

Now for all z ∈ F(x) with z > x̂, we obtain by (30) and the concavity of W,

W(z) −W(x̂) ≤ W ′+(x̂)(z− x̂) ≤ 0.

Similarly, for z ∈ F(x) with z < x̂, we obtain by (31) and the concavity of W,

W(z) −W(x̂) ≤ W ′−(x̂)(z− x̂) ≤ 0.

Thus, we have W(z) ≤ W(x̂) for all z ∈ F(x). This means

max
(x,z)∈�

[u(x, z)+ ρV (z)] = u(x, x̂)+ ρV (x̂).

Since the expression on the left hand side is V (x), we obtain, by the optimality
principle, V (x) = u(x, x̂)+ρV (x̂), which means that x̂ ∈ h(x), and completes the
proof. �

An OPF for a Special Case

We now reproduce for the convenience of the reader a result from [20].

Lemma 9 If (a, d) satisfies the restriction for the so-called borderline case, (ξ −
(1/ξ))(1 − d) = 1, then for all values of ρ <

√
(a/ξ), the OPF h is given by the

check-map, H.
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Proof of Proposition 8(ii)

We now turn to a complete proof of Proposition 8(ii).
Since h2 is turbulent, then there exist a, b, c ∈ X such that

h2(b) = h2(a) = a, h2(c) = b, and either (I) a < c < b or (II) a > c > b.

We consider specifically that (I) holds in (1), and analyze this case first. Suppose,
contrary to the assertion of Proposition 8(ii), (ξ − (1/ξ))(1− d) < 1. Then, by (13)
of Proposition 4, we have H 2(1) < k.

Let us denote h(c) by c′, h(b) by b′ and h(a) by a′. Note that all the elements
of the set S = {a, b, c, a′, b′, c′} are in the range of h on X. Thus the minimum
element of the set must be greater than or equal to (1 − d). And the maximum
element of the set must be less than or equal to H(1− d) = H 2(1) < k. Thus, the
set S ⊂ [1− d, k). We define A′ = [1− d, x̂), and first claim that

a 
= x̂ (32)

For if a = x̂, then since h(b′) = a = x̂, we cannot have b′ in A′. Thus, b′ ∈ [x̂, k).
Since k > b > a = x̂, and h(b) = b′, we must have b′ ≤ x̂. Thus, b′ = x̂, and
so h(b) = x̂, with b ∈ (x̂, k). Since x̂ = a < c < b < k, we must have h(c) = x̂

by Lemma 8. Thus, h2(c) = h(x̂) = x̂. But h2(c) = b > x̂, a contradiction. This
establishes the claim (32). It also follows from (32) that b 
= x̂, otherwise we get
a = h2(b) = x̂, contradicting (4). Further, c 
= x̂, otherwise we get b = h2(c) = x̂,

a contradiction.
Since h2(a) = a, and (32) holds, we must have a′ = h(a) 
= a. Thus, we need

to consider the two cases: (a) a′ > a, and (b) a > a′.
Consider case (a) [a′ > a]. Here h(a) = a′ > a, and so a ∈ A′ and a′ ∈ B.

Then since h(b′) = h2(b) = a and a ∈ A′, b′ /∈ A and so b′ ∈ B. Since b′ = h(b),

b /∈ B, and so b ∈ A′. Finally, since h(c′) = h2(c) = b, and b ∈ A′, c′ /∈ A and so
c′ ∈ B. Since c′ = h(c), c /∈ B, and so c ∈ A′. To summarize, we have

a, b, c ∈ A′ and a′, b′, c′ ∈ B. (33)

And since b > c > a, (33) implies that

b′ = h(b) = H(b) < H(c) = h(c) = c′ and c′ = h(c) = H(c) < H(a) = h(a) = a′
(34)

We show next that c′ < 1. If not, then since a′ > c′ by (34), we have h(a′) ≥ h(c′)
by Lemma 4. But this yields:

a = h2(a) = h(a′) ≥ h(c′) = h2(c) = b
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which contradicts the fact that b > a. This establishes the claim. Also, given (34),
we have b′ < c′ < 1. Thus H(b′) > H(c′). Note now that h(c′) = h2(c) = b >

a = h2(b) = h(b′) ≥ H(b′) > H(c′), so that h(c′) > H(c′). Since k > a′ > c′ by
(34), we can use Lemma 7 to obtain h(a′) ≥ h(c′). But this implies:

a = h2(a) = h(a′) ≥ h(c′) = h2(c) = b

which contradicts the fact that b > a. Thus, case (a) cannot arise.
Next, we turn to case (b) [a > a′]. Here h(a) = a′ < a, and so a ∈ B and

a′ ∈ A. If a′ = x̂, then a = h2(a) = h(a′) = h(x̂) = x̂, contradicting (32). Thus
a′ ∈ A′.Then since h(b′) = h2(b) = a and a ∈ B, b′ /∈ B ∪ {x̂}, and so b′ ∈ A′.
Since b′ = h(b), b /∈ A, and so b ∈ B. Finally, since h(c′) = h2(c) = b, and
b ∈ B, c′ /∈ B ∪ {x̂} and so c′ ∈ A′. Since c′ = h(c), c /∈ A, and so c ∈ B. To
summarize, we have:

a, b, c ∈ B and a′, b′, c′ ∈ A′

And since b > c > a, (33) also implies that

H(c′) = h(c′) = h2(c) = b > a = h2(a) = h(a′) = H(a′).

Clearly, this implies that c′ < a′ since a′, c′ ∈ A′. We now claim that a < 1. If not,
then since c > a, Lemma 4 implies that c′ = h(c) ≥ h(a) = a′, which contradicts
c′ < a′, and establishes the claim.

If h(a) = H(a), then we get [x̂ − a′] = H(x̂) − H(a) = (−ξ)(x̂ − a) =
(−ξ)(h(x̂) − h(a′)) = (−ξ)(H(x̂) − H(a′)) = ξ2(x̂ − a′), so that ξ = 1, a
contradiction. Thus, we must have h(a) > H(a). Then, using the fact that a < 1,
and Lemma 7, we obtain c′ = h(c) ≥ h(a) = a′ by virtue of the fact that k > c >

a > x̂. But this again contradicts c′ < a′, and establishes that case (b) cannot arise.
Since cases (a) and (b) were the only possible cases, we can conclude that

our initial hypothesis was false, and thereby establish Proposition 8(ii) under the
possibility (I) in (1).

Next we turn to the consideration of possibility (II) holds in (1). Suppose,
contrary to the assertion of part (ii) of the Proposition 8(ii), (ξ − (1/ξ))(1−d) < 1.
Then, by (13) of Proposition 4, we have H 2(1) < k.

Let us denote h(c) by c′, h(b) by b′ and h(a) by a′. Note that all the elements
of the set S = {a, b, c, a′, b′, c′} are in the range of h on X. Thus the minimum
element of the set must be greater than or equal to (1 − d). And the maximum
element of the set must be less than or equal to H(1− d) = H 2(1) < k. Thus, the
set S ⊂ [1− d, k). We define A′ = [1− d, x̂). Denote, as before, h(b) by b′, h(a)
by a′ and h(c) by c′. We first establish that

a 
= x̂ (35)
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Suppose, contrary to (35) that a = x̂. Since h(b′) = h2(b) = a = x̂, we can infer
that b′ /∈ A′. Thus, b′ ∈ B ∪ {x̂}. We consider the two cases: (a) b′ = x̂, (b) b′ ∈ B.

Under case (a), b′ = x̂, then h(b) = b′ = x̂. But, b < a = x̂, and so h(b) > x̂,

furnishing a contradiction.
Under case (b), b′ ∈ B, then h(b′) = a = x̂. Thus, h(x) = x̂ for all x ∈ B by

Lemma 8. Since c < a = x̂,we have c′ = h(c) > x̂. Thus c′ ∈ B, and so h(c′) = x̂.

But h(c′) = h2(c) = b < a = x̂, a contradiction. Thus (35) is established. It follows
that b 
= x̂, otherwise a = h2(b) = x̂, a contradiction. Further, c 
= x̂, otherwise
b = h2(c) = x̂, a contradiction. Furthermore, since (35) holds, and h2(a) = a, we
must have a′ 
= a, and h(a) = a′ and h(a′) = a. Thus, we need to consider the
following two subcases: (A) a′ > a, (B) a > a′.

We begin with the subcase (A) where a′ = h(a) > a. Thus, a ∈ A′, and a′ ∈ B.
Since h(b′) = a and a ∈ A′, we must have b′ ∈ B. Further, since b′ = h(b), we
must have b ∈ A′. Finally, since h(c′) = b and b ∈ A′, we must have c′ ∈ B;
further since c′ = h(c), we must have c ∈ A′. To summarize, we have

a, b, c ∈ A′ and a′, b′, c′ ∈ B.

Note that h2(b′) = h(h2(b)) = h(a) = a′; h2(a′) = h(h2(a)) = h(a) = a′, and
h2(c′) = h(h2(c)) = h(b) = b′. Further, since a, b, c ∈ A′, and a > c > b, we
have a′ = h(a) < h(c) = c′ < h(b) = b′. Thus, the analysis of Case (I) can be
applied to arrive at a contradiction. Consequently subcase (A) cannot occur.

Next, we turn to subcase (B) where a > a′ = h(a). Thus, a ∈ B, and a′ ∈ A.

Since a′ 
= a = h(a′), we cannot have a′ = x̂. Thus, a′ ∈ A′. Since h(b′) = a

and a ∈ B, we must have b′ ∈ A′. Further, since b′ = h(b), we must have b ∈ B.

Finally, since h(c′) = b and b ∈ B, we must have c′ ∈ A′; further since c′ = h(c),

we must have c ∈ B. To summarize, we have

a, b, c ∈ B and a′, b′, c′ ∈ A′. (36)

We now claim that c < 1. If not, we must have a > c ≥ 1. Then by Lemma 4,
a′ = h(a) ≥ h(c) = c′. But then by (36), a = h(a′) ≤ h(c′) = b, a contradiction
to the given condition in (II). This establishes the claim.

If h(c) = H(c), then we get (x̂ − b) = H(x̂) − H(c′) = (−ξ)(x̂ − c′) =
(−ξ)(h(x̂)− h(c)) = (−ξ)(H(x̂)−H(c)) = ξ2(x̂ − c), so that, using ξ > 1, and
c ∈ (x̂, k),

(b − x̂) = ξ2(c − x̂) > (c − x̂) �⇒ b > c,

a contradiction. Thus h(c) > H(c). Then, using a > c and Lemma 7, we obtain

a′ = h(a) ≥ h(c) = c′.
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On using this and (36), we get a = h(a′) ≤ h(c′) = b. But this again contradicts
the given condition (II). Thus, subcase (B) cannot arise.

Since subcases (A) and (B) were the only possible cases, we can conclude that
our initial hypothesis must be false, and thereby establish Proposition 8(ii) under the
possibility (II) in (1).

References

1. Arkin V, Evstigneev I (1987) Stochastic models of control and economic dynamics. Academic
Press, New York

2. Benhabib J (ed) (1992) Cycles and chaos in economic equilibrium. Princeton University Press,
Princeton

3. Benhabib J, Rustichini A (1990) Equilibrium cycling with small discounting. J Econ Theory
52:423–432

4. Block LS, Coppel WA (1992) Dynamics in one dimension. Lecture notes in mathematics, vol
1513. Springer, Berlin

5. Block LS, Guckenheimer J, Misiurewicz M, Young LS (1980) Periodic points and topological
entropy of one dimensional maps. In: Global theory of dynamical systems. Lecture notes in
mathematics, vol 819. Springer, Berlin, pp 18–34

6. Boldrin M, Deneckere RJ (1990) Sources of complex dynamics in two-sector growth models.
J Econ Dyn Control 14:627–653. Also Chapter 10 in [2, pp.228–252]

7. Brooks KM, Bruin H (2004) Topics from one-dimensional dynamics. Cambridge University,
Cambridge

8. Day RH, Pianigiani G (1991) Statistical dynamics and economics. J Econ Behav Organ 16:37–
83

9. Day RH, Shafer W (1987) Ergodic fluctuations in deterministic economic models. J Econ
Behav Organ 8:339–361

10. Dechert WD, Nishimura K (1983) A complete characterization of optimal growth paths in an
aggregated model with a non-concave production function. J Econ Theory 31:332–354

11. Deneckere RJ, Judd K Cyclical and chaotic behavior in a dynamic equilibrium model, with
implications for fiscal policy. Chapter 14 in [2, pp. 308–329]

12. Gale D (1967) On optimal development in a multi-sector economy. Rev Econ Stud 34:1–18
13. Huntley HE (1970) The divine proportion: a study in mathematical beauty. Dover Publications,

New York
14. Khan MA, Mitra T (2005) On choice of technique in the Robinson-Solow-Srinivasan model.

Int J Econ Theory 1:83–109
15. Khan MA, Mitra T (2005) On topological chaos in the Robinson-Solow-Srinivasan model.

Econ Lett 88:127–133
16. Khan MA, Mitra T (2006) Discounted optimal growth in the two-sector RSS model: a

geometric investigation. Adv Math Econ 8:349–381
17. Khan MA, Mitra T. (2005) Discounted optimal growth in a two-sector RSS model: a further

geometric investigation. Johns Hopkins University, Mimeo, Baltimore. Now available in (2013)
Adv Math Econ 17:1–33

18. Khan MA, Mitra T (2006) Undiscounted optimal growth under irreversible investment: a
synthesis of the value-loss approach and dynamic programming. Econ Theory 29:341–362

19. Khan MA, Mitra T (2007) Optimal growth under discounting in the two-sector Robinson-
Solow-Srinivasan model: a dynamic programming approach. J Differ Equ Appl 13:151–168

20. Khan MA, Mitra T (2007) Bifurcation Analysis in the two-sector Robinson-Solow-Srinivasan
model: a close look at a borderline case. Cornell University, Mimeo, Ithaca



Complicated RSS Dynamics 145

21. Li T, Yorke JA (1975) Period three implies chaos. Am Math Mon 82:985–992
22. Livio M (2002) The golden ratio. Broadway Books, New York
23. Majumdar M, Mitra T, Nishimura K (eds.) (2000) Optimization and chaos. Springer, Berlin
24. May RB (1976) Simple mathematical models with very complicated dynamics. Nature 40:459–

467
25. McKenzie LW (1986) Optimal economic growth, turnpike theorems and comparative dynam-

ics. In: Arrow KJ, Intrilligator M (eds) Handbook of mathematical economics III. North-
Holland, New York, pp 1281–1355

26. McKenzie LW (2002) Classical general equilibrium theory. MIT, Cambridge
27. Metcalf C (2008) The dynamics of the Stiglitz policy in the RSS model. Chaos Solitons Fractals

37:652–661
28. Mitra T (1996) An exact discount factor restriction for period-three cycles in dynamic

optimization models. J Econ Theory 69:281–305
29. Mitra T (1998) On the relation between discounting and complicated behavior in dynamic

optimization models. J Econ Behav Organ 33:421–434
30. Mitra T (2001) A sufficient condition for topological chaos with an application to a model of

endogenous growth. J Econ Theory 96:133–152
31. Mitra T, Nishimura K, Sorger G (2006) Optimal cycles and chaos. In: Dana R, Le Van C, Mitra

T, Nishimura K (eds) Handbook of optimal growth 1, Chapter 6. Springer, Heidelberg, pp.
141–169

32. Nishimura K, Yano M (1992) Business cycles and complex non-linear dynamics. Chaos
Solitons Fractals 2:95–102

33. Nishimura K, Yano M (1994) Optimal chaos, nonlinearity and feasibility conditions. Econ
Theory 4:689–704. Chapter 4 in [23, pp. 149–172]

34. Nishimura K, Yano M (1995) Nonlinear dynamics and chaos in optimal growth. Econometrica
7:1941–1953

35. Nishimura K, Yano M (1995) Nonlinear dynamics and chaos in optimal growth. J Econ Behav
Organ 27:165–181

36. Nishimura K, Yano M. (1996) On the least upper bound on discount factors that are compatible
with optimal period-three cycles. J Econ Theory 69:306–333

37. Nishimura K, Yano M (1996) Chaotic solutions in dynamic linear programming. Chaos
Solitons Fractals 7:1941–1953

38. Nishimura K, Yano Y (2000) Non-linear dynamics and chaos in optimal growth: a constructive
exposition. Optim Chaos 11:258–295. Chapter 8, in [23, pp. 258–295]

39. Nishimura K, Sorger G, Yano M (1994) Ergodic chaos in optimal growth models with low
discount rates. Econ Theory 4:705–717. Chapter 9 in [23, pp.296–314]

40. Nishimura K, Shigoka T, Yano M (1998) Interior optimal chaos with arbitrarily low discount
rates. Jpn Econ Rev 49:223–233

41. Robinson J. (1969) A model for accumulation proposed by J.E. Stiglitz. Econ J 79:412–413
42. Rosser Jr. JB (1990) Chaos theory and the new Keynesian economics. Manch Sch Econ Soc

Stud 58:265–291
43. Rosser Jr. JB (1999) On the complexities of complex economic dynamics. J Econ Perspect

13:169–192
44. Royden HL (1988) Real analysis. Prentice-Hall, New Jersey
45. Saari DG (1995) Mathematical complexity of simple economics. Not Am Math Soc 42:222–

230
46. Sharkovsky AN (1964) Coexistence of cycles of a continuous map of a line into itself.

Ukrainski Matematicheski Zhurnal 16:61–71 (in Russian). English translation in (1995) Int
J Bifur Ch 5:1263–1273

47. Sharkovsky AN, Kolyada SF, Sivak AG, Fedorenko VV (1997) Dynamics of one-dimensional
maps. Kluwer Academic, Dordrecht

48. Sorger G (2006) Rationalizability in optimal growth theory. In: Dana R, Le Van C, Mitra T,
Nishimura K (eds) Handbook of optimal growth 1. Chapter 4. Springer, Heidlberg, pp. 85–114



146 M. Ali Khan and T. Mitra

49. Sorger G. (2009) Some notes on discount factor restrictions for dynamic optimization
problems. J Math Econ 45:435–458

50. Stiglitz JE (1968) A note on technical choice under full employment in a socialist economy.
Econ J 78:603–609

51. Stiglitz JE (1970) Reply to Mrs. Robinson on the choice of technique. Econ J 80:420–422



Some Regularity Estimates for Diffusion
Semigroups with Dirichlet Boundary
Conditions
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Abstract In the present paper the author gives regularity estimates for diffusion
semigroups with Dirichlet boundary condition whose infinitesimal generator is
degenerate elliptic operator satisfying UFG condition. This estimate will enable
us to give a new KLNV approximation for expectation of diffusion process with
absorbing boundary, which appears in the price of derivatives with knock-out
condition.
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1 Introduction

Let W0 = {w ∈ C([0,∞);Rd); w(0) = 0}, G be the Borel σ -algebra over
W0 and μ be the Wiener measure on (W0,G ). Let Bi : [0,∞) × W0 → R,
i = 1, . . . , d, be given by Bi(t, w) = wi(t), (t, w) ∈ [0,∞) × W0. Then
{(B1(t), . . . , Bd(t)); t ∈ [0,∞)} is a d-dimensional Brownian motion under μ.
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Let B0(t) = t, t ∈ [0,∞). Let {Ft }t�0 be the Brownian filtration generated by

{(B1(t), . . . , Bd(t)); t ∈ [0,∞)}.
Let V0, V1, . . . , Vd ∈ C∞b (RN ;RN). Here C∞b (RN ;Rn) denotes the space of

Rn-valued smooth functions defined in RN whose derivatives of any order are
bounded. We regard elements in C∞b (RN ;RN) as vector fields on RN .

Now let X(t, x), t ∈ [0,∞), x ∈ RN, be the solution to the Stratonovich-type
stochastic integral equation

X(t, x) = x +
d∑
i=0

∫ t

0
Vi(X(s, x)) ◦ dBi(s). (1)

Then there is a unique solution to this equation. Moreover we may assume that
X(t, x) is continuous in t and smooth in x and X(t, ·) : RN → RN, t ∈ [0,∞), is
a diffeomorphism with probability one.

Let A = Ad = {v0, v1, . . . , vd }, be an alphabet, a set of letters, and A∗ be the
set of words consisting of A including the empty word which is denoted by 1. For u
= u1 · · · uk ∈ A∗, uj ∈ A, j = 1, . . . , k, k � 0, we denote by ni(u), i = 0, . . . , d,
the cardinal of {j ∈ {1, . . . , k}; uj = vi}. Let |u| = n0(u) + · · · + nd(u), a length
of u, and ‖ u ‖ = |u| + n0(u) for u ∈ A∗. Let R〈A〉 be the R-algebra of non-
commutative polynomials on A.

Let r : A∗ \ {1} → L (A) denote the right bracketing operator inductively given
by

r(vi) = vi, i = 0, 1, . . . , d,

and

r(viu) = [vi, r(u)] = vir(u)− r(u)vi , i = 0, 1, . . . , d, u ∈ A∗ \ {1}.

Let A∗∗ = {u ∈ A∗; u 
= 1, v0}, A∗∗m = {u ∈ A∗∗; ||u|| = m}, and A∗∗�m
=

{u ∈ A∗∗; ‖ u ‖� m}, m � 1.
We can regard vector fields V0, V1, . . . , Vd as first differential operators over RN .

Let DO(RN) denote the set of linear differential operators with smooth coefficients
over RN . Then DO(RN) is a non-commutative algebra over R. Let � : R〈A〉 →
DO(RN) be a homomorphism given by

�(1) = Identity, �(vi1 · · · vin ) = Vi1 · · ·Vin , n � 1, i1, . . . , in = 0, 1, . . . , d.

Then we see that

�(r(viu)) = [Vi,�(r(u))], i = 0, 1, . . . , d, u ∈ A∗ \ {1}.



Diffusion Semigroups with Dirichlet Boundary Conditions 149

Now we introduce a condition (UFG) for a system of vector field
{V0, V1, . . . , Vd } as follows.
(UFG) There are an integer �0 � 1 and ϕu,u′ ∈ C∞b (RN), u ∈ A∗∗, u′ ∈ A∗∗��0

,

satisfying the following.

�(r(u)) =
∑

u′∈A∗∗��0

ϕu,u′�(r(u
′)), u ∈ A∗∗.

Let Pt , t ∈ [0,∞) be a diffusion semigroup given by

Ptf (x) = E[f (X(t, x))], f ∈ C∞b (RN).

ThenPt ’s are regarded as a linear operators inC∞b (RN).We also have the following.

Theorem 1 Assume that (UFG) condition is satisfied. For any n,m � 0, and
u1, . . . , un+m ∈ A∗∗, there is a C ∈ (0,∞) such that

||�(r(u1) · · · r(un))Pt�(r(un+1) · · · r(un+m))f ||∞ � Ct−(||u1||+···+||un+m||)/2||f ||∞

for any t ∈ (0, 1), and f ∈ C∞b (RN). Here

||f ||∞ = sup
x∈RN

|f (x)|.

This theorem was shown in [5] under the uniform Hörmander condition and was
shown in [3] in general.

In the present paper, we assume (UFG) and the following assumptions (A1) and
(A2) throughout.

(A1) V 1
1 (x) = 1, V i

1 (x) = 0, i = 2, . . . , N, for any x ∈ RN .

(A2) V 1
k (x) = 0, k = 0, 2, . . . , d, for any x ∈ RN .

Then X1(t, x) = x1 + B1(t), t � 0. Let h ∈ C∞(RN) be given by h(x) = x1,

x ∈ RN. Then we see that �(r(v1))h = 1, and �(r(u))h = 0, u ∈ A∗ \ {1, v1}. So
we see that if (UFG) condition is satisfied, we see that ϕu,v1 = 0, for u ∈ A∗\{1, v1}.

Let bk ∈ C∞b (RN), k = 0, . . . , d, and let

P 0
t f (x) = E[exp(

d∑
k=0

∫ t

0
bk(X(r, x)) ◦ dBk(r))f (X(t, x)), min

r∈[0,t ]X
1(r) > 0],

f ∈ C∞b (RN). Then we see that

∂

∂t
P 0
t f (x) = L0Ptf (x), t > 0, x ∈ (0,∞)×RN−1
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as generalized functions, and

P 0
t f (x) = 0, t > 0, x ∈ {0} ×RN−1.

Here

L0 = 1

2

d∑
k=1

V 2
k + V0 +

N∑
k=1

bkVk + (b0 + 1

2

d∑
k=1

(b2
k + Vkbk)).

Our final purpose is to show the following.

Theorem 2 Assume that (UFG) condition is satisfied. Then for any n,m, r � 0
and u1, . . . , un+m ∈ A∗∗, there is a C ∈ (0,∞) such that

sup
x∈(0,∞)×RN−1

|�(r(u1) · · · r(un))adj(V0)
r (P 0

t )�(r(un+1) · · · r(un+m))f (x)|

� Ct−(||u1||+···+||un+m||/2)−r sup
x∈(0,∞)×RN−1

|f (x)|

and
∫
(0,∞)×RN−1

|�(r(u1) · · · r(un))adj(V0)
r (P 0

t )�(r(un+1) · · · r(un+m))f (x)|dx

� Ct−(||u1||+···+||un+m||/2)−r
∫
(0,∞)×RN−1

|f (x)|dx

for any t ∈ (0, 1] and f ∈ C∞0 ((0,∞)×RN−1).

Here adj0(V0)(P
0
t ) = P 0

t , and

adjn+1(V0)(P
0
t ) = V0 adj (V0)

n(P 0
t )− adj (V0)

n(P 0
t )V0, n = 0, 1, . . . .

The present paper consists of two parts, because we use two different techniques.
We give estimates for horizontal direction in Part I by using Malliavin calculus and
give estimates for vertical direction in Part II by using usual bootstrap arguments.

In Part I, we prove the following theorem.

Theorem 3 Assume that (UFG) condition is satisfied. Let A∗∗∗ = A∗∗ \ {v1}. Then
we have the following.
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(1) For any n,m, r � 0 and u1, . . . , un+m ∈ A∗∗∗, there is a C ∈ (0,∞) such that

sup
x∈(0,∞)×RN−1

|�(r(u1) · · · r(un))adj(V0)
rP 0

t �(r(un+1) · · · r(un+m))f (x)|

� Ct−(||u1||+···+||un+m||/2)−r sup
x∈(0,∞)×RN−1

|f (x)|

for any t ∈ (0, 1] and f ∈ C∞b (RN).

(2) For any n,m, r � 0 and u1, . . . , un+m ∈ A∗∗∗, there is a C ∈ (0,∞) such that

∫
(0,∞)×RN−1

|�(r(u1) · · · r(un))adj (V0)
r (P 0

t )�(r(un+1) · · · r(un+m))f (x)|dx

� Ct−(||u1||+···+||un+m||/2)−r
∫
(0,∞)×RN−1

|f (x)|dx

for any t ∈ (0, 1] and f ∈ C∞0 (RN).

2 Part I: Horizontal Direction

2.1 Normed Spaces and Interpolation

From now on, we assume that (UFG) is satisfied. Let (W0,G , μ) be a Wiener space
as in Introduction. Let H denote the associated Cameron-Martin space, L denote
the associated Ornstein-Uhlenbeck operator, and Wr,p(E), r ∈ R, p ∈ (1,∞), be
Watanabe-Sobolev spaces, i.e., Wr,p(E) = (I −L )−r/2(Lp(W0;E, dμ)) for any
separable real Hilbert space E. We write Wr,p = Wr,p(R) for simplicity. Let D
denote the gradient operator. Then D is a bounded linear operator from Wr,p(E) to
Wr−1,p(H ⊗ E). Let D∗ denote the adjoint operator of D. (See Shigekawa [6] for
details.)

Let Ã = A∗∗��0
\ {v1}. Let V (s)

u ∈ C∞b (RN ;RN), u ∈ Ã, s ∈ (0, 1], be given by

V (s)
u (x) = s||u||/2�(r(u))(x), x ∈ RN .

Note that (V (u)
u h)(x) = 0, x ∈ RN, u ∈ Ã, s ∈ (0, 1], where h(x) = x1, x =

(x1, . . . , xN) ∈ RN .

Proposition 1 There are ϕ̃u1,u2,u3 ∈ C∞b (RN), u1, u2, u3 ∈ Ã, such that

[V (s)
u1
, V (s)

u2
] =

∑
u3∈Ã

s0∨(||u1||+||u2||−||u3||)/2ϕ̃u1,u2,u3V
(s)
u3
, u1, u2 ∈ Ã.
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Proof Note that there are cu1,u2,u3 ∈ R, u1, u2 ∈ Ã, u3 ∈ A∗∗ such that

[r(u1), r(u2)] =
∑

u3∈A∗∗,||u3||=||u1||+||u2||
cu1,u2,u3r(u3).

So if ||u1|| + ||u2|| � �0, we have

[V (s)
u1
, V (s)

u2
](x) = s(||u1||+||u2||)/2�([r(u1), r(u2)])(x)

=
∑

u3∈Ã,||u3||=||u1||+||u2||
cu1,u2,u3s

||u3||/2�(r(u3))(x)

=
∑

u3∈Ã,||u3||=||u1||+||u2||
cu1,u2,u3V

(s)
u3
(x).

Also, if ||u1|| + ||u2|| > �0, we have

[V (s)
u1
, V (s)

u2
](x) =

∑
u3∈Ã,||u3||=||u1||+||u2||

cu1,u2,u3s
(||u1||+||u2||)/2�(r(u3))(x)

=
∑

u4∈Ã,||u3||=||u1||+||u2||
cu1,u2,u3s

(||u1||+||u2||)/2ϕu3,u4(x)�(r(u4))(x)

=
∑

u4∈Ã,||u3||=||u1||+||u2||
cu1,u2,u3s

(||u1||+||u2||−||u4||)/2ϕu3,u4(x)V
(s)
u4
(x).

These imply our assertion. �
Now let B̃u(t), t ∈ [0,∞), u ∈ Ã, be independent standard Brownian motions

defined on a certain probability space and let X(s)(t, x), t ∈ [0,∞), x ∈ RN,

s ∈ (0, 1], be a solution to the following stochastic differential equation.

dX(s)(t, x) =
∑
u∈Ã

V (s)
u (X(s)(t, x)) ◦ dB̃u(t),

X(s)(0, x) = x.

Note that h(X(s)(t, x)) = h(x), t � 0, x ∈ RN. Now let Q(s)
t , t ∈ [0,∞), s ∈

(0, 1], be linear operators on C∞b (RN) given by

(Q
(s)
t f )(x) = E[f (X(s)(t, x))], f ∈ C∞b (RN).
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Let

L(s) = 1

2

∑
u∈Ã

s||u||�(r(u))2.

Then we see that

Q
(s)
t f = f +

∫ t

0
L(s)Q(s)

r f dr, f ∈ C∞b (RN).

By Theorem 1 in [4] we have the following.

Proposition 2 For any n,m � 0, and u1, . . . un+m ∈ Ã, there exists a C ∈ (0,∞)

such that

s(||u1||+···||un+m||)/2||�(r(u1)) · · ·�(r(un))Q(s)
t �(r(un+1)) · · ·�(r(un+m))f ||∞

� Ct−(n+m)/2||f ||∞
for any f ∈ C∞b (RN) and s, t ∈ (0, 1].

Let C be the set of bounded measurable functions f defined in RN such that
f (x1, x2, . . . , xN) is smooth in (x2, . . . , xN), and that

sup
x∈RN

| ∂α2+...+αN f
(∂x2)α2 · · · (∂xN)αN (x)| <∞

for any α2, . . . , αN � 0.
Note that Q(s)f ∈ C for any f ∈ C . Then the following is an easy consequence

of Proposition 2.

Corollary 1 For any n,m � 0, and u1, . . . un+m ∈ Ã, there exists a C ∈ (0,∞)

such that

s(||u1||+···||un+m||)/2||�(r(u1)) · · ·�(r(un))Q(s)
t �(r(un+1)) · · ·�(r(un+m))f ||∞

� Ct−(n+m)/2||f ||∞
for any f ∈ C and s, t ∈ (0, 1].

Let us define normed spaces D1
(s), s ∈ (0, 1], and H −α

(s) , s ∈ (0, 1], α ∈ [0, 1),
by the following.

D1
(s) =H −α

(s) = C as sets, and their norms are given by

||f ||D1
(s)
= ||f ||∞ +

∑
u∈Ã

s||u||/2||�(r(u))f ||∞
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and

||f ||H −α
(s)
= sup

t∈(0,1]
tα/2||Q(s)

t f ||∞

for f ∈ C . Note that

||f ||H 0
(s)
= ||f ||∞, f ∈ C .

We have the following as an easy consequence of Corollary 1,

Proposition 3 There is a C0 ∈ (0,∞) such that

||L(s)Q(s)
t f ||∞ � C0t

−1||f ||∞
and

||Q(s)
t f ||D1

(s)
� C0t

−1/2||f ||∞

for any f ∈ C and s, t ∈ (0, 1].
Then we have the following.

Proposition 4 Let α ∈ (0, 1) and θ ∈ (0, 1). If β = (1 − θ)α − θ � 0, then there
is a C ∈ (0,∞) such that

sup
t∈(0,∞)

t−θK(t; f,H −α
(s) ,D

1
(s)) � C||f ||

H −β
(s)

for f ∈ C and s ∈ (0, 1]. Here

K(t; f,H −α
(s) ,D

1
(s)) = inf{||g||H −α

(s)
+ t||f − g||D1

(s)
; g ∈ C }, t ∈ (0,∞).

Remark 1 K(t; f,H −α
(s) ,D

1
(s)) is a real interpolation (cf. Berph-Löfström [1]).

Proof Let f ∈ C . Note that

||Q(s)
t (Q(s)

r f − f )||∞ �
∫ r

0
||L(s)Q(s)

t/2Q
(s)
(t+2z)/2f ||∞dz

� C0(t/2)−1
∫ r

0
||Q(s)

(t+2z)/2f ||∞dz � C0(t/2)−1−β/2r||f ||
H −β

(s)

.

Here C0 is as in Corollary 1.
On the other hand,

||Q(s)
t (Q(s)

r f − f )||∞ � 2||Q(s)
t f ||∞ � 2t−β/2||f ||

H −β
(s)

.
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Therefore

||Q(s)
t (Q(s)

r f − f )||∞ � (2+ 4C0)t
−β/2(1 ∧ (rt−1))||f ||

H −β
(s)

� (2+ 4C0)t
−β/2(rt−1)γ /2||f ||

H −β
(s)

.

Here γ = θ(1+ α) = α − β ∈ (0, 1). Therefore we see that

||Q(s)
r f − f ||H −α

(s)
� (2+ 4C0)r

γ /2||f ||
H −β

(s)

.

Also we have

||Q(s)
r f ||D1

(s)
� C0(r/2)−1/2||Q(s)

r/2f ||∞ � 4C0r
−(1+β)/2||f ||

H −β
(s)

.

Since we have

f = Q(s)
r f + f −Q(s)

r f, f ∈ C ,

we see that for t ∈ (0, 1]

t−θK(t; f,H −α
(s) ,D

1
(s)) � t1−θ ||Q(s)

r f ||D1
(s)
+ t−θ ||Q(s)

r f − f ||H −α
(s)

� (2+ 4C0)(t
1−θ r−(1+β)/2 + t−θ rγ /2)||f ||

H −β
(s)

.

Let r = t2θ/γ . Since (1− θ)(1+ α) = 1+ β, we see that

sup
t∈(0,1]

t−θK(t; f,H −α
(s) ,D

1
(s)) � 4(1+ 2C0)||f ||H −β

(s)

.

It is obvious that

sup
t∈[1,∞)

t−θK(t; f,H −α
(s)

,D1
(s)) � ||f ||H −α

(s)
� ||f ||

H −β
(s)

Therefore we have our assertion. �
The following has been proved by Watanabe [7], but we give a proof.

Proposition 5 Let θ ∈ (0, 1), p ∈ (1,∞) and r0, r1 ∈ [−1, 0]. If r2 < (1− θ)r0+
θr1, then there is a C ∈ (0,∞) such that

||F ||Wr2,p � C sup
t∈(0,∞)

t−θK(t;F,Wr0,p,Wr1,p)
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for any F ∈ W∞,∞− =⋂
r∈R,p∈(1,∞) W

r,p. Here

K(t;F,Wr0,p,Wr1,p) = inf{||G||Wr0,p + t||F −G||Wr1,p ; G ∈ W∞,∞−}.

Proof Let us take an F ∈ W∞,∞− and fix it. Let Tt , t ∈ [0,∞), be the Ornstein-
Uhlenbeck semi-group on W0, and let

a = sup
t∈(0,∞)

t−θK(t;F,Wr0,p,Wr1,p).

Then we see that

||F ||Wr0∧r1,p � a.

So we have our assertion if r2 � r1 ∧ r2. Therefore we may assume that r2 >

r1 ∧ r2 � −1.
Note that for any r � 0, there is a Cr > 0 such that

||(I −L )rTtg||W 0,p � Crt
−r ||g||W 0,p

for any t ∈ (0, 1] and g ∈ W∞,∞−.
For any t ∈ (0, 1] and ε > 0, there is a Gt ∈ W∞,∞− such that

(t(r1−r0)/2)−θ ||Gt ||Wr0,p + (t(r1−r0)/2)1−θ ||F −Gt ||Wr1,p � a + ε.

Let γ = ((1− θ)r0 + θr1 − r2)/2 > 0. Then we have r2 − r1 = −(1− θ)(r1 −
r0)− 2γ, and r2 − r0 = θ(r1 − r0)− 2γ. So we see that

t−(γ+(r2−r0)/2||Gt ||Wr0,p + t−(γ+(r2−r1)/2)||F −Gt ||Wr1,p � a + ε.

Then we have

||(I −L )TtF ||Wr2,p = ||(I −L )1+(r2/2)TtF ||W 0,p

� ||(I −L )1+(r2/2)TtGt ||W 0,p + ||(I −L )1+(r2/2)Tt (F −Gt)||W 0,p

� ||(I −L )1+((r2−r0)/2)Tt (I −L )r0/2Gt ||W 0,p

+ ||(I −L )1+((r2−r1)/2)Tt (I −L )r1/2(F −Gt)||W 0,p

� C(t−(1+(r2−r0)/2)||Gt ||Wr0,p + t−(1+(r2−r1)/2)||F −Gt ||Wr1,p )

� Ct−1+γ (a + ε)

for any t ∈ (0, 1]. Note that

F =
∫ 1

0
e−t (I −L )TtFdt + e−1T1F.
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Then we see that

||F ||Wr2,p � C(a + ε)

∫ 1

0
t−1+γ dt + ae−1||T1||Wr0∧r1 ,p→Wr2 ,p .

So we have the assertion. �
Proposition 6 Let p ∈ (1,∞) and ε ∈ (0, 1]. If p(1− ε) < 1, then

sup
s∈(0,1],x1>0

||1(0,∞)( min
t∈[0,1](x

1 + s1/2B1(t)))||W 1−ε,p <∞,

and so

sup
s∈(0,1],x1>0

||1(0,∞)( min
t∈[0,s](x

1 + B1(t)))||W 1−ε,p <∞.

Proof Let Y = mint∈[0,1]B1(r). Then

|Y (w + h)− Y (w)| � max
t∈[0,1] |h(t)| �

∫ 1

0
|dh

1

dr
(r)|dr � ||h||H

for any w ∈ W0 and h ∈ H. Therefore ||DY ||H � 1 μ-a.s.
Let ϕ ∈ C∞0 (R) such that ϕ � 0, ϕ(z) = 0, |z| > 1, and

∫
R ϕ(z)dz = 1. Also,

let

ψr(z) = 1

r

∫ z

−∞
ϕ(r−1y)dy, r ∈ (0, 1], z ∈ R,

and

Gr(s, x
1) = ψr(s

−1/2x1 + Y ), r, s ∈ (0, 1], x1 > 0.

Then we see that 0 � ψr � 1, ψr(z) = 0, z ∈ (−∞,−r], and ψr(z) = 1,
z ∈ [r,∞). Also, we see that

DGr(s, x
1) = 1

r
ϕ(r−1(s−1/2x1 + Y ))DY,

and so

Eμ[||DGr(s, x
1)||pH ] � r−pEμ[ϕ(r−1(s−1/2x1 + Y ))p]

� r−p||ϕ||p∞μ(|s−1/2x1 + Y | � r).
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Note that

μ(|s−1/2x1 + Y | � r) = μ(Y ∈ [−s−1/2x1 − r,−s−1/2x1 + r])

� 4(2π)−1/2r � 2r.

So we have

Eμ[||DGr(s, x
1)||pH ]1/p � 2r−(1−1/p)||ϕ||∞.

Also, note that

|1(0,∞)( min
t∈[0,1](x

1 + s1/2B1(t)))−Gr(s, x
1)|

= |1(0,∞)(s
−1/2x1 + Y )− ψr(s

−1/2x1 + Y )| � 1(−r,r)(s−1/2x1 + Y ).

Then we have

||1(0,∞)(x
1 + s1/2Y )−Gr(s, x

1)||pLp(dμ) � 2r.

So we see that

sup
r∈(0,1]

(r−1/p||1(0,∞)( min
t∈[0,1](x

1 + s1/2B1(t)))−Gr(s, x
1)||W0,p + r1−1/p||Gr(s, x

1)||W1,p )

� 2+ (2+ 2||ϕ||∞).

Also, it is obvious that

sup
r∈[1,∞)

r−1/p||1(0,∞)( max
t∈[0,t ]

(x1 + s1/2B1(t))||W 0,p � 1.

Since 1− ε < 1/p, we have our assertion by Proposition 5. �

2.2 Basic Results

Let Vs,0(x) = sV0(x), Vs,i(x) = s1/2Vi(x), i = 1, . . . , d, s ∈ (0, 1]. Let us think
of the following SDE with a parameter s ∈ (0, 1].

dXs(t, x) =
d∑
i=0

Vs,i(Xs(t, x)) ◦ dBi(t),

Xs(0, x) = x ∈ RN.
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Let us define a homomorphism �s : R〈A〉 → DO(RN), s ∈ (0, 1], by

�s(1) = Identity

and

�s(vi1 · · · vin ) = Vs,i1 · · ·Vs,in, n � 1, i1, . . . , in = 0, 1, . . . , d.

Then we see the following.

�s(r(u))(x) =
∑

u′∈A∗∗��0

s(||u||−||u′||)/2ϕu,u′(x)�s(r(u
′))(x), s ∈ (0, 1], x ∈ RN

for any u ∈ A∗∗ \ A∗∗��0
. Here ϕvku,u′’s are as in the assumption (UFG).

From now on, we follow results in [4] basically . For any C∞b vector field W on

RN, we define (Xs(t)∗W)(X(t, x)) = ∑N
i,j=1

∂

∂xj
Xi
s(t, x)W

j (x) ∂

∂xi
. Then Xs(t)∗

is a push-forward operator with respect to the diffeomorphismXs(t, ·) : RN → RN

for any s ∈ (0, 1]. Also we see that

d(Xs(t)
−1∗ �s(r(u)))(x)

=
d∑
i=0

(Xs(t)
−1∗ �s(r(viu)))(x) ◦ dBi(t)

for any u ∈ A∗ \ {1}.
Let c(s)k (·, u, u′) ∈ C∞b (RN,R), k = 0, 1, . . . , d, u, u′ ∈ A∗∗��0

, be given by

c
(s)
k (x; u, u′) =

⎧⎨
⎩

1, if ||vku|| � �0 and u′ = vku,

s(||vku||−||u′||)/2ϕvku,u′(x), if ||vku|| > �0 and ||u′|| � �0,

0, otherwise.

Then we have

d(Xs(t)
−1∗ �s(r(u)))(x)

=
d∑

k=0

∑
u′∈A∗∗��0

c
(s)
k (X(t, x); u, u′)(Xs(t)

−1∗ �s(r(u
′)))(x) ◦ dBk(t),

u ∈ A∗∗��0
.
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There exists a unique solution as(t, x; u, u′), u, u′ ∈ A∗∗��0
, s ∈ (0, 1], to the

following SDE

das(t, x; u, u′) =
d∑

k=0

∑
u′′∈A∗∗��0

(c
(s)
k (Xs(t, x); u, u′′)as(t, x; u′′, u′))◦dBk(t) (2)

as(0, x; u, u′) = δu,u′ .

Then the uniqueness of SDE implies

(Xs(t)
−1∗ �s(r(u)))(x) =

∑
u′∈A∗∗��0

as(t, x; u, u′)�s(r(u
′))(x) (3)

for u ∈ A∗∗��0
, s ∈ (0, 1].

Similarly we see that there exists a unique solution bs(t, x; u, u′), u, u′ ∈ A∗∗��0
,

to the SDE

bs(t, x; u, u′)

= δu,u′ −
d∑

k=0

∑
u′′∈A∗∗��0

∫ t

0
(bs(r, x; u, u′′)c(s)k (Xs(r, x); u′′, u′)) ◦ dBk(r).

(4)

Then we see that
∑

u′′∈A∗∗��0

as(t, x, u, u
′′)bs(t, x, u′′, u′) = δu,u′ , u, u′ ∈ A∗∗��0

,

and that

�s(r(u))(x) =
∑

u′∈A∗∗��0

bs(t, x; u, u′)(Xs(t)
−1∗ �s(r(u

′)))(x), u ∈ A∗∗��0
.

(5)

Furthermore we see by Proposition 1 (1) that

as(t, x, u, v1) = bs(t, x, u, v1) = 0, a.s. u ∈ Ã.

Also, we see that

(Xs(t)
−1∗ �s(v0))(x)

= �s(v0)+
d∑

k=1

∫ t

0
(Xs(r)

−1∗ �s(r(vkv0))) ◦ dBk(r).



Diffusion Semigroups with Dirichlet Boundary Conditions 161

So we have

(Xs(t)
−1∗ �s(v0))(x) = �s(v0)(x)+

∑
u∈Ã

âs(t, x; u)�s(r(u))(x), (6)

and

�s(v0)(x) = (Xs(t)
−1∗ �s(v0))(x)+

∑
u∈Ã

b̂s(t, x; u)(Xs(t)
−1∗ �s(r(u))(x), (7)

where

âs(t, x; u) =
d∑

k=1

∫ t

0
as(r, x; vkv0, u) ◦ dBk(r)

and

b̂s(t, x; u) = −
∑
u′∈Ã

bs(t, x; u, u′)â(t, x; u′).

Note that

�s(r(u))(f (Xs(t, x)) = 〈Xs(t)
∗df,�s(r(u))〉x .

So we have

�s(r(u))(f (Xs(t, x))) =
∑

u′∈A∗∗��0

bs(t, x; u, u′)(�s(r(u
′))f )(Xs(t, x)) (8)

and

(�s(r(u))f )(Xs(t, x)) =
∑

u′∈A∗∗��0

as(t, x; u, u′)�s(r(u
′))(f (Xs(t, x))) (9)

for u ∈ A∗∗��0
. Also we see that

�s(v0)(f (Xs(t, x))− (�s(v0)f )(Xs(t, x))

=
∑

u′∈A ∗∗
��0

b̂s(t, x; u′)(�s(r(u
′))f )(Xs(t, x)). (10)
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Let us define ks : [0,∞)×RN × A∗∗��0
×W0 → H by

ks(t, x; u) = (

∫ t∧·

0
as(r, x; vk, u)dr)k=1,...d .

Let Ms(t, x)= {Ms(t, x; u, u′)}u,u′∈A∗∗��0
be a matrix-valued random variable given

by

Ms(t, x; u, u′) = t−(||u||+||u′||)/2(ks(t, x; u), ks(t, x; u′))H .

Then we have

sup
s∈(0,1]

sup
t∈(0,T ]

sup
x∈RN

Eμ[| detMs(t, x)|−p] <∞ for any p ∈ (1,∞) and T > 0.

Let M−1
s (t, x) = {M−1

s (t, x; u, u′)}u,u′∈A∗∗��0
be the inverse matrix of Ms(t, x).

For any separable real Hilbert space E, let ˆK0(E) be the set of {Fs}s∈(0,1] such
that

(1) Fs : (0,∞)× RN ×W0 → E is measurable map for all s ∈ (0, 1],
(2) Fs(t, ·, w) : RN → E is smooth for any s ∈ (0, 1], t ∈ (0,∞) and w ∈ W0,

(3) (∂αFs/∂x
α)(·, ∗, w) : (0,∞) × RN → E is continuous for any s ∈ (0, 1],

w ∈ W0 and α ∈ ZN
�0
,

(4) (∂αFs/∂x
α)(t, x, ·) ∈ Wr,p for any s ∈ (0, 1], r, p ∈ (1,∞), α ∈ ZN

�0
,

t ∈ (0,∞) and x ∈ RN,

and
(5) for any r, p ∈ (1,∞), α ∈ ZN

�0
, and T > 0

sup
s∈(0,1],t∈(0,T ]

sup
x∈RN

|| ∂
α

∂xα
Fs(t, x)||Wr,p <∞.

Then we have the following.

Proposition 7

(1) {t−(||u′||−||u||)/2as(t, x; u, u′)}s∈(0,1] and

{t−(||u′||−||u||)/2bs(t, x; u, u′)}s∈(0,1] belong to ˆK0(R) for any u, u′ ∈ A∗∗��0
.

(2) {t−||u||/2ks(t, x; u)}s∈(0,1] belongs to ˆK0(H) for any u ∈ A∗∗��0
.

(3) {Ms(t, x; u, u′)}s∈(0,1], and {M−1
s (t, x; u, u′)}s∈(0,1] belong to ˆK0(R) for any

u, u′ ∈ A∗∗��0
.

(4) {âs(t, x; u)}s∈(0,1] and {b̂s(t, x; u)}s∈(0,1] belong to ˆK0(R) for any u ∈ Ã.
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Finally we have the following basic equation.

t−||u||/2(�s(u)f )(Xs(t, x))

=
∑

u1,u2∈A∗∗��0

as(t, x; u, u1)M
−1
s (t, x; u1, u2)

(D(f (Xs(t, x)), t
−||u2||/2ks(t, x; u2))H (11)

for any f ∈ C and u ∈ Ã.
By Proposition 7 and Eq. (11), we easily see the following.

Proposition 8 For any p ∈ (1,∞), there is a constant C ∈ (0,∞) such that

||(�s(u)f )(Xs(t, x))||W 0,p � C||f ||D1
(s)
,

and

||t ||u||/2(�s(u)f )(Xs(t, x))||W−1,p � C||f ||∞,

for any u ∈ Ã, f ∈ C and s, t ∈ (0, 1].
Proposition 9 For any α ∈ [0, 1) and p ∈ (1,∞), there is a constant C ∈ (0,∞)

such that

||f (Xs(t, x))||W−1,p � Ct−�0/2||f ||H −α
(s)

for any f ∈ C , s, t ∈ (0, 1] and x ∈ RN .

Proof Note that

f = Q
(s)
1 f −

∫ 1

0
L(s)Q(s)

r f dr = Q
(s)
1 f − 1

2

∑
u∈Ã

�s(r(u))fu,

where

fu =
∫ 1

0
�s(r(u))Q

(s)
t f dt.

By definition, we have

||Q(s)
1 f ||∞ � ||f ||H −α

(s)
,
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and

||fu||∞ �
∫ 1

0
||�s(r(u))Q

(s)
t/2Q

(s)
t/2f ||∞dt � C0

∫ 1

0
(
t

2
)−1/2||Q(s)

t/2f ||∞dt

� C0(

∫ 1

0
(
t

2
)−(1+α)/2dt)||f ||H −α

(s)
.

Since

f (Xs(t, x)) = (Q
(s)
1 f )(Xs(t, x))− 1

2

∑
u∈Ã

(�s(r(u))fu)(Xs(t, x)).

we have our assertion from Proposition 8. �

2.3 Main Lemma

For any K = {Ks}s∈(0,1] ∈ ˆK0(R), let P s,K
(t) , t > 0, be linear operators defined in

C given by

(P
s,K
(t) f )(x) = E[Ks(t, x)fs(Xs(t, x)), min

r∈[0,t ] X
1
s (t, x) > 0], f ∈ C .

Since minr∈[0,t ](X1
s (t, x)) = minr∈[0,t ](s1/2B1(t) + x1) and it does not depend on

x2, . . . , xN , we see that P s,K
(t) f ∈ C for any f ∈ C and t � 0.

In this section, we prove the following.

Lemma 1 For any K1,K2 ∈ ˆK0(R), there is a C ∈ (0,∞) such that

||P s,K1
(t) P

s,K2
(t) �s(r(u))f ||∞ � Ct−�0 ||f ||∞

for any s, t ∈ (0, 1], f ∈ C and u ∈ Ã.
We need some preparations to prove this lemma.

Proposition 10 For any K ∈ ˆK0(R), ε ∈ (0, 1) and p ∈ (1/ε,∞), there is a
C ∈ (0,∞) such that

||P s,K
(t) f ||∞ � C||f (Xs(t, x))||W−1+ε,p , s, t ∈ (0, 1], f ∈ C .
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Proof There is a q ∈ (1, (1−ε)−1) and r ∈ (1,∞) such that q−1+r−1+p−1 = 1.
Then there is a C1 ∈ (0,∞) such that

|P s,K
(t) f (x)|
� C1||1(0,∞)( min

r∈[0,t ](s
−1/2x1 + B1(r)))||W 1−ε,q

× ||Ks(t, x)||W 1,r ||f (Xs(t, x))||W−1+ε,p

for any s, t ∈ (0, 1], x ∈ RN and f ∈ C . So we have our assertion from
Proposition 6. �

Proposition 11 Let K ∈ ˆK0(R). Then for any α ∈ (0, 1) there is a C ∈ (0,∞)

such that

||P s,K
(t) f ||∞ � Ct−�0/2||f ||H −α

(s)

for any s, t ∈ (0, 1] and f ∈ C .

Proof Let α ∈ (0, 1). Then if we take a sufficiently small θ ∈ (0, 1), there is a
β ∈ (0, 1) such that α = (1−θ)β−θ. Let us take an ε ∈ (0, θ), and a p ∈ (1/ε,∞).

Then −1+ ε < −(1− θ).

First note that

||f (Xs(t, x))||W 0,p � ||f ||∞ � ||f ||D1
(s)
.

for any s ∈ (0, 1], p ∈ (1,∞) and f ∈ C .
Also, by Proposition 9 there is a constant C1 ∈ (0,∞) such that

||f (Xs(t, x))||W−1,p � C1t
−�0/2||f ||

H −β
(s)

for any f ∈ C , s, t ∈ (0, 1] and x ∈ RN. Then by Propositions 3, 5, 7, and 8, we
see that there are constants C2, C3 ∈ (0,∞) such that

||f (Xs(t, x))||W−1+ε,p � C2 sup
r∈(0,∞)

r−θK(r; f (Xs(t, x));W−1,p,W−0,p)

� C1C2t
−�0/2 sup

r∈(0,∞)

r−θK(r; f ;H −β
(s) ,D

1
(s)) � C3t

−�0/2||f ||H −α
(s)

for any f ∈ C , s, t ∈ (0, 1] and x ∈ RN . Then by Proposition 10 we have our
assertion. �

Now let us prove Lemma 1.
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Let K1,K2 ∈ ˆK0(R). By Propositions 8, 11, and Eq. (13) we see that for any
p ∈ (1,∞) and α ∈ [0, 1), there is a constant C1 ∈ (0,∞) such that

||(P s,K2
(t) �s(r(u))f )(Xs(t, x))||W−1,p � C1t

−�0/2||f ||
H −1/2

(s)

,

for any u ∈ Ã, f ∈ C and s ∈ (0, 1]. It is obvious that for any p ∈ (1,∞), there is
a constant C > 0 such that

||(P s,K2
(t) �s(r(u))f )(Xs(t, x))||W 0,p � ||f ||D1

(s)
,

for any u ∈ Ã, f ∈ C , and s ∈ (0, 1].
Take an ε ∈ (0, 1/3). Then −1 + ε < −(1− 1/3). Let us take a p ∈ (1/ε,∞).

By Propositions 4 and 5, we see that there are constants C2, C3 ∈ (0,∞) such that

||(P s,K2
(t) �s(r(u))f )(Xs(t, x))||W−1+ε,p

� C2t
−�0/2 sup

r∈(0,∞)

r−1/3K(r; (P s,K2
(t) �s(r(u))f )(Xs(t, x));W−1,p,W 0,p)

� C2t
−�0 sup

r∈(0,∞)

r−1/3K(r; f ;H −1/2
(s) ,D1

(s)) � C3t
−�0 ||f ||∞

for any f ∈ C , s, t ∈ (0, 1] and x ∈ RN . Then by Proposition 10 we have Lemma 1.
This completes the proof of Lemma 1.

2.4 Proof of Theorem 3(1)

The following is an easy consequence of Lemma 1, Eqs. (12) and (13).

Corollary 2 Let K1,K2 ∈ ˆK0(R). Then for any n � 0 there is a C > 0 such that

n+1∑
k=0

∑
u1,...,uk∈Ã

||�s(r(u1)) . . .�s(r(uk))P
s,K1
(t) P

s,K2
(t) f ||∞

� Ct−�0

n∑
k=0

∑
u1,...,uk∈Ã

||�s(r(u1)) . . .�s(r(uk))f )||∞

for any s, t ∈ (0, 1] and f ∈ C .
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For linear operators A and B in C we define adj (A)n(B), n = 0, 1, . . . ,
inductively by adj (A)0(B) = B, and

adj (A)n(B) = A(adj (A)n−1(B))− (adj (A)n−1(B))A.

Then we see that for linear operators A,B,C in C

adj (A)n(BC) =
n∑

k=0

(
n

k

)
adj (A)k(B)adj (A)n−k(C).

Now by Eqs. (8) and (9) we have

(�s(r(u))P
s,K
(t) f )(x) = (P

s,K00(u)
(t) f )(x)+

∑
u′∈Ã

(P
s,K0(u;u′)
(t) �s(r(u

′))f )(x)

(12)

and

(P
s,K
(t) �s(r(u))f )(x) = (P

s,K10(u)
(t) f )(x)+

∑
u′∈Ã

(�s(r(u
′)P s,K1(u;u′)

(t) f )(x), (13)

for any u ∈ Ã, f ∈ C , s, t ∈ (0, 1] and x ∈ RN . Here

K00(u)s(t, x) = (�s(r(u))Ks(t, ·))|·=x,

K0(u; u′)s(t, x) = bs(t, x; u, u′)Ks(t, x), u′ ∈ Ã.

K10(u)s(t, x) = −
∑
u′∈Ã

(�s(r(u))(as(t, ·; u, u′)K(t, ·))|·=x,

and

K1(u; u′)s(t, x) = as(t, x; u, u′)K(t, x), u′ ∈ Ã.

Also, note that by Eq. (10)

(adj (�s(v0))(P
s,K
(t) )f )(x) = (�s(v0)P

s,K
(t) f )(x)− (P

s,K
(t) �s(v0)f )(x)

= (P
s,K̂0
(t) f )(x)+

∑
u∈Ã

(P
s,K̂(u)
(t) �s(r(u))f )(x) (14)
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for any f ∈ C , s, t ∈ (0, 1] and x ∈ RN . Here

K̂0s(t, x) = (�s(v0)Ks(t, ·))|·=x,

K̂(u)s(t, x) = b̂s(t, x; u)Ks(t, x), u′ ∈ Ã.
By Proposition 7, we see that K00(u), K0(u; u′), K10(u), K1(u; u′), K̂0, K̂(u)

∈ ˆK0(R) for any u, u′ ∈ Ã.
So by using Eqs. (12), (13) and (14) we have the following.

Lemma 2 Let n � 0 and K1, . . . ,K6n ∈ ˆK0(R). Then there is a C ∈ (0,∞) such
that

n∑
k,j,�=0

∑
u1,...,uk∈Ã

∑
u′1,...,u′�∈Ã

||�s(r(u1) . . . r(uk))adj (�s(v0))
j

(P
s,K1
(t) · · ·P s,K6n

(t) )�s(r(u
′
1) . . . r(u

′
�))f ||∞ � Ct−3n�0 ||f ||∞

for any s, t ∈ (0, 1] and f ∈ C .

Now we introduce the following notion.

Definition 1 We say that {Ks}s∈(0,1] ∈ ˆK0(R) is multiplicative, if for any m � 1

there are n � 1 and {Ki,j
s } ∈ ˆK0(R), i = 1, . . . , n, j = 1, . . . ,m, such that

Ks(tm, x,w)

=
n∑
i=1

Ki,1
s (t1, x,w)K

i,2
s (t2 − t1,Xs(t1, x), θt1w) · · ·

×Ki,m
s (tm − tm−1,Xs(tm−1, x), θtm−1w)

for any s ∈ (0, 1], 0 < t1 < . . . < tm and x ∈ RN .

Here θr : W0 → W0, r ∈ [0,∞), is given by (θrw)(t) = w(t + r) − w(r),

w ∈ W0, t ∈ [0,∞).

Proposition 12 Let {Ks}s∈(0,1], {Ls}s∈(0,1] ∈ ˆK0(R) be multiplicative. Then {Ks+
Ls}s∈(0,1] and {KsLs}s∈(0,1] are multiplicative.

Proof Let m � 2. Since Ks and Ls are multiplicative, there are n1, n2 � 1,

{Ki,j
s } ∈ ˆK0(R), i = 1, . . . n1, j = 1, . . . ,m, and {Lijs } ∈ ˆK0(R), i = 1, . . . n2,

j = 1, . . . ,m, such that

Ks(tn, x,w)

=
n1∑
i=1

Ki,1
s (t1, x,w)K

i,2
s (t2 − t1,Xs(t1, x), θt1w) · · ·

×Ki,m
s (tm − tm−1,Xs(tm−1, x), θtm−1w),
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and

Ls(tn, x,w)

=
n2∑
i=1

Li,1s (t1, x,w)L
i,2
s (t2 − t1,Xs(t1, x), θt1w) · · ·

× Li,ms (tm − tm−1,Xs(tm−1, x), θtm−1w),

for any s ∈ (0, 1] 0 < t1 < . . . < tm and x ∈ RN .

Then we have

Ks(tn, x,w)+ Ls(tn, x,w)

=
n1∑
i=1

Ki,1
s (t1, x,w)K

i,2
s (t2 − t1,Xs(t1, x), θt1w) · · ·

×Ki,m
s (tm − tm−1,Xs(tm−1, x), θtm−1w)

+
n2∑
i=1

Li,1s (t1, x,w)K
i2
s (t2 − t1,Xs(t1, x), θt1w) · · ·

× Li,ms (tm − tm−1,Xs(tm−1, x), θtm−1w),

and

Ks(tn, x,w)Ls (tn, x,w)

=
n1∑
i=1

n2∑
j=1

(Ki,1
s (t1, x,w)L

j,1
s (t1, x,w))

× (Ki,2
s (t2 − t1,Xs(t1, x), θt1w)L

j,2
s (t2 − t1,Xs (t1, x), θt1w))) · · ·

× (Ki,m
s (tm − tm−1,Xs(tm−1, x), θtm−1w)L

j,m
s (tm − tm−1,Xs(tm−1, x), θtm−1w))).

So we have our assertion. �
Proposition 13 Let M � 1 and d

ijk
s ∈ C∞b (RN), i, j = 1, . . . ,M, k =

0, 1, . . . , d, s ∈ (0, 1]. and assume that

sup
s∈(0,1]

sup
x∈RN

| ∂
|α|

∂xα
d
ijk
s (x)| <∞

for any α ∈ Z N
�0
.



170 S. Kusuoka

Let yi ∈ R, and Y is (t, x), i = 1, . . . ,M, s ∈ (0, 1], t � 0, x ∈ RN, be the
solution to the following SDE.

Y is (t, x) = yi +
d∑

k=0

M∑
�=1

∫ t

0
di�ks (Xs(r, x))Y

�
s (r, x) ◦ dBk(r), i = 1, . . . ,M.

Then we see that {Y is }s∈(0,1] belongs to ˆK0, and is multiplicative for i, j =
1, . . . ,M.

Also, {∫ t0 Y is (r, x)dr} belongs to ˆK0, and is multiplicative.

Proof Let Ei,j
s (t, x), i, j = 1, . . . ,M, s ∈ (0, 1], t � 0, x ∈ RN, be the solution

to the following SDE.

E
i,j
s (t, x) = δij +

d∑
k=0

M∑
�=1

∫ t

0
di�ks (Xs(r, x))E

�,j
s (r, x) ◦ dBk(r) i, j = 1, . . . ,M.

Then it is easy to see that {Ei,j
s }s∈(0,1] ∈ ˆK0, and

Y is (t, x) =
M∑
j=1

E
i,j
s (t, x)yj .

Note that for t2 > t1 � 0,

E
i,j
s (t2, x,w) =

M∑
�=1

Ei,�
s (t2−t1,X(t1, x,w), θt1w)E�,j

s (t1, x,w), i, j = 1, . . . ,M.

So we see that {Ei,j
s }s∈(0,1], i, j = 1, . . . ,M, are multiplicative.

Also, we see that

∫ t2

0
E
i,j
s (r, x,w)dr =

∫ t1

0
E
i,j
s (r, x,w)dr

+
M∑
�=1

(

∫ t2−t1

0
Ei,�
s (r,X(t2 − t1, x,w), θt1w)dr)E

�,j
s (t1, x,w),

i, j = 1, . . . ,M. So we see that {∫ t0 Ei,j
s (r, x)dr}s∈(0,1], i, j = 1, . . . ,M, are

multiplicative. These imply our assertion. �

Proposition 14 Let {Ks}s∈(0,1] ∈ ˆK0(R). be multiplicative. Then { ∂

∂xi
Ks}s∈(0,1] is

multiplicative for any i = 1, 2, . . . , N.
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Proof Let m � 1, and 0 < t1 < . . . < tm and x ∈ RN . Then from the assumption
there are n � 1 and {Ki,j

s } ∈ ˆK0(R), i = 1, . . .m, j = 1, . . . , n, such that

Ks(tm, x,w)

=
n∑
i=1

Ki,1
s (t1, x,w)K

i,2
s (t2 − t1,Xs(t1, x), θt1w) · · ·

×Ki,m
s (tm − tm−1,Xs(tm−1, x), θtm−1w).

Note that

X(tk+1, x) = X(tk+1 − tk, X(tk, x), θtkw), k = 0, 1, . . . ,m− 1.

Here t0 = 0. Then we have

∂

∂xj
Xi(tk+1, x)

=
N∑
�=1

∂Xi

∂x�
(tk+1 − tk, X(tk, x), θtkw)

∂X�

∂xj
(tk+1, x).

This implies that

∂

∂xj
Xi(tk+1, x)

=
N∑

�k,�k−1,...,�1=1

∂X�1

∂xj
(t1, x)(

k−1∏
r=1

∂X�r

∂x�r−1
(tr+1 − tr , X(tr , x), θtrw))

× ∂Xi

∂x�k
(tk+1 − tk, X(tk, x), θtkw).

Also, we see that

∂

∂xj
Ks(tn, x,w)

=
n∑

k=1

N∑
�=1

m1∑
i=1

Ki,1
s (t1, x,w)K

i,2
s (t2 − t1,Xs(t1, x), θt1w) · · ·

×Ki,k−1
s (tn − tn−1,Xs(tn−1, x), θtn−1w)

× ∂K
i,k
s

∂x�
(tk − tk−1,Xs(tk−1, x), θt1w)

∂X�
s

∂xj
(tk − tk−1, x)

×Ki,k+1
s (t2 − t1,Xs(t1, x), θt1w) · · ·Ki,n

s (tn − tn−1,Xs(tn−1, x), θtn−1w).

These observation imply our assertion. �
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We see that if {Ks}s∈(0,1] ∈ ˆK0(R) is multiplicative, then

P
s,K
(nt) =

m∑
i=1

P
s,K

i,1
s

(t ) P
s,K

i,2
s

(t ) · · ·P s,K
i,n
s

(t) ,

where {Ki,j
s } ∈ K0(R), i = 1, . . .m, j = 1, . . . , n, are as in Definition 1.

So by Lemma 2 we have the following.

Theorem 4 Suppose that {Ks}s∈(0,1] ∈ ˆK0(R) is multiplicative. Then for any
n,m, r � 0, and u1, . . . , un+m ∈ Ã, there is a C ∈ (0,∞) such that

||�s(u1) . . .�s(un)(adj (�s(v0))
r (P

s,K
(t) ))�s(un+1) . . .�s(un+m)f )||∞

� Ct−(n+m+r)�0 ||f ||∞
for any s, t ∈ (0, 1] and f ∈ C .

Now let us prove Theorem 3(1). Let ρs(t, x) be the solution to the following
SDE.

ρs(t, x)

= exp(s1/2
d∑

k=1

∫ t

0
bk(Xs(r, x))dB

k(r))+ s

∫ t

0
b0(Xs(r, x))dB

0(r)),

x ∈ RN, t � 0.

Then we see that

ρs(t, x) = 1+ s1/2
d∑

k=1

∫ t

0
bk(Xs(r, x))ρs(r, x) ◦ dBk(r)

+ s

∫ t

0
(b0(Xs(r, x))+ 1

2

d∑
k=1

bk(Xs(r, x))
2)ρs(r, x)dB

0(r).

So we see that {ρs}s∈(0,1] ∈ ˆK0 and is multiplicative. Moreover, by using scale
invariance of Wiener process, we can easily see that

P 0
s f (x) = E[ρs(1, x)f (Xs(1, x)), min

r∈[0,1]X
1
s (r, x) > 0] = (P

s,ρ

(1) f )(x)

for any s ∈ (0, 1], and f ∈ C∞b (RN).
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This observation and Theorem 4 imply that for any n,m, r � 0, u1, . . . , un+m ∈
Ã there is a C ∈ (0,∞) such that

s(||u1||+·+||un+m||)/2+r ||�(r(u1)) · · ·�(r(un)) adj (V0)
r(P 0

s )

�(r(un+1)) · · ·�(r(un+m))f ||∞ � C||f ||∞
for any s ∈ (0, 1] and f ∈ C∞b .

This proves Theorem 3 (1).

2.5 Dual Operators

Let T ∈ (0, 1], and B̂k(w)(t) = −Bk(T − t), t ∈ [0, T ], k = 0, 1, . . . , d. Also, let
X̂ : [0, T ] ×RN ×W0 → RN be the solution of the following SDE.

X̂(t, x) = x +
d∑

k=0

∫ t

0
Vk(X̂(t, x)) ◦ dB̂k(t)−

∫ t

0
V0(X̂(t, x)) ◦ dB̂0(t),

t ∈ [0, T ], x ∈ RN. We may assume that X̂(·, ∗, w) : [0, T ] × RN → RN is
continuous for μ-a.s. Then we see that with probability one

X(t, x) = X̂(T − t, X(T , x)), t ∈ [0, T ], x ∈ RN

(c.f. Kunita [2]). So we see that for any f, g ∈ C∞0 (RN)

∫
(0,∞)×RN−1

g(x)(P 0
T f )(x)dx

= Eμ[
∫
(0,∞)×RN−1

dx g(x) exp(
d∑

k=0

∫ T

0
bk(X(r, x)) ◦ dBk(r))

× f (X(T , x))1(0,∞)( min
r∈[0,T ]X

1(r, x))]

= Eμ[
∫
(0,∞)×RN−1

dy g(X̂(T , y))

× exp(
d∑

k=1

∫ T

0
bk(X̂(r, y)) ◦ dB̂k(r)−

∫ T

0
b0(X̂(r, y)) ◦ dB̂0(r))f (y)

× det({∂X̂
i

∂yj
(T , y)}i,j=1,...,N1(0,∞)( min

r∈[0,T ] X̂
1(y, r))].
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Let X̄ : [0,∞)× RN ×Wd → RN be the solution of the following SDE.

X̄(t, x) = x+
d∑

k=1

∫ t

0
Vk(X̄(t, x))◦dBk(t)−

∫ t

0
V0(X̄(t, x))◦dBk(0), t ∈ [0,∞), x ∈ RN .

Then we have
∫
(0,∞)×RN−1

g(x)(P 0
T f )(x)dx

=
∫
(0,∞)×RN−1

f (x)Eμ[exp(
d∑

k=1

∫ T

0
bk(X̄(r, x)) ◦ dBk(r)

−
∫ T

0
b0(X̄(r, x)) ◦ dB0(r)) det(J̄ (T , x))g(X̄(T , x)), min

r∈[0,T ](x
1 + B1(r)) > 0].

Here

J̄ (t, x) = {J̄ ij (t, x)}i,j=1,...,N ) = {∂X̄
i
k

∂xj
(t, x)}i,j=1,...,N .

Since we have

dJ̄
j
i (t, x)

=
N∑
�=1

d∑
k=1

∂V i
k

∂x�
(X̄(t, x))J̄ �j (t, x) ◦ dBk(t)

−
N∑
�=1

∂V i
0

∂x�
(X̄(t, x))J̄ �j (t, x) ◦ dB0(t),

we see that

d det J̄ (t, x) =
d∑

k=1

(div Vk)(X̄(t, x)) det J̄ (t, x)◦dBk(t)−(div V0)(X̄(t, x)) det J̄ (t, x)◦dB0(t),

where

div Vk(x) =
N∑
i=1

∂V i
k

∂xi
(x), x ∈ RN .
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So we have

det J̄ (t, x)

= exp(
d∑

k=1

∫ t

0
(div Vk)(X̄(r, X̄(t, x)) ◦ dBk(r)

−
∫ t

0
(div V0)(X̄(r, X̄(t, x)) ◦ dB0(r)).

Let b̄k ∈ C∞b (RN), k = 0, 1, . . . , d, be given by

b̄0(x) = −b0(x)− div V0(x),

and

b̄k(x) = bk(x)+ div Vk(x), k = 1, . . . , d,

and let P̄ 0
t , t ∈ [0,∞) be a linear operator given by

(P̄ 0
t f )(x)

= Eμ[exp(
d∑

k=0

∫ t

0
b̄k(X̄(r, x)) ◦ dBk(r))f (X̄(t, x)),

min
r∈[0,t ](x

1 − B1(r)) > 0],

f ∈ C∞b (RN). Then we have

∫
(0,∞)×RN−1

g(x)(P 0
t f )(x)dx =

∫
(0,∞)×RN−1

f (x)(P̄ 0
t g)(x)dx (15)

for any t > 0 and f, g ∈ C∞0 (RN).

Since a system {−V0, V1, . . . , Vd} of vector fields satisfies the assumptions
(UFG), (A1) and (A2), we see by Theorem 4, that for any n,m, r � 0,
u1, . . . , un+m ∈ Ã, there is a C ∈ (0,∞) such that

t(||u1||+·+||un+m||)/2+r sup
x∈(0,∞)×RN−1

|(�(r(u1)) · · ·�(r(un)) adj (V0)
r (P̄ 0

t )

�(r(un+1)) · · ·�(r(un+m))f )(x)|

� C sup
x∈(0,∞)×RN−1

|f (x)|, t ∈ (0, 1], f ∈ C∞b (RN)

for any t ∈ (0, 1] and f ∈ C∞b .



176 S. Kusuoka

Let us denote by Dn, n � 0, the space of linear differential operators A in RN

such that there are c0 ∈ C∞b (RN), au1,...,uk ∈ C∞b (RN), k � n, u1, . . . , uk ∈ A∗∗∗,
with ||u1|| + · · · + ||uk|| � n, such that

(Af )(x) = c0(x)f (x) +
n∑

k=1

∑
u1,...,uk∈A∗∗∗,||u1 ||+···+||uk ||�n

au1,...,uk (x)(�(r(u1) · · · r(uk))f )(x),

for x ∈ RN and f ∈ C∞b (RN).

It is easy to see the following.

Proposition 15

(1) If A ∈ Dn, and B ∈ Dm, n,m � 0, then AB ∈ Dn+m.
(2) If A ∈ Dn, n � 0, then [V1, A] ∈ Dn+1, and [V0, A] ∈ Dn+2.

(3) If A ∈ Dn, n � 0, then a formal dual operator A∗ ∈ Dn.

Also, we have the following by Theorem 4.

Proposition 16 Let ni � 0, i = 1, 2, m � 0, and Ai ∈ Dni , i = 1, 2. Then there
is a C ∈ (0,∞) such that

sup
x∈(0,∞)×RN−1

|(A1 adj
m(V0)(P̄

0
t )A2f )(x)|

� Ct−m−(n1+n2)/2 sup
x∈(0,∞)×RN−1

|f (x)|.

for any t ∈ (0, 1] and f ∈ C∞0 (RN).

Note that if W ∈ C∞b (RN ;RN) and if we regard W as a vector field over RN,

then the formal adjoint operator W∗ is given by

W∗ = −W −
N∑
i=1

∂Wi

∂xi
.

Let h ∈ C∞(RN) be given by h(x) = x1, x ∈ RN . Note that if Wh = 0, we see
that

∫
(0,∞)×RN−1

g(x)(Wf )(x)dx =
∫
(0,∞)×RN−1

(W∗g)(x)f (x)dx

for any f, g ∈ C∞0 (RN).

Then we have the following.

Proposition 17 Letm � 0. Then there are for any linear operatorB in C , there are
nm,k,i , n

′
m,k,i � 0, k = 0, . . . ,m−1, i = 1, . . . , 5m, andAm,k,i ∈ Dnm,k,i , A

′
m,k,i ∈
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Dn′m,k,i , i = 1, . . . , 5m, such that nm,k,i + n′m,k,i + 2k � 2m, k = 0, . . . ,m − 1,
i = 1, . . . , 5m, and that

adj (V ∗0 )m(B)

= (−1)madj (V0)
m(B)+

m−1∑
k=0

5m∑
i=1

Am,k,iadj (V0)
k(B)A′m,k,i .

Proof It is obvious that our assertion is valid for m = 0. Note that

adj (V ∗0 )m+1(B)

= −adj (V0)(adj (V
∗
0 )

m(B))− (div V0)(adj (V
∗
0 )

m(B))

+ adj (V ∗0 )m(B)(div V0).

So if our assertion is valid for m, we have

adj (V0)(adj (V
∗
0 )

m(B))

= (−1)madj (V0)
m+1(B)

+
m−1∑
k=0

5m∑
i=1

(adj (V0)(Am,k,i)adj (V0)
k(B)A′m,k,i

+
m−1∑
k=0

5m∑
i=1

Am,k,iadj (V0)
k+1(B)A′m,k,i

+
m−1∑
k=0

5m∑
i=1

Am,k,iadj (V0)
k(B)adj (V0)(A

′
m,k,i).

So we see that our assertion is valid for m+ 1. This completes the proof. �
Now let us prove Theorem 3 (2).
Let ni � 0, i = 1, 2, and Bi ∈ Dni , i = 1, 2. Then we see that for f, g ∈

C∞0 (RN)

∫
(0,∞)×RN−1

g(x)(B1 adj (V0)
m(P 0

t )B2f )(x)dx

=
m∑
k=0

(−1)k
(
n

k

)∫
(0,∞)×RN−1

g(x)(B1V
k
0 P

0
t V

m−k
0 B2f )(x)dx

=
m∑
k=0

(−1)k
(
n

k

)∫
(0,∞)×RN−1

((V ∗0 )kB∗1g)(x)(P 0
t V

m−k
0 B2f )(x)dx
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=
m∑
k=0

(−1)k
(
n

k

)∫
(0,∞)×RN−1

(B∗2 (V ∗0 )n−kP̄ 0
t (V

∗
0 )

m−kB∗1g)(x)f (x)dx

= (−1)m
∫
(0,∞)×RN−1

(B∗2adj (V ∗0 )P̄ 0
t )B

∗
1g)(x)f (x)dx.

So by Theorem 4 and Proposition 15 we see that there is a C ∈ (0,∞) such that

|
∫
(0,∞)×RN−1

g(x)(B1 adj (V0)
m(P 0

t )B2f )(x)dx|

� Ct−m−(n1+n2)/2( sup
x∈(0,∞)×RN−1

|g(x)|)(
∫
(0,∞)×RN−1

|f (x)|dx)

for any t ∈ (0, 1), and f, g ∈ C∞0 (RN). This implies that

∫
(0,∞)×RN−1

|(B1 adj (V0)
m(P 0

t )B2f )(x)|dx

� Ct−m−(n1+n2)/2(

∫
(0,∞)×RN−1

|f (x)|dx)

for any t ∈ (0, 1), and f ∈ C∞0 (RN).

This proves Theorem 3 (2).

3 Part II: Vertical Direction

3.1 Banach Spaces

Let E be a separable Banach space, and let C∞c ((0,∞);E) be a space of smooth
functions f : (0,∞)→ E such that f (x) = 0, x � R, for some R ∈ (0,∞) and

sup
x∈(0,∞)

|| d
n

dxn
f (x)||E <∞ for any n = 0, 1, . . .

Let Bb((0,∞);E) be a space of measurable functions f : (0,∞) → E such
that there are measurable functions fi : (0,∞) → E, i = 1, 2, for which
f = f1 + f2, supx∈(0,∞) ||f1(x)||E <∞ and

∫∞
0 ||f2(x)||Edx <∞. It is obvious

that C∞c ((0,∞);E) ⊂ Bb((0,∞);E).
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Let us define norms || · ||1,n, || · ||∞,n, n = 0, 1, . . . , on C∞c ((0,∞);E) by

||f ||1,n =
n∑

k=0

∫ ∞

0
|| d

k

dxk
f (x)||Edx,

and

||f ||∞,n =
n∑

k=0

sup
x∈(0,∞)

|| d
k

dxk
f (x)||E

for f ∈ C∞c ((0,∞);E). We denote by Wn
1 (E), (resp. Wn∞(E) ) the completion of

C∞c ((0,∞);E) by the norm || · ||1,n (resp. || · ||∞,n ) for n = 0, 1, . . . .
It is easy to see that the linear operator d

dx
: C∞c ((0,∞);E)→ C∞c ((0,∞);E)

is extendable to a bounded linear operator Dx : Wn+1
p (E) → Wn

p(E) for n � 0,
and p = 1,∞.

Also we have the following.

Proposition 18

(1) There is a continuous linear map I0 : W 0∞(E) → C([0,∞);E) such that
(I0f )(x) = f (x), f ∈ C∞c ((0,∞);E), x ∈ (0,∞), and

sup
x∈[0,∞)

||(I0f )(x)||E = ||f ||∞,0, f ∈ W 0∞(E).

(2) There is a continuous linear map J0 : W 1
1 (E)→ W 0∞(E) such that J0(f ) = f,

f ∈ C∞c ((0,∞);E), and

||J0f ||∞,0 � ||f ||1,1, f ∈ W 1
0 (E).

Proof Let f ∈ C∞c ((0,∞);E). Since || df
dx
(x)||E is a bounded function in x, there

is a f̃ ∈ C([0,∞);E) such that f̃ |(0,∞) = f and ||f ||∞,0 = supx∈[0,∞) ||f̃ (x)||E.
So we have Assertion (1).

Note that

||f (x)||E � ||f (x)−
∫ 1

0
f (y)dy||E +

∫ ∞

0
||f (y)||Edy

�
∫ 1

0
dy||

∫ x

y

df

dz
(z)dz||E +

∫ ∞

0
||f (y)||Edy

�
∫ ∞

0
||df
dz

(z)||Edz+
∫ ∞

0
||f (y)||Edy = ||f ||1,1.

This implies Assertion (2). �
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We will use the following notions throughout for the simplicity. We denote
(I0f )(0) by f (0) for any f ∈ W 0∞(E), and denote (I0J0f )(0) by f (0) for any
f ∈ W 1∞(E).

Let

g(t, x) = 1√
2πt

exp(−x
2

2t
), t > 0, x ∈ R.

Also, let

gi(t, x, y) = g(t, y − x)− (−1)ig(t, x + y), t > 0, x, y ∈ [0,∞), i = 0, 1.

Then we have for i = 0, 1,

∂

∂t
gi(t, x, y) = 1

2

∂2

∂x2 gi(t, x, y), t > 0, x, y ∈ (0,∞),

∂

∂x
gi(t, x, y) = − ∂

∂y
g1−i (t, x, y), t > 0, x, y ∈ (0,∞),

and

∂n+m

∂tn∂xm
g(t, x) = t−(2n+m+1)/2 ∂

n+mg
∂tn∂xm

(1, t−1/2x) t > 0, x ∈ R.

So we have

| ∂
n+m

∂tn∂xm
g(t, x)| � C0,n,mt

−(2n+m+1)/2 exp(−x
2

4t
), t > 0, x ∈ R,

∫ ∞
0
| ∂

n+m
∂tn∂xm

g(t, x)|dx � C1,n,mt
−(2n+m)/2 t > 0,

∫ ∞
0
| ∂n+m+k
∂tn∂xm∂yk

gi(t, x, y)|dy � C1,n,m+kt−(2n+m+k)/2, t > 0, x > 0, i =, 0.1,

and

∫ ∞
0
| ∂n+m+k
∂tn∂xm∂yk

gi(t, x, y)|dx � C1,n,m+kt−(2n+m+k)/2, t > 0, y > 0, i = 0.1.

Here

C0,n,m = sup
x∈[0,∞)

exp(
x2

4
)| ∂

n+m

∂tn∂xm
g(1, x)|

and C1,n,m = 4
√
πC0,n,m.

Then we have the following.
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Proposition 19

(1) For t > s > 0 and x > 0,

∫ ∞

0
|gi(t, x, y)− gi(s, x, y)|dy � 2 ∧ (C1,1,0s

−1(t − s)).

Also, for n � 1, t > s > 0 and x > 0,

∫ ∞
0
| ∂

n

∂xn
gi(t, x, y)− ∂n

∂xn
gi(s, x, y)|dy � (2C1,0,ns

−n/2)∧(C1,1,ns
−(n+2)/2(t−s)).

(2) For n � 0, t > s > 0 and x > 0,

∫ ∞
0
| ∂

n

∂xn
gi(t, x, y)− ∂n

∂xn
gi(s, x, y)|dx � (2C1,0,ns

−n/2)∧(C1,1,ns
−(n+2)/2(t−s)).

(3) For n � 0, t > s > 0 and x > 0,

| ∂
n

∂xn
g(t, x)− ∂n

∂xn
g(s, x)| � (2C0,0,ns

−(n+1)/2) ∧ (C0,1,ns
−(n+3)/2(t − s)).

Proof Note that

∫ ∞

0
|gi(t, x, y)− gi(s, x, y)|dy � 2 ∧ (C1,1,0

∫ t

s

r−1dr)

= 2 ∧ (C1,1,0 log(t/s)) � 2 ∧ (C1,1,0s
−1(t − s)),

and
∫ ∞

0
| ∂

n

∂xn
gi(t, x, y)− ∂n

∂xn
gi(s, x, y)|dy

� (2C1,0,ns
−n/2) ∧ (C1,1,n

∫ t

s

r−(n+2)/2dr)

� (2C1,0,ns
−n/2) ∧ (C1,1,ns

−(n+2)/2(t − s)).

So we have Assertion (1).
The proofs of Assertions (2) and (3) are similar. �
Let Qi,t , t > 0, i = 0, 1, be a operator in Bb((0,∞);E) given by

(Qi,t f )(x) =
∫ ∞

0
gi(t, x, y)f (y)dy, f ∈ Bb((0,∞);E).
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Then we have the following.

Proposition 20

(1) For any t > 0, x ∈ (0,∞), f ∈ C∞c ((0,∞);E), and i = 0, 1,

d

dx
(Qi,t f )(x) = (Q1−i,t

df

dx
)(x)+ 2δi0g(t, x)f (0).

Here δij is Kronecker’s delta.
(2) For any t > 0, x ∈ (0,∞), f ∈ C∞c ((0,∞);E), n � 0, and i = 0, 1,

sup
x∈(0,∞)

||( d
dx

)n(Qi,t f )(x)||E � C1,0,nt
−n/2 sup

x∈(0,∞)

||f (x)||E,

and
∫ ∞

0
||( d
dx

)n(Qi,t f )(x)||Edx � C1,0,nt
−n/2

∫ ∞

0
||f (x)||Edx.

(3) For any t > s > 0, x ∈ (0,∞), f ∈ C∞c ((0,∞);E), n � 0, and i = 0, 1,

sup
x∈(0,∞)

||( d
dx

)n(Qi,t f )(x)− (
d

dx
)n(Qi,sf )(x)||E

� s−n/2((C1,1,ns
−1(t − s)) ∧ (2C1,0,n)) sup

x∈(0,∞)

||f (x)||E,

and
∫ ∞

0
||( d
dx

)n(Qi,t f )(x)− (
d

dx
)n(Qi,sf )(x)||Edx

� s−n/2((C1,1,ns
−1(t − s)) ∧ (2C1,0,n))

∫ ∞

0
||f (x)||Edx.

Therefore we have the following.

Proposition 21

(1) Let t ∈ (0, 1), n � 0, i = 0, 1, and p = 1,∞. Then Qi,t f ∈ Wn
p(E) for any

f ∈ W 0
p(E), and,

||Dn
xQi,t f ||p,0 � C1,0,nt

−n/2||f ||p,0, f ∈ W 0
p(E).
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(2) Let 0 < s < t < 1, n � 0, i = 0, 1, and p = 1,∞. Then we have

||Dn
xQi,t f −Dn

xQi,sf ||p,0
� s−n/2(C1,1,n + 2C1,0,n))((s

−1(t − s)) ∧ 1)||f ||p,0

for f ∈ W 0
p(E).

3.2 Some Normed Spaces

Let α ∈ [0,∞) and p = 1,∞. LetC 0
p,α be the vector space consisting of continuous

functions ψ : (0, 1)→ W 0
p(E) such that

sup
t∈(0,1)

tα ||ψ(t)||p,0 <∞.

We define a norm || · ||p,α,0 on C 0,0
p,α by

||ψ||p,α,0 = sup
t∈(0,1)

tα||ψ(t)||p,0.

Let C 1/4
p,α be the vector space consisting of ψ ∈ C 0

p,α such that

sup
t,s∈(0,1),t>s

sα+1/4(t − s)−1/4||ψ(t) − ψ(s)||p,0 <∞.

We define a norm || · ||p,α,1/4 on C
1/4
p,α by

||ψ||p,α,1/4

= ||ψ||p,α,0 + sup
t,s∈(0,1),t>s

sα+1/4(t − s)−1/4||ψ(t)− ψ(s)||p,0.

Let C 1/2
p,α be the vector space consisting of continuous functions ψ : (0, 1) →

W 1
p(E) satisfying the following two conditions.

(1) ψ ∈ C 0
p,α and Dxψ : (0, 1)→ W 0

p(E) belongs to C 0
p,α+1/2.

(2) sup
t,s∈(0,1),t>s

sα+1/2(t − s)−1/2||ψ(t)− ψ(s)||p,0 <∞.
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We define a norm || · ||α,1/2 on C
1/2
p,α by

||ψ||p,α,1/2

= ||ψ||p,α,0 + ||Dxψ||p,α+1/2,0

+ sup
t,s∈(0,1),t>s

sα+1/2(t − s)−1/2||ψ(t)− ψ(s)||p,0.

Let C 3/4
p,α be the vector space consisting of ψ ∈ C

1/2
p,α satisfying the following

two conditions.

(1) Dxψ : (0, 1)→ W 0
p(E) belongs to C

1/4
p,α+1/2.

(2) sup
t,s∈(0,1),t>s

sα+3/4(t − s)−3/4||ψ(t)− ψ(s)||p,0 <∞.

We define a norm || · ||p,α,0 on C
3/4
p,α by

||ψ||p,α,3/4

= ||ψ||p,α,1/2 + ||Dxψ||p,α+1/2,1/4

+ sup
t,s∈(0,1),t>s

sα+3/4(t − s)−3/4||ψ(t)− ψ(s)||p,0.

Let C n/4
p,α n � 4 be the vector space consisting of continuous functions ψ :

(0, 1)→ W 2
p(E) satisfying the following two conditions.

(1) ψ : (0, 1)→ W 0
p(E) is continuously differentiable in t, and ψ ∈ C

(n−1)/4
p,α .

(2)
∂ψ

∂t
belongs to C

(n−4)/4
p,α+1 , and Dxψ belongs to C

(n−2)/4
p,α+1/2.

We define a norm || · ||p,α,n/4 on C
n/4
p,α by

||ψ||p,α,n/4

= ||ψ||p,α,(n−1)/4 + || ∂
∂t
ψ||p,α+1,(n−4)/4

+ ||Dxψ||p,α+1/2,(n−2)/4.

First we observe the following.

Proposition 22 Let β ∈ [0, 1) and γ > 0.

(1) If β + γ � 1, there is a C2,β,γ ∈ (0,∞) such that for any s, t ∈ (0, 1) with
s < t,

∫ t

s

(t − r)−βr−γ dr � C2,β,γ s
−γ (((t − s)1−β) ∧ s1−β).
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(2) If β + γ < 1, there is a C2,β,γ ∈ (0,∞) such that for any s, t ∈ (0, 1) with
s < t,

∫ t

s

(t − r)−βr−γ dr � C2,β,γ (t − s)1−β(s−γ ∧ (t − s)−γ ).

(3) Let δ ∈ [0, 1− β]. Then for any s, t ∈ (0, 1) with s < t,

∫ t

s

(t − r)−βr−γ dr � C2,β,γ (t − s)1−β−δs−((γ−δ)∨0).

Proof (1) Suppose that β + γ � 1. Note that

∫ t

s

(t − r)−βr−γ dr = t−β−γ+1
∫ 1

s/t

(1− u)−βu−γ du

= t−β−γ+1
∫ 1

(s/t)∨(1/2)
(1− u)−βu−γ du

+ t−β−γ+1
∫ (s/t)∨(1/2)

(s/t)

(1− u)−βu−γ du.

We see that

t−β−γ+1
∫ 1

(s/t)∨(1/2)
(1− u)−βu−γ du � t−β−γ+12γ

∫ 1

(s/t)∨(1/2)
(1− u)−βdu

� 2γ t−β−γ+1(1−β)−1(1− (s/t))1−β � 2γ (1−β)−1(s−γ−β+1∧ s−γ (t − s)1−β).

Also, we have

t−β−γ+1
∫ (s/t)∨(1/2)

(s/t)

(1− u)−βu−γ du � t−β−γ+12β(
∫ 1/2

(s/t)

u−γ du)1(0,1/2)(s/t).

If γ > 1, then we have

t−β−γ+12β(
∫ 1/2

(s/t)

u−γ du)1(0,1/2)(s/t)

� 2βt−β−γ+1(γ − 1)−1(s/t)−γ+11(0,1/2)(s/t)

= 2β(γ − 1)−1s−γ st−β1(0,1/2)(s/t)

� 2β(γ − 1)−1s−γ (s1−β ∧ ((2(1− (s/t)))1−βt1−β).
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If γ < 1, then

t−β−γ+12β(
∫ 1/2

(s/t)

u−γ du)1(0,1/2)(s/t) � 2βt−β−γ+1(1− γ )−11(0,1/2)(s/t)

� (1− γ )−12β(s−β−γ+1 ∧ ((2(1− (s/t)))1−β t1−βs−γ )).

If γ = 1, we have

t−β−γ+12β(
∫ 1/2

(s/t)

u−γ du)1(0,1/2)(s/t) � 2βt−β log(t/s)1(0,1/2)(s/t)

� (2βs−β(t/s)−β log(t/s)1(0,1/2)(s/t))

∧(2(1− (s/t))1−βt1−βs−1(t/s)−1 log(t/s)1(0,1/2)(s/t)))

� 2(sup
u>2

u−β logu)s−1(s1−β ∧ (t − s)1−β).

So we have Assertion (1).
(2) Suppose that β + γ < 1. Note that

∫ t

s

(t − r)−βr−γ dr � s−γ
∫ t

s

(t − r)−βdr = s−γ (1− β)−1(t − s)1−β.

If s/t � 1/2, then we have s � t − s, and so

∫ t

s

(t − r)−βr−γ dr � (1− β)(t − s)1−β−γ .

If s/t < 1/2, then we have t < 2(t − s), and so

∫ t

s

(t − r)−βr−γ dr = t1−β−γ
∫ 1

s/t

(1− r)−βr−γ dr

� (

∫ 1

0
(1− r)−βr−γ dr)21−β−γ (t − s)1−β−γ

These imply Assertion (2).
Now let us prove Assertion (3).
Let us think of the case that β + γ � 1. Let ξ = (1− β)−1δ ∈ [0, 1]. Note that

γ � 1− β � δ. So we see that

s−γ ((t − s)1−β ∧ s1−β) � s−γ (t − s)(1−β)(1−ξ)s(1−β)ξ

= s−γ+δ(t − s)1−β−δ = (t − s)1−β−δs−((γ−δ)∨0)
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Let us think of the case that β + γ < 1. If γ � δ, then we see that

(t − s)1−β(s−γ ∧ (t − s)−γ ) � (t − s)1−β−δ((s−γ (t − s)δ) ∧ (t − s)δ−γ )

� (t − s)1−β−δ = (t − s)1−β−δs−((γ−δ)∨0).

Suppose that γ > δ. Then letting ξ = γ−1δ ∈ [0, 1), we see that

(t − s)1−β(s−γ ∧ (t − s)−γ )

� (t − s)1−βs−γ (1−ξ)(t − s)−γ ξ = (t − s)1−β−δs−((γ−δ)∨0).

These imply Assertion (3). �
For ψ ∈ C 0

p,α, i = 0, 1, p = 1,∞, and q ∈ (0, 1/2), let Gi,qψ : (2q, 1) →
W 0
p(E) be given by

(Gi,qψ)(t) =
∫ t

q

(Qi,t−sψ(s))ds t ∈ (2q, 1).

Proposition 23 Let α � 0. If ψ ∈ C 0
p,α, p = 1,∞, i = 0, 1, q ∈ (0, 1/2), then

(Gi,qψ)(t) ∈ W 1
p(E), t ∈ (2q, 1). Moreover,

||(Gi,qψ)(t)||p,0 � C1,0,0C2,0,αq
−((α−1)∨0)||ψ||p,α,0,

and

||Dx(Gi,qψ)(t)||p,0 � C1,0,1C2,1/2,αq
−((α−1/2)∨0)||ψ||p,α,0

for any t ∈ (2q, 1).
Furthermore,

||(Gi,qψ)(t) − (Gi,qψ)(s)||p,0
� (C1,1,0 + 2C1,0,0)(C2,3/4,α

+ C2,0,α)(t − s)3/4q−((α−1/4)∨0)||ψ||p,α,0,

and

||Dx(Gi,qψ)(t) −Dx(Gi,qψ)(s)||p,0
� (C1,1,1 + 2C1,0,1)(C2,3/4,α + C2,1/2,α)(t − s)1/4q−((α−1/4)∨0)||ψ||p,α,0

for any s, t ∈ (2q, 1), with s < t. In particular, the mapping t ∈ (2q, 1) →
(Gi,qψ)(t) ∈ W 1

p(E) is continuous.



188 S. Kusuoka

Proof By Proposition 21, we see that

||Qi,t−rψ(r)||p,0 � C1,0,0||ψ(r)||p,0
and

||DxQi,t−rψ(r)||p,0 � C1,0,1(t − r)−1/2||ψ(r)||p,0
for r ∈ (0, t). So by Proposition 21 we have

||(Gi,qψ)(t)||p,0 � C1,0,0(

∫ t

q

r−αdr)||ψ ||p,α,0 � C1,0,0C2,0,αq
−((α−1)∨0)||ψ ||p,α,0

and

||Dx(Gi,qψ)(t)||p,0 � C1,0,1(

∫ t

q

(t − r)−1/2r−αdr)||ψ||p,α,0

� C1,0,1C2,1/2,αq
−((α−1/2)∨0)||ψ||p,α,0.

Note that

(Gi,qψ)(t) − (Gi,qψ)(s)

=
∫ s

q

(Qi,t−rψ(r))− (Qi,s−rψ(r))dr +
∫ t

s

(Qi,t−rψ(r))dr.

So we have by Propositions 21 and 22

||(Gi,qψ)(t) − (Gi,qψ)(s)||p,0

� (

∫ s

q

(C1,1,0 + 2C1,0,0)((t − s)(s − r)−1)3/4r−αdr)

||ψ||p,α,0 + C1,0,0(

∫ t

s

r−αdr)||ψ||p,α,0.

� (C1,1,0 + 2C1,0,0)(t − s)3/4C2,3/4,αq
−((α−1/4)∨0)||ψ||p,α,0

+ C1,0,0C2,0,α(t − s)3/4C2,0,αq
−((α−1/4)∨0)||ψ||p,α,0,

and

||Dx(Gi,qψ)(t) −Dx(Gi,qψ)(s)||p,0

� (C1,1,1 + 2C1,0,1)(

∫ s

q

(t − s)1/4(s − r)−3/4)r−αdr)||ψ||p,α,0
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+ C1,0,1(

∫ t

s

(t − r)−1/2r−αdr)||ψ||p,α,0

� (C1,1,1 + 2C1,0,1)(t − s)1/4C2,3/4,αq
−((α−1/4)∨0)||ψ||p,α,0

+ C1,0,1C2,1/2,α(t − s)1/4q−((α−1/4)∨0)||ψ||p,α,0.

These imply our assertion. �
Proposition 24

(1) Let ψ ∈ C 0∞,α, α � 0, and q ∈ (0, 1/2). Let (Bqψ) : (2q, 1)× (0,∞)→ E

be given by

(Bqψ)(t, x) =
∫ t

q

g(t − s, x)ψ(s)(0)ds, t ∈ (2q, 1), x ∈ (0,∞).

Then (Bqψ)(t, ·) ∈ W 0∞(E), t ∈ (2q, 1), and the map t ∈ (2q, 1) →
(Bqψ)(t, ·) ∈ W 0∞(E) is continuous. Moreover, we have

||(Bqψ)(t)||∞,0 � C0,0,0C2,1/2,αq
−((α−1/2)∨0)||ψ||∞,α,0, t ∈ (2q, 1).

(2) Let ψ ∈ C
1/2
1,α , α � 0. and let (Bqψ) : (2q, 1)× (0,∞)→ E be given by

(Bqψ)(t, x) =
∫ t

q

g(t − s, x)ψ(s)(0)ds, t ∈ (2q, 1), x ∈ (0,∞).

Then (Bqψ)(t, ·) ∈ W 1
1 (E), t ∈ (2q, 1),

||(Bqψ)(t)||1,0 � C2,0,α+1/2q
−((α−1/2)∨0)||ψ||1,α,1/2,

and

||Dx(Bqψ)(t)||1,0 � C1,0,1C2,1/2,αq
−α||ψ||1,α,1/2

for t ∈ (2q, 1). Moreover, we have

||(Bqψ)(t, ·)− (Bqψ)(s, ·)||1,0
� (C1,1,0 + 2C1,0,0)(C2,3/4,α+1/2)+ C2,0,α+1/2

(t − s)3/4q−((α+1/4)∨0)||ψ||1,α,1/2,
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and

||Dx(Bqψ)(t, ·)−Dx(Bqψ)(s, ·)||1,0
� (C1,1,1 + 2C1,0,1)(C2,1/4,α+1/2

+ C2,0,α+1/2)(t − s)1/4q−(α+1/4)||ψ||1,α,1/2

for s, t ∈ (2q, 1) with s < t. In particular, the map t ∈ (2q, 1) to (Bqψ)(t, ·) ∈
W 1

1 (E) is continuous.

Proof (1) We see that

||(Bqψ)(t)||∞,0 � (

∫ t

q

C0,0,0(t − r)−1/2r−αdr)||ψ||∞,α,0.

So by Proposition 22 we have the inequality in Assertion (1). Note that

(Bqψ)(t, x)− (Bqψ)(s, x)

=
∫ s

q

(g(t − r, x)− g(s − r, x))ψ(r)(0)dr

+
∫ t

s

g(t − r, x)ψ(r)(0)dr

for s, t ∈ (2q, 1) with s < t. Then by Proposition19 we have

||(Bqψ)(t)− (Bqψ)(s)||∞,0

� (

∫ s

q

C
1/4
0,1,0C

3/4
0,0,0(s − r)−3/4(t − s)1/4r−αdr)||ψ||∞,α,0

+ (

∫ t

s

C0,0,0(t − r)−1/2r−αdr)||ψ||∞,α,0.

So we see the continuity. These imply Assertion (1).
(2) Let ψ ∈ C

1/2
1,α . Then we have

||(Bqψ)(t)||1,0 �
∫ t

q

(

∫ ∞

0
g(t − r, x)dx)||ψ(r, 0)||Edr

� (

∫ t

q

r−(α+1/2)dr)||ψ||1,α,1/2,

||Dx(Bqψ)(t)||1,0 �
∫ t

q

C1,0,1(t − r)−1/2r−(α+1/2)dr)||ψ||1,α,1/2,

||(Bqψ)(t, ·) − (Bqψ)(s, ·)||1,0
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� (C1,1,0 + 2C1,0,0)

∫ s

q

(t − s)3/4r−3/4r−(α+1/2)dr||ψ||1,α,1/2

+
∫ t

s

C1,0,0r
−(α+1/2)dr||ψ||1,α,1/2,

and

||Dx(Bqψ)(t, ·) −Dx(Bqψ)(s, ·)||1,0

� (C1,1,1 + 2C1,0,1)

∫ s

q

(t − s)1/4r−3/4r−(α+1/2)dr||ψ||1,α,1/2

+
∫ t

s

C1,0,0r
−(α+1/2)dr||ψ||1,α,1/2.

These and Proposition 22 imply Assertion (2). �
The following is an easy consequence of Proposition 20 (1).

Proposition 25 For any ψ ∈ C
1/2
p,α , α � 0, p = 1,∞, i = 0, 1, and q ∈ (0, 1/2),

Dx(Gi,qψ)(t) = (G1−i,qDxψ)(t) + 2δi0(Bqψ)(t), t ∈ (2q, 1).

Let � : (0,∞)×R → R be given by

�(t, x) =
∫ ∞

x

g(t, y)dy, t > 0, x > 0.

Then we have

0 � �(t, x) � 1/2, t > 0, x ∈ R,

∫ ∞

0
�(t, x)dx =

∫ ∞

0
yg(t, y)dy = −t

∫ ∞

0

∂g

∂y
(t, y)dy = (2π)−1/2t1/2 t > 0,

and

lim
ε↓0

�(ε, x) = 0, x > 0.

Also, we see that

∂�

∂t
(t, x) =

∫ ∞

x

2
∂2

∂y2 g(t, y)dy = −2
∂g

∂x
(t, x), t, x > 0.
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Proposition 26 Let q ∈ (0, 1/2) and α � 0. Then we have the following.

(1) For any ψ ∈ C
1/2∞,α, and s, t ∈ (2q, 1), s < t,

||(Bqψ)(t) − (Bqψ)(s)||∞,0

� (C0,1,0 + 2C0,0,0)(C2,3/4,α+1/2 + 8)

× (t − s)3/4q−(α+1/4)||ψ||∞,α,1/2.

(2) Let ψ ∈ C
1/4∞,α . Then (Bqψ)(t) ∈ W 1∞(E), t ∈ (2q, 1), and

Dx(Bqψ)(t)

=
∫ t

q

∂g

∂x
(t − r, ·)(ψ(r)(0)− ψ(t)(0))dr − 2�(t − q, ·)ψ(t)(0),

t ∈ (2q, 1).

Moreover,

||Dx(Bqψ)(t)||∞,0 � (C0,0,1C2,3/4,α+1/4 + 1)q−α||ψ||∞,α,1/4.

(3) Let γ = 1/2, 3/4, or 1. Then for any ψ ∈ C
γ∞,α, and s, t ∈ (2q, 1), s < t,

||Dx(Bqψ)(t) −Dx(Bqψ)(s)||∞,0

� (11C0,0,1 + 1)(C2,3/4,0 + 1)(t − s)γ−1/4

× q−(α+γ−1/4)||ψ||∞,α,γ .

In particular, t ∈ (2q, 1)→ Dx(Bqψ)(t) ∈ W 0∞(E) is continuous.
(4) Let γ = 3/4 or 1. For any ψ ∈ C

γ

1,α, and s, t ∈ (2q, 1), s < t,

||Dx(Bqψ)(t) −Dx(Bqψ)(s)||1,0
� (C1,1,1 + 2C1,0,1)(C2,3/4,α+γ + 6

+ C2,1/2,0)(t − s)γ−1/4q−(α+γ−1/4)||ψ||1,α,γ .

In particular, t ∈ (2q, 1)→ Dx(Bqψ)(t) ∈ W 0
1 (E) is continuous.

Proof By Proposition 24, we have

(Bqψ)(t, x)− (Bqψ)(s, x)

=
∫ s

q

(g(t − r, x)− g(s − r, x))(ψ(r)(0)− ψ(s)(0))dr
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+
∫ t

s

g(t − r, x)(ψ(r)(0)− ψ(s)(0))dr + (

∫ t

q

g(t − r, x)dr)(ψ(t)(0)

− ψ(s)(0))− (

∫ s

q

g(s − r, x)dr)ψ(s)(0).

So we see that

||(Bqψ)(t, x)− (Bqψ)(s, x)||E

�
∫ s

q

|g(t − r, x)− g(s − r, x)|||ψ(r)(0)− ψ(s)(0)||Edr

+
∫ t

q

g(r, x)||ψ(r)(0)− ψ(t)(0)||Edr

+ (

∫ t

q

g(t − r, x)dr)||ψ(t)(0)− ψ(s)(0)||Edr

+ (

∫ t−s

0
g(s − q + r, x)dr)||ψ(s)(0)||E

� (C0,1,0 + 2C0,0,0)

∫ s

q

(t − s)3/4(s − r)−5/4(s − r)1/2

× r−(α+1/2)||ψ||∞,α,1/2

+ (

∫ t−s

0
C0,0,0r

−1/2r1/4q−(α+1/4))dr||ψ||∞,α,1/4

+ (

∫ t−s

0
C0,0,0r

−1/2dr)(t − s)1/4q−(α+1/4)||ψ||∞,α,1/4

+ (

∫ t−s

0
C0,0,0r

−1/4q−1/4dr)q−α||ψ||∞,α,0

� (C0,1,0 + 2C0,0,0)(C2,3/4,α+1/2 + 8)(t − s)3/4q−(α+1/4)||ψ||∞,α,1/2.

This implies Assertion (1).
Let ε ∈ (0, q/2), and

uε(t)(x) =
∫ t−ε

q

g(t − r, x)ψ(r)(0)dr, t ∈ (2q, 1), x ∈ (0,∞).
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Then we have

∂

∂x
uε(t)(x) =

∫ t−ε

q

∂g

∂x
(t − r, x)ψ(r)(0)dr

=
∫ t−ε

q

∂g

∂x
(t − r, x)(ψ(r)(0)− ψ(t)(0))dr

− 2(
∫ t−ε

q

∂�

∂t
(t − r, x)dr)ψ(t)(0)

=
∫ t−ε

q

∂g

∂x
(t − r, x)(ψ(r)(0)− ψ(t)(0))dr

− 2(�(t − q, x)−�(ε, x))ψ(t)(0).

It is easy to see that

∫ t

q

||∂g
∂x

(t − r, ·)(ψ(r)(0)− ψ(t)(0))||∞,0dr

�
∫ t

q

C0,0,1(t − r)−1(t − r)1/4r−(α+1/2)dr||ψ||∞,α,1/4

� C0,0,1C2,3/4,α+1/4q
−α||ψ||∞,α,1/4.

Note that uε(t)→ (Bqψ)(t) in W 0∞(E) as ε ↓ 0. So we have

(Bqψ)(t)(x)− (Bqψ)(t)(y)

=
∫ x

y

(

∫ t

q

∂g

∂x
(t − r, z)(ψ(r)(0)− ψ(t)(0))dr)dz

+ 2(
∫ x

y

�(t − q, x)dz) ψ(t)(0)

for t ∈ (2q, 1), and x, y ∈ (0,∞). This proves Assertion (2).
Let γ = 1/2, 3/4, or 1, and ψ ∈ C

γ

1,α. Let s, t ∈ (2q, 1) with s < t. We have by
Assertion (2),

||Dx(Bqψ)(t)(x)−Dx(Bqψ)(s)(x)||E

�
∫ s−q

0
|∂g
∂x

(r, x)|||ψ(t − r)(0)− ψ(t)(0)

− (ψ(s − r)(0)− ψ(s)(0))||Edr
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+
∫ t−q

s−q
|∂g
∂x

(r, x)|||ψ(t − r)(0)− ψ(t)(0)||Edr

+ 2||�(t − q, x)ψ(t)(0)−�(s − q, x)ψ(s)(0)||E.

It is easy to see that

||ψ(t − r)(0)− ψ(t)(0) − ψ(s − r)(0)− ψ(s)(0))||E
� 2(rγ ∧ (t − s)γ )q−(α+γ )||ψ||∞,α,γ

� 2r1/4(t − s)γ−1/4q−(α+γ )||ψ||∞,α,γ ,

and

||�(t − q, x)ψ(t)(0)−�(s − q, x)ψ(s)(0)||E

� (

∫ t−q

s−q
|∂g
∂x

(r, x)|dr)||ψ(t)(0)||E + ||ψ(t)(0)− ψ(s)(0)||E

Note that

∫ t−q

s−q
|∂g
∂x

(r, x)|dr � C0,0,1(

∫ t−q

s−q
(q−1 ∧ (r−3/4q−1/4))dr)

� C0,0,1(C2,3/4,0 + 1)(t − s)γ−1/4q−(γ−1/4).

So we have

||Dx(Bqψ)(t) −Dx(Bqψ)(s)||∞,0

� C0,1,0(

∫ s−q

0
r−1/2rγ−3/4dr)q−(α+γ )||ψ||∞,α,γ

+ 3C0,0,1(C2,3/4,0 + 1)(t − s)γ−1/4q−(γ−1/4)q−α||ψ||∞,α,0

+ (t − s)γ−1/4q−(α+γ−1/4)||ψ||∞,α,γ−1/4

� 8C0,1,0(t − s)γ−1/4q−(α+γ−1/4)||ψ||∞,α,γ

+ (3C0,0,1 + 1)(C2,3/4,0 + 1)(t − s)γ−1/4q−(α+γ−1/4)||ψ||∞,α,γ .

This shows Assertion (3).
Let γ = 3/4 or 1, and ψ ∈ C

γ

1,α. Let s, t ∈ (2q, 1) with s < t. Then we have

||Dx(Bqψ)(t) −Dx(Bqψ)(s)||1,0

�
∫ s

q

(

∫ ∞

0
|∂g
∂x

(t − r, x)− ∂g

∂x
(s − r, x)|dx)||ψ(r)(0)− ψ(s)(0)||Edr
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+
∫ t−s

0
(

∫ ∞

0
|∂g
∂x

(r, x)|dx)||ψ(t − r)(0)− ψ(t)(0)||Edr

+
∫ t−s

0
(

∫ ∞

0
|∂g
∂x

g(r, x)|dx)||ψ(t)(0)− ψ(s)(0)||Edr

+
∫ t−s

0
|∂g
∂x

(t − r + q, x)|||ψ(r)(0)||Edr

� (C1,1,1 + 2C1,0,1)(

∫ s

q

((t − s)γ−1/4(s − r)−(γ+1/4))

× (s − r)γ−1/4r−(α+γ−1/4)dr)||ψ||1,α,γ

+ C1,0,1(

∫ t−s

0
r−1/2rγ−3/4dr)q−(α+γ−1/4)||ψ||1,α,γ

+ C1,0,1(

∫ t−s

0
r−1/2dr)(t − s)γ−3/4q−(α+γ−1/4)||ψ||1,α,γ

+ C1,0,1(

∫ t−q

s−q
r−1/2dr)q−(α−1/2)||ψ||1,α,γ .

� (C1,1,1 + 2C1,0,1)(C2,1/2,α+γ−1/4 + (γ − 1/4)−1 + 2+ C2,1/2,0)

× (t − s)γ−1/4q−(α+γ−1/4)||ψ||1,α,γ .

This implies Assertion (4). �
Proposition 27 Let q ∈ (0, 1/2), α � 0, and p = 1,∞.

(1) ||Dx(Gi,qψ)(t) −Dx(Gi,qψ)(s)||p,0
� (2(C1,1,1 + 2C1,0,1)C2,3/4,α)

+16C1,0,1 + C1,0,1C2,0,1/2)(t − s)1/4q−((α−1/4)∨0))||ψ ||p,α,0

for any ψ ∈ C 0
p,α, and any s, t ∈ (2q, 1) with s < t. Also, we have

||Dx(Gi,qψ)(t) −Dx(Gi,qψ)(s)||p,0
� (C1,1,1 + 2C1,0,1)(C2,3/4,α+γ + 6+ C2,0,1/2)

× (t − s)γ+1/4q−((α+γ−1/4)∨0)||ψ||p,α,γ

for any ψ ∈ C
γ
p,α, γ = 1/4, 1/2, and any s, t ∈ (2q, 1) with s < t.
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(2) Let ψ ∈ C
1/4
p,α . Then Dx(Gi,qψ)(t) ∈ W 1

p(E), t ∈ (2q, 1), and

D2
x(Gi,qψ)(t) =

∫ t

q

(D2
xQi,t−r (ψ(r)− ψ(t))dr + 2Qi,t−qψ(t) − 2ψ(t)

(16)

for t ∈ (2q, 1). Moreover, the mapping t ∈ (2q, 1)→ D2
x(Gi,qψ)(t) ∈ W 0

p(E)

is continuous, and

||D2
x(Gi,qψ)(t)||p,0 � (C1,0,2C2,1/4,α+1/4 + 4)q−α||ψ||p,α,1/4.

(3) Let γ = 1/2, 3/4, or 1. Then we see that

||D2
x(Gi,qψ)(t) −D2

x(Gi,qψ)(s)||p,0
� 8(C1,0,0 + C1,1,0 + C1,0,2 + 1)q−(α+γ )(t − s)γ−1/4||ψ||p,α,γ

for any ψ ∈ C
γ
p,α, s, t ∈ (q, 1) with s < t.

(4) Let ψ ∈ C
1/4
p,α . Then the mapping t ∈ (2q, 1) → (Gi,qψ)(t) ∈ W 0

p(E) is
continuously differentiable, and

∂

∂t
(Giqψ)(t) = 1

2
D2
x(Gi,qψ)(t)+ ψ(t) (17)

for t ∈ (2q, 1). Moreover, we have

|| ∂
∂t
(Giqψ)(t)||p,0 � (C1,0,2C2,1/4,α+1/4 + 5)q−α||ψ||p,α,1/4.

Proof Let ψ ∈ C 0
p,α. Then by Proposition 21, we have

||Dx(Gi,qψ)(t) −Dx(Gi,qψ)(s)||p,0

�
∫ s

q

||DxQi,t−r (ψ(r)− ψ(s)) −DxQi,s−r (ψ(r)− ψ(s))||p,0dr

+
∫ t−s

0
||DxQi,r (ψ(t − r)− ψ(t))||p,0dr

+
∫ t−s

0
||DxQi,r (ψ(t) − ψ(s))||p,0dr

+
∫ t−q

s−q
||DxQi,rψ(s)||p,0dr.
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If γ = 0, then

||Dx(Gi,qψ)(t)−Dx(Gi,qψ)(s)||p,0

� (

∫ s

q

(C1,1,1 + 2C1,0,1)(t − s)1/4

× (s − r)−1/4(s − r)−1/22r−α)dr)||ψ||p,α,0

+ 4(
∫ t−s

0
C1,0,1r

−1/2r−1/4q−((α−1/4)∨0)dr)||ψ||p,α,0

+ C1,0,1(

∫ t−q

s−q
r−1/2dr)q−α||ψ||p,α,0

� 2(C1,1,1 + 2C1,0,1)C2,3/4,α(t − s)1/4q−((α−1/4)∨0))||ψ||p,α,0
+ 16C1,0,1(t − s)1/4q−((α−1/4)∨0)||ψ||p,α,0
+ C1,0,1C2,0,1/2(t − s)1/4q−((α−1/4)∨0)||ψ||p,α,0.

If γ = 1/4, or 1/2, then

||Dx(Gi,qψ)(t) −Dx(Gi,qψ)(s)||p,0

� (

∫ s

q

(C1,1,1 + 2C1,0,1)(t − s)γ+1/4

× (s − r)−(γ+3/4)(s − r)γ r−(α+γ )dr)||ψ||p,α,γ

+ (

∫ t−s

0
C1,0,1r

−1/2rγ−1/4q−(α+γ−1/4)dr)||ψ||p,α,γ−1/4

+ (

∫ t−s

0
C1,0,1r

−1/2dr)(t − s)γ−1/4q−(α+γ−1/4)||ψ||p,α,γ−1/4

+ C1,0,1(

∫ t−q

s−q
r−1/2dr)q−α||ψ||p,α,0

� (C1,1,1 + 2C1,0,1)C2,3/4,α+γ (t − s)γ+1/4q−(α+γ−1/4)||ψ||p,α,γ
+ C1,0,1((3/4− γ )−1 + 2)(t − s)γ+1/4q−(α+γ−1/4)||ψ||p,α,γ−1/4

+ C1,0,1C2,0,1/2(t − s)γ+1/4q−(α+γ−1/4)||ψ||p,α,γ−1/4.

This implies Assertion (1).
Let ε ∈ (0, q/2) and let

uε(t) =
∫ t−ε

q

(DxQi,t−rψ(r))dr, t ∈ (2q, 1).
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Then we have

(Dxuε(t))(x)

=
∫ t−ε

q

D2
xQi,t−r (ψ(r)− ψ(t))(x)dr

+ 2
∫ t−ε

q

dr(

∫ ∞

0

∂gi

∂t
(t − r, x, y)ψ(t)(y)dy)

=
∫ t−ε

q

(D2
xQi,t−r (ψ(r)− ψ(t))(x)dr

+ 2
∫ ∞

0
(gi(t − q, x, y)− gi(ε, x, y))ψ(t)(y)dy.

So we have

Dxuε(t) =
∫ t−ε

q

(D2
xQi,t−r (ψ(r)− ψ(t))dr + 2Qi,t−qψ(t) − 2Qi,εψ(t)

By Proposition 21, we have

∫ t

q

||D2
xQi,t−r (ψ(r) − ψ(t))||p,0dr

�
∫ t

q

C1,0,2(t − r)−1(t − r)3/4r−(α+1/4)||ψ||p,α,1/4dr

� C1,0,2C2,1/4,α+1/4q
−α||ψ||p,α,1/4. (18)

In the case that p = 1,

||Qi,εψ(t) − ψ(t)||1,0 → 0, ε ↓ 0.

In the case that p = ∞, since uε(t) → Dx(Giqψ)(t) in W 0∞(E) as ε ↓ 0, we
have

Dx(Giqψ)(t)(x
′)−Dx(Giqψ)(t)(x)

=
∫ x ′

x

dy(

∫ t

q

(D2
xQi,t−r (ψ(r)− ψ(t))(y)dr

+ 2((Qi,t−qψ(t))(y)− ψ(t)(y)))

for x, x ′ ∈ (0,∞). So in both cases we have Eq. (16).
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Also, we see that for s, t ∈ (2q, 1) with s < t,

D2
x(Gi,qψ)(t) −D2

x(Gi,qψ)(s)

=
∫ t−q

0
D2
xQi,r (ψ(t − r)− ψ(t))dr

−
∫ s−q

0
D2
xQi,r (ψ(s − r)+ ψ(s))dr

+ 2(Qi,t−qψ(t)−Qi,s−qψ(s)) − 2(ψ(t)− ψ(s))

=
∫ s−q

0
D2
xQi,r (ψ(t − r)− ψ(t) − ψ(s − r)+ ψ(s))dr

+
∫ t−q

s−q
D2
xQi,r (ψ(t − r)− ψ(t))dr

+ 2(Qi,t−qψ(t)−Qi,s−qψ(s)) − 2(ψ(t)− ψ(s)). (19)

Note that

||ψ(t − r)−ψ(t)−ψ(s − r)+ψ(s))||p,0 � 2r1/8(t − s)1/8q−(α+1/4)||ψ||p,α,1/4.

So we see that

∫ s−q

0
||(D2

xQi,s−r (ψ(t − r)− ψ(t) − ψ(s − r)+ ψ(s))||p,0dr

� 2C1,0,2

∫ s−q

0
r−1r1/8dr (t − s)1/8q−(α+1/4)||ψ||p,α,1/4.

Also, we see that

∫ t−q

s−q
||D2

xQi,r (ψ(t − r)− ψ(t))||p,0dr � 2C1,0,2

∫ t−q

s−q
q−3/4q−α||ψ||p,α,0dr.

So we see that D2
x(Gi,qψ)(t) is continuous in t . The last inequality of Assertion (2)

follows from Eqs. (16) and (18).
Let γ = 1/2, 3/4, or 1, and let ψ ∈ C

γ
p,α. Then we see that

||ψ(t − r)− ψ(t) − ψ(s − r)+ ψ(s))||p,0 � 2(rγ ∧ (t − s)γ )q−(α+γ )||ψ||p,α,γ ,
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and so we see that

∫ s−q

0
||(D2

xQi,s−r (ψ(t − r)− ψ(t) − ψ(s − r)+ ψ(s))||p,0dr

� 2C1,0,2

∫ s−q

0
r−1r1/4dr (t − s)γ−1/4q−(α+γ )||ψ||p,α,γ

� 8C1,0,2(t − s)γ−1/4q−(α+γ−1/4)||ψ||p,α,γ .

Also, we see that

||
∫ t−q

s−q
D2
xQi,r (ψ(t − r)− ψ(t))dr||p,0

� C1,0,2(

∫ t−q

s−q
rγ−1−1/4dr)q−(α+γ−1/4)||ψ||p,α,γ .

Also, by Proposition 21 we see that

||Qi,t−qψ(t) −Qi,s−qψ(s)||0,p
� ||Qi,t−qψ(t) −Qi,s−qψ(t)||0,p + ||Qi,s−q(ψ(t) − ψ(s))||0,p
� (C1,1,0 + 2C1,0,0)(t − s)γ−1/4q−(α+γ−1/4)||ψ||p,α,γ .

These imply Assertion (3).
Let ε ∈ (0, q/2) and let

vε(t) =
∫ t−ε

q

(Qi,t−rψ(r))dr, t ∈ (2q, 1).

Then we have

∂

∂t
vε(t)(x)

=
∫ t−ε

q

(

∫ ∞

0

∂gi

∂t
(t − r, x, y)ψ(r)(y)dy)dr +Qi,εψ(t − ε)(x)

= 1

2
Dxuε +Qi,t−qψ(q)(x).

So by a similar argument to the proof of Assertion (2), we have for s, t ∈ (2q, 1),
with s < t,

(Gi,qψ)(t) − (Gi,qψ)(s) = 1

2

∫ t

s

D2
x(Gi,qψ)(r)dr +

∫ t

s

ψ(r)dr.
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So we have Assertion (4) similarly. �
Proposition 28 Let q ∈ (0, 1/2) and α � 0.

(1) Let ψ ∈ C
3/4∞,α . Then (Bqψ)(t) ∈ W 2∞(E), t ∈ (2q, 1), and

D2
x(Bqψ)(t)

=
∫ t

q

∂2g

∂x2 (t − r, ·)(ψ(r)(0)− ψ(t)(0))+ 2g(t − q, ·)ψ(t)(0), t ∈ (2q, 1).

Moreover, the mapping t ∈ (2q, 1)→ D2
x(Bqψ)(t) ∈ W 0∞(E) is continuous,

and

||D2
x(Bqψ)(t)||∞,0 � (C0,0,2C2,3/4,α+3/4 + 2C0,0,0)q

−(α+1/2)||ψ||∞,α,3/4.

Also, the mapping t ∈ (2q, 1) → (Bqψ)(t) ∈ W 0∞(E) is continuously
differentiable in t, and

d

dt
(Bqψ)(t) = 1

2
D2
x(Bqψ)(t), t ∈ (2q, 1).

(2) Let ψ ∈ C 1∞,α. Then Also, the mapping t ∈ (2q, 1)→ (Bqψ)(t) ∈ W 0∞(E) is
continuously differentiable in t, and

∂

∂t
(Bqψ)(t) = 1

2
D2
x(Bqψ)(t) = (Bq

∂ψ

∂t
)(t)+ g(t − q, ·)ψ(q)(0), t ∈ (2q, 1).

(3) Let α � 0, γ = 1, 5/4, or 3/2. Then there is a constant Ĉα,γ ∈ (0,∞) such
that

||D2
x(Bqψ)(t)−D2

x(Bqψ)(s)||∞,0 � Ĉα,γ (t − a)γ−3/4q−(α+γ−1/4)||ψ||∞,α,γ

for any q ∈ (0, 1/2), ψ ∈ C
γ∞,α, and s, t ∈ (2q, 1) with s < t. (4) Let

ψ ∈ C
3/4
1,α . Then (Bqψ)(t) ∈ W 2

1 (E), t ∈ (2q, 1), and

D2
x(Bqψ)(t)

=
∫ t

q

∂2g

∂x2
(t − r, ·)(ψ(r)(0)− ψ(t)(0))+ 2g(t − q, ·)ψ(t)(0), t ∈ (2q, 1).

Moreover, the mapping t ∈ (2q, 1)→ D2
x(Bqψ)(t) ∈ W 0

1 (E) is continuous,
and

||D2
x((Bqψ)(t))||1,0 � (C1,0,2C2,3/4,α+3/4 + 2)q−(α+1/2)||ψ||1,α,3/4.
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Also, the mapping t ∈ (2q, 1) → (Bqψ)(t) ∈ W 0
1 (E) is continuously

differentiable in t, and

∂

∂t
(Bqψ)(t) = 1

2
D2
x(Bqψ)(t), t ∈ (2q, 1).

(5) Let ψ ∈ C
γ

1,α, γ = 1, 5/4, or 3/2. Then for any s, t ∈ (2q, 1), with s < t,

||D2
x((Bqψ)(t)) −D2

x((Bqψ)(s))||1,0
� 12(C1,0,2 + C1,0,0)(t − s)γ−3/4q−(α+γ−1/4)||ψ||1,α,γ .

(6) Let ψ ∈ C
3/2
1,α . Then

D2
x(Bqψ)(t) = 2(Bq

dψ

dt
(t)+ 2g(t − q, ·)ψ(q)(0), t ∈ (2q, 1).

Proof Let ψ ∈ C
3/4∞,α. Let ε ∈ (0, q/2), and

uε(t)(x) =
∫ t−ε

q

g(t − r, x)ψ(r)(0)dr, t ∈ (2q, 1), x ∈ (0,∞).

Then we have

∂2

∂x2uε(t)(x) =
∫ t−ε

q

∂2g

∂x2 (t − r, x)ψ(r)(0)dr,

=
∫ t−ε

q

∂2g

∂x2 (t − r, x)(ψ(r)(0)− ψ(t)(0))dr

− 2(
∫ t−ε

q

∂g

∂t
(t − r, x)dr)ψ(t)(0)

=
∫ t−ε

q

∂2g

∂x2
(t − r, x)(ψ(r)(0)− ψ(t)(0))dr

− 2(g(t − q, x)− g(ε, x))ψ(t)(0).

It is easy to see that

∫ t

q

||∂
2g

∂x2 (t − r, ·)(ψ(r)(0)− ψ(t)(0))||∞,0dr

�
∫ t

q

C0,0,2(t − r)−3/2(t − r)3/4r−(α+3/4)||ψ||∞,α,3/4

� C0,0,2C2,3/4,α+3/4q
−(α+1/2)||ψ||∞,α,3/4.
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Thus we have the first part of (1) similarly to the proof of Proposition 27 (2).
Note that

∂

∂t
uε(t)(x) =

∫ t−ε

q

∂g

∂t
(t − r, x)ψ(r)(0)dr + g(ε, x)ψ(t − ε)(0)

= 1

2
(D2

xuε(t))(x)+ g(ε, x)(I0ψ(t − ε))(0).

Taking ε ↓ 0, we have

(Bqψ)(t, x)− (Bqψ)(s, x) = 1

2

∫ t

s

D2
x(Bqψ)(r)(x)dr.

So this implies the second part of Assertion (1).
Let ψ ∈ C 1∞,α. Then by Assertion (1), we have

D2
x(Bqψ)(t)(x)

= −2
∫ t

q

∂g

∂r
(t − r, x)(ψ(r)(0)− ψ(t)(0))dr + 2g(t − q, x)ψ(t)(0)

= 2
∫ t

q

g(t − r, x)
dψ

dr
(r)(0)dr + 2g(t − q, x)ψ(q)(0).

So we have Assertion (2).
Let ψ ∈ C

γ∞,α, γ = 1, 5/4, or 3/2. Then dψ
dt
∈ C

γ−1
∞,α+1. So we have Assertion

(3) by Assertion (2) and Proposition 24.
Let ψ ∈ C

3/4
1,α . Note that

∫ t

q

||∂
2g

∂x2 (t − r, ·)(ψ(r)(0)− ψ(t)(0))||1,0dr

�
∫ t

q

C1,0,2(t − r)−1(t − r)1/4r−(α+3/4)||ψ||1,α,3/4

� C1,0,2C2,3/4,α+3/4q
−(α+1/2)||ψ||1,α,3/4.

So we have Assertion (4) similarly to the proof of Assertion (1).
Let ψ ∈ C

γ

1,α, γ = 1, 5/4, or 3/2. Then for s, t ∈ (2q, 1) with s < t,

||D2
x(Bqψ)(t) −D2

x(Bqψ)(s)||1,0

�
∫ s−q

0
(

∫ ∞

0
|∂

2g

∂x2 (r, x)|dx)||ψ(t − r)(0)− ψ(t)(0)

+ ψ(s)(0)− ψ(s − r)(0)||Edr
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+
∫ t−q

s−q
(

∫ ∞

0
|∂

2g

∂x2 (r, x)|dx)||ψ(t − r)(0)− ψ(t)(0)||Edr

+ 2(
∫ ∞

0
|g(t − q, x)− g(s − q, x)|dx)||ψ(t)(0)||E

� C1,0,2(

∫ s−q

0
r−1r1/4(t − s)γ−3/4dr)q−(α+γ )||ψ||1,α,γ

+ C1,0,2(

∫ t−s

0
rγ−7/4q−γ+3/4dr)2q−(α+1/2)||ψ||1,α,1/2

+ 2C1,0,0q
−(α+1/2)||ψ||1,α,1/2

� 12(C1,0,2 + C1,0,0)(t − s)γ−3/4q−(α+γ−1/4)||ψ||1,α,γ .

This shows Assertion (5). The proof of Assertion (6) is similar to that of Assertion
(2).

This completes the proof. �
We summarize results in the following.

Proposition 29

(1) There is a C3,α,0,0 ∈ (0,∞), α � 0, satisfying the following.

||(Gi,qψ)(t)||p,0 � C3,α,0,0q
−((α−1)∨0)||ψ||p,α,0,

and

||(Gi,qψ)(t)− (Gi,qψ)(s)||p,0
� C3,α,0,0(t − s)3/4q−((α−1/4)∨0)||ψ||p,α,0

for any ψ ∈ C 0
p,α, p = 1,∞, q ∈ (0, 1/2), and s, t ∈ (2q, 1) with s < t.

(2) There is a C3,α,γ,1 ∈ (0,∞), α � 0, γ = 0, 1/4, 1/2, satisfying the following.

||Dx(Gi,qψ)(t)||p,0 � C3,α,γ,0q
−((α−1/2)∨0)||ψ||p,α,0,

and

||Dx(Gi,qψ)(t) −Dx(Gi,qψ)(s)||p,0
� C3,α,γ,1(t − s)γ+1/4q−((α+γ−1/4)∨0)||ψ||p,α,γ

for any ψ ∈ C
γ
p,α, p = 1,∞, q ∈ (0, 1/2), and s, t ∈ (2q, 1) with s < t.
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(3) There is a C4,α,1/2,0 ∈ (0,∞), α � 0, satisfying the following.

||(Bqψ)(t)||p,0 � C4,α,1/2,0q
−((α−1/2)∨0)||ψ||p,α,1/2,

and

||(Bqψ)(t)− (Bqψ)(s)||p,0
� C4,α,1/2,0(t − s)3/4q−(α+1/4)||ψ||p,α,1/2

for any ψ ∈ C
1/2
p,α , p = 1,∞, q ∈ (0, 1/2), and s, t ∈ (2q, 1) with s < t.

Moreover, Bqψ : (2q, 1)→ W 0
p(E) is continuous for any ψ ∈ C

1/2
p,α , p =

1,∞, q ∈ (0, 1/2).
(4) There is a C3,α,γ,2 ∈ (0,∞), α � 0, γ = 1/4, 1/2, 3/4, 1, satisfying the

following.

||D2
x(Gi,qψ)(t)||p,0 + || d

dt
(Gi,qψ)(t)||p,0 � C3,α,1/4,2q

−α||ψ||p,α,1/4

for any ψ ∈ C
γ
p,α, p = 1,∞, q ∈ (0, 1/2), and s, t ∈ (2q, 1) with s < t. Also,

||D2
x(Gi,qψ)(t) −D2

x(Gi,qψ)(s)||p,0 + || d
dt
(Gi,qψ)(t) − d

dt
(Gi,qψ)(s)||p,0

� C3,α,γ,2(t − s)γ−1/4q−(α+γ−1/4)||ψ||p,α,γ
for any ψ ∈ C

γ
p,α, γ = 1/2, 3/4, 1 p = 1,∞, and q ∈ (0, 1/2).

(5) There is a C4,α,γ,1 ∈ (0,∞), α � 0, γ = 1/2, 3/4, 1, satisfying the following.

||Dx(Bqψ)(t)||p,0 � C4,α,γ,1q
−α||ψ||p,α,1/2,

and

||Dx(Bqψ)(t) −Dx(Bqψ)(s)||p,0
� C4,α,γ,1(t − s)γ−1/4q−(α+γ−1/4)∨0||ψ||p,α,γ

for any ψ ∈ C
γ
p,α, p = 1,∞, q ∈ (0, 1/2), and s, t ∈ (2q, 1) with s < t.

(6) There is a C4,α,γ,2 ∈ (0,∞), α � 0, γ = 3/4, 1, 5/4, 3/2, satisfying the
following.

||D2
x(Bqψ)(t)||p,0 + ||

d

dt
(Bqψ)(t)||p,0 � C4,α,γ,2q

−(α+1/2)||ψ||p,α,3/4,
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and D2
xBqψ : (2q, 1)→ W 0

p(E) is continuous for any ψ ∈ C
3/4
p,α , p = 1,∞,

q ∈ (0, 1/2). Moreover,

||D2
x(Bqψ)(t) −D2

x(Bqψ)(s)||p,0 + ||
d

dt
(Bqψ)(t) − d

dt
(Bqψ)(s)||p,0

� C4,α,γ,2(t − s)γ−3/4q−(α+γ−1/4)||ψ||p,α,γ
for any ψ ∈ C

γ
p,α, γ = 1, 5/4, 3/2, p = 1,∞, q ∈ (0, 1/2), and s, t ∈ (2q, 1)

with s < t.

(7) There is a C4,α,5/4,3 ∈ (0,∞), α � 0, satisfying the following. (Bqψ)(t) ∈
W 3
p(E), t ∈ (0, 1), D3

xBqψ : (2q, 1)→ W 0
p(E) is continuous, and

||D3
x(Bqψ)(t)||p,0 � C4,α,5/4,3q

−(α+1)||ψ||p,α,5/4, t ∈ (2q, 1).

for any ψ ∈ C
5/4
p,α , p = 1,∞, and q ∈ (0, 1/2).

Proof Assertion (1) follows from Proposition 23. Assertion (2) follows from
Propositions 23 and 26.

Assertion (3) follows from Propositions 24 and 26. Assertion (4) follows
from Propositions 25, 27 and Assertions (2), (3). Assertion (5) follows from
Propositions 24 and 26. Assertion (6) follows from Proposition 28.

The proof of Assertion (7) is similar to the proof of Proposition 28. Actually, if
p =∞,

D3
x(Bqψ)(t) = 2DxBq(

dψ

dt
)(t)+ 2

∂g

∂x
(t − q, ·)ψ(q)(0),

and so by Proposition 26 we have our assertion. If p = 1, we see that

∫ t

q

||∂
3g

∂x3 (t − r, ·)(ψ(r)(0)− ψ(t)(0))||1,0dr

�
∫ t

q

C1,0,3(t − r)−3/2(t − r)3/4r−(α+5/4)||ψ||1,α,5/4dr

� C1,0,3C2,3/4,α+5/4q
−(α+1)||ψ||1,α,5/4dr,

and so we have our assertion.
This completes the proof. �

Proposition 30 Let α � 0, p = 1,∞, and γ = �/4, � = 0, 1, . . . Then there is a
C5,α,γ ∈ (0,∞) satisfying the following.
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If ψ ∈ C
γ
p,α, ψ0,j ∈ C

γ
p,α, j = 0, 1, ψ1,j ∈ C

γ

p,α+1, j = 0, 1, ψ2,j ∈ C
γ

p,α+1/2,

j = 0, 1, ψ3 ∈ C
γ+1/2
p,α , ψ4 ∈ C

γ+1/2
p,α , ψ5 ∈ C

γ+1/4
p,α , and ψ6,k ∈ C

1/2
p,α−(k+1)/2,

k = 0, 1, . . . , [2α] − 1, and if

ψ(t) =
1∑

j=0

Qj,t−qψ0,j (q)+
1∑

j=0

(Gj,qψ1,j )(t)+
1∑

j=0

Dx(Gj,qψ2,j )(t)

+(Bqψ3)(t)+Dx(Bqψ4)(t)+ ψ5(t)+
[2α]−1∑
k=0

∂kg

∂xk
(t − q, ·)ψ6,k(q)

for any q ∈ (0, 1/2), t ∈ (2q, 1), then ψ ∈ C
γ+1/4
p,α , and

||ψ||p,α+1/4,γ+1/4

� C5,α,γ (||ψ0||p,α,γ +
1∑

j=0

(||ψ1,j ||p,α+1,γ

+
1∑

j=0

(||ψ2,j ||p,α+1/2,γ + ||ψ3||p,α,γ+1/2

+ ||ψ4||p,α,γ+1/2 + ||ψ5||p,α,γ+1/4 +
[2α]−1∑
k=0

||ψ6,k||p,α−(k+1)/2,1/2).

Proof First note that for p = 1

||∂
k+�g
∂xk+�

(t − q, ·)ψ6,k(q)(0)||1,0
� C1,0,k(t − q)−(k+�)/2q−(α−k/2)||ψ6,k||1,α−(k+1)/2,1/2

� C1,0,kq
−(α+�/2)||ψ6,k||1,α−(k+1)/2,1/2,

and that for p = ∞

||∂
k+�g
∂xk+�

(t − q, ·)ψ6,k(q)(0)||∞,0

� C0,0,k(t − q)−(k+�+1)/2q−(α−(k+1)/2)||ψ6,k||∞,α−(k+1)/2,0

� C0,0,kq
−(α+�/2)||ψ6,k||∞,α−(k+1)/2,1/2.
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Also, note that

∂

∂t

∂kg

∂xk
(t − q, x) = 1

2

∂k+2g

∂xk+2 (t − q, x), x > 0.

Then we see that

||∂
kg

∂xk
(t − q, ·)ψ6,k(q)(0)− ∂kg

∂xk
(t − q, ·)ψ6,k(q)(0)||p,0

� 2(C0,0,k + C1,0,k + C0,0,k+2 + C1,0,k+2)q
−α(1∧ (t − s)q−1)||ψ6,k||∞,α−(k+1)/2,1/2.

We prove our assertion by induction in �. Let s, t ∈ (0, 1) with s < t, and let
q = s/2.

First, let γ = 0. Then by Propositions 21 and 29 we see that

||ψ(t)− ψ(s)||p,0

�
1∑

j=0

(C1,1,0 + 2C1,0,0)(t − s)1/4(s − q)−1/4q−α||ψ0,j ||p,α,0

+
1∑

j=0

C1,α+1,0,0(t − s)1/4q−(α+1/4)||ψ1,j ||p,α+1,0

+
1∑

j=0

C3,α+1/2,0,1(t − s)1/4q−(α+1/4)||ψ2,j ||p,α+1/2,0

+ C4,α,1/2,0(t − s)3/4q−(α+1/4)||ψ3||p,α,1/2

+ C4,α,0,1(t − s)1/4q−(α+1/4)||ψ4||p,α,1/2 + (t − s)1/4q−(α+1/4)||ψ5||∞,α,1/4

+
[2α]−1∑
k=0

2(C0,0,k + C1,0,k + C0,0,k+2 + C1,0,k+2)(t − s)1/4q−(α+1/4)

× ||ψ6,k||∞,α−(k+1)/2,1/2.

This implies that ψ ∈ C
1/4
p,α .

Let γ = 1/4. Then estimating ||ψ(t) − ψ(s)||p,0, and ||Dxψ(t)||p,0 by

Propositions 21 and 29, we see that ψ ∈ C
1/2
p,α .

Let γ = 1/2. Then by Propositions 20 and 25, we see that

Dxψ(t)

=
1∑

j=0

Q1−j,t−qψ0,j (q)+ 2g(t − q, ·)ψ0,0(q)(0)
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+
1∑

j=0

G1−j,qDxψ1,j )(t)+ 2(Bqψ1,0)(t)

+
1∑

j=0

(DxGj,qDxψ2,j )(t)+ 2(DxBqψ2,0)(t)+ (DxBψ3)(t)

+D2
x(Bqψ4)(t)+ (Dxψ5)(t)+

[2α]−1∑
k=0

∂k+1g

∂xk+1 (t − q, ·)ψ6,k(q)(0).

Then estimating ||ψ(t)−ψ(s)||p,0, and ||Dxψ(t)−Dxψ(s)||p,0 by Propositions 21

and 29, we see that ψ ∈ C
3/4
p.α .

Let γ = 3/4. Then by Propositions 20 and 25, we see that

Dxψ(t)

=
1∑

j=0

Q1−j,t−qψ0,j (q)+ 2g(t − q, ·)ψ0,0(q)(0)

+
1∑

j=0

(G1−j,qDxψ1,j )(t)+ 2(Bqψ1,0)(t)

+
1∑

j=0

(DxGj,qDxψ2,j )(t)+ 2(DxBqψ2,0)(t)+ (DxBψ3)(t)

+ (Bq
dψ4

dt
)(t)+ g(t − q, ·)ψ4(q)(0)+ (Dxψ5)(t)

+
[2α]−1∑
k=0

∂k+1g

∂xk+1
(t − q, ·)ψ6,k(q)(0). (20)

So from the assumption of induction, we see that Dxψ ∈ C
γ−1/2
p,α+1/2.

Also, we see that

dψ

dt
(t)

= 1

2

1∑
j=0

(D2
xQj,t−qψ0,j )(q)+

1∑
j=0

(
1

2
(D2

xGj,qψ1,j )(t)+ ψ1,j (t))

+
1∑

j=0

(
1

2
(D2

xGj,qDxψ2,j )(t)+Dxψ2,j (t))
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+ (D2
xBqψ2,0)(t)+ 1

2
(D2

xBψ3)(t)

+ (DxBq
dψ4

dt
)(t)+ dψ5

dt
(t)+ ∂g

∂x
(t − q, ·)ψ4(q)(0)

+ 1

2

[2α]−1∑
k=0

∂k+2g

∂xk+1 (t − q, ·)ψ6,k(q)(0).

Then estimating || dψ
dt
(t)||p,0, by Propositions 21 and 29, we see that ψ ∈ C 1

p.α.

Let γ � 1. Then we see that

dψ

dt
(t)

= 1

2

1∑
j=0

(Qj,t−qD2
xψ0,j )(q)+ g(t − q, ·)ψ0,1(q)(0)

+ ∂g

∂x
(t − q, ·)ψ0,0(q)(0)+

1∑
j=0

(
1

2
(Gj,qD

2
xψ1,j )(t)+ ψ1,j (t))

+ (Bqψ1,1)(t)+ (DxBqψ1,0)(t)+
1∑

j=0

(
1

2
DxGj,qD

2
xψ2,j )(t)

+D2
xψ2,j (t))+DxBq

dπ2,0

dt
+ ∂g

∂x
(t − q, ·)ψ2,0(q)(0)

+ (Bqψ2,1)(t)+ g(t − q, ·)ψ2,1(q)(0)+ Bq
dψ3

dt
(t)

+ g(t − q, ·)ψ3(q)(0)+ (DxBq
dψ4

dt
)(t)+ ∂g

∂x
(t − q, ·)ψ4(q)(0)+ dψ5

dt
(t)

+ 1

2

[2α]−1∑
k=0

∂k+2g

∂xk+2 (t − q, ·)ψ6,k(q)(0).

So this equation, Eq. (20) and the assumption of induction imply that Dxψ ∈
C
γ−1/4
p,α+1/2 and that d

dt
ψ ∈ C

γ−3/4
p,α+1 . So we see that ψ ∈ C

γ+1/4
α .

This completes the proof. �
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3.3 Differential Operators and Basic Equality

Let us remind the definition of Dn, n � 0, and their property in Sect. 2.5.
The following is an easy consequence of Theorem 3.

Proposition 31 Let n1, n2,m � 0 and Ai ∈ Dni , i = 1, 2. Then there is a C ∈
(0,∞) such that

sup
x∈(0,∞)×RN−1

|(A1 adj
m(V0)(P

0
t )A2f )(x)| � Ct−m−(n1+n2)/2) sup

x∈(0,∞)×RN−1
|f (x)|

and
∫
(0,∞)×RN−1

|(A1 adj
m(V0)(P

0
t )A2f )(x)| dx � Ct−m−(n1+n2)/2)

∫
(0,∞)×RN−1

|f (x)| dx

for any t ∈ (0, 1] and f ∈ C∞0 (RN).

Also, we have the following.

Proposition 32 Let n � 1. Then we have the following.

(1) There are A1,k ∈ D2(n−k)+1, k = 0, . . . , n − 1, and A0,k ∈ D2(n−k)+2, k =
0, . . . , n− 2, such that

adj (V0)
n(V 2

1 B) = V 2
1 adj (V0)

n(B)+
n−1∑
k=0

V1A1,kadj (V0)
k(B)+

n−2∑
k=0

A0,kadj (V0)
k(B)

for any linear operator B defined in C∞b (RN).

(2) There are Ck ∈ D2(n−k)+1, k = 0, . . . , n− 1, such that

adj (V0)
n(b1V1B) = b1V1adj (V0)

n(B)+
n−1∑
k=0

Ckadj (V0)
k(B)

for any linear operator B defined in C∞b (RN). Here b1 is a function in the
definition of P 0

t .

Proof Note that

adj (V0)
n(V 2

1 B)

=
n∑

k=0

n−k∑
�=0

(
n

k

)(
n− k

�

)
adj (V0)

k(V1)adj (V0)
�(V1)adj (V0)

n−k−�(B)

= V 2
1 adj (V0)

n(B)+
n∑

�=1

(
n

�

)
V1adj (V0)

�(V1)adj (V0)
n−�(B)



Diffusion Semigroups with Dirichlet Boundary Conditions 213

+
n∑

k=1

(
n

k

)
V1adj (V0)

k(V1)adj (V0)
n−k−�(B)

−
n∑

k=1

(
n

k

)
[V1, adj (V0)

k(V1)]adj (V0)
n−k−�(B)

+
n∑

k=1

n−k∑
�=1

(
n

k

)(
n− k

�

)
adj (V0)

k(V1)adj (V0)
�(V1)adj (V0)

n−k−�(B)

So we have Assertion (1). The proof of Assertion (2) is similar. �
Also, we have the following.

Proposition 33 Let n � 1, and A ∈ Dm, m � 0.

(1) There are C1,k ∈ Dm+2(n−k)+1, k = 0, . . . , n − 1, and C0,k ∈ Dm+2(n−k)+2,

k = 0, . . . , n− 2, such that

A adj (V0)
n((

1

2
V 2

1 + b1V1)B)

= 1

2
V 2

1 A adj (V0)
n(B)+

n−1∑
k=0

V1C1,kadj (V0)
k(B)+

n−2∑
k=0

C0,kadj (V0)
k(B)

for any linear operator B in C∞b (RN).

(2) Let A′ ∈ Dm′ , m′ � 0. Then for any n � 1, there are C′k ∈ Dm+m′+2(n−k),
k = 0, . . . , n, such that

A adj (V0)
n(A′B) =

n∑
k=0

C′kadj (V0)
k(B)

for any linear operator B in C∞b (RN).

Now let U ∈ C∞b (R) such that U(z) = 0 for z > 0, U(z) > 0 for z < 0, and

U(z) = −1 for z � −1.We define a semigroup of linear operatorsP (λ)
t , t ∈ [0,∞),

λ ∈ (0,∞), in C∞b (RN) by

(P
(λ)
t f )(x)

= Eμ[exp(−λ
∫ t

0
U(X̃1(s, x))ds) exp(

d∑
k=0

∫ t

0
bk(X(s, x)) ◦ dBk(s))f (X(t, x))],
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x ∈ RN, f ∈ C∞b (RN). Note that the infinitesimal generator L(λ) of P (λ)
t is given

by

L(λ) = V0 + 1

2

d∑
k=1

V 2
k +

d∑
k=1

bkVk + b0 + 1

2

d∑
k=1

(b2
k + (Vkbk))− λU.

Then we see that for any A ∈ Dm, m � 0, n � 0, and f ∈ C∞0 (RN)

d

dt
(A adj (V0)

n(P
(λ)
t )Exp(−tV0)f )(x)

= (A adj (V0)
n((

1

2
V 2

1 + b1V1 + L0)P
(λ)
t )Exp(−tV0)f ))(x))

+ (A adj (V0)
n+1(P

(λ)
t )Exp(−tV0)f )(x)

for x ∈ (0,∞)× RN−1. Here

L0 = 1

2

d∑
k=2

V 2
k +

d∑
k=2

bkVk + b0 + 1

2

d∑
k=1

(b2
k + (Vkbk)) ∈ D2.

So we see have the following by Proposition 33.

Proposition 34 For any A ∈ Dm, m � 0, and n � 0, there are C1,k ∈
Dm+2(n−k)+1, k = 0, . . . , n− 1, and C0,k ∈ D2(n−k)+2, k = 0, . . . , n, such that

(
d

dt
− 1

2
V 2

1 )(A adj (V0)
n(P

(λ)
t )Exp(−tV0)f )(x)

=
n∑

k=0

(V1C1,k adj (V0)
k(P

(λ)
t )Exp(−tV0)f )(x)

+
n∑

k=0

(C0,k adj (V0)
k(P

(λ)
t )Exp(−tV0)f )(x)

+ (A adj (V0)
n+1(P

(λ)
t )Exp(−tV0)f )(x) (21)

for any f ∈ C0(RN), t > 0, and x ∈ (0,∞)× RN−1.

Here C1,k ∈ Dm+2(n−k)+1, k = 0, . . . , n − 1, and C0,k ∈ Dm+2(n−k)+2, k =
0, . . . , n− 2, are those in Proposition 33.
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For any f ∈ C∞0 (RN), n,m � 0, and A ∈ Dm, let ψ̂n,A,f : (0, 1)× (0,∞)→
C∞b (RN−1), be given by

ψ̂n,A,f (t)(x)(x̃) = (A adj (Ṽ0)
n(P 0

t Exp(−Ṽ0))f )(x, x̃), t, x > 0, x̃ ∈ RN−1.

Notice that ψ̂n,A,f (t)(x)(x̃)→ 0 as x + |x̃| → ∞, and

∫
(0,∞)

dx

∫
RN−1

dx̃|ψn,A,f (t)(x)(x̃)| <∞.

Then we have the following.

Proposition 35 Let n,m � 0, and A ∈ Dm. Then for any q ∈ (0, 1/2), f ∈
C∞0 (RN), t ∈ (2q, 1), x ∈ (0,∞), and x̃,

ψ̂n,A,f (t)(x)(x̃)

=
∫ ∞

0
g0(t − q, x, y)ψ̂n,A,f (q)(y)dy

−
n∑

k=0

∫ t

q

ds

∫ ∞

0
dy

∂g1

∂x
(t − s, x, y)

∂

∂y
ψ̂k,C1,k ,f (s)(y)(x̃)

+
n∑

k=0

∫ t

q

ds

∫ ∞

0
dyg0(t − s, x, y)ψ̂k,C0,k,f (s)(y)(x̃)

+
∫ t

q

ds

∫ ∞

0
dyg0(t − s, x, y)ψ̂n+1,A,f (s)(y).(x̃).

Here C1,k ∈ Dm+2(n−k)+1, k = 0, . . . , n − 1, and C0,k ∈ Dm+2(n−k)+2, k =
0, . . . , n− 2, are those in Proposition 34.

Proof For any f ∈ C∞0 (RN), n,m � 0, A ∈ Dm, and λ > 0, let ψ̂(λ) = ψ̂
(λ)
n,A,f :

(0,∞)× ([0,∞)×RN−1)→ R be given by

ψ̂(λ)(t, x, x̃) = (A adj (V0)
n(P

(λ)
t Exp(−tV0))f )(x, x̃), t ∈ (0, 1), x � 0, x̃ ∈ RN−1.

Note that ψ̂(λ)
n,A,f (t, x, x̃)→ 0, as x + |x̃| → ∞, for any t ∈ [0,∞),

sup
λ>0

∫
(0,∞)×RN−1

|ψ̂(λ)(t, x, x̃)|dxdx̃ <∞, t ∈ [0,∞),
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and

sup
λ>0

sup
x∈(0,∞),x̃∈RN−1

|ψ̂(λ)(t, x, x̃)| <∞, t ∈ [0,∞).

Let q ∈ (0, 1/2). Then for any x > 0, t ∈ (2q, 1), and ε ∈ (0, q),

0 =
∫ t−ε
q

ds

∫ ∞
0

dy((
∂

∂s
+ 1

2

∂2

∂y2
)g0(t − s, x, y))ψ̂(λ)(s, y, x̃)

=
∫ ∞

0
dy(g0(ε, x, y)ψ̂

(λ)(t − ε, y, x̃)− g0(t − q, x, y)ψ̂(λ)(q, y, x̃))

−
∫ t−ε
q

ds
∂ψ̂(λ)

∂s
(s, y)g0(t − s, x, y)+ 1

2

∫ t−ε
q

ds(−∂g0

∂y
(t − s, x, 0)ψ̂(λ)(s, 0, x̃)

+
∫ ∞

0
dyg0(t − s, x, y)

∂2ψ̂(λ)

∂y2
(s, y, x̃))

=
∫ ∞

0
dy(g0(ε, x, y)ψ̂(t − ε, y)− g0(t − q, x, y)ψ̂(λ)(q, y, x̃))

−
∫ t−ε
q

∂g0

∂y
(t − s, x, 0)ψ̂(λ)(s, 0, x̃)ds

+
∫ t−ε
q

ds

∫ ∞
0

dyg0(t − s, x, y)(− ∂

∂s
+ 1

2

∂2

∂y2
)ψ̂(λ)(s, y, x̃).

So we have∫ ∞

0
g0(ε, x, y)ψ̂

(λ)(t − ε, y, x̃)dy

=
∫ ∞

0
g0(t − q, x, y)ψ̂(λ)(q, y, x̃)dy

−
∫ t−ε

q

∂g0

∂y
(t − s, x, 0)ψ̂(λ)(s, 0, x̃)ds

+
∫ t−ε

q

ds

∫ ∞

0
dyg0(t − s, x, y)(

∂

∂s
− 1

2

∂2

∂y2 )ψ̂
(λ)(s, y, x̃).

Letting ε ↓ 0, we see that

ψ̂(λ)(t, x, x̃)

=
∫ ∞

0
g0(t − q, x, y)ψ̂(λ)(q, y, x̃)dy −

∫ t

q

∂g0

∂y
(t − s, x, 0)ψ̂(λ)(s, 0, x̃)ds

+
∫ t

q

ds

∫ ∞

0
dyg0(t − s, x, y)(

∂

∂s
− 1

2

∂2

∂y2
)ψ̂(λ)(s, y, x̃).
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Therefore by Proposition 34, we see that

ψ̂
(λ)
n,A,f (t, x, x̃)

=
∫ ∞

0
g0(t − q, x, y)ψ̂

(λ)
n,A,f (q, y, x̃)dy

−
∫ t

q

∂g0

∂y
(t − s, x, 0)ψ̂(λ)

n,A,f (s, 0, x̃)ds

+
n∑

k=0

∫ t

q

ds

∫ ∞

0
dyg0(t − s, x, y)

∂

∂y
ψ̂
(λ)
k,C1,k ,f

(s, y, x̃)

+
n∑

k=0

∫ t

q

ds

∫ ∞

0
dyg0(t − s, x, y)ψ̂

(λ)
k,C0,k,f

(s, y, x̃)

+
∫ t

q

ds

∫ ∞

0
dyg0(t − s, x, y)ψ̂

(λ)
n+1,A,f (s, y, x̃)

=
∫ ∞

0
g0(t − q, x, y)ψ̂

(λ)
n,A,f (q, y, x̃)dy

−
n∑

k=0

∫ t

q

ds

∫ ∞

0
dy

∂g1

∂x
(t − s, x, y)ψ̂

(λ)
k,C1,k ,f

(s, y, x̃)

+
n∑

k=0

∫ t

q

ds

∫ ∞

0
dyg0(t − s, x, y)ψ̂

(λ)
k,C0,k,f

(s, y, x̃)

+
∫ t

q

ds

∫ ∞

0
dyg0(t − s, x, y)ψ̂

(λ)
n+1,A,f (s, y, x̃)

−
∫ t

q

∂g0

∂y
(t − s, x, 0)ψ̂(λ)

n,A,f (s, 0, x̃)ds

It is easy to see that ψ̂(λ)
n,A,f (t)(x, x̃) → ψ̂n,A,f (t)(x, x̃), as λ → ∞, and

ψ̂
(λ)
n,A,f (t)(0, x̃) → 0, as λ → ∞, for any t ∈ (0, 1), x ∈ (0,∞), x̃ ∈ RN−1.

So letting λ→∞, we have our assertion. �

3.4 L∞-Estimate

Now let E = E∞ = C∞(RN−1) be a separable Banach space consisting of
continuous functions defined on RN−1 such that f (x̃) → 0 as |x̃| → ∞ with a
norm

||f ||E∞ = sup{|f (x̃)|; x̃ ∈ RN−1}.
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Note that C∞0 (RN−1) is a dense subset in E∞. So we see that {f |(0,∞)×RN−1; f ∈
C∞0 (RN)} is a dense subset of W 0∞(E∞).

For any f ∈ W 0∞(E∞), n,m � 0, and A ∈ Dm, let ψ̂n,A,f : (0, 1)× (0,∞)→
C∞b (RN−1), be given by

ψn,A,f (t)(x)(x̃) = (A adj (Ṽ0)
n(P 0

t Exp(−Ṽ0))f )(x, x̃), t, x > 0, x̃ ∈ RN−1.

Then we have the following

Proposition 36

(1) ψn,A,f ∈ C 0
∞,m/2+n for any n,m � 0, A ∈ Dm, and f ∈ C∞0 (RN). Moreover,

for any n,m � 0, and A ∈ Dm, there is a C ∈ (0,∞) such that

||ψn,A,f ||∞,m/2+n,0 � C sup
x∈(0,∞)×RN

|f (x)|

for any f ∈ C∞0 (RN).

(2) For any n,m � 0, andA ∈ Dm, there areC1,k ∈ Dm+2(n−k)+1, k = 0, . . . , n−
1, and C0,k ∈ Dm+2(n−k)+2, k = 0, . . . , n − 2, satisfying the following. For
any q ∈ (0, 1/2), t ∈ (2q, 1), and f ∈ C∞0 (RN),

ψn,A,f (t)

= Q0,t−qψn,A,f (q)+
n∑

k=0

Dx(G1,Qψk,C1,k ,f )(t)

+
n∑

k=0

(G0,qψk,C0,k ,f )(t)+ (G0,qψn+1,A,f )(t).

(3) ψn,A,f ∈ C
k/4
∞,m/2+n for any n,m, k � 0, A ∈ Dm, and f ∈ C∞0 (RN).

Moreover, for any n,m, k � 0, and A ∈ Dm, there is a C ∈ (0,∞) such
that

||ψn,A,f ||∞,m/2+n,k/4 � C sup
x∈(0,∞)×RN

|f (x)|

for any f ∈ C∞0 (RN).

Proof Assertions (1) and (2) follow from Propositions 31 and 35.
Then by Proposition 30, we have Assertion (3) by induction in k. �
As a corollary to Proposition 36, we have the following.

Corollary 3 For for any n,m, k � 0, A ∈ Dm, and f ∈ C∞0 (RN), (AP 0
t f )(·, x̃) :

(0,∞)→ R is smooth for any t ∈ (0, 1) and x̃ ∈ RN−1.
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Moreover, for any n,m � 0, and A ∈ Dm, there is a C ∈ (0,∞) such that

sup
x∈(0,∞)×RN−1

|V k
1 A adj (V0)

n(P 0
t )f (x)| � Ct−(2n+m+k)/2 sup

x∈(0,∞)×RN−1
|f (x)|

for any t ∈ (0, 1) and f ∈ C∞0 (RN).

3.5 L1-Estimate

Let E = E1 = L1(RN−1, dx̃). Then E ie a separable Banach space.
For any f ∈ W 0

1 (E1), n,m � 0, and A ∈ Dm, let ψn,A,f : (0, 1)× (0,∞)→
C∞b (RN−1), be given by

ψn,A,f (t)(x)(x̃) = (A adj (Ṽ0)
n(P 0

t Exp(−Ṽ0))f )(x, x̃), t, x > 0, x̃ ∈ RN−1.

Proposition 31 guarantees that ψn,A,f is well-defined.
By a similar argument in the previous Section, we have the following.

Proposition 37

(1) ψn,A,f ∈ C 0
1,m/2+n for any n,m � 0, A ∈ Dm, and f ∈ C∞0 (RN). Moreover,

for any n,m � 0, and A ∈ Dm, there is a C ∈ (0,∞) such that

||ψn,A,f ||1,m/2+n,0 � C

∫
(0,∞)×R N−1

|f (x)|

for any f ∈ C∞0 (RN).

(2) For any n,m � 0, andA ∈ Dm, there areC1,k ∈ Dm+2(n−k)+1, k = 0, . . . , n−
1, and C0,k ∈ Dm+2(n−k)+2, k = 0, . . . , n − 2, satisfying the following. For
any q ∈ (0, 1/2), t ∈ (2q, 1), and f ∈ C∞0 (RN),

ψn,A,f (t)

= Q0,t−qψn,A,f (q)+
n∑

k=0

Dx(G1,Qψk,C1,k ,f )(t)

+
n∑

k=0

(G0,qψk,C0,k ,f )(t)+ (G0,qψn+1,A,f )(t).
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(3) ψn,A,f ∈ C
k/4
1,m/2+n for any n,m, k � 0, A ∈ Dm, and f ∈ C∞0 (RN).

Moreover, for any n,m, k � 0, and A ∈ Dm, there is a C ∈ (0,∞) such
that

||ψn,A,f ||1,m/2+n,k/4 � C

∫
(0,∞)×RN−1

|f (x)|dx

So we have the following.

Corollary 4 For for any n,m, k � 0, A ∈ Dm, and f ∈ C∞0 (RN), (AP̂ 0
t f )(·, x̃) :

(0,∞)→ R is smooth for any t ∈ (0, 1) and x̃ ∈ RN−1.

Moreover, for any n,m � 0, and A ∈ Dm, there is a C ∈ (0,∞) such that

∫
(0,∞)×RN−1

|V k
1 A adj (V0)

n(P̂ 0
t )f (x)|dx � Ct−(2n+m+k)/2

∫
(0,∞)×RN−1

|f (x)|dx

for any t ∈ (0, 1) and f ∈ C∞0 (RN).

3.6 Proof of Theorem 2

Let P̄ 0
t , t � 0, be the diffusion semi-group given in Sect. 2.5. Then by Eq. (15) and

arguments in Sect. 2.5, we see that

∫
(0,∞)×RN−1

g(x)(P 0
t f )(x)dx =

∫
(0,∞)×RN−1

f (x)(P̄ 0
t g)(x)dx

for t > 0, and f, g ∈ C∞0 ((0,∞)×RN−1), and so by Corollaries 3 and 4, we have
the following.

Proposition 38 For any n,m, k � 0, and A ∈ Dm, there is a C ∈ (0,∞) such that

sup
x∈(0,∞)×RN−1

|adj (V0)
n(P 0

t )AV
k
1 f (x)| � Ct−(2n+m+k)/2 sup

x∈(0,∞)×RN−1
|f (x)|

and
∫
(0,∞)×RN−1

|adj (V0)
n(P 0

t )AV
k
1 f (x)|dx � Ct−(2n+m+k)/2

∫
(0,∞)×RN−1

|f (x)|dx

for any t ∈ (0, 1) and f ∈ C∞0 ((0,∞)× RN−1).

Combining Corollaries 3, 4 and Proposition 38, we have Theorem 2.
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Disintegration of Young Measures
and Nonlinear Analysis

Toru Maruyama

Abstract Selected fundamental theories of Young measures are systematically
presented together with preparatory materials.
The main topics to be discussed here are the following three.

1. The existence and uniqueness of a representation (disintegration) of a Young
measure by means of a measurable family of Radon probability measures.

2. The topological structure of the space of Young measures.
3. The lower semi-continuity of nonlinear integral functionals: a crucial topic in the

existence theory of calculus of variations.

Several applications are also shown, which include

1. the relation between the concept of disintegration and that of conditional
expectation, as well as

2. the existence of solutions for simple variational problems and their “purifica-
tions”.
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1 Introduction

Let I = [0, 1] be the unit interval of the real axis R endowed with the Lebesgue
σ -field L and the Lebesgue measure m. {νω|ω ∈ I } denotes a family of finite
measures on (Rl,B(Rl )), where B(Rl ) is the Borel σ - field on R

l . {νω|ω ∈ I } is
called a measurable family if the function ω �→ νω(B) of I into R is measurable for
all B ∈ B(Rl ).

The function

ω �→
∫
Rl

χA(ω, x)dνω

of I into R is shown to be measurable for any A ∈ L ⊗ B(Rl ). (χA is the
characteristic function of A.) Hence we can define the integration of this function
on I . When a measure γ on (I ×R

l ,L ⊗B(Rl )) is expressed in the form

γ (A) =
∫
I

{
∫
Rl

χA(ω, x)dνω}dm, (1.1)

this expression is called the disintegration of γ by means of the measurable family
{νω|ω ∈ I }.1 Equation (1.1) can also be expressed as

γ (A) =
∫
I

{
∫
I×Rl

χA(ω, x)d(δω ⊗ νω)}dm. (1.1’)

When γ satisfies the relation (1.1) (⇔(1.1’)), we symbolically express γ as

γ =
∫
I

δω ⊗ νωdm. (1.2)

δω is the Dirac measure which assigns mass 1 at ω.
As a special case of a measurable family, we often consider the one defined by

some x(·) ∈ L1(I,Rl ):

{νω = δx(ω)|ω ∈ Ω}.

The measure γ on I × R
l corresponding to this measurable family is

γ =
∫
I

δω ⊗ δx(ω)dm. (1.3)

1Let ζ be a finite measure on (Rl ,B(Rl )). If νω = ζ for all ω ∈ I , {νω|ω ∈ I} is a measurable
family and γ defined by (1.1) is nothing other than the product measure m⊗ ζ .
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This is an elementary but important example of a measure which has an expression
by disintegration. Δ(L1(I,Rl )) is the set of all the measures on I × R

l that can be
expressed in the form (1.3) for some x(·) ∈ L1(I,Rl ).

Suppose that a certain function f : I × R
l → R is given. We define an integral

functional J : L1(I,Rl )→ R by

J : x(·) �→
∫
I

f (ω, x(ω))dm. (1.4)

On the other hand, we also define a functional H : Δ(L1(I,Rl ))→ R by

H : γ =
∫
I

δω ⊗ δx(ω)dm �→
∫
I×Rl

f (ω, x)dγ. (1.5)

Then it is obvious that (1.4) and (1.5) are different expressions of the same object. J
is a nonlinear functional on L1(I,Rl ). Whereas, roughly speaking, H is a “linear”
functional of γ . Such a transformation from nonlinear to linear is made possible by
changing variable from x(·) to γ interpreted as an operator acting on f .2

In classical calculus of variations, a basic integral functional

x(·) �→
∫
I

f (ω, x(ω), ẋ(ω))dm

on C1(I,Rl )3 appears frequently. Although this functional is nonlinear, the concept
of disintegration of measures can be effectively used for paving the way to
“linearization” of the nonlinear problem.

Thus a transparent route can be developed for calculus of variations,4 nonlinear
partial differential equations5 and etc. by means of disintegration of measures.
However we have to prepare exact answers to the following two questions.

First of all, under what conditions, is a measure γ on (I × R
l,L ⊗ B(Rl ))

expressible in the form of disintegration?
The second question to be answered is a detailed examination from the viewpoint

of functional analysis of the space of disintegrable measures.
We discuss these problems in the first two parts of this article. Being based upon

these basic studies, we devote the remaining part to some selected applications.
The continuity of nonlinear integral functionals is our summit target. It is an

2Of course, H is not a linear functional in an exact sense because Δ(L1(I,Rl )) is not a vector
space.
3C1(I,Rl ) is the set of all continuously differentiable functions of I into R

l . We also adopt more
generally the Sobolev space, say W1,2(I,Rl ), instead of C1(I,Rl ).
4Berliocchi–Lasry [7] is a forerunner in this field. See also Maruyama [33].
5For instance, Evans [22] provides a lucid explanation.
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indispensable preparation for the existence theory in calculus of variations or
optimal controls.

The purpose of this work is to give a systematic overview of the theory of
disintegration including my own results. In the course of my research, I have learned
a lot about this discipline from mathematicians of Montpelier School, including
Professor C. Castaing and Professor M. Valadier. In particular, I have to appreciate
what I learned from Professor Valadier’s survey articles [48, 49] for writing up this
work. I also recommend the readers to consult Castaing et al. [14] as a reliable
treatise. See Bourbaki [11] for functional analysis, in general.

2 Disintegrations

2.1 Measurable Family of Measures

The concept of a measurable family of measures was introduced already in the
preface. We recapitulate this concept in a more general framework.

Definition 2.1 Let (Ω1,E1) and (Ω2,E2) be measurable spaces. A measure μ1 on
(Ω1,E1) and a measurable function θ : Ω1 → Ω2 are given. Then the measure μ2
on (Ω2,E2) defined by

μ2(E) = (μ1 ◦ θ−1)(E) = μ1(θ
−1(E)), E ∈ E2

is called the image measure of μ1 via θ .

The following properties of image measures can be checked easily.

1◦ If a measurable function f : Ω2 → R̄ is either nonnegative or μ2-integrable,
then

∫
Ω2

f dμ2 =
∫
Ω1

f ◦ θdμ1.

2◦ If (Ω3,E3) is also a measurable space and τ : Ω2 → Ω3 is a measurable
function, then

μ1 ◦ (τ ◦ θ)−1 = μ2 ◦ τ−1.

In the following, (Ω,E , μ) stands for a finite measure space, and X a Hausdorff
topological space endowed with the Borel σ -field B(X). The projection of the
product space Ω ×X into Ω (resp. X) is denoted by πΩ (resp. πX).

Definition 2.2 A measure γ on (Ω ×X,E ⊗B(X)) which satisfies

γ ◦ π−1
Ω = μ (resp.γ ◦ π−1

Ω � μ)
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is called a Young measure (resp. sub-Young measure). The set of all Young mea-
sures (resp. sub-Young measures) is denoted by Y(Ω,μ;X) (resp. Ys (Ω,μ;X)).
Definition 2.3 A set {νω|ω ∈ Ω} of finite measures on (X,B(X)) is called a
measurable family if the mapping

ω �→ νω(B)

is measurable for all B ∈ B(X).

The above definition does not cover the case of signed measures. A family
{νω|ω ∈ Ω} of signed measures with |νω| < ∞ is said to be a measurable family
if both of {ν+ω |ω ∈ Ω} and {ν−ω |ω ∈ Ω} form measurable families, where ν+ω (resp.
ν−ω ) is the positive (resp. negative) part of the Jordan decomposition of νω.

Theorem 2.1 Let (X, ρ) be a metric space. The following two statements are
equivalent for a family {νω|ω ∈ Ω} of finite measures on (X,B(X)).

(i) {νω|ω ∈ Ω} is a measurable family.
(ii) The function

ω �→
∫
X

f (x)dνω

is measurable for any f ∈ Cb(X,R).6

If, in addition, (X, ρ) is a locally compact and σ -compact metric space, (i)
and (ii) are equivalent to (iii).

(iii) The function

ω �→
∫
X

f (x)dνω

is measurable for any f ∈ C∞(X,R).7

Proof (i)⇒ (ii): We may assume that f ∈ Cb(X,R) is nonnegative, without loss
of generality. As is well-known, there exists a sequence {ϕn} of nonnegative simple
functions such that

ϕn(x)→ f (x) pointwise as n→∞,

ϕn(x) � ϕn+1(x) ; n = 1, 2, · · · .
Since

ω �→
∫
X

ϕn(x)dνω; n = 1, 2, · · ·

6Cb(X,R) is the set of all bounded continuous real-valued functions defined on X.
7C∞(X,R) is the set of all continuous real-valued functions which vanish at infinity.



228 T. Maruyama

is measurable by (i),

ω �→
∫
X

f (x)dνω =
∫
X

lim
n→∞ ϕn(x)dνω

= lim
n→∞

∫
X

ϕn(x)dνω

(monotone convergence theorem)

is also measurable.
(ii)⇒ (i): Let me start by examining a closed set F . If we define a sequence

fn : X→ R (n = 1, 2, · · · ) by

fn(x) = Max{1− nρ(x, F ), 0}

(cf. Fig. 1), then fn ∈ Cb(X,R) and

fn(x)→ χF (x) as n→∞,

fn(x) � fn+1(x) ; n = 1, 2, · · · .

The function

ω �→
∫
X

fn(x)dνω ; n = 1, 2, · · · (2.1)

is measurable by (ii).
Since

νω(F ) =
∫
X

χF (x)dνω =
∫
X

lim
n→∞ fn(x)dνω = lim

n→∞

∫
X

fn(x)dνω

(monotone convergence theorem),

Fig. 1 Graph of fn(x)
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the function ω �→ νω(F ) is the limit of a sequence (2.1) of measurable functions.
So it is measurable.

We now consider a general Borel set B. The family

B′ = {B ∈ B(X)|ω �→ νω(B)is measurable}
is a Dynkin family8 which contains all the closed sets. On the other hand, the class
F of all the closed sets of X is multiplicative, the Dynkin class F generates and
B(X) coincide by Dynkin class theorem. Consequently, we obtain B′ ⊃ B(X).
Thus (i) holds good.

Finally, we show the equivalence of (i), (ii) and (iii) under the additional
assumptions. Since (i)⇒ (iii) can be proved quite similarly as (i)⇒(ii), we have
only to show (iii)⇒ (i).

It is enough to show that the function ω �→ νω(F ) is measurable for any closed
set F in X.9 Since X is σ -compact, there exists a countable compact sets Kn(n =
1, 2, · · · ) such that X =

∞⋃
n=1

Kn. Clearly F =
∞⋃
n=1

(F ∩ Kn). We can prove the

measurability of

ω �→ νω(F ∩ (
n⋃

j=1

Kj )) =
∫
X

sup
1�j�n

χF∩Kj (x)dνω

by a similarly reasoning as the proof of (ii)⇒ (i).10 Hence

ω �→ νω(F ) =
∫
X

sup
n
χF∩Kn(x)dνω

=
∫
X

lim
n→∞ sup

1�j�n

χF∩Kj (x)dνω

= lim
n→∞

∫
X

sup
1�j�n

χF∩Kj (x)dνω

(monotone convergence theorem)

is measurable as the limit of a sequence of measurable functions. "#

8Let D be a class of subsets of a set Z. D is called a Dynkin class if it satisfies the following
three conditions. (a) An ∈ D , An ∩ Am = ∅(m 
= n) ⇒ ∪∞n=1An ∈ D . (b) A1, A2 ∈ D, A1 ⊂
A2 ⇒ A2 \A1 ∈ D . (c) Z ∈ D . If a family of subsets of Z is closed under the operation of finite
intersection, this family is said to be multiplicative.

Dynkin Class Theorem If a family of subsets of Z is multiplicative, then the Dynkin class and
the σ -field it generates coincide. cf. Itô [27, p. 50].
9It is easy to prove that {C ∈ B(X)|ω �→ νω(C)is measurable} forms a σ -field. If all the closed
sets are contained in this family, so is every member of B(X).
10Approximate the characteristic function of F∩(∪nj=1Kj ) by a decreasing sequence in C∞(X,R).
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We now proceed to prove that the function

ω �→
∫
X

f (ω, x)dνω

is measurable for a measurable function f : Ω × X → R. We prepare a couple of
lemmata.

Lemma 2.1 The σ -field generated by the family R ≡ {E×F |E ∈ E , F is a closed
set in X} coincides with E ⊗B(X).

Proof Since it is clear that the σ -field generated by R is contained in E ⊗B(X),
we have only to show the converse inclusion.

Let B′ be the family of sets B ∈ B(X) such that E × B(E ∈ E ) is contained
in the σ -field generated by R. Then B′ is a Dynkin class. The family F of all
the closed sets in X is multiplicative and contained in B′. Since the Dynkin class
generated by F is equal to B(X) (Dynkin class theorem, cf. footnote 8), we obtain
B(X) ⊂ B′. Thus the lemma follows. "#
Lemma 2.2 Let {νω|ω∈Ω} be a measurable family of finite measures on
(X,B(X)). Then the function

ω �→
∫
X

χA(ω, x)dνω (2.2)

is measurable for any A ∈ E ⊗B(X).

Proof The function

ω �→
∫
X

χE×F (ω, x)dνω =
∫
X

χE(ω)χF (x)dνω

= χE(ω)

∫
X

χF (x)dνω = χE(ω)νω(F )

is measurable for any E ∈ E and any closed set F in X, since {νω|ω ∈ Ω} is a
measurable family. Consequently the function (2.2) is measurable for any set A ∈
R ≡ {E × F |E ∈ E , F is a closed set in X}.

Let R ′ be the set of A ∈ E ⊗B(X) such that the function (2.2) is measurable
for A. Then R ′ is a Dynkin class.11

11If An ∈ R′ and An ∩ Am = ∅ (n 
= m), then the function

ω �→
∫
X

χ∪∞n=1An
dνω =

∞∑
n=1

∫
X

χAndνω︸ ︷︷ ︸
measurable

is measurable. Furthermore if A1, A2 ∈ R′ and A1 ⊂ A2, then
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Hence the Dynkin class generated by R is contained in R ′. However, the
Dynkin class generated by R coincides with the σ -field generated by R (Dynkin
class theorem), which is equal to E ⊗ B(X), by Lemma 2.1. Thus we obtain
E ⊗ B(X) ⊂ R ′, which implies that E ⊗ B(X) = R ′. We conclude that the
function (2.2) is measurable for any A ∈ E ⊗B(X). "#
Theorem 2.2 Let {νω|ω∈Ω} be a measurable family of finite measures on
(X,B(X)). If f : Ω × X → R̄ is a nonnegative measurable function, then
the function

ω �→
∫
X

f (ω, x)dνω

is measurable.

The above theorem can be proved easily by approximating f by a sequence of
simple functions and applying Lemma 2.2. Furthermore the following theorem is an
easy consequence of Theorem 2.2.

Theorem 2.3 Let {νω|ω∈Ω} is a measurable family of finite measures on
(X,B(X)). We define

γ (A) =
∫
Ω

{
∫
X

χA(ω, x)dνω}dμ

for each A ∈ E ⊗B(X).

(i) The set function γ is a measure on (Ω × X,E ⊗ B(X)). If sup{νω(X)|ω ∈
Ω} <∞, then γ is a finite measure.

(ii) If a measurable function f : Ω×X→ R̄ is either nonnegative or γ -integrable,
then the formula

∫
Ω×X

f (ω, x)dγ =
∫
Ω

{
∫
X

f (ω, x)dνω}dμ (2.3)

holds good.

The formula (2.3) is an analogue of the Fubini theorem for the usual product
measures.

ω �→
∫
X

χA2\A1dνω =
∫
X

(χA2 − χA1 )dνω

is also measurable. Finally it is clear that X ∈ R′ .
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2.2 The Dual of L1(Ω,C∞(X,R))

Definition 2.4 Let (Ω,E ) be a measurable space. X and Y are given topological
spaces. A function f : Ω×X→ Y is called a Carathéodory function if it satisfies
the following conditions.

(i) ω �→ f (ω, x) is (E ,B(X))-measurable for any fixed x ∈ X.
(ii) x �→ f (ω, x) is continuous for any fixed ω ∈ Ω .12

The measurability of Carathéodory functions are well-known.13

Proposition 2.1 Let (Ω,E ) be a measurable space. Suppose that (X, ρ) and
(Y, ρ′) are metric spaces, and, in particular, X is separable. Then a Carathéodory
function f : Ω ×X→ Y is (E ⊗B(X),B(Y ))-measurable.

In our discussion below, we are mainly interested in a real-valued Carathéodory
function such that ω �→ f (ω, ·) is integrable. So I would like to examine
Carathéodory functions of this kind more in detail. For that purpose, we assume
that the metric space (X, ρ) is locally compact and separable.14

A Carathéodory function f : Ω × X → R defines a continuous function
f (ω, ·) ≡ h(ω) for each ω ∈ Ω . Assume that h(ω) is a continuous function which
vanishes at infinity for each ω ∈ Ω; i.e. h(ω) ∈ C∞(X,R).

C∞(X,R) is endowed with the uniform convergence norm ||·||∞. B(C∞(X,R))
is the Borel σ -field on this space. The function

h : Ω → C∞(X,R)

is (E ,B(C∞(X,R)))-measurable.
In fact, this can be proved as follows. Let {ξ1, ξ2, · · · } be a countable dense set

in X. Then we have, for any g ∈ C∞(X,R),

‖h(ω)− g‖∞ = sup
x∈X

|h(ω)(x)− g(x)|

= sup
n
|f (ω, ξn)− g(ξn)|.

12Assume that Ω is a measure space. Then there occurs no essential difference by changing “for
any fixed ω ∈ Ω” to “for a.e. fixed ω ∈ Ω”.
13See Maruyama [36, pp. 412–413] for a proof.
14We should remind of several important facts in general topology (cf. Boubaki [9, Part 1. pp.
90–94]).

1◦ A σ -compact topological space is Lindelöf.
2◦ In a metric space, the second countability, separability and Lindelöfness are all equivalent.
3◦ A metric space which is separable and locally compact is σ -compact.
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Since the function ω �→ |f (ω, ξn) − g(ξn)| is measurable, ω �→ ‖h(ω) − g‖∞ is
also measurable. We denote by Br(g) the open ball with center g and radius r > 0
in C∞(X,R). Then h−1(Br(g)) ∈ E because

h−1(Br (g)) = {ω ∈ Ω |‖h(ω)− g‖∞ < r}

and ω �→ ‖h(ω) − g‖∞ is measurable. Taking account of the separability of
C∞(X,R) (with sup-norm),15 we obtain h−1(B) ∈ E for any Borel set B in
C∞(X,R).

Thus we proved that h is (E ,B(C∞(X,R)))-measurable. This justifies the
integration of ‖h(ω‖∞ = ‖f (ω, ·)‖∞ when a measure μ is given on (Ω,E ).

Definition 2.5 Let (Ω,E , μ) be a finite measure space and (X, ρ) a locally
compact and separable metric space. A Carathéodory function f : Ω × X → R

is called integrable if the following two conditions are satisfied.

(i) The continuous function h(ω) = f (ω, ·) vanishes at infinity.

(ii)
∫
Ω

‖h(ω)‖∞dμ <∞.

The set of all integrable Carathéodory functions is denoted by GC∞(Ω,μ;X).
When X is a metric space which is not locally compact, the concept “vanishing at

infinity” does not make sense. In such a case, we consider the set of all Carathéodory
functions that satisfy (ii), without mentioning (i). The space of functions of this kind
is denoted by GC(Ω,μ;X).16

The following theorem gives a justification for identifying GC∞(Ω,μ;X) and
L1(Ω,C∞(X,R)), the space of Bochner integrable functions of Ω into C∞(X).

Theorem 2.4 (GC∞ ∼= L1(Ω,C∞)) Let (Ω,E , μ) be a finite measure space and
(X, ρ) a locally compact and separable metric space.17 Define an operator T :
GC∞(Ω,μ;X)→ L1(Ω,C∞(X,R)) by

T : f (ω, x) �−→ f (ω, ·)
∈ GC∞(Ω,μ;X) ∈ L1(Ω,C∞(X,R)).

Then T is a bijection.18

15Since X is a separable and locally compact metric space, its Alexandrov compactification X̂ =
X ∪ {∞} is compact and metrizable (and so separable). As is well-known, C(X̂,R) is separable
(cf. Dunford–Schwartz [21, p. 340], Maruyama [34, pp. 155–157]). Therefore C∞(X,R), which
is identified with {g ∈ C(X̂,R)|g(∞) = 0}, is also separable.
16In case X is compact, there is no distinction between GC∞ and GC .
17By the separability of X and Proposition 2.1, any element of GC∞(Ω,μ;X) is measurable with
respect to E ⊗B(X).
18We identify f1 and f2 ∈ GC∞ if μ{ω ∈ Ω|f1(ω, ·) 
= f2(ω, ·)} = 0.
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Proof As explained already, the operator T which associates each f (ω, x) ∈
GC∞(Ω,μ;X) with a continuous function f (ω, ·) ∈ C∞(X,R) has a form T :
GC∞(Ω,μ;X)→ L1(Ω,C∞(X,R)). It is clearly injective.

We now show that T is surjective. Corresponding to h ∈ L1(Ω,C∞(X,R)), a
function f : Ω ×X→ R is defined by

f (ω, x) = h(ω)(x)

(abbreviated as h(ω)x).

Then the function h(ω) : x �→ f (ω, x) is continuous and vanishes at infinity (for
each fixed ω ∈ Ω). It also satisfies∫

Ω

‖f (ω, ·)‖∞dμ =
∫
Ω

‖h(ω)‖∞dμ <∞.

Furthermore the function ω �→ f (ω, x) is measurable (for each x ∈ X). In fact, the
set {g ∈ C∞(X,R)|g(x) < α} is open (with respect to ‖ · ‖∞) for any α ∈ R, x
being fixed. Hence

{ω ∈ Ω |f (ω, x) < α} = {ω ∈ Ω |h(ω)x < α}
= h−1[{g ∈ C∞(X,R)|g(x) < α}] ∈ E

by the measurability of h.
Thus we conclude that f ∈ GC∞(Ω,μ;X) and Tf = h. "#
We next discuss the dual space of L1(Ω,C∞(X,R)), keeping in mind its relation

with the concept of measurable families.

Definition 2.6 Let X be a Hausdorff topological space. A (positive) finite measure
λ on (X,B(X)) is called a Radon measure if it is inner regular.19

A signed measure λ on (X,B(X)) is called a Radon signed measure if both
components, λ+ and λ−, of the Jordan decomposition λ = λ+ − λ− are Radon
measures.

The set of all the Radon signed measures is denoted by M(X). The set of
(positive) Radon measures is denoted by M+(X) and the set of Radon probability
measures by M1+(X).

M(X) is a normed vector space with the norm ‖λ‖ = |λ|(X) (total variation).
The following result due to Riesz–Markov–Kakutani is well-known.20

Proposition 2.2 Let X be a locally compact Hausdorff topological space. Then the
dual space of C∞(X,R) is isomorphic to M(X); i.e.

C∞(X,R)′ ∼=M(X).

19That is, for any B ∈ B(X) and ε > 0, there exists a compact set K ⊂ B such that λ(B \K) < ε.
20For a proof, see Malliavin [32, p. 97].
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By the duality, we can introduce the weak∗-topology for M(X); i.e.
σ(M(X),C∞(X,R)). The set of all measurable functions θ : Ω → M(X) such
that

ess sup
ω∈Ω

‖θ(ω)‖ = ess sup
ω∈Ω

|θ(ω)| <∞

is denoted by L∞(Ω,M(X)), where the σ -field on M(X) is the Borel σ -field
generated by the w∗-topology.

Definition 2.7 Let X be a Hausdorff topological space. X is called a Radon space
if any finite (positive) measure on (X,B(X)) is a Radon measure.

Proposition 2.3 (P. A. Meyer) Any Souslin space is a Radon space.21

Consequently, a complete separable metric space is a Radon space. If X is a
locally compact and separable metric space, its Alexandrov’s compactification X̂ =
X ∪ {∞} is metrizable (and so Polish). Since X is an open subset of X̂, it is also
a Polish space (and so a Souslin space). It follows that any finite (positive) Borel
measure on X is a Radon measure, and the set of all the Borel signed measures with
finite total variations is just equal to M(X).

Taking account of Proposition 2.2, we naturally reach at a conjecture that the dual
space of L1(Ω,C∞(X,R)) is isomorphic to L∞(Ω,M(X)) when X is a locally
compact Hausdorff topological space. The exact answer to this conjecture is given
by following Proposition.

Proposition 2.422 Let (Ω,E , μ) be a finite measure space, and (X, ρ) a locally
compact and separable metric space.23 For each ν ∈ L∞(Ω,M(X)), define a
functional Λν on L1(Ω,C∞(X,R)) by

Λνh =
∫
Ω

{
∫
X

h(ω)xdν(ω)}dμ, h ∈ L1(Ω,C∞(X,R)). (2.4)

Then Λν ∈ L1(Ω,C∞(X,R))′. Under the mapping ν �→ Λν , L1(Ω,C∞(X,R))′
and L∞(Ω,M(X)) are isomorphic.

L1(Ω,C∞(X,R))′ ∼= L∞(Ω,M(X)). (2.5)

Remark 1 If we write f (ω, x) = h(ω)x, f is a Carathéodory function. Since f
is (E ⊗B(X),B(R))-measurable by Proposition 2.1, the integration (2.4) makes

21A separable topological space is called a Polish space if it is completely metrizable. A metrizable
topological space X is called a Souslin space if there exists a Polish space P and a continuous
function f : P → X such that f (P ) = X. cf. Bourbaki [9, Part 2, pp. 195–200], Schwartz [43,
pp. 122–124] and Maruyama [36, pp. 392–395].
22cf. Bourbaki [10, Chap.VI], Warga [51, Chap. IV] for the details of this delicate theory.
23Hence X is σ -compact.
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sense. By Theorem 2.4, we can identify GC∞(Ω,μ;X) and L1(Ω,C∞(X,R)).
Hence (2.4) has an alternative expression:

Λνf =
∫
Ω

{
∫
X

f (ω, x)dν(ω)}dμ, f ∈ GC∞(Ω,μ;X). (2.4’)

Theorem 2.5 Let (X, ρ) be a locally compact and separable metric space. Assume
that a family {νω|ω ∈ Ω} of finite measures on (X,B(X)) satisfies

sup
ω∈Ω

‖νω‖ <∞.

Then the following three statements are equivalent.

(i) {νω|ω ∈ Ω} is a measurable family.
(ii) For any f ∈ C∞(X,R), the function

ω �→
∫
X

f (x)dνω

is measurable.
(iii) The function ω �→ νω of Ω into M(X) is (E ,B(M(X)))-measurable, where

B(M(X)) is the Borel σ -field on M(X) generated by w∗-topology.

Proof Since X is σ -compact, (i) and (ii) are equivalent by Theorem 2.1. It remains
to show the equivalence of (ii) and (iii).

Assume that a family {νω|ω ∈ Ω} of finite measures on (X,B(X)) satisfies
supω∈Ω ‖νω‖ � A < ∞. SA denotes the closed ball of center 0 and radius A in
M(X). Since C∞(X,R) is separable,24 SA is metrizable w.r.t.25 w∗-topology and
compact (hence separable). It is also well-known that

B(SA) = {B ∩ SA|B ∈ B(M(X))}.26

(B(SA) and B(M(X)) are Borel σ -fields generated by w∗-topology.)
Let DC∞ be a countable dense subset of C∞(X,R). Then the family

V (f1, · · · , fp; ε) = {θ ∈M(X)| |
∫
X

f1dθ | < ε, · · · , |
∫
X

fpdθ | < ε},

fj ∈ DC∞(j = 1, 2, · · · , p), ε ∈ Q, ε > 0

24See footnote15.
25w.r.t. is an abbreviation of “with respect to” as usual.
26cf. Bourbaki [9, Part2, p. 200], Maruyama [36, pp. 391–392].
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forms a neighborhood base of O of M(X). Let DSA = {θ1, θ2, · · · } be a countable
dense subset of SA. Then the family of the intersections of SA and

θq+V (f1, · · · , fp; ε), (2.6)

θq ∈ DSA, fj ∈ DC∞ , ε ∈ Q, ε > 0

forms a countable base for w∗-topology on SA. In order to prove (iii), that
is the measurability of ω �→ νω, from (ii), we have only to show ν−1(θq +
V (f1, · · · , fp; ε)) ∈ E for the set of the form (2.6).

{ω ∈ Ω | νω ∈ θq + V (f1, · · · , fp; ε)}
= {ω ∈ Ω | νω − θq ∈ V (f1, · · · , fp; ε)}

= {ω ∈ Ω | |
∫
X

f1d(νω − θq)| < ε, · · · , |
∫
X

fpd(νω − θq)| < ε}

=
p⋂
j=1

{ω ∈ Ω | |
∫
X

fj d(νω − θq)| < ε}

=
p⋂
j=1

{ω ∈ Ω |
∫
X

fjdθq − ε <

∫
X

fj dνω <

∫
X

fj dθq + ε}

∈ E .

This proves (iii).
Conversely, assume (iii). The function

ω �→
∫
X

f dνω (2.7)

is a composition of ω �→ νω and θ �→ ∫
X f dθ . The former is measurable by

assumption, and the latter is continuous w.r.t. w∗-topology. Hence the composite
function (2.7) is measurable. "#

Let (Ω,E , μ) be a finite measure space andX a Hausdorff topological space. We
denote by P(Ω,μ;X) (resp. Ps(Ω,μ;X)) the set of measurable family consisting
of probability measures (resp. sub-probability measures).

Theorem 2.6 Let (Ω,E , μ) be a finite measure space, and (X, ρ) a locally
compact and separable metric space. (w∗-topology mentioned below is the one
based upon the duality (2.5).)

(i) Ps(Ω,μ;X) is a w∗-closed set contained in the unit ball in L∞(Ω,M(X)).
(ii) If μ is complete, any sequence in Ps(Ω,μ;X) has a w∗-convergent subse-

quence.
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(iii) If X is compact, P(Ω,μ;X) is a w∗-closed set contained in the unit ball in
L∞(Ω,M(X)).

The concept of conditional expectation of a vector-valued function is required
for the proof of the Theorem 2.6. We will briefly discuss about it for the sake of
readers’ convenience.

Let (Ω,E , P ) be a probability space, E ′ a sub-σ -field of E , and X a real-valued
random variable on Ω . Then there exists a real-valued integrable random variable Y
on (Ω,E ′, P ) such that

∫
E

X(ω)dP =
∫
E

Y (ω)dP for all E ∈ E ′. (2.8)

Such a function Y is unique (up to a.e. equivalent functions). Y is called the
conditional expectation of X w.r.t. E ′ and is denoted by E

E ′(X). This result is
an established fact in probability theory.27

This concept can be extended to Banach space-valued Bochner integrable
functions. Let (Ω,E , P ) be a probability space as usual, E ′ a sub-σ -field of
E , and X a separable Banach space. Then there exists a unique linear operator
E
E ′
X : L1(Ω,X)→ L1

E ′(Ω,X) which satisfies the following two conditions.28

1◦ For each f ∈ L1(Ω,X),

∫
E

f dP =
∫
E

E
E ′
X (f )dP for all E ∈ E ′. (2.9)

2◦ ‖EE 1

X ‖ = 1 (operator norm).29

We now proceed to the proof of Theorem 2.6.30

Proof of Theorem 2.6 (i) Let M
�1
+ (X) be the set of all sub-probability measures.

M
�1
+ (X) is w∗-compact and convex.
Let {g1, g2, · · · } be a countable dense set in C∞(X,R), and δ∗(·) the support

function of M
�1
+ (X). We write

an = δ∗(gn) = sup
ζ∈M�1

+

∫
X

gn(x)dζ ; n = 1, 2, · · · .

27cf. Malliavin [32, pp.183–190] and Dellacherie–Meyer [19, II-38]. Rigorously speaking, dP
appearing on the right-hand side of (2.8) should be written as dP |E ′ (the restriction of P to E ′).
28L1

E ′(Ω,X) is the space of Bochner integrable X-valued functions defined on (Ω, E ′, P ).
29Diestel–Uhl [20, pp. 121–125]. For Bochner integration, see Diestel–Uhl [20, Chap. II] and
Maruyama [36, Chap.9].
30For the topological structures of the space of measures on a topological space, consult
Billingsley [8], Choquet [18], Heyer [23], Schwartz [43] and Maruyama [36, Chap.8].
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Then31

ζ ∈M
�1
+ (X)⇔

∫
X

gn(x)dζ � an for all n.

Let S be the unit ball of L∞(Ω,M(X)); i.e.

S = {ν ∈ L∞(Ω,M(X))| ‖ν‖∞ � 1}.

S is w∗-compact by Alaoglu’s theorem. For a measurable family ν = {νω|ω ∈ Ω} ∈
S, the following three statements are equivalent.

1◦ ν ∈ Ps(Ω,μ;X).
2◦

∫
X

gn(x)dνω � an a.e. for all n.

3◦ For any nonnegative integrable function ψ(ω) on (Ω,E , μ),

∫
Ω

ψ(ω){
∫
X

gn(x)dνω}dμ � an

∫
Ω

ψ(ω)dμ for all n.

We should note that the function ω �→ ψ(ω)gn(x) appearing in 3◦ is an element
of L1(Ω,C∞(X,R)).

Let να = {ναω|ω ∈ Ω} be a net in Ps(Ω,μ;X) which w∗-converges to some
ν ∈ S ({α} is a directed set). The function ψ is specified in 3◦ above. Hence

∫
Ω

{
∫
X

ψ(ω)gn(x)dν
α
ω}dμ � an

∫
Ω

ψ(ω)dμ for all n.

It follows that the same inequalities

∫
Ω

{
∫
X

ψ(ω)gn(x)dνω}dμ � an

∫
Ω

ψ(ω)dμ for all n

hold good for ν. Thus we obtain ν = {νω|ω ∈ Ω} ∈ Ps(Ω,μ;X).
(iii) If X is compact, M1+(X) is w∗-compact and convex. Let {g1, g2, · · · } be as

in (i). δ∗(·) is the support function of M1+(X). Since

bn = δ∗(gn) = sup
η∈M1+(X)

∫
X

gn(x)dη,

a similar argument as in (i) justifies (iii).
(ii) Let {νn} be a sequence in Ps(Ω,μ;X) ⊂ L1(Ω,M(X))′. We now prove

that it has a convergent subsequence.

31See Castaing–Valadier [13, p. 48].



240 T. Maruyama

Case 1 Suppose that L1(Ω,C∞(X,R)) is separable. In this case, S is metrizable
and compact w.r.t. w∗-topology. So obviously, {νn} has a convergent subsequence.

Case 2 Suppose that L1(Ω,C∞(X,R)) is not separable. The existence of a
convergent subsequence can be proved by reducing the problem to Case 1. Let E0
be a σ -field on Ω which is generated by the sequence

νn : ω �→ νnω, n = 1, 2, · · · , (2.10)

where the range M
�1
+ (X) ⊂ M(X) of νn is endowed with the Borel σ -field

generated by w∗-topology. M
�
+ (X) is separable and metrizable w.r.t. w∗-topology

and so second countable. Consequently E0 is generated by some countable sets in

M
�
+ (X). Hence L1

E0
(Ω,C∞(X,R)) obtained by changing E by E0 is separable.

Each of the functions (2.10) is in L∞E0
(Ω,M(X)). By the argument in Case 1, there

exists a subsequence {νnk } which converges to some ν ∈ L∞E0
(Ω,M(X)).

We may assume, without loss of generality, that μΩ = 1. Let h ∈ L1(Ω,C∞
(X,R)) and E

E0(h) its conditional expectation w.r.t, E0. Thus we obtain, by the
measurability of νn and ν w.r.t. E0, that32

∫
Ω

{
∫
X

h(ω)xdνnkω }dμ =
∫
Ω

{
∫
X

E
E0(h)(ω)xdνnkω }dμ

32The first equality in (2.11) can be proved as follows. To start with, we specify h(ω) as a
C∞(X,R)-valued simple function:

h(ω) =
n∑
i=1

χEi (ω)fi , fi ∈ C∞(X,R).

Then

∫
Ω

{
∫
X

h(ω)xdνnkω } =
∫
Ω

n∑
i=1

χEi (ω)

∫
X

fi(x)dν
nk
ω︸ ︷︷ ︸

E0−measurable

dμ

=
∫
Ω

n∑
i=1

E
E0 (χEi )(ω)

∫
X

fi(x)dν
nk
ω dμ

=
∫
Ω

{
∫
X

n∑
i=1

E
E0 (χEi )(ω)fi (x)

︸ ︷︷ ︸
=EE0 (h)(ω)

dνnkω }dμ

=
∫
Ω

{
∫
X

E
E0(h)(ω)xdνnkω }dμ.

For a general h ∈ L1(Ω,C∞(X,R)), approximate h by a sequence of simple functions.
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→
∫
Ω

{
∫
X

E
E0(h)(ω)xdνω}dμ (2.11)

=
∫
Ω

{
∫
X

h(ω)xdνω}dμ

as k→∞.

This proves that {νn} has a convergent subsequence in L∞(Ω,M(X)). "#

2.3 Disintegration Theorem (A)

We assume that (Ω,E , μ) is a finite measure space, (X, ρ) is a metric space with
certain properties and {νω|ω ∈ Ω} is a measurable family of finite measures. The
set function γ defined by

γ (A) =
∫
Ω

{
∫
X

χA(ω, x)dνω}dμ, (2.12)

A ∈ E ⊗B(X)

is a measure on (Ω ×X,E ⊗B(X)) as explained in Theorem 2.3.
If every νω(ω ∈ Ω) is a probability measure, in particular, γ is a Young measure

since33

(γ ◦ π−1
Ω )(E) = μ(E), E ∈ E .

We denote by M(Ω×X) the set of all the finite signed measures on (Ω×X,E ⊗
B(X)). Of course, Y(Ω,μ;X) ⊂M(Ω ×X).

In this subsection, we show the converse result that any Young measure can be
represented in the form (2.12) by means of some measurable family {νω|ω ∈ Ω} of
probability measures, under certain conditions. We start by examining this problem
in the case X is a metric space satisfying some strong conditions. We postpone a
more general case to the next subsection.

33π−1
Ω (E) = E ×X. Hence

(γ ◦ π−1
Ω )(E) =

∫
Ω

{
∫
X

χE×X(ω, x)dνω}dμ

=
∫
Ω

χE(ω)

∫
X

dνωdμ = μ(E).
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Theorem 2.7 (Disintegration: Metric Space) Let (Ω,E , μ) be a complete finite
measure, X a locally compact Polish space.34 Then for any Young measure
γ ∈ Y(Ω,μ;X), there exists a unique measurable family ν={νω|ω∈Ω} ∈
P(Ω,μ;X) such that

γ (A) =
∫
Ω

{
∫
X

χA(ω, x)dνω}dμ, (2.13)

A ∈ E ⊗B(X).

Proof We first prove the theorem in the case X is a compact metric space, and then
proceed to the general case.

1◦ Suppose that X is a compact metric space. If we define a set function γ on
E ⊗B(X) by (2.13) by means of ν = {νω|ω∈Ω} ∈ P(Ω,μ;X), then γ is a Young
measure. We denote by Φ the mapping which associates ν with the corresponding
γ . Φ is of the form:

Φ : P(Ω,μ;X)→M(Ω ×X).

Since P(Ω,μ;X) ⊂ L∞(Ω,M(X)), we can give the domain P(Ω,μ;X)
the relative topology induced from w∗-topology σ(L∞(Ω,M(X)),L1(Ω,C∞(X,
R)) on L∞(Ω,M(X)).

M(Ω × X) is supposed to be endowed with the topology generated by the
functions

γ �→
∫
Ω×X

f (ω, x)dγ, f ∈ GC(Ω,μ;X).

The topology on Y(Ω,μ;X) is the relative topology induced from M(Ω ×X).
The topology on M(Ω ×X) defined above is Hausdorff. Suppose that

∫
Ω×X

f (ω, x)dγ = 0 for all f ∈ GC(Ω,μ;X). (2.14)

For any compact set K ⊂ X, there exists a sequence {fn} in C(X,R) such that
fn ↓ χK as n→∞. (χK is a decreasing limit of fn.) Then it follows that

γ (E ×K) = lim
n→∞

∫
Ω×X

χE(ω)fn(x)︸ ︷︷ ︸
∈GC(Ω,μ;X)

dγ (ω, x)

34See the footnote 21 for the reference about Polish spaces, Souslin spaces and Radon spaces.
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for any E ∈ E . However this must be equal to zero by (2.14). Hence γ (E×B) = 0
for any B ∈ B(X).35 It, in turn, implies that

γ (A) = 0 for all A ∈ E ⊗B(X).

Thus M(Ω ×X) is a Hausdorff space and Y(Ω,μ;X) is its closed convex subset.
We show that Φ is injective. Let ν1 and ν2 be two distinct elements of

P(Ω,μ;X).
μ{ω ∈ Ω |ν1

ω 
= ν2
ω} > 0.

Let D ≡ {g1, g2, . . .} be a countable dense subset of C(X,R). There exists some
gn0 ∈ D such that the measure of the set

E = {ω ∈ Ω |
∫
X

gn0dν
1
ω 
=

∫
X

gn0dν
2
ω}

is not 0; i.e. μE > 0. Without loss of generality, we may assume that the measure
of

E′ = {ω ∈ Ω |
∫
X

gn0dν
1
ω >

∫
X

gn0dν
2
ω}

is not 0; i.e. μE′ > 0. It follows that
∫
Ω

{
∫
X

χE′(ω)gn0(x)dν
1
ω}dμ >

∫
Ω

{
∫
X

χE′(ω)gn0(x)dν
2
ω}dμ.

That is, Φ(ν1) 
= Φ(ν2).
The continuity of Φ can be proved easily from the definition of the topology.

P(Ω,μ;X) is metrizable and compact. So we can safely use a sequence-argument
in order to confirm the continuity ofΦ. Let {νn} be a sequence in P(Ω,μ;X)which
w∗-converges to ν∗ ∈ P(Ω,μ;X). γn and γ∗ are Young measures defined by νn

and ν∗, respectively.

γn =
∫
Ω

δω ⊗ νnωdμ, γ∗ =
∫
Ω

δω ⊗ νωdμ.

Since νn → ν∗(w∗-convergence), it holds for any f ∈GC(Ω,μ;X) ∼=
L1(Ω,C(X,R)) that

lim
n→∞

∫
Ω

{
∫
X

f (ω, x)dνnω}dμ =
∫
Ω

{
∫
X

f (ω, x)dν∗ω}dμ,

35The set function B �→ γ (E × B) is a Radon measure on (X,B(X)). Hence γ (E × B) can be
approximated by γ (E ×Kn)(= 0) for a sequence of some compact sets Kn ⊂ B.
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that is

lim
n→∞

∫
Ω×X

f (ω, x)dγn =
∫
Ω×X

f (ω, x)dγ∗.

We obtain Φ(νn) = γn → Φ(ν∗) = γ∗. This proves the continuity of Φ.
Consequently, Φ(P(Ω,μ;X)) is a compact set in Y(Ω,μ;X). Its convexity is

also clear.
We now go over to the surjectivity of Φ. It is enough to show that their support

functions, δ∗
Φ(P)

and δ∗Y are identical, keeping in mind that Φ(P(Ω,μ;X)) and

Y(Ω,μ;X) are closed and convex sets in M(Ω×X) (Hausdorff locally convex).36

For each f ∈ GC(Ω,μ;X), we obtain

δ∗Y(f ) = sup{
∫
Ω×X

f dγ |γ ∈ Y(Ω,μ;X)}

� sup{
∫
Ω×X

sup
x∈X

f (ω, x)dγ |γ ∈ Y(Ω,μ;X)}

=
∫
Ω

sup
x∈X

f (ω, x)dμ (2.15)

�
∫
Ω

‖f (ω, ·)‖∞dμ

<∞.

Thanks to the measurable version of the maximum theorem due to C. Berge37 there
exists a measurable function u : Ω → X such that

f (ω, u(ω)) = sup
x∈X

f (ω, x) for all ω ∈ Ω.

36There exists a one-to-one correspondence between the family of closed convex sets in a locally
convex Hausdorff vector space and the family of their support functions. cf. Castaing–Valadier [13,
II. 16, p. 48]. It is a Valadier’s idea to make use of this result to show the surjectivity of Φ.
(Valadier [48, pp. 180–181].)
37Let (Ω, E ) be a measurable space and X a Polish space. Assume that a function f : Ω×X→ R

is E ⊗B(X)-measurable and x �→ f (ω, x) is upper semi-continuous for all ω ∈ Ω . Furthermore
a compact-valued, (E ,B(X))-measurable correspondence (multi-valued function) Γ : Ω � X

is also assumed to be given. Then the function v(ω) = Max{f (ω, x)|x ∈ Γ (ω)} is (Ê ,B(X))-
measurable, and the correspondence Δ(ω) = {x ∈ Γ (ω)|f (ω, x) = ν(ω)} has a (Ê ,B(X))-
measurable selection (cf. Maruyama [36, p. 428.]).

Ê is the universal completion of E and � denotes the domain and the range of a correspon-
dence. We used here the completeness of Ω in the text.

In general, suppose that (Ω, E ) is a measurable space and U a topological space. A
correspondence Θ : Ω � U is said to be measurable if {ω ∈ Ω|Θ(ω) ∩ G 
= ∅} ∈ E for
any open set G in U .
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If we define a function ω �→ νω ∈ P(Ω,μ;X) by

νω = δu(ω) (Dirac measure),

we obtain

δ∗Φ(P)(f ) �
∫
Ω

{
∫
X

f (ω, x)dνω}dμ

=
∫
Ω

f (ω, u(ω))dμ (2.16)

=
∫
Ω

sup
x∈X

f (ω, x)dμ

� δ∗Y(f ) (by (2.15)).

The inverse inequality is obvious since Φ(P(Ω,μ;X)) ⊂ Y(Ω,μ;X). We
conclude that δ∗Φ(P) = δ∗Y, and so Φ(P(Ω,μ;X) = Y(Ω,μ;X).

Summing up, Φ is a continuous bijection of P(Ω,μ;X) onto Y(Ω,μ;X).
Since the domain P(Ω,μ;X) is compact, Φ is actually a homeomorphism.

We shall now go over to a general case.
2◦ General case. X is a Radon space because it is Polish, by assumption. Conse-
quently γ ◦ π−1

X is a Radon measure on X, and there exists a sequence {Xn} of
compact sets in X which satisfies38

Xn

⋂
Xm = ∅ if n 
= m, and

γ ◦ π−1
X (X \

∞⋃
n=1

Xn) = 0.

We denote by γn the restriction of γ to Ω ×Xn. Then γn is a Young measure on
Ω ×Xn. According to 1◦, γn is represented in the form

γn =
∫
Ω

δω ⊗ νnωdμn

If (Ω, E ) is universally complete and U is a Polish space, then a closed-valued correspondence
Θ : Ω � U is measurable if and only if the graph of Θ = {(ω, x) ∈ Ω × U |x ∈ Θ(ω)} ∈
E ⊗B(U).

A measurable function θ : Ω → G which satisfies θ(ω) ∈ Θ(ω) for all ω ∈ Ω is called a
measurable selection of Θ(ω). If either 1◦ or 2◦ below is satisfied, then there exists a measurable
selection of Θ .

1◦ (Kuratowski–Nardzewski [29] U is a Polish space and Θ is closed-valued and measurable.
2◦ (Saint–Beuve [42] ) (Ω, E ) is complete w.r.t. a finite measure μ. U is a Souslin space, and

the graph of Θ is an element of E ⊗B(U). cf. Maruyama [36, chap.11].
38For any εn > 0 with εn ↓ 0, there is a sequence {Xn} of disjoint compact sets in X such that
ν(X \⋃u

i=1 Xi) < εn. This sequence satisfies the required property.
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by means of νn ∈ P(Ω,μ;Xn), where μn = γn ◦ π−1
Ω . We can interprete νn as an

element of P(Ω,μ;X), the support of which is contained in Xn. It can be observed
thatμn is absolutely continuous w.r.t.μ and so it has the Radon–Nikodým derivative
ξn = dμn/dμ. In fact, μn $ μ follows from

μn = γn ◦ π−1
Ω = γ |Ω×Xn ◦ π−1

Ω � γ ◦ π−1
Ω = μ

Then

μ(E) =
∫
E

1dμ =
∞∑
n=1

μn(E) =
∫
E

∞∑
n=1

ξn(ω)dμ.

By the uniqueness of the Radon–Nikodým derivative, we obtain

∞∑
n=1

ξn(ω) = 1 a.e. (μ).

We define νω by

νω(B) =
∞∑
n=1

ξn(ω)ν
n
ω(B ∩Xn), B ∈ B(X).

Each term of the right-hand side is measurable in ω. Hence {νω|ω∈Ω} is a
measurable family.

Since γ ◦ π−1
X (X \ ∪∞n=1Xn) = 0, it follows that

γ (A) =
∞∑
n=1

γ (A ∩ (Ω ×Xn)) =
∞∑
n=1

γn(A)

=
∞∑
n=1

∫
A

δω ⊗ νnωdμn =
∫
A

δω ⊗
∞∑
n=1

νnωξn(ω)

︸ ︷︷ ︸
νω

dμ (2.17)

=
∫
A

δω ⊗ νωdμ, for A ∈ E ⊗B(X).

This proves the possibility of disintegration for a general case. It remains to show
the uniqueness.
3◦ Uniqueness. Finally we show the uniqueness of representation. Assume that there
are two measurable families ν1 = {ν1

ω|ω ∈ Ω}, ν2 = {ν2
ω|ω ∈ Ω} ∈ P(Ω,μ;X)

which satisfy

γ =
∫
Ω

δω ⊗ ν1
ωdμ =

∫
Ω

δω ⊗ ν2
ωdμ (2.18)
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for a γ ∈ Y(Ω,μ;X). We would like to show that ν1
ω = ν2

ω a.e. (2.18) means, of
course, that

∫
Ω

{
∫
X

f (ω, x)dν1
ω}dμ =

∫
Ω

{
∫
X

f (ω, x)dν2
ω}dμ for any f ∈ GC(Ω,μ;X).

(2.18’)

Suppose that ν1 
= ν2. If we write S = {ω ∈ Ω |ν1
ω 
= ν2

ω}, we have μS > 0.
Then ν = {νω = ν1

ω − ν2
ω|ω ∈ Ω} forms a measurable family of signed measures

on X.
Since νω 
= 0 for ω ∈ S, there exists some fω ∈ C∞(X,R) such that

∫
X

fω(x)dνω 
= 0. (2.19)

Without loss of generality, we may assume that

∫
X

fω(x)dνω � ε > 0 (2.20)

for ω ∈ S. We define fω(x) ≡ 0 for ω /∈ S.
We should note here that the function (ω, x) �→ fω(x) is not necessarily a

Carathéodory function because the measurability of ω �→ fω(x) has not been
ascertained yet.

Define a closed-valued correspondenceA :M(X) � C∞(X,R) by

A : θ ��
{
{g ∈ C∞(X,R)|

∫
X g(x)dθ � ε} for θ 
= 0,

{0} for θ = 0.
(2.21)

It is easy to see that Aθ 
= ∅ for any θ ∈ M(X) and graph of A is measurable.
Note that M(X) (resp. C∞(X,R)) is endowed with the Borel σ -field generated by
w∗-topology (resp. uniform convergence topology).

A function B : Ω →M1+(X) is defined by

B : ω �→ νω,

which is measurable by Theorem 2.5. Hence the correspondence A ◦ B : Ω �
C∞(X,R) is closed-valued and measurable. Hence it has a measurable selection
η(ω) thanks to Kuratowski–Nardzewski’s theorem.39 We then define a function f :
Ω ×X→ R by

f (ω, x) = η(ω)(x).

39cf. The footnote 37.
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The function fx : ω �→ f (ω, x) is measurable for any fixed x ∈ X. For any closed
set F ⊂ R, f−1

x (F ) is equal to η−1{g ∈ C∞(X,R)|g(x) ∈ F }. {· · · } is clearly
closed in C∞(X,R). Hence f−1

x (F ) = η−1{· · · } ∈ E . Thus f ∈ GC(Ω,μ;X) and
it satisfies

∫
Ω

{
∫
X

f (ω, x)dνω}dμ � ε > 0.

This contradicts (2.18’). "#
Equation (2.13) is symbolically written in the form

γ =
∫
Ω

δω ⊗ νωdμ. (2.22)

This representation is called the disintegration of a Young measure γ by means of
a measurable family {νω|ω ∈ Ω}.
Remark 2 Valadier [48, (pp. 179–181)] also gives a detailed proof under the
assumption that X is a compact metric space. For the proof in the case of non-
compact space (2◦), we owe to Valadier [45, pp. 10.20] and [46]. If X is σ -compact
and locally compact, it is not automatically a Radon space. Hence it is required to
assume additionally that γ ◦ π−1

X is a Radon measure in this case.
The completeness of the measure space Ω should also be assumed in order to

apply the Berge theorem and verify the measurability of the correspondence A

defined by (2.21).
Valadier does not seem to discuss the uniqueness in non-compact case.

2.4 Auxiliary Preparations

A more general version of the disintegration theorem will be stated and proved in the
next subsection. We would like to prepare a couple of important results in advance.
The first result is the theorem due to Dellacherie–Meyer [19], which evaluates the
size of a class of bounded functions. The second one is the lifting theorem due to
von Neumann [50] and Maharam [31].

Lemma 2.3 (Dellacherie–Meyer) Assume that B is a family of bounded real-
valued functions, and H is a vector space contained in B which satisfies the
following conditions.

(a) H contains all the constants.
(b) H is closed for the uniform convergence.
(c) Let {fn} be a sequence of nonnegative functions in H which is monotonically

increasing and uniformly bounded.. Then f = limn→∞ fn (pointwise limit) is
contained in H.
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Furthermore, suppose that F is a sub-family of H, which is closed for multiplica-
tion (i.e. f, g ∈ F⇒ f · g ∈ F).

Under these assumptions, H contains all the bounded functions which are
measurable w.r.t. the σ -field σ(F) on Ω generated by F.

Proof Let A∗ be an algebra generated by F and 1. Since F is closed for multiplica-
tion and H is a vector space satisfying (a), it is clear that A∗ ⊂ H. If we define a
class A of algebras by

A = {A|A is an algebra such that A∗ ⊂ A ⊂ H},

then there is a maximal element A∗ in A w.r.t. the partial ordering by inclusions
(Zorn’s lemma).

It is not hard to confirm that A∗ has several properties as listed below.

1◦ A∗ is closed for uniform convergence. this is due to (b) and the maximality of
A∗.

2◦ A∗ contains all the constants.
3◦ f ∈ A∗ ⇒ |f | ∈ A∗.

Assume that f ∈ A∗ with ‖f ‖∞ � C. There exists, for each ε > 0, a
polynomial Pε such that

||λ| − Pε(λ)| � ε for all λ ∈ [−C,C],

by Weierstrass’ approximation theorem. Hence

||f (ω)| − Pε(f (ω))| � ε for all ω ∈ Ω.

Thus |f | ∈ A∗ since A∗ is an algebra satisfying 1◦.
4◦ A∗ is closed for the operations

∨
and

∧
, (i.e.f, g ∈ A∗ ⇒ f

∨
g, f

∧
g ∈

A∗), where (f
∨
g)(x) = Max{f (x), g(x)}, (f ∧

g)(x) = Min{f (x), g(x)}.
This follows from 3◦ and

f
∨

g = (f + g)/2+ |f − g|/2,

f
∧

g = (f + g)/2− |f − g|/2.

5◦ Let {fn} be a sequence of nonnegative functions in A∗ which is monotonically
increasing (or decreasing) and uniformly bounded. Then f = limn→∞ fn
(pointwise convergence) is contained in A∗.

Suppose first that {fn} is monotonically increasing. Since alg(A∗, f ), the
algebra generated by A∗ and f , is contained in H and A∗ is a maximal element
in A, we have alg(A∗, f ) = A∗. Hence f ∈ A∗. On the other hand, suppose that
{fn} is monotonically decreasing. By the uniform boundedness of {fn}. there is
a large C > 0 such that −fn + C � 0 for all n. −fn + C ∈ A∗ by 2◦. The
monotonically increasing sequence {−fn + C} of nonnegative functions in A∗



250 T. Maruyama

converges to −f + C. The above arguments justifies −f + C ∈ A∗. Hence
f ∈ A∗ again by 2◦.

We define a family E of sets in Ω by

E = {E ⊂ Ω |χE ∈ A∗}.

E is a field and a monotone family.40 So E is a σ -field.
The conclusion of the lemma follows by combining the two propositions

below.

(i) The algebra A∗ contains all the bounded functions which are measurable
w.r.t. E .

Let f be a E -measurable bounded function. Without loss of generality, we
may assume that f � 0. Then there exists a monotonically increasing sequence
of nonnegative simple functions

ϕn(ω) =
p∑
j=1

cnj χEj (ω), Ej ∈ E , n = 1, 2, · · ·

which converges to f (ω) (as n → ∞). Since ϕn ∈ A∗, we obtain f ∈ A∗
by 5◦.

(ii) σ(F) ⊂ E .
In order to show this, it is sufficient to prove

E ≡ {ω ∈ Ω |f (ω) � 1} ∈ E

for any f ∈ A∗. If we define41

g = (f
∧

1)
∨

0,

g ∈ A∗ by 2◦ and 4◦ (Fig. 2).
Since g ∈ A∗, gn(n = 1, 2, · · · ) is a monotonically decreasing sequence of

A∗, and converges to χE . We obtain χE ∈ A∗ again by 5◦. So E ∈ E . "#
We now proceed to the second preparation, the theory of liftings.
Let X be a set endowed with a partial ordering ≤. A is supposed to be a non-

empty subset of X. When A has the least upper bound (l.u.b.) in X, it is denoted by∨
(A). When there is its greatest lower bound (g.l.b.) in X, it is denoted by

∧
(A).

40χE, χE′ ∈ A∗ for E,E′ ∈ E by definition. Since χE∪E′ = χE
∨
χE′ , χE∪E′ ∈ A∗ by 4◦.

Hence E ∪ E′ ∈ E . Furthermore χEc = 1 − χE ∈ A∗ by 2◦ for each E ∈ E ; i.e. Ec ∈ E . It
is obvious that Ω,∅ ∈ A∗. Therefore E is a field. If En ∈ E (n = 1, 2, · · · ) is a monotonically
increasing sequence, we have χ∪∞n=1En

= limn→∞ χEn . Since {χEn } is a monotonically increasing
and uniformly bounded sequence in A∗. 5◦ justifies χ∪∞n=1En

∈ A∗; i.e. ∪∞n=1 En ∈ E .
41In other words, g(ω) = Max‖Min{f (ω), 1}, 0}.
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g

Fig. 2 Graph of g

When any two-point set in X has l.u.b. and g.l.b., X is called a lattice. If any non-
empty set A ⊂ X which is bounded from above has l.u.b., then X is said to be
complete w.r.t. ≤.42

When a real vector space X endowed with a partial ordering is called a vector
lattice if it is a lattice and the following conditions (i), (ii) are satisfied.

(i) For x, y, z ∈ X,

x ≤ y ⇒ x + z ≤ y + z,

(ii) For x, y ∈ X,43

x ≤ y ⇒ αx ≤ αy for all α � 0.

Let (Ω,E , μ) be a finite measure space. L∞(Ω,R), the space of essentially
bounded measurable real-valued functions on Ω , is a complete vector lattice w.r.t.
the partial ordering≤ defined by

f ≤ g ⇔ f (ω) � g(ω) for all ω ∈ Ω.

The quotient space L∞(Ω,R) of L∞(Ω,R) modulo M = {f ∈ L∞(Ω,R)|f (ω)
= 0 a.e.} is also a complete vector lattice w.r.t. the partial ordering induced
naturally from L∞(Ω,R).

42The following two statements are equivalent for a set A 
= ∅ in X.

(i) If A is bounded from above, it has the l.u.b.
(ii) If A is bounded from below, it has the g.l.b.

The completeness defined here is called Dedekind-complete in Zaanen [53].
43An equivalent form is:

x ≤ y ⇒ αy ≤ αx for all α � 0.
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The following fact (countable attainability of l.u.b.) is often used conveniently.
For any non-empty bounded set H in L∞(Ω,R), there exists a countable subset
D ⊂ H such that

∨
(H) =∨

(D).44

The μ-completion of the σ -field E is denoted by Eμ. The Banach space (with
uniform convergence norm) consisting of measurable bounded real-valued functions
on (Ω,Eμ) is denoted by B(Ω,R).

Definition 2.8 An operator l : L∞(Ω,R) → B(Ω,R) is called a lifting if the
following conditions are satisfied, where f, g ∈ L∞(Ω,R), α, β ∈ R.

(i) f (ω) � g(ω)a.e.⇒ l(f ) ≤ l(g).45

(ii) l(αf + βg) = αl(f )+ βl(g).
(iii) l(f · g) = l(f ) · l(g).
(iv) l(1) = 1.
(v) l(f ) ∈ f.

If we denote the image l(L∞(Ω,R)) by L, L is a subset of B(Ω,R) and it is a
complete vector lattice. A lifting is an isometric algebra-isomorphism of L∞(Ω,R)

onto L which preserves the partial ordering.
It is known that there exists a lifting provided that (Ω,E , μ) is a finite measure

space.46

The following delicate lemma concerning the family of bounded measurable
functions is due to Hoffmann–Jørgensen [24].

Lemma 2.4 A subset L0 of L is assumed to be bounded. sup(L0) is defined as

sup(L0)(ω) = sup{f (ω)|f ∈ L0}, ω ∈ Ω.

(i) sup(L0)(ω) �
∨
(L0)(ω) for all ω ∈ Ω .

(ii) sup(L0) is measurable and

sup(L0) =
∨

(L0) a.e.

Proof
(i) By the definition of

∨
(L0), we obtain

f (ω) �
∨

(L0)(ω) for all ω ∈ Ω

44See Dunford–Schwartz [21, p. 336], Schwartz [44, pp. 36–37].
45l(f ) ≤ l(g) means that “l(f )(ω) � l(g)(ω) for all ω ∈ Ω”.
46See Ionescu Tulcea [26] for details about the theory of liftings. Although the origin of this
problem can be found in von Neumann [50], the complete solution was given by Maharam [31].
Schwartz [44] pp.33–39 is quite useful as a brief exposition.
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for any f ∈ L0. Consequently

sup
f∈L0

f (ω) = sup(L0)(ω) �
∨

(L0)(ω) for all ω ∈ Ω.

(ii) By the countable attainability of l.u.b., there exists a countable set D =
{f1, f2, · · · } in L0 which satisfies

∨
(L0)(ω) =

∨
(D)(ω) for all ω ∈ Ω. (2.23)

sup(D)(ω) = sup{fn(ω)|n = 1, 2, · · · } is measurable and

sup(D)(ω) � sup(L0)(ω) �
∨

(L0)(ω) for all ω ∈ Ω. (2.24)

Since fn ≤ sup(D), we obtain

l(fn)(ω) = fn(ω) � l(sup(D))(ω) for all ω ∈ Ω.

That is, l(sup(D)) is an upper bound for D. Hence

∨
(L0)(ω) =

(2.23)

∨
(D)(ω) � l(sup(D)).

By the property (v) of liftings,

∨
(L0)(ω) � sup(D)(ω) a.e. (2.25)

(ii) follows from (2.24) and(2.25). "#
Lemma 2.5 Assume that L0 ⊂ L is bounded and the following condition (F) is
satisfied.47

(F)

{
For any f, g ∈ L0, there exists some h ∈ L0 such that

sup(f, g) ≤ h.

Then
∫
Ω

sup(L0)dμ = sup{
∫
Ω

f dμ|f ∈ L0}. (2.26)

47The condition (F) is nothing other than what Hoffmann–Jørgensen [24] called “filtering to the
right”.
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Proof By the countable attainability of l.u.b., there exists a countable set D =
{f1, f2, · · · } in L0 such that

∨
(L0)(ω) =

∨
(D)(ω) for all ω ∈ Ω.

We may assume, without loss of generality, that f1 ≤ f2 ≤ · · · by the condition
(F). Thanks to Lemma 2.4,

sup(L0) =
∨

(L0) = sup
n
fn = lim

n→∞ fn a.e.

It follows that
∫
Ω

sup(L0)dμ = lim
n→∞

∫
Ω

fndμ � sup{
∫
Ω

f dμ|f ∈ L0}

by the dominated convergence theorem.
The converse inequality is obvious. Thus we obtain (2.26). "#

Counter-Example The relation (2.26) does not necessarily hold good without the
condition (F). We try to illuminate it by an example. Suppose that Ω = [0, 1] with
Lebesgue measure m. Let L0 be a family of Rademacher functions on [0, 1]. This
family L0 does not satisfy (F). Taking account of sup(L0)(ω) = 1, we obtain

∫
Ω

sup(L0)dμ = 1,
∫
Ω

f dμ = 0 for any f ∈ L0.

Hence (2.26) does not hold good.

2.5 Disintegration Theorem (B)

We have already examined, in Sect. 2.3, the possibility of the disintegration
representation of Young measures on Ω × X in case X is a Polish space. In this
subsection, we study the same problem in a more general case.48

Theorem 2.8 (Disintegration: General Topological Space) Let (Ω,E , μ) be a
finite measure space, X a Hausdorff topological space, and γ a Young measure on
(Ω ×X,E ⊗B(X)) such that γ ◦π−1

X is a Radon measure on X. Then there exists
a unique measurable family ν = {νω|ω ∈ Ω} ∈ P(Ω,μ;X) such that

γ (A) =
∫
Ω

{
∫
X

χA(ω, x)dνω}dμ, (2.27)

A ∈ E ⊗B(X).

48We owe the basic ideas of Theorem 2.8 to Valadier [48, 49] and Hoffmann–Jørgensen [24].
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Proof The proof of uniqueness can be done in a quite similar manner as in
Theorem 2.7. So we have only to prove the existence.

It is enough to show that (2.27) holds good in a particular case where A is a
rectangular set E × B,E ∈ E , B ∈ B(X).49

Furthermore since γ ◦ π−1
X is a Radon measure by assumption, we may restrict

our attention to the case of compact X, The general case can be reduced to this
simple case similarly as in 2◦ in the proof of Theorem 2.7.50 So we will assume
that X is compact.

Fix a functionψ ∈ C(X,R). We now define a functionalΛψ :L1(Ω,R)→ R by

Λψ : f �→
∫
Ω×X

f (ω)ψ(x)dγ, f ∈ L1(Ω,R).

Since Λψ is a bounded linear functional on L1(Ω,R) (‖Λψ‖ � ‖ψ‖∞), there
exists some hψ ∈ L∞(Ω,R) such that

∫
Ω×X

f (ω)ψ(x)dγ =
∫
Ω

f (ω)hψ(ω)dμ, (2.28)

f ∈ L1(Ω,R).

The operator ψ �→ hψ(C(X,R) → L∞(Ω,R)) is a positive linear operator of
norm 1.51

Let l : L∞(Ω,R)→ B(Ω,R) be a lifting. Then the function

νω : ψ �→ (l(hψ))(ω), (2.29)

ω ∈ Ω being fixed, is a bounded linear functional νω : C(X,R) → R(‖νω‖ =
1); i.e. νω ∈ C(X,R)′. Since νω is a positive linear functional on C(X,R), νω is a
Radon probability measure on (X,B(X)); i.e. νω ∈M1+(X).

Substituting

l(hψ)(ω) = νω(ψ) =
∫
X

ψ(x)dνω (2.30)

into hψ(ω) appearing on the right-hand side of (2.28), we obtain

∫
Ω×X

f (ω)ψ(x)dγ =
∫
Ω

f (ω){
∫
X

ψ(x)dνω}dμ. (2.31)

49Assume that it is done. Then, the family of all sets in E ⊗ B(X) which satisfy (2.27) is a σ -
field containing all the rectangular sets E × B,E ∈ E , B ∈ B(X). Hence (2.27) holds good on
E ⊗B(X).
50In theorem 2.7, we assume that X is Polish. In this case, γ ◦ π−1

X is automatically a Radon
measure.
51Since ‖Λψ‖ = ‖hψ‖∞ � ‖ψ‖∞, the norm of the operator in question � 1. If ψ = 1, then the
corresponding h1 = 1. So the norm of the operator= 1.
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Fixing E ∈ E arbitrarily, we define a set function νE : B �→ γ (E × B) (B ∈
B(X)). Then νE is a Radon measure on X since γ ◦π−1

X is a Radon measure.52 For
any open set U in X,53

γ (E × U) = sup{
∫
Ω×X

χE(ω)ψ(x)dγ |ψ ∈ C(X,R), 0 � ψ � χU },

=
(2.31)

sup{
∫
E

{
∫
X

ψ(x)dνω}dμ|ψ ∈ C(X,R), 0 � ψ � χU } (2.32)

= sup{
∫
E

νω(ψ)dμ|ψ ∈ C(X,R), 0 � ψ � χU },

where E ∈ E . When ψ ∈ C(X,R) is fixed, ω �→ νω(ψ) is Eμ-measurable by
(2.30).54 So

ω �→
∫
E

ψ(x)dνω

is also Eμ-measurable by (2.29). This justifies the integration appearing in (2.32).
Looking at (2.29) as a function of ω, we observe that ω �→ νω(ψ) is contained

in the image L of the lifting l and the set

L0 = {νω(ψ)|ψ ∈ C(X,R), 0 � ψ � χU }

is bounded in L. Hence

ω �→ νω(U) = sup(L0) (2.33)

is Eμ-measurable.

52For any sequence εn ↓ 0, and B ∈ B(X), there is a sequence {Kn} of compact sets in B such
that γ ◦ π−1

X (B \Kn) < εn. Consequently we obtain

νE(B \Kn) = γ (E × B \ E ×Kn) � μ(A)(γ ◦ π−1
X )(B \Kn) � μ(A)εn.

Hence νE is a Radon measure.
53The first equality of (2.32) is justified by the following reasoning. For any sequence εn ↓ 0, there
exists a sequence {Kn} of compact sets in U such that γ ◦ π−1

X (U \Kn) < εn. X is now assumed
to be Hausdorff and compact. Hence their exists a continuous function ψn : X → [0, 1] such that
ψn(Kn) = {1} and ψn(U

c) = {0}. Then
∫
Ω×X

χE(ω)ψn(x)dγ → γ (E × U) as n→∞.

54l(hψ) is measurable w.r.t., the σ -field Eμ (the completion of E w.r.t. μ), by the definition of the
lifting. Here we have to use Eμ instead of E .
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L0 satisfies the condition (F) in Lemma 2.5. It follows that

γ (E × V ) = sup{
∫
E

νω(ψ)dμ|νω(ψ) ∈ L0}

=
∫
E

sup(L0)dμ

=
(2.33)

∫
E

νω(U)dμ.

Let H be the set of bounded Borel functions h : X → R which satisfy the
following two conditions.

1◦ ω �→
∫
X

hdνω is Eμ-measurable.

2◦
∫
Ω×X

χE(ω)h(x)dγ =
∫
E

{
∫
X

hdνω}dμ for any E ∈ E .

Then H satisfies (a), (b) and (c) in Lemma 2.3 and closed w.r.t. multiplication.
Hence, by Lemma 2.3, H contains all the bounded Borel functions.55 It follows that

χB ∈ H for all B ∈ B(X);
that is ω �→ νω(B) (B ∈ B(X)) is Eμ-measurable, and

γ (E × B) =
∫
E

νω(B)dμ. "#

2.6 Conditional Probabilities

In this subsection, the relationship between the concept of disintegrations of Young
measures and that of regular conditional probabilities is clarified. Although the
similarity between these two has been noticed in the long history of Young
measures, some vagueness seems to have been left. Our target is to prove the
existence of regular conditional probabilities through the disintegrability theorem.56

Let (Ω,E , P ) be a probability space and F a sub-σ -field of E . As anyone
knows, the existence of the conditional probability P(A|F )(ω)(A ∈ E ) is assured
by means of Radon–Nikodým theorem. P(A|F )(ω) is said to be regular if (i) the
mapping ω �→ P(A|F )(ω) is F -measurable for any A ∈ E and (ii) P(·|F )(ω)

is a probability measure on (Ω,E ) for a.e. ω. A similarity between the concept of
regular conditional probabilities and that of measurable families is quite clear.

55Both H and F in Lemma 2.3 should be regarded as equal to H here defined. It is obvious that
σ(F) ⊂ B(X).
56This subsection is based upon Maruyama [38]. See Loève [30, pp. 337–370] for conditional
probabilities.
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We now proceed to the existence problem of regular conditional probabilities.
The following theorem is basically obtained by Hoffmann–Jørgensen [24] and
Chatterji [17]. However we now give an alternative proof based upon Theorem 2.8.
(See also Jirina [28] and Schwartz [44, pp. 55–56].)

Theorem 2.9 Let (Ω,E ) be a measurable space and X a Hausdorff topological
space with a Radon probability measure θ . A function p : X→ Ω is assumed to be
(B(X),E )-measurable. A measure μ on (Ω,E ) is defined by μ = θ ◦ p−1. Then
there exists a Eμ-measurable family {νω|ω ∈ Ω} of Radon probabilities on X which
satisfies

∫
Ω

νω(B ∩ p−1(A))dμ = θ(B ∩ p−1(A)) for A ∈ E , B ∈ B(X).

(The extension of μ is also denoted by the same notation.)

Proof To start with, we define a measure γ on (Ω ×X,E ⊗B(X)) by

γ (E) =
∫
Ω

{
∫
X

χE(ω, x)dθ}dμ for E ∈ Eμ ⊗B(X).

We can easily confirm that γ is a Young measure, taking account of the relation

γ ◦ π−1
Ω (A) =

∫
Ω

{
∫
X

χA×X(ω, x)dθ}dμ

=
∫
Ω

χA(ω)dμ

= μ(A) for A ∈ E .

We also note that

γ ◦ π−1
X (B) =

∫
Ω

{
∫
X

χΩ×B(ω, x)dθ}dμ

=
∫
Ω

θ(B)dμ (2.34)

= θ(B) for B ∈ B(X).

Hence γ ◦ π−1
X is a Radon measure on X.

By Theorem 2.8, there exists a Eμ-measurable family {νω|ω ∈ Ω} of Radon
probabilities on X which satisfies

γ (E) =
∫
Ω

{
∫
X

χE(ω, x)dνω}dμ for E ∈ Eμ ⊗B(X).
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If E = A× B ∈ E ⊗B(X) in particular, we obtain

γ (A× B) =
∫
Ω

{χA×B(ω, x)dνω}dμ

=
∫
Ω

χA(ω)νω(B)dμ (2.35)

=
∫
A

νω(B)dμ.

Since θ = γ ◦ π−1
X by (2.34), we find that

θ(B ∩ p−1(A)) = γ ◦ π−1
X (B ∩ p−1(A))

= γ (Ω × (B ∩ p−1(A))

=
∫
Ω

νω(B ∩ p−1(A))dμ

by (2.35). This completes the proof. "#
The following result is actually a corollary of Theorem 2.9.

Theorem 2.10 Let X be a Hausdorff topological space endowed with the Borel
σ -field B(X). μ is a Radon probability measure on X. For any sub-σ -field E of
B(X), there exists a Eμ -measurable family {νω|ω ∈ X} which satisfies

μ(A ∩ B) =
∫
A

νω(B)dμ for A ∈ E , B ∈ B(X).

(The extension of μ is also denoted by the same notation.)

Proof Let Ω be a copy of X (i.e.Ω = X) endowed with E . We specify a mapping
p : X→ Ω as the identity p(ω) = ω, which is (B(X),E )-measurable.

Since θ in Theorem 2.9 corresponds to the Radon measureμ on (X,B(X)) here,
μ = θ ◦ p−1 in Theorem 2.9 should be interpreted as μ|E . the restriction of μ to E .

Applying Theorem 2.9 to this simple setting, there exists a Eμ-measurable family
{νω|ω ∈ Ω} of Radon probability measures on X which satisfies

∫
Ω

χA(ω)νω(B)dμ = μ(B ∩ p−1(A)) = μ(A ∩ B)

for A ∈ E , B ∈ B(X).

This proves Theorem 2.10. "#
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3 Convergence

3.1 Narrow Topology

Let (Ω,E , μ) be a complete finite measure space and X a locally compact Polish
space.

According to Theorem 2.7, any Young measure on (Ω ×X,E ⊗B(X)) can be
represented in the form of disintegration. That is, for any Young measure γ , there
exists uniquely a measurable family {νω|ω ∈ Ω} of probability measures which
satisfies

γ (A) =
∫
Ω

{
∫
X

χA(ω, x)dνω}dμ, A ∈ E ⊗B(X). (3.1)

Conversely any ν = {νω|ω ∈ Ω} ∈ P(Ω,μ;X) defines a Young measure γ by
(3.1). We denote, by Φ, the mapping which corresponds to each ν ∈ P(Ω,μ;X)
the Young measure γ defined by (3.1). Then Φ is a bijection of the form Φ :
P(Ω,μ;X)→ Y(Ω,μ;X).

In the framework stated above, the following two duality relations hold good.

C∞(X,R)′ ∼=M(X), (3.2)

L1(Ω,C∞(X,R))′ ∼= L∞(Ω,M(X)). (3.3)

We have to note that M(X) appearing in (3.3) is endowed with the Borel σ -field
generated by the weak*-topology σ(M(X),C∞(X,R)) based upon (3.2).

Since P(Ω,μ;X) is a subset of L∞(Ω,M(X)), a natural topology
on P(Ω,μ;X) is the relative topology induced from the w∗-topology
σ(L∞(Ω,M(X)),L1(Ω,C∞(X,R))) on L∞(Ω,M(X)).

On the other hand,57 M(Ω ×X) is endowed with a topology which is generated
by

γ �→
∫
Ω×X

f (ω, x)dγ, (3.4)

f ∈ GC∞(Ω,μ;X) ∼= L1(Ω,C∞(X)).

We can define a natural topology on Y(Ω,μ;X) as the relative topology induced
from M(Ω ×X).

Then Φ is a homeomorphism w.r.t. this combination of topologies on the domain
and the range of Φ. In fact, it follows from the relation.

∫
Ω×X

f (ω, x)dγ =
∫
Ω

{
∫
X

f (ω, x)dνω}dμ

57M(Ω × X) is the space of all the signed measures with finite total variations on (Ω × X, E ⊗
B(X)).
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for any Young measure γ which is represented in the form (3.1) by means
of {νω|ω∈Ω}. Hence Y(Ω,μ;X) with the topology generated by (3.4) and
P(Ω,μ;X) with w∗-topology can be identified as a topological space.

If X is a compact metric space, in particular, the argument as above holds good
in a simpler form, by substituting C∞(X,R) and GC∞(Ω,μ;X) by C(X,R) and
GC(Ω,μ;X), respectively.

When X is not locally compact, the concept of “vanishing at infinity” does not
make sense. However we define a topology on Y(Ω,μ;X) similarly in this case,
too.

Definition 3.1 Let (Ω,E , μ) be a finite measure space and X a separable metric
space. The topology on Y(Ω,μ;X) generated by

γ �→
∫
Ω×X

f (ω, x)dγ, f ∈ GC(Ω,μ;X) (3.5)

is called the narrow topology.

The narrow topology is Hausdorff as confirmed in the course of the proof of
Theorem 2.7. The integral in (3.5) makes sense because any f ∈ GC(Ω,μ;X) is
measurable w.r.t, E ⊗B(X) when X is a separable metric space. The definition of
the narrow topology also applies to the case where X is a metrizable Souslin space
or a Polish space.

Definition 3.2 Let (Ω,E ) be a measurable space and X a topological space. A
function f : Ω × X → R is called a normal integrand if the following two
conditions are satisfied.

(i) f is (E ⊗B(X),B(R))-measurable.
(ii) The function x �→ f (ω, x) is lower semi-continuous (l.s.c.) for every fixed

ω ∈ Ω .

The set of all the normal integrands onΩ×X is denoted by G(Ω,E ;X). The set
of all the nonnegative-valued normal integrands is denoted by G+(Ω,E ;X). The
functions of this kind, together with Carathéodory functions, play crucial roles in
basic studies in calculus of variations.

Any element of G+(Ω,E ;X) can be represented as a limit of some monoton-
ically increasing sequence of Carathéodory functions. We start by showing this
important fact.

Lemma 3.1 Let (X, ρ) be a separable metric space. There exists a sequence ϕn :
X→ R(n = 1, 2, · · · ) of nonnegative continuous functions such that

f (x) = sup{ϕn(x)|ϕn � f }, x ∈ X

for any nonnegative l.s.c. function f : X→ R.
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Proof Since X is second countable, there exists a countable base B =
{U1, U2, · · · }. Define countable open sets G(m)

n (m, n = 1, 2, · · · ) by

G(m)
n = {x ∈ X|ρ(x,Um) <

1

n
}.

Then there is, for each positive rational r , a continuous function ϕ(m)nr : X → [0, r]
such that

ϕ(m)nr (x) =
{
r on Um,

0 on (G
(m)
n )c.

The existence of such a function is guaranteed by Urysohn’s theorem.
By renumbering the countable functions {ϕ(m)nr } thus constructed, we obtain a

sequence {ϕn} with required properties.58 "#
Theorem 3.1 Let (Ω,E , μ) be a complete finite measure space, and X a metriz-
able Souslin space. Then for any f ∈ G+(Ω,E ;X), there exists a sequence
{ψn} of nonnegative integrable Carathéodory functions (i.e. in GC(Ω,μ;X)) which
satisfies

f (ω, x) = sup
n
ψn(ω, x). (3.6)

58I will give a little bit detailed explanation. For any x0 ∈ X and ε > 0, there exists an open
neighborhood V of x0 such that

f (x) � f (x0)− ε for all x ∈ V.

There exists some Um ∈ B which satisfies x0 ∈ Um and G
(m)
n ⊂ V . Choose r ∈ Q so that

f (x0)− ε < r � f (x0). Then |ϕ(m)nr (x0)− f (x0)| < ε.
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Proof By Lemma 3.1, there exists a sequence {ϕn :X→R} of nonnegative contin-
uous functions such that

h(x) = sup{ϕn(x)|ϕn � h}, x ∈ X

for all nonnegative l.s.c. functions h : X→ R̄. If we define

En = {ω ∈ Ω |f (ω, x) � ϕn(x) for all x ∈ X}, n = 1, 2, · · · ,

then Ec
n is the projection

Gn = {(ω, x) ∈ Ω ×X|f (ω, x) < ϕn(x)}

into Ω ; i.e. Ec
n = πΩ(Gn). Since Gn ∈ E ⊗B(X), we obtain

Ec
n = πΩ(Gn) ∈ E , n = 1, 2, · · · , (3.7)

by the projection theorem.59 Hence En ∈ E (n = 1, 2, · · · ).
Define a function ψn : Ω ×X→ R by

ψn : (ω, x) �→ χEn(ω)ϕn(x); n = 1, 2, · · · . (3.8)

Then ψn is an integrable Carathéodory function (i.e., ψn ∈ GC(Ω,μ;X) and it
holds good that

f (ω, x) = sup
n
ψn(ω, x).

"#
We define another sequence {θn} of functions by making use of {ψn} obtained

above:

θ1 = ψ1, θ2 = Max{ψ1, ψ2}, · · · , θn = Max{ψ1, ψ2, · · · , ψn}, · · · .

Then {θn} is a monotonically increasing sequence of nonnegative Carathéodory
functions, which converges to f (ω, x) pointwise.

59Let (X, E ) be a measurable space and Y a Souslin space. Then (πX = projection of Ω ×
X into X)

G ∈ E ⊗B(Y )⇒ πXG ∈ Ê ,

where Ê is the universal completion of E . In Theorem 3.1, we do not need the universal
completion since we are assuming that (Ω, E , μ) is complete. cf. Castaing–Valadier [13, pp.75–
80], Maruyama [36, pp. 411–426].
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Corollary 3.1 Under the same assumptions as in Theorem 3.1, there exists a
monotonically increasing sequence {ψn} of nonnegative Carathéodory functions
which satisfies

f (ω, x) = lim
n→∞ψn(ω, x). (3.9)

Remark 3 Restricting Ω andX to more specific spaces, we obtain further results.

1◦ If (Ω,E , μ) is a complete finite measure space and X a locally compact
Polish space, the following two statements are equivalent for a function
f : Ω ×X→ R.

(i) f ∈ G(Ω,E ;X).
(ii) The correspondence

ω �� Epif (ω) = {(x, α) ∈ X × R|f (ω, x) � α}
is closed-valued and measurable.

2◦ Suppose that Ω is a locally compact Polish space, μ a (positive) Radon
measure on Ω , and X a Polish space. Then the following two statements are
equivalent for a function f : Ω ×X→ R.

(i) f ∈ G(Ω,B(Ω)μ;X).
(ii) For any compact set K ⊂ Ω and arbitrary ε > 0, there exists some

compact set H ⊂ K such that

μ(K \H) < ε and f |H×X is l.s.c.

3◦ Under the same assumptions as in 2◦, the following two statements are
equivalent for a function f : Ω ×X→ R.

(i) f ∈ G+(Ω,E ;X).
(ii) There exists a sequence {ψn} of integrable nonnegative Carathéodory

functions such that

f (ω, x) = sup
n
ψn(ω, x).

That is, the converse assertion of Theorem 3.1 holds good in this case.

Remark 4 Valadier [48] provided an alternative proof of the same result as our
Corollary 3.1. His proof is based upon Urysohn’s embedding theorem.

Urysohn’s Embedding Theorem Any separable and metrizable topological space
is homeomorphic to a subset of certain metrizable and compact topological space
X̂.

A sequence {ψ̃n : Ω × X̂→ R} of functions is defined by

ψ̃n(ω, z) = Min{n, fn(ω, z)}
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where

fn(ω, z) = inf
x∈X{f (ω, x)+ nρ(x, z)}, n = 1, 2, · · · .

Of course, ρ is a metric on X̂ which is compatible with its topology. Then the
restriction ψ̃n|Ω×X of ψ̃n to Ω ×X enjoys the desired properties.

Theorem 3.2 Let (Ω,E , μ) be a complete finite measure space andX a metrizable
Souslin space.

(i) For any f ∈ G+(Ω,E ;X), the function

γ �→
∫
Ω×X

f (ω, x)dγ

is l.s.c. on Y(Ω,μ;X) w.r.t. the narrow topology.
(ii) The narrow topology on Y(Ω,μ;X) coincides with the topology generated by

the family of functions

γ �→
∫
Ω×X

g|Ω×Xdγ ; g ∈ GC(Ω,μ; X̂).60

Proof
(i) Let f be a nonnegative normal integrand. By Corollary 3.1 there exists a
monotonically increasing sequence {ψn :Ω×X→R} of nonnegative Carathéodory
functions which converges to f pointwise. The function

γ �→
∫
Ω×X

ψndγ

is continuous on Y(Ω,μ;X) by the definition of the narrow topology. Since f is a
monotonically increasing limit of {ψn},

∫
Ω×X

f dγ = sup
n

∫
Ω×X

ψndγ,

which proves (i).
(ii) Let T1 be the narrow topology on Y(Ω,μ;X), and T2 the topology generated
by

γ �→
∫
Ω×X

g|Ω×Xdγ ; g ∈ GC(Ω,μ; X̂).

60X̂ is a metrizable compact topological space in which X is embedded homeomorphically.
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We have to prove that T1 = T2. It is clear that T2 ⊂ T1 since

{h : Ω ×X→ R|h = g|Ω×X, g ∈ GC(Ω,μ; X̂)} ⊂ GC(Ω,μ;X).

Let f ∈ GC(Ω,μ;X). If we define

α(ω) = ‖f (ω, ·)‖∞,

it is obvious that f (ω, x)+ α(ω) � 0.
In the same manner as in Theorem 3.1 and Corollary 3.1, we can construct a

sequence {ψn : Ω × X̂ → R} in GC(Ω,μ; X̂) such that (a)ψn � 0, (b){ψn}
is monotonically increasing, and (c) {ψn|Ω×X} converges to f (ω, x) + α(ω). If
Y(Ω,μ;X) is endowed with the topology T2, then

γ �→
∫
Ω×X

{f (ω, x)+ α(ω)}dγ

is l.s.c. (w.r.t. T2) on Y(Ω,μ;X) since

γ �→
∫
Ω×X

ψn|Ω×Xdγ

is continuous, by assumption. Clearly we obtain

∫
Ω×X

f (ω, x)dγ =
∫
Ω×X

{f (ω, x)+ α(ω)}dγ −
∫
Ω

α(ω)dμ.

The second term of the right-hand side is independent of γ . Consequently,

γ �→
∫
Ω×X

f (ω, x)αγ (3.10)

is l.s.c. (w.r.t. T2). If f ∈GC(Ω,μ;X), then −f ∈GC(Ω,μ;X) since
GC(Ω,μ;X) is a vector space. Therefore

γ �→
∫
Ω×X

−f (ω, x)dγ

is also l.s.c. (w.r.t., T2). That is, (3.10) is u.s.c.. This proves the continuity of (3.10)
(w.r.t., T2) and so T1 ⊂ T2. "#

The second statement of the above theorem has a remarkable implication. Since
C(X̂,R) is separable,61 GC(Ω,μ; X̂) ∼= L1(Ω,C(X̂,R)) is also separable provided

61Dunford–Schwartz [21, p. 340], Maruyama [34, pp. 155–157].
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that E has a countable base.62 Hence the unit ball of L∞(Ω,M(X̂)) is metrizable
w.r.t. w∗-topology. Consequently, P(Ω,μ;X) viewed as a subset of P(Ω,μ; X̂) is
also metrizable. Thus arguments in terms of “sequences” are justified when we
talk about the narrow topology provided that E has a countable base.

3.2 Convergence of Young Measures Associated with
Measurable Functions

We now examine some general relations between the convergence of measurable
functions and that of Young measures associated with them.63

Theorem 3.3 Let (Ω,E , μ) be a finite measure space, (X, ρ) a separable metric
space, and {un : Ω → X} a sequence of (E ,B(X))-measurable functions. {γn} is
a sequence of Young measures on (Ω ×X,E ⊗B(X)) associated with {un}; i.e.

γn =
∫
Ω

δω ⊗ δun(ω)dμ; n = 1, 2, · · · . (3.11)

Then the following two statements are equivalent.

(i) {un} converges to some (E ,B(X))-measurable function u∗ :Ω→X in mea-
sure.

(ii) {γn} converges to

γ∗ =
∫
Ω

δω ⊗ δu∗(ω)dμ

in the narrow topology.64

Proof We first note that {δu(ω)|ω ∈ Ω}is a measurable family since

ω �→
∫
X

f (x)dδun(ω) = f (un(ω))

is measurable for any f ∈ Cb(X,R). (cf. Theorem 2.1)

62It can be proved in a similar way as in Maruyama [36, pp. 230–231].
63I am much indebted to Valadier [48, pp. 160–165] for the expositions of the basic results included
in subsections 3.2–3.4 except Theorem 3.4 and Theorem 3.7.
64The convergence in the narrow topology is sometimes expressed as the “narrow convergence”.
We also use casual expressions like “narrowly converges”. I hope no confusion occurs by such
informal terminologies.



268 T. Maruyama

(i)⇒ (ii): Suppose that un → u∗ as n→∞ (in measure). Then

∫
Ω×X

f dγn =
∫
Ω

f (ω, un(ω))dμ (3.12)

→
∫
Ω×X

f dγ∗ =
∫
Ω

f (ω, u∗(ω))dμ as n→∞

for any f ∈GC(Ω,μ;X). If this is not true, there exist some f ∈GC(Ω,μ;X),
ε > 0 and a subsequence {un′ } of {un} which satisfy

|
∫
Ω

f (ω, un′ (ω))dμ−
∫
Ω

f (ω, u∗(ω))dμ| � ε. (3.13)

Since μΩ < ∞, {un′ } has a further subsequence {un′′ } which converges to u∗(ω)
a.e.; i.e.

un′′ (ω)→ u∗(ω) a.e.

It follows that

f (ω, un′′ (ω))→ f (ω, u∗(ω)) a.e. as n′′ → ∞
since f is a Carathéodory function. Clearly |f (ω, un′′ (ω))| � ‖f (ω, ·)‖∞ and the
right-hand side is integrable. So we obtain

∫
Ω

f (ω, un′′ (ω))dμ→
∫
Ω

f (ω, u∗(ω))dμ as n′′ → ∞, (3.14)

by the dominated convergence theorem. However (3.13) and (3.14) contradict.
(ii)⇒(i): Suppose conversely that γn → γ∗ (narrowly). If we define a function

f : Ω ×X→ R by

f (ω, x) = Min{1, ρ(x, u∗(ω))},

0 � f ∈ GC(Ω,μ;X). Hence we obtain, by the definition of the narrow topology,
that

∫
Ω×X

f dγn =
∫
Ω

Min{1, ρ(un(ω), u∗(ω))}dμ

→
∫
Ω×X

f dγ∗ = 0 as n→∞.

It follows that

ε · μ{ω ∈ Ω |ρ(un(ω), u∗(ω)) � ε} �
∫
Ω×X

f dγn → 0 as n→∞. (3.15)



Disintegration of Young Measures 269

W

W

Fig. 3 The situation of (3.15)

(In the case ε > 1, the left-hand side of (3.15) is zero.) By (3.15), we obtain
un → u∗ (in measure). "#

Suppose that a sequence {γn} of Young measures of the form (3.11) narrowly
converges to some Young measure γ∗ which is not necessarily associated with a
measurable function, what can we know about the limit measure γ∗? I now give a
few answers to this question (Fig. 3).

Theorem 3.4 Let (Ω,E , μ) be a complete finite measure space andX a metrizable
Souslin space. Suppose that a sequence {γn} of Young measures of the form (3.11)
narrowly converges to some

γ =
∫
Ω

δω ⊗ νωdμ.
65

Then the following propositions hold good.

(i) suppνω ⊂ Ls(un(ω)) a.e.66

65In this framework, any Young measure can be expressed in the form of disintegration (cf.
Theorem 2.8). However note that the limit measure γ is not necessarily associated with a function.
66Let {Mn} be a sequence of sets in a metric space X. The topological superior limitLs(Mn) and
the topological inferior limit Li(Mn) of {Mn} are defined as follows, respectively,

x ∈ Ls(Mn)⇔For any neighborhood V of x,

V ∩Mn 
= ∅ for infinitely many n.

x ∈ Li(Mn)⇔For any neighborhood V of x,

there exists some n0 ∈ N such that

V ∩Mn 
= ∅ for all n � n0.



270 T. Maruyama

(ii) If a closed-valued multi-valued mappingΓ :Ω�X is measurable and satisfies

ρ(un(ω), Γ (ω))→ 067 as n→∞ (in measure),

then

suppνω ⊂ Γ (ω) a.e.

Proof
1◦ To start with, we prove (i) under the additional assumption

un(ω) ∈ Γ (ω) a.e. for all n. (3.16)

If we define a function f : Ω ×X→ R by

f (ω, x) =
{

0 if x ∈ Γ (ω),
∞ if x /∈ Γ (ω),

it follows from Theorem 3.2 that
∫
Ω×X

f (ω, x)dγ � lim inf
n

∫
Ω×X

f (ω, x)dγn

= lim inf
n

∫
Ω

f (ω, un(ω))dμ (3.17)

= 0. (by (3.16))

By the definition of f and (3.17), we obtain

∫
Ω

{
∫
X

f (ω, x)dνω}dμ = 0,

which implies

∫
X

f (ω, x)dνω = 0 a.e.

Hence νω(X \ Γ (ω)) = 0 a.e., i.e.

suppνω ⊂ Γ (ω) a.e.

67ρ(un(ω), Γ (ω)) is the distance between the point un(ω) and the set Γ (ω).
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2◦ We now prove (i) without the additional assumption (3.16). Define a sequence
{Γp : Ω � X} of correspondences by

Γp(ω) = cl.{un(ω)|n � p}, p = 1, 2, · · · .

Then Γp is a closed-valued and measurable correspondence,68 which satisfies

un(ω) ∈ Γp(ω) for all n � p.

It follows from 1◦ that

νω(X \ Γp(ω)) = 0 a.e. for all p;
i.e. suppνω ⊂ Γp(ω) a.e. for all p. (3.18)

Since Ls(un(ω)) =
∞⋂
p=1

Γp(ω),

suppνω ⊂ Ls(un(ω)) a.e.

by (3.18).
3◦ It remains to show (ii). There exists a subsequence {un′ } of {un} such that

ρ(un′(ω), Γ (ω))→ 0 a.e. as n′ → ∞. (3.19)

Since any element x ofLs(un′(ω)) is a limit of some subsequence of {un′(ω)}, (3.19)
implies

Ls(un′(ω)) ⊂ Γ (ω) a.e.

We know that suppνω ⊂ Ls(un′(ω)) a.e. by (i). Thus we conclude that

suppνω ⊂ Γ (ω) a.e. "#

3.3 Tightness

The relation between the uniform tightness and the relative compactness of a set
of Borel probability measures on a topological space is quite well-known.69 In this
subsection, we are going to examine similar problems in Y(Ω,μ;X).

68See the footnote 37.
69See Billingsley [8, pp. 35–41] and Maruyama [36, pp. 334–340].
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Definition 3.3 Let (Ω,E , μ) be a finite measure space and X a Hausdorff topolog-
ical space. A subset H of Y(Ω,μ;X) is said to be uniformly tight if there exists a
compact subset Kε of X, for each ε > 0, such that

sup
γ∈H

γ (Ω × (X \Kε)) � ε. (3.20)

Remark 5 If we assume, in addition, that μ is complete and X is a metrizable
Souslin space, then the uniform tightness of H and that of H̄ (the closure of H
w.r.t, the narrow topology) are equivalent.

It is enough to show that the uniform tightness of H implies that of H̄ . (The
converse is obvious.) If H is uniformly tight, there exists a compact subsetKε of H ,
for each ε > 0, such that (3.20) is satisfied. If we define a function f : Ω ×X→ R

by

f (ω, x) = χΩ×(X\Kε)(ω, x),

then f ∈ G+(Ω,E ;X). It is easy to see that, for γ ∈ Y(Ω,μ;X),
∫
Ω×X

f (ω, x)dγ � ε⇔ γ (Ω × (X \Kε)) � ε.

Thanks to Theorem 3.2 (i),

γ (Ω × (X \Kε)) � ε for all γ ∈ H̄ .

Theorem 3.5 Let (Ω,E , μ) be a complete finite measure space, and X a metriz-
able Souslin space. If H ⊂ Y(Ω,μ;X) is uniformly tight, then the following
statements hold good.

(i) H is sequentially compact.
(ii) H is relatively compact.

(iii) If X is a metrizable, separable and locally compact topological space, then the
narrow topology on H coincides with the topology generated by

γ �→
∫
Ω×X

f dγ ; f ∈ GC∞(Ω,μ;X).

Proof

(i) X can be embedded in a metrizable compact space X̂ (Urysohn’s embedding
theorem). Let

γn =
∫
Ω

δω ⊗ νnωdμ ; n = 1, 2, · · ·
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be a sequence in H . If we define

ν̂nω(B̂) = νnω(B̂ ∩X); B̂ ∈ B(X̂),

then ν̂n={ν̂nω|ω∈Ω} ∈P(Ω,μ; X̂). By Theorem 2.7, P(Ω,μ; Ĥ ) is a w∗-
compact set contained in the unit ball in L∞(Ω,M(X̂)).70 There is an
homeomorphismΦ of P(Ω,μ; X̂) onto Y(Ω,μ; X̂) as discussed in Theorem 2.7.
Hence Y(Ω,μ; X̂) is narrowly compact.

Let {ν̂n′ } be a w∗-convergent subsequence of {ν̂n} and ν̂ its limit. By the
continuity of Φ,

γ̂n′ =
∫
Ω

δω ⊗ ν̂n
′

ω dμ; n = 1, 2, · · ·

narrowly converges to

γ̂ =
∫
Ω

δω ⊗ ν̂ωdμ.

There exists a compact set Kp ⊂ X, for each p � 1, such that

γn(Ω × (X \Kp)) �
1

p
for all n.71

The function

x �→ χ
Ω×(X̂\Kp)

(ω, x)

is l.s.c. Hence, by Theorem 3.2 (i),

γ̂ (Ω × (X̂ \Kp)) �
1

p
.

It follows that

γ̂ ([Ω ×
∞⋃
p=1

Kp]c) = 0.

70The w∗-topology is, of course, based upon the duality relation

L1(Ω,C(X̂,R))′ ∼= L∞(Ω,M(X̂)).

71Since {γ1, γ2, · · · } is uniformly tight, we can choose a common Kp for all γn.
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We now define ν = {νω|ω ∈ Ω} ∈ P(Ω,μ;X) by72

νω = ν̂ω|B(X)

and

γ =
∫
Ω×X

δω ⊗ νωdμ.

Then we obtain, for any f ∈ GC(Ω,μ; X̂),
∫
Ω×X̂

f dγ̂n′ =
∫
Ω×X

f |Ω×Xdγn′, (3.21)

∫
Ω×X̂

f dγ̂ =
∫
Ω×X

f |Ω×Xdγ. (3.22)

Since γ̂n′ → γ̂ (narrowly),

∫
Ω×X̂

f dγ̂n′ →
∫
Ω×X̂

f dγ̂ as n′ → ∞. (3.23)

By (3.21), (3.22) and (3.23),

∫
Ω×X

f |Ω×Xdγn′ →
∫
Ω×X

f |Ω×Xdγ as n′ → ∞. (3.24)

(3.24) holds good for all f ∈ GC(Ω,μ; X̂). Therefore γn′ → γ (narrowly) by
Theorem 3.2 (ii).
(ii) A similar argument as in (i) applies if we make use of a net {γα} instead of a
sequence {γn}.
(iii) In this case,

GC∞(Ω,μ;X) ∼= L1(Ω,C∞(X,R))

⊂ GC(Ω,μ;X)

by Theorem 2.4. Hence the topology on Y(Ω,μ;X) generated by

γ �→
∫
Ω×X

f dγ ; f ∈ GC∞(Ω,μ;X) (3.25)

72ν̂ω|B(X) is the restriction of ν̂ω to B(X).
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is weaker than the narrow topology. Keeping the compactness of H̄ in mind (by
(ii)), we consider the identity mapping I : H̄ → H̄ , where the domain is endowed
with the narrow topology and the range with the topology generated by (3.25). I is a
continuous bijection on the compact domain H̄ . Therefore I is a homeomorphism.

"#
Remark 6 When X is a Polish space, a partial converse of Theorem 3.5 holds good:

H is relatively compact w.r.t, the narrow topology
⇒ H is uniformly tight.

We can verify this fact as follows. Define a function S : Y(Ω,μ;X)→ M(X)

by

S : γ �→ γ ◦ π−1
X .

The domain is endowed with the narrow topology and the range with w∗-topology.
Then S is continuous.73 S(H) is uniformly tight since it is relatively compact in
M+(X).74 That is, there exists some compact set Kε ⊂ X, for each ε > 0, such that

S(γ )(X \Kε) = γ (Ω × (X \Kε)) � ε for all γ ∈ H.

Thus H is uniformly tight.

Let UH be a family of measurable functions of Ω into X, and H a set of Young
measures determined by members of UH :

H = {
∫
Ω

δω ⊗ δu(ω)dμ|u ∈ UH }.

The family UH of functions is said to be uniformly tight if H is uniformly tight.

Theorem 3.6 Let (Ω,E , μ) be a finite measure space, and X a metric space.
The following three statements are equivalent for a set U = {u : Ω → X} of
measurable functions.

(i) U is uniformly tight.

73Assume that a net {γα} in Y(Ω,μ;X) converges to γ∗. If f ∈ Cb(X,R) and 1(ω) is the constant
function on Ω which is identically 1 for all ω ∈ Ω , then 1(ω)f (x) ∈ GC(Ω,μ;X)

∫
X

f (x)dS(γα ) =
∫
Ω×X

1(ω)f (x)dγα

→
∫
Ω×X

1(ω)f (x)dγ∗ =
∫
X

f (x)dS(γ∗).

This proves the continuity of S.
74Billingsley [8, pp. 10–12], Maruyama [36, pp. 334–340]. See also Piccinini–Valadier [41].
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(ii) There exists a compact set Kε ⊂ X, for each ε > 0, such that

sup
u∈U

μ{ω ∈ Ω |u(ω) /∈ Kε} � ε.

(iii) There exists a function ψ : X→ [0,∞] which satisfies a and b.

a. {x ∈ X|ψ(x) � α} is compact for any α ∈ R.

b. sup
u∈U

∫
Ω

ψ(u(ω))dμ <∞.

Remark 7 A function ψ is said to be inf-compact if it satisfies the condition a. In
this case, ψ is automatically measurable.

Proof of Theorem 3.6 (i)⇒ (ii): We denote

YU = {
∫
Ω

δω ⊗ δu(ω)dμ|u ∈ U }.

By (i), there exists a compact set Kε ⊂ X, for each ε > 0, such that

sup
γ∈YU

γ (Ω × (X \Kε)) � ε. (3.26)

Consequently, it follows that

γ (Ω × (X \Kε)) =
∫
Ω

{
∫
X

χX\Kε(x)}d(δω ⊗ δu(ω)}dμ

=
∫
Ω

χX\Kε(u(ω))dμ

= μ{ω ∈ Ω |u(ω) /∈ Kε}

�
(3.26)

ε for any γ =
∫
Ω

δω ⊗ δu(ω)dμ ∈ YU .

This proves (ii).
(ii)⇒(iii): Assume (ii). Then there exists a compact set Kn ⊂ X, for each n ∈ N,

such that

sup
u∈U

μ{ω ∈ Ω |u(ω) /∈ Kn} � 1

2n
.

We may assume, without loss of generality, that Kn ⊂ Kn+1. Define a function
ψ : X→ [0,∞] by

ψ(x) =
∞∑
n=1

n · χX\Kn(x).
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Then ψ(x) ∈ {0, 1, 2, · · · }. This function ψ is inf-compact, and so satisfies the
condition a since

Kn+1 = {x ∈ X|ψ(x) � 1+ 2+ · · · + n}.

ψ also satisfies the condition b because

∫
X

ψ(u(ω))dμ �
∞∑
n=1

n · 1

2n
<∞

for any u ∈ U .
(iii)⇒(i): Suppose that there exists a function ψ which satisfies the condition

(iii). Then

αγ (Ω × (X \Kα)) �
∫
Ω

ψ(u(ω))dμ �M <∞

for any α > 0 and γ ∈ YU . Hence

sup
γ∈YU

γ (Ω × (X \Kε))→ 0 as α→∞.

"#
The following result due to Evans [22, pp.16–17] is an easy consequence of

Theorem 3.5 and Theorem 3.6 (Fig. 4).

Fig. 4 αγ (Ω × (X \Kα))
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Theorem 3.7 (Evans) Let (Ω,E , μ) be a complete finite measure space, and {un}
a bounded75 sequence in L∞(Ω,Rl ). Then for any F ∈ C(Rl,R), there exist a
subsequence {un′ } of {un} and a measurable family {νω|ω ∈ Ω} ∈ P(Ω,μ;Rl)

which satisfy

w∗- lim
n′→∞

F(un′) =
∫
Rl

F (x)dνω a.e. ω ∈ Ω (3.27)

in L∞(Ω,R).76 "#
Proof Let g be any element of L1(Ω,R). If we define a function f : Ω ×R

l → R

by

f (ω, x) = g(ω)F (x); (ω, x) ∈ Ω ×R
l ,

then f is a Carathéodory function. Since {un} is bounded,

un(ω) ∈ Br(0) ≡ K a.e. for all n

for a sufficiently large r > 0.77

There exists a function F̃ ∈ C(Rl ,R) which satisfies

a. F̃ (x) = F(x) on K,

b. suppF̃ is compact.

Furthermore we define a function f̃ : Ω × R
l → R by

f̃ (ω, x) = g(ω)F̃ (x).

Then f̃ ∈ GC(Ω,μ;Rl)

{un} is uniformly tight by Theorem 3.6, since {ω ∈ Ω |un(ω) /∈ K} is measure 0
for all n. Hence, by Theorem 3.5, the sequence

γn =
∫
Ω

δω ⊗ δun(ω)dμ; n = 1, 2, · · ·

has a subsequence {γn′ } which narrowly converges to some Young measure

γ =
∫
Ω

δω ⊗ νωdμ,

75That is, supn ‖un‖∞ <∞.
76F(un) ∈ L∞(Ω,R).
77Br(0) is the open ball with center 0 and radius r . Br (0) is its closure.
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where {νω|ω ∈ Ω} ∈ P(Ω,μ;Rl). We have

suppνω ⊂ K a.e.

by Theorem 3.4.
We now prove that this {νω|ω ∈ Ω} satisfies (3.27).

∫
Ω

g(ω)F (un′ (ω))dμ =
∫
Ω×Rl

g(ω)F (x)dγn′

=
∫
Ω×Rl

g(ω)F̃ (x)dγn′ (suppδun′ (ω) ⊂ K a.e.)

=
∫
Ω×Rl

f̃ (ω, x)dγn′

→
∫
Ω×Rl

f̃ (ω, x)dγ (f̃ ∈ GC(Ω,μ;Rl))

=
∫
Ω×Rl

g(ω)F̃ (x)dγ

=
∫
Ω×Rl

g(ω)F (x)dγ (suppνω ⊂ K).

This relation holds good for any g ∈ L1(Ω,R). "#

3.4 Multiple Young Measures

This chapter is devoted to a brief exposition of topological properties of “com-
pounded” Young measures.78 The first result concerns the “product” of two Young
measures. The notations are a little bit complicated.

Theorem 3.8 Let (Ωi,Ei , μi)(i = 1, 2) be complete finite measure spaces, and
Xi (i = 1, 2) metrizable Souslin spaces. Furthermore γi (i = 1, 2) is an element of
Y(Ωi, μi;Xi) the disintegration of which is given by

γi =
∫
Ωi

δωi ⊗ νiωi dμi

78The exposition is basically due to Valadier [48, pp. 163–164].
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by means of {νiωi |ωi ∈ Ωi} ∈ P(Ωi, μi;Xi). We define a Young measure γ1 ⊗ γ2 ∈
Y(Ω1 ×Ω2, μ1 ⊗ μ2; X1 ×X2) as the one disintegrated by means of

[ν1 ⊗ ν2]ω = ν1
ω1
⊗ ν2

ω2
∈ P(Ω1 ×Ω2, μ1 ⊗ μ2,X1 ×X2).

If a sequence {γ n
i } (i = 1, 2) narrowly converges to γ ∗i in Y(Ωi, μi;Xi), then

γ n
1 ⊗ γ n

2 → γ ∗1 ⊗ γ ∗2 (narrowly) as n→∞.

Proof We denote by X̂i (i = 1, 2) metrizable and compact spaces, in which Xi’s
are embedded in the sense of Urysohn. For the sake of simplicity of notations, we
write

Ω = Ω1 ×Ω2, X = X1 ×X2, X̂ = X̂1 × X̂2.

We have to show that
∫
Ω×X

f |Ω×Xd(γ n
1 ⊗ γ n

2 ) (3.28)

→
∫
Ω×X

f |Ω×Xd(γ ∗1 ⊗ γ ∗2 ) as n→∞,

for any f ∈ GC(Ω,μ⊗ μ2; X̂) by Theorem 3.2 (ii).
We regard γ1 ⊗ γ2 ∈ Y(Ω,μ1 ⊗ μ2;X) as an operator on

{h|Ω×X|h ∈ L1
μ1⊗μ2

(Ω,C(X̂,R))}.

keeping in mind that GC(Ω,μ1⊗μ2; X̂) can be identified withL1
μ1⊗μ2

(Ω,C(X̂,R)).
We use a notation

〈γ1 ⊗ γ2, h|Ω×X〉 =
∫
Ω×X

h|Ω×Xd(γ1 ⊗ γ2),

again for the sake of simplicity.

|〈γ1 ⊗ γ2, h|Ω×X〉| �
∫
Ω

sup
(x̂1,x̂2)∈X

|h(ω1, ω2)(x̂1, x̂2)|d(μ1 ⊗ μ2)

=
∫
Ω

‖h(ω1, ω2)‖∞d(μ1 ⊗ μ2) (3.29)

= ‖h‖1.

This evaluation will be used afterwards.
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In order to prove (3.28), it is sufficient to consider only simple functions of the
form

ϕ(ω1, ω2) =
m∑
j=1

χAj (ω1, ω2)fj , (3.30)

fj ∈ C(X̂,R); j = 1, 2, · · · ,m,
Aj ∈ E1 ⊗ E2, Aj ∩ Ak = ∅ if j 
= k.

The following is the reason why this is so. Suppose that

〈γ n
1 ⊗ γ n

2 , ϕ|Ω×X〉 → 〈γ ∗1 ⊗ γ ∗2 , ϕ|Ω×X〉 as n→∞ (3.31)

for any simple function of the form (3.30).
For any h ∈ L1

μ1⊗μ2
(Ω,C(X̂,R)), there exists a sequence {ϕp} of simple

functions such that ‖ϕp − h‖1 → 0 ( as p → ∞). Since (3.31) holds good for
every ϕp (p = 1, 2, · · · ),

|〈γ n
1 ⊗ γ2

n, h|Ω×X〉 − 〈γ ∗1 ⊗ γ ∗2 , h|Ω×X〉|
� |〈γ n

1 ⊗ γ n
2 − γ ∗1 ⊗ γ ∗2 , h|Ω×X − ϕp|Ω×X〉|

+ |〈γ n
1 ⊗ γ n

2 − γ ∗1 × γ ∗2 , ϕp|Ω×X〉| (3.32)

�
(3.29)

2‖h|Ω×X − ϕp|Ω×X‖1 + |〈γ n
1 ⊗ γ n

2 − γ ∗1 ⊗ γ ∗2 , ϕp|Ω×X〉|.

We used the evaluation (3.29) to obtain the last inequality. If we choose p

sufficiently large for any ε > 0, the first term of (3.32) < ε/2. Fixing such a large
p, we obtain that the second term of (3.32) < ε/2 for n large enough. Hence

|〈γ n
1 ⊗ γ n

2 ,h|Ω×X〉 − 〈γ ∗1 ⊗ γ ∗2 , h|Ω×X〉|
< ε/2+ ε/2 = ε for large n.

Furthermore we can restrict our attention only to the following special cases79:

(a) each Aj is of the form

Aj = Aj1×Aj2; Aji ∈ B(X̂i ),

i = 1, 2; j = 1, 2, · · · ,m.

79This argument is sustained by the following two observations. The first is that the monotone
family generated by the field consisting of finite unions of rectangles in X̂ is equal to B(X̂).
(cf. Maruyama [36, pp. 10–13]. The second is the well-known Stone-Weierstrass theorem. (cf.
Maruyama [34, pp. 162–163].)
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(b) each fj is of “separable” type:

fj (x̂1, x̂2) =
rj∑
q=1

g
q
j1(x̂1)g

q
j2(x̂2),

g
q
ji ∈ C(X̂i ,R),

i = 1, 2; j = 1, 2, · · · ,m,
q = 1, 2, · · · , rj .

So it is sufficient to consider a special case of the form

ϕ(ω1, ω2) =
m∑
j=1

χAj1×Aj2 (ω1, ω2)

rj∑
q=1

g
q
j1(x̂1)g

q
j2(x̂2) (3.33)

as ϕ in (3.30).

〈γ1 ⊗ γ2, χAj1×Aj2g
q

j1g
q

j2|Ω×X〉

=
∫
Ω

{
∫
X

χAj1×Aj2g
q
j1g

q
j2|Ω×Xd(ν1,n

ω1
⊗ ν2,n

ω2
)}d(μ1 ⊗ μ2)

=
∫
Ω

{
∫
X1

χAj1g
q

j1|Ω1×X1dν
1,n
ω1
}dμ1 ×

∫
Ω

{
∫
X2

χAj2g
q

j2|Ω2×X2dν
2,n
ω2
}dμ2

= 〈γ n
1 , χAj1g

q

j1〉 × 〈γ n
2 , χAj2g

q

j2〉
→ 〈γ ∗1 , χAj1g

q
j1〉 × 〈γ ∗2 , χAj2g

q
j2〉 (by assumption)

= 〈γ ∗1 ⊗ γ ∗2 , χAj1×Aj2g
q
j1g

q
j2|Ω×X〉 as n→∞.

Adding up this result for all q and j , we obtain (3.31) for any function of the form
(3.33). "#

The next result deals with the convergence of Young measures associated with a
measurable family consisting of product measures of the form δu(ω) ⊗ νω.

Theorem 3.9 Let (Ω,E , μ) be a complete finite measure space, and Xi (i = 1, 2)
metrizable Souslin spaces. Suppose that un, u∗ : Ω → X1 (n = 1, 2, · · · ) are
(E ,B(X1))-measurable functions, and νn = {νnω|ω ∈ Ω} (n = 1, 2, · · · ) as well
as ν∗ = {ν∗ω|ω ∈ Ω} are elements of P(Ω,μ;X2). θn (n = 1, 2, · · · ) and θ∗ are
Young measures associated with νn’s and ν∗; i.e,

θn =
∫
Ω

δω ⊗ νnωdμ, θ∗ =
∫
Ω

δω ⊗ ν∗ωdμ.
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Assume that the following a and b.

a. {un} converges to u∗ in measure.
b. {θn} narrowly converges to θ∗.

Define

γn =
∫
Ω

δω ⊗ (δun(ω) ⊗ νnω)dμ,

γ∗ =
∫
Ω

δω ⊗ (δu∗(ω) ⊗ ν∗ω)dμ.

Then γn (n = 1, 2, · · · ) and γ∗ are Young measures on Ω ×X1 ×X2, and

γn → γ∗ (narrowly) as n→∞.

Proof Assume, on the contrary, that

∫
Ω×X1×X2

f dγn �

∫
Ω×X1×X2

f dγ∗

for some f ∈ GC(Ω,μ;X1×X2). We may assume, without loss of generality, that

|
∫
Ω×X1×X2

f dγn −
∫
Ω×X1×X2

f dγ∗| � ε (3.34)

for some ε > 0.
{un} has a subsequence {un′ } which converges to u∗ a.e. since {un} converges to

u∗ in measure and μΩ < ∞. We assume that {un} itself converges to u∗ a.e. for
the sake of simplicity of notations.

Let N̂ = N ∪ {∞} be the Alexandrov compactificaion of N. Define a function
F : Ω × N̂×X2 → R by

F(ω, n, z) = f (ω, un(ω), z).

1◦ F is a Carathéodory function.
In fact, it is clear that F is measurable in ω.
Assume next that (np, zp) → (n0, z0). In case n0 ∈ N, np = n0 for all

sufficiently large p. Hence, trivially, F(ω, np, zp)→ F(ω, n0, z0). If n0 = ∞,
then we have

F(ω, np, zp) = f (ω, unp (ω), zp)→ f (ω, u∗(ω), z0) = F(ω,∞, z0).

2◦ ω �→ ‖F(ω, ·, ·)‖∞ is integrable.
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In fact, this fact is easily verified by the evaluation

‖F(ω, ·, ·)‖∞ � ‖f (ω, ·, ·)‖∞
and the assumption f ∈ GC(Ω,μ;X1 ×X2).
Formally, we introduce another measure space Ω1 = {ω1}, μ1Ω1 = 1. Applying

Theorem 3.8, by substitutingΩ1,Ω2,X1,X2, ν
1, ν2 there by Ω1,Ω, N̂,X2, δn, ν

n,
we obtain

∫
Ω×X1×X2

f dγn =
∫
Ω

{
∫
X2

f (ω, un(ω), z)dν
n
ω}dμ

=
∫
Ω

{
∫
X2

F(ω, n, z)dνnω}dμ

=
∫
Ω1×Ω

{
∫
N̂×X2

F(ω, n, z)d(δn ⊗ νnω)}d(μ1 ⊗ μ)

→
∫
Ω1×Ω

{
∫
N̂×X2

F(ω, n, z)d(δ∞ ⊗ ν∗ω)d(μ1 ⊗ μ)

=
∫
Ω

{
∫
X2

F(ω,∞, z)dν∗ω}dμ

=
∫
Ω×X1×X2

f dγ ∗.

This contradicts (3.34). "#

3.5 Simple Variational Problems via Theory of Young
Measures

Let x1, x2, · · · , xp be any finite elements of Rl . We denote by X the convex hull
of {x1, x2, · · · , xp}. X is, of course, a convex compact set. X is endowed with the
Borel σ -field B(X). (Ω,E , μ) is a complete finite measure space and function
f : Ω ×X→ R is a nonnegative normal integrand.

The set of all measurable functions of Ω into {x1, x2, · · · , xp} (resp. X) is
denoted by P (resp. M ). We also denote by Y(Ω,μ;X) the set of all the Young
measures on (Ω × X,E ⊗ B(X)). The definition and basic properties of Young
measures are discussed in the preceding sections.80

80This section is based upon Maruyama [37].
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Compare a triple of minimization problems:

(I) Minimize
x(·)∈P

∫
Ω

f (ω, x(ω))dμ,

(II) Minimize
x(·)∈M

∫
Ω

f (ω, x(ω))dμ,

(III) Minimize
γ∈Y(Ω,μ;X)

∫
Ω×X

f (ω, x)dγ .

Our targets are twofold. The first question is the existence of solutions for each
problem of the three. The second puzzle concerns their relations to each other.
Assume that there exists a solution y∗(·) ∈ M for Problem(II). Is there any
equivalent solution y∗(·) ∈P for Problem(I) in the sense that

∫
Ω

f (ω, x∗(ω))dμ =
∫
Ω

f (ω, y∗(ω))dμ?

A similar question concerning the relation between Problems(II) and (III) should
also be answered.

We have to remind of the fact that for any positive normal integrand f : Ω×X→
R, the functional

J : γ �→
∫
Ω×X

f (ω, x)dγ

is narrowly l.s.c. on Y(Ω,μ;X) by Theorem 3.2.
We start with examining Problems(II) and (III).
(Ω,E , μ) is a finite complete measure space and X = co{x1, x2, · · · , xp}.

However it is required to impose some additional assumptions concerning (Ω,E ,
μ) and f (ω, x).

It is obvious that Problem(III) has a solution

γ ∗ =
∫
Ω

δω ⊗ ν∗ωdμ

in Y(Ω,μ;X) in view of the narrow compactness of Y(Ω,μ;X) (Theorem 2.7,
1◦) and l.s.c. of J (Theorem 3.2).

Theorem 3.10 There exists a solution for Problem(III).

How about the existence of a solution for Problem(II)? The answer is positive
again. However we need some additional assumptions as well as a little bit
sophisticated reasonings for its proof.

Assumption 1 (Ω,E , μ) is non-atomic.

Assumption 2 x �→ f (ω, x) is convex for each fixed ω ∈ Ω .
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A normal integrand which satisfies Assumption 2 is called a convex normal
integrand.

Definition 3.4 Let X be a real vector space and C a nonempty convex set of X.
Suppose that x is any point of C. Then v ∈ X is called a facial direction of C at x
if x ± tv ∈ C for sufficiently small t > 0. The set of all the facial directions of C at
x is called the facial space of C at x, and is denoted by L(x|C).81

L(x|C) is a vector subspace of X. It is easy to see that x ∈ C is an extreme point
of C if and only if dimL(x|C) = 0.

Theorem 3.11 Under Assumption 1, there exists a solution for Problem (II).

Proof By Theorem 3.10, we know that Problem(III) has a solution γ ∗ of the form

γ ∗ =
∫
Ω

δω ⊗ ν∗ωdμ.

Let me recapitulate the reasoning of Theorem 2.7 briefly. The space of mea-
surable families {νω|ω ∈ Ω} with supω∈Ω ‖νω‖ < ∞82 can be identified with
L∞(Ω,M(X)). Let Φ : L∞(Ω,M(X)) → M(Ω × X) (the set of all the signed
measures on (Ω ×X,E ⊗B(X))with finite total variations) be the operator which
associates with each {νω} the corresponding measure

γ =
∫
Ω

δω ⊗ νωdμ.

Since Y(Ω,μ;X) = Φ(P(Ω,μ;X)), it is narrowly compact and convex.
If we denote by K the set of Young measures which are equivalent to γ ∗ in the

following sense:

∫
Ω×X

f (ω, x)dγ −
∫
Ω×X

f (ω, x)dγ ∗ = 0. (3.35)

Since K is nonempty, convex and narrowly compact, K has an extreme point, say
γ̂ (i.e. γ̂ ∈ K̈: the set of extreme points ofK). We now show that γ̂ can be expressed
in the form

γ̂ =
∫
Ω

δω ⊗ δx∗(ω)dμ

for some measurable mapping x∗ : Ω → X.

81For the concept of facial spaces, consult Arrow and Hahn [1, pp. 389–390]. See also Artstein [2].
82‖νω‖ is the norm defined by the total variation of νω .
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If we define a linear operator T : Φ(L∞(Ω,M(X))→ R by

T γ =
∫
Ω×X

f (ω, x)dγ

and denote by F ∗III the optimized value of Problem(III); i.e.

F ∗III =
∫
Ω×X

f (ω, x)dγ ∗.

It is clear that K = T −1(F ∗III) ∩Y(Ω,μ;X).
We observe that the restriction of T to L(γ̂ | Y(Ω,μ;X)) is an injection.83

Consequently,

dimL(γ | Y(Ω,μ;X)) � 1.

γ is an element of the compact convex set

H = [γ̂ + L(γ̂ | Y(Ω,μ;X))] ∩Y(Ω,μ;X).

By Carathéodory’s theorem, γ can be expressed as a convex combination of at
most two extreme points of H . Any extreme point of H is an extreme point of
Y(Ω,μ;X). So γ can be expressed as a convex combination of at most (or exactly)
two extreme points of Y(Ω,μ;X).

By Karlin–Castaing’s theorem,84 these extreme points are of the form

∫
Ω

δω ⊗ δy(ω)dμ,

∫
Ω

δω ⊗ δz(ω)dμ

83 If T is not injective on L(γ̂ | Y(Ω,μ;X)), there must exist some 0 
= θ ∈ L(γ̂ | Y(Ω,μ;X))
such that T θ = 0. Since

η+ = γ̂ + tθ, η− = γ̂ − tθ ∈ Y(Ω,μ;X)
for sufficiently small t > 0, it is clear that T η+ = T η− = F ∗III. That is, η+, η− ∈ T −1(F ∗III) ∩
Y(Ω,μ;X) = K . γ̂ = 1/2(η+ + η−) which contradicts the fact γ̂ ∈ K̈ .
84Let X be a locally convex topological vector space. Assume that a correspondence Γ : Ω � X is
compact, convex-valued, measurable and L1-integrably bounded. A correspondence Γ̈ : Ω � X
is defined by Γ̈ : ω � (Γ (ω))¨ (the set of extreme points of Γ (ω)). FΓ (resp. FΓ̈ ) denotes the
set of all measurable selections of Γ (resp. Γ̈ ). Then

(i)F̈Γ 
= ∅, (ii)FΓ̈ 
= ∅, (iii)F̈Γ = FΓ̈ .

See Castaing–Valadier [13, Theorem IV. 15, p.109], Maruyama [36, Chap.12,§2].
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for some measurable mappings y(·), z(·) : Ω → X. Consequently γ̂ can be
expressed as

γ̂ = (1− t)

∫
Ω

δω ⊗ δy(ω)dμ+ t

∫
Ω

δω ⊗ δz(ω)dμ.

for some measurable mapping y(·), z(·) : Ω → X and t ∈ [0, 1].85 Hence

∫
Ω×X

f (ω, x)dγ̂ = (1− t)

∫
Ω

f (ω, y(ω))dμ+ t

∫
Ω

f (ω, z(ω))dμ.

By Ljapunov’s convexity theorem, there exists a decomposition E1, E2 ∈ E of Ω
such that86

∫
Ω×X

f (ω, x)dγ̂ =
∫
E1

f (ω, y(ω))dμ+
∫
E2

f (ω, z(ω))dμ.

Defining

x∗(ω) = χE1(ω)y(ω)+ χE2(ω)z(ω)

(χEi is the characteristic function of Ei), we obtain

∫
Ω

f (ω, x∗(ω))dμ = F ∗II .

Thus x∗(·) is clearly a solution for Problem(II). "#
Remark 8 Theorem 3.11 can be proved without the theory of Young measures. First
of all, the set M of all the measurable mappings of Ω into X is weakly compact

85We had recourse to a geometric theory of the facial space due to Arrow–Hahn [1]. Berliocchi–
Lasry [7, pp.145–146] established the following result sharing a common idea.

Let X be a locally convex Hausdorff real topological vector space. Assume that K ⊂ X is a
nonempty compact convex set and ϕi : X → (−∞,∞](i = 1, 2, · · · , n) are affine mappings.
Then any extreme point of the set G = {x ∈ K|ϕi(x) � 0 : i = 1, 2, · · · , n} can be expressed as
a convex combination of (n + 1) extreme points of K .
86Let (Ω, E , μ) be a finite complete non-atomic measure space. Assume that f1, f2, · · · , fm
are any elements of L1(Ω,Rl ) and a mapping λ : Ω → Λm is measurable, where Λm is the

fundamental simplex in R
m : i.e.Λm = {λ ∈ R

m|λi � 0(i = 1, 2, · · · ,m),
m∑
i=1

λi = 1}. Then

there exists a decomposition E1, E2, · · · , Em of Ω(Ei ∈ E for all i) such that

∫
Ω

m∑
i=1

λi(ω)fi (ω)dμ =
m∑
i=1

∫
Ei

fi(ω)dμ.

cf. Castaing–Valadier [13, Theorem IV. 17, pp. 112–117]. Maruyama [36, Chap.12. §2].
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in L1(Ω,Rl) by the Dunford-Pettis-Nagumo theorem. Furthermore we know that,
under Assumptions 1 and 2, the integral functional J ′ : L1(Ω,Rl)→ R defined by

J ′ : u �→
∫
Ω

f (ω, u(ω))dμ

is sequentially l.s.c. with respect to the weak topology of L1(Ω,Rl). This comes
from Ioffe’s [25] fundamental theorem. Combining these observations, we can
assure the existence of a solution for Problem(II) (cf. Maruyama [37, pp. 286–295]).

The proof of Theorem 3.11 guarantees the equivalence of Problems(II) and (III)
in the sense that the optimized values of the two problems are equal.

We turn next to Problem(I).

Theorem 3.12 Under Assumption 1, Problem(I) has a solution.

Proof The finite set K = {x1, x2, · · · , xp} is compact. It is easy to check that the
set of all the measurable families P(Ω,μ;K) consisting of probability measures
on K is compact in L∞(Ω,M(X)). Hence, by Theorem 2.7, the set Y(Ω,μ;K) of
Young measures on (Ω × K,E ⊗B(K)) is narrowly compact. Since the integral
functional J defined by

J : γ �→
∫
Ω×X

f (ω, x)dγ

is narrowly l.s.c. on Y(Ω,μ;X), so is on Y(Ω,μ;K). Thus there exists a solution
γ ∗ ∈ Y(Ω,μ;K) of the problem:

Minimize
γ∈Y(Ω,μ;K)

∫
Ω×K

f (ω, x)dγ.

The measurable family ν∗ω which determines γ ∗ is of the form:

ν∗ω =
p∑
i=1

λi(ω)δxi

where λ(ω) = (λ1(ω), λ2(ω), · · · , λp(ω)) : Ω → Λp (the fundamental simplex in
R
p) is measurable. Hence the optimized value F ∗I of Problem(I) can be calculated

as

F ∗I =
∫
Ω×K

f (ω, x)dγ ∗ =
∫
Ω

p∑
i=1

λi(ω)f (ω, xi)dμ.
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Again by Ljapunov’s convexity theorem, there exists a decomposition E1, E2, · · · ,
Ep of Ω(Ei ∈ E for all i) such that

F ∗I =
p∑
i=1

∫
Ei

f (ω, xi)dμ.

Defining

x∗(ω) =
p∑
i=1

χEi (ω)xi,

we obtain

F ∗I =
∫
Ω

f (ω, x∗(ω))dμ.

x∗(·) is clearly a solution for Problem(I). "#
As we already saw, Problems(II) and (III) are equivalent. Then it is natural to ask

if Problems(I) and (II) are equivalent. Is there any solution for Problem(I) which
attains the optimized value F ∗II of Problem(II)?

Game theorists interprete each element of the set P (resp. M ) as a pure strategy
(resp. mixed strategy). If the optimized value F ∗II of Problem(II) is attained by some
pure strategy, game theorists say that Problem(II) can be purified. So the problem
stated above is expressed as “Can Problem(II) be purified?”

The answer is negative as the following counter-example illuminates.

Counter-Example Let Ω be the unit interval [0,1] with Lebesgue measurem. X is
also specified asX = [0, 1] = co{0, 1}. We define an integrand f : [0, 1]×[0, 1] →
R by

f (ω, x) =
{
−2x + 1 on [0, 1/2],
2x − 1 on [1/2, 1]

for any ω ∈ [0, 1]. Then the only solution x∗(ω) for Problem(II)

Minimize
x(·):[0,1]→[0,1]

∫ 1

0
f (ω, x(ω))dm(ω)

is given by x∗(ω) = 1/2 a.e. The optimized valueV ∗ = 0. However it is impossible
to find a measurable function y∗(ω) of [0, 1] into {0, 1} which is equivalent to
x∗(ω) : i.e.

∫ 1

0
f (ω, y∗(ω))dm =

∫ 1

0
f (ω, x∗(ω))dm = 0.

Thus x∗(ω) can not be purified.
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However the purification is proved to be possible if we impose an additional
condition on f (ω, x).

Assumption 3 f (ω, (1 − λ)x1 + λx2) = (1 − λ)f (ω, x1) + λf (ω, x2) for any
ω ∈ Ω, x1, x2 ∈ X and λ ∈ [0, 1].

Assumption 3 requires the graph of the function x �→ f (ω, x) to be flat for each
fixed ω ∈ Ω .

Let x∗(·) be a solution for Problem(II). Fillipov’s measurable implicit function
theorem87 assures the existence of measurable function λ∗ : Ω → Λp such that

x∗(ω) =
p∑
i=1

λ∗i (ω)xi.

Since the optimized value of Problem(II) is attained by x∗(·), it follows that

F ∗II =
∫
Ω

f (ω, x∗(ω))dμ =
∫
Ω

f (ω,

p∑
i=1

λ∗i (ω)xi)dμ =
∫
Ω

p∑
i=1

λ∗i (ω)f (ω, xi)dμ

by Assumption 3. We now apply Ljapunov’s convexity theorem again to get a
function y∗ : Ω → K which satisfies

F ∗II =
∫
Ω

f (ω, y∗(ω))dμ.

We conclude the possibility of the purification of Problem(II).

Theorem 3.13 Under Assumptions 1 and 3, Problem(II) can be purified.

Since Problem(II) and Problem(III) are equivalent, Problem(III) can also be
purified, that is, there exists a solution z∗(·) for Problem(I) which realizes the
optimized value F ∗III of Problem(III).

Although the full purification is difficult without very strict conditions, what can
we say about an approximate purification? Let x∗(·) be a solution for Problem(II).
If there exists a solution y∗(·) for Problem(I) such that

|
∫
Ω

f (ω, x∗(ω))dμ−
∫
Ω

f (ω, y∗(ω))dμ| < ε

87Suppose that (Ω, E ) and (Ω ′, E ′) are two measurable spaces, and X is a Souslin space. A
correspondence Γ : Ω � X and a couple of functions, f : Ω → Ω ′ and g : Ω × X → Ω ′, are
assumed to satisfy the followings: a. f is (E , E ′)-measurable, b. g is (E ⊗B(X), E ′)-measurable,
c. the graph of Γ belongs to E ⊗ B(X), d. f (ω) ∈ g(ω, Γ (ω)) for all ω. Then there exists
a (Ê ,B(X))-measurable selection γ of Γ which satisfies f (ω) = g(ω, γ (ω)) for all ω. cf.
Castaing–Valadier [13, pp. 85–86], Maruyama [36, pp. 426–427].
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for some ε > 0, we say that Problem(II) can be ε-purified. Aumann et al. [4]
examined a similar problem in the context of game theory. However we leave it to
another occasion.88

4 Continuity of Nonlinear Integral functionals

4.1 Roles of Uniform Integrability

The goals of this chapter is to examine the continuity (or semi-continuity) of
nonlinear integral functionals via theories of Young measures. This gives an
indispensable foundation for the existence problem in calculus of variations.

We start by preparing a few results concerning the concept of uniform integrabil-
ity.89

Definition 4.1 Let (Ω,E , μ) be a measure space. A subset F of L1(Ω,R) is said
to be uniformly integrable if there exists some δ > 0, for each ε > 0, such that

μ(E) � δ,E ∈ E ⇒ sup
f∈F

∫
E

|f (ω)|dμ � ε.

The following well-known proposition clarifies the relation between the uniform
integrability and the relative compactness of F ⊂ L1(Ω,R) in the weak topology.
(cf. Maruyama [36, pp. 275–284] for detailed discussions.)

Proposition 4.1 Let (Ω,E , μ) be a finite measure space, and F a subset of
L1(Ω,R). The following statements are all equivalent.

(i) F is weakly relatively compact.
(ii) F is weakly sequentially compact.

(iii) F is strongly bounded, and there exists a function Φ : [0,∞) → [0,∞)

which is continuous a.e., nondecreasing and satisfies the following a and b.

a. lim
u→∞

Φ(u)

u
= ∞.

b. sup
f∈F

∫
Ω

Φ(|f (ω)|)dμ � B for some B ∈ (0,∞).

(iv) F is strongly bounded and uniformly integrable.
(v) If we define a set Ef

α for f ∈ F and α > 0 by

Ef
α = {ω ∈ Ω ||f (ω)| � α},

88cf. Aumann et al. [4].
89The contents of this subsection are due to Valadier [48, pp. 166–168].
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then

lim
α→∞ sup

f∈F

∫
E
f
α

|f (ω)|dμ = 0.

The equivalence of (i) and (ii) is just a special case of Eberlein–S̆mulian’s
theorem.90 The criterion (iii) is due to M. Nagumo91 and (iv) to N. Dunford.92

Theorem 4.1 Let (Ω,E , μ) be a complete finite measure space, and X a metriz-
able Souslin space. Suppose that {un :Ω→X} is a sequence of (E ,B(X))-
measurable functions which satisfies either a or b.

a. {un} is uniformly tight.
b. The sequence

γn =
∫
Ω

δω ⊗ δun(ω)dμ; n = 1, 2, · · ·

of Young measures is narrowly convergent.
Furthermore a function f : Ω ×X→ R̄ is a normal integrand such that {ω �→

f (ω, un(ω))
−} is L1-bounded and uniformly integrable.93

Then there exists a γ ∈ Y(Ω,μ;X) which satisfies the following (i)–(iii).

(i) γ is a limiting point of {γn} (w.r.t, the narrow topology).

(ii) lim inf
n

∫
Ω

f (ω, un(ω))dμ <∞⇒
∫
Ω×X

f (ω, x)+dγ <∞.

(iii)
∫
Ω×X

f (ω, x)dγ � lim inf
n

∫
Ω

f (ω, un(ω))dμ.

Proof By the uniform tightness of {un} and Theorem 3.5, there is a subsequence
{unk } of {un} which satisfies

∫
Ω

f (ω, unk (ω))dμ→ lim inf
n

∫
Ω

f (ω, un(ω))dμ as k→∞, (4.1)

γnk → γ (narrowly) as k→∞. (4.2)

If we define a function fα by

fα = sup{−α, f }

90Bourbaki [10, IV. 35–36], Dunford–Schwartz [21, pp. 430–433].
91Nagumo [39].
92Dunford–Schwartz [21, pp. 294–295], Diestel–Uhl [20, pp. 101–102].
93f (ω, un(ω))

− denotes the negative part of f (ω, un(ω)); i.e. f (ω, un(ω)) = −Min{f (ω,
un(ω)), 0}.
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for α ∈ [0,∞), then fα + α ∈ G+(Ω,E ;X). So we have, by Theorem 3.2.

∫
Ω×X

(fα(ω, x)+ α)dγ � lim inf
k

∫
Ω

{fα(ω, unk (ω))+ α}dμ. (4.3)

Hence
∫
Ω×X

fα(ω, x)dγ � lim inf
k

∫
Ω

fα(ω, unk (ω))dμ. (4.4)

Defining

En
α = {ω ∈ Ω |f (ω, un(ω))− � α}

for each n ∈ N and α > 0, we obtain

lim
α→∞ sup

n

∫
En
α

f (ω, un(ω))
−dμ = 0 (4.5)

by Proposition 4.1 and the assumption that {ω �→ f (ω, un(ω))
−} is L1-bounded

and uniformly integrable. We also note that

fα(ω, un(ω)) =
{
f (ω, un(ω)) on Ω \En

α,

−α on En
α.

Choosing α > 0 sufficiently large for any ε > 0, we obtain

sup
n

∫
En
α

f (ω, un(ω))
−dμ � ε, (4.6)

by (4.5). Consequently,

∫
Ω

f (ω,un(ω))dμ

=
∫
En
α

f (ω, un(ω))dμ+
∫
Ω\En

α

fα(ω, un(ω))dμ

=
∫
Ω

fα(ω, un(ω))dμ+
∫
En
α

f (ω, un(ω))dμ−
∫
En
α

fα(ω, un(ω))︸ ︷︷ ︸
=−α

dμ

�
∫
Ω

fα(ω, un(ω))dμ+
∫
En
α

f (ω, un(ω))dμ

�
∫
Ω

fα(ω, un(ω))dμ− ε (by (4.6)). (4.7)
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Therefore
∫
Ω×X

f dγ �
∫
Ω×X

fαdγ �
(4.4)

lim inf
k

∫
Ω

fα(ω, unk (ω))dμ

�
(4.7)

lim inf
k

∫
Ω

f (ω, unk (ω))dμ+ ε

=
(4.1)

lim inf
n

∫
Ω

f (ω, un(ω))dμ+ ε. (4.8)

Passing ε ↓ 0, we obtain (iii).
(ii) follows from (4.8) and the boundedness of {ω �→ f (ω, un(ω))

−}. (i) is clear
from (4.1). "#
Theorem 4.2 Let (Ω,E , μ) be a complete finite measure space, and X a metriz-
able Souslin space. Suppose that {un :Ω→X} is a sequence of (E ,B(X))-
measurable functions and the corresponding sequence of Young measures

γn =
∫
Ω

δω ⊗ δun(ω)dμ; n = 1, 2, · · ·

narrowly converges to γ ∈ Y(Ω,μ;X). Furthermore f :Ω × X→R is a
Carathéodory function for which {ω �→ f (ω, un(ω))} is L1-bounded and uniformly
integrable.

Then f is γ -integrable and

∫
Ω×X

f dγ = lim
n→∞

∫
Ω

f (ω, un(ω))dμ.

Proof By Theorem 4.1, we have94

∫
Ω×X

f (ω, x)+dγ <∞,

∫
Ω×X

f (ω, x)dγ � lim inf
n

∫
Ω

f (ω, un(ω))dμ.

94We note that

lim inf
n

∫
Ω

f (ω, un(ω))dμ <∞

since {ω �→ f (ω, un(ω))} is L1-bounded.
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Similarly it holds good that

∫
Ω×X

(−f )(ω, x)+dμ <∞,

∫
Ω×X

(−f )(ω, x)dγ � lim inf
n

∫
Ω

(−f )(ω, un(ω))dμ.

Combining these results, we can conclude that f is γ -integrable and

lim sup
n

∫
Ω

f (ω, un(ω))dμ �
∫
Ω×X

f (ω, x)dγ

� lim inf
n

∫
Ω

f (ω, un(ω))dμ.

"#
Corollary 4.1 Let (Ω,E , μ) be a complete finite measure space, and X a metriz-
able Souslin space. {un :Ω→X} is a sequence of (E ,B(X))-measurable functions
and f : X → R is a continuous function such that {f ◦ un} is L1-bounded and
uniformly integrable. Furthermore suppose that a sequence

γn =
∫
Ω

δω ⊗ δun(ω)dμ; n = 1, 2, · · ·

in Y(Ω,μ;X) narrowly converges to γ =
∫
Ω

δω ⊗ νωdμ ∈ Y(Ω,μ;X). Then

the following statements hold good.

(i) f is νω-integrable for a.e. ω, and

∫
Ω×X

|f (x)|dγ <∞.

(ii) {f ◦ un} weakly converges to the function

ω �→
∫
X

f (x)dνω

in L1(Ω,R).

Proof

(i) By Theorem 4.2, the function f0(ω, x) = f (x) is γ -integrable; i.e.

∫
Ω

{
∫
X

|f (x)|dνω}dμ <∞.
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(i) immediately follows.
(ii) If we define a function f0 by

f0(ω, x) = g(ω)f (x)

for g ∈ L∞(Ω,R), it satisfies the conditions in Theorem 4.2. In fact, the uniform
integrability is verified in view of the following evaluation.

sup
n

∫
E

|g(ω)f (un(ω))|dμ

� ‖g‖∞ sup
n

∫
E

|f (un(ω))|dμ

→ 0 as μE→ 0.

(We here made use of the uniform integrability of {f ◦ un}. ) We also observe the
L1-boundedness of {f0 ◦ un} by a similar evaluation as above and the assumption
that {f ◦ un} is L1-bounded.

Consequently,

∫
Ω×X

f0dγ = lim
n→∞

∫
Ω

f0(ω, un(ω))dμ (4.9)

= lim
n→∞

∫
Ω

g(ω)f (un(ω))dμ.

However
∫
Ω×X

f0dγ =
∫
Ω

{
∫
X

f0(ω, x)dνω}dμ (4.10)

=
∫
Ω

g(ω){
∫
X

f (x)dνω}dμ.

Combining (4.9) and (4.10), we obtain

lim
n→∞

∫
Ω

g(ω)f (un(ω))dμ =
∫
Ω

g(ω){
∫
X

f (ω)dνω}dμ

for any g ∈ L∞(Ω,R). "#
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4.2 Castaing–Clauzure Theorem

Let (Ω,E , μ) be a measurable space and a function f : Ω × R
l × R

k → R given.
A functional F : Lp(Ω,Rl )× Lq(Ω,Rk)→ R is defined by

F(u(·), v(·)) =
∫
Ω

f (ω, u(ω), v(ω))dμ.

Ioffe [25] provided a basic result concerning l.s.c. of F w.r.t. the combination of the
strong topology on Lp and the weak one on Lq . Ioffe’s theorem paved the way to
examining systematically the continuity property of nonlinear integral functionals
appearing in calculus of variations. Castaing–Clauzure [12] established various
similar results for an integral functional defined on the spaces of Bochner-integrable
functions. Furthermore Valadier [47, 48, pp. 170–172] developed a route to these
results via theory of Young measures. In this subsection, I follow Valadier’s route.

Theorem 4.3 Let (Ω,E , μ) be a complete finite measure space, and (X, ‖ · ‖) a
separable reflexive Banach space. Suppose that {un} is a sequence in L1(Ω,X)
which is L1-bounded and uniformly integrable.95

(i) There exists a metric ρ on X which satisfies the following two conditions.

a. ρ defines a Lusin topology96 weaker than the weak topology σ(X,X′).
b. The sequence

γn =
∫
Ω

δω ⊗ δun(ω)dμ; n = 1, 2, · · ·

in Y(Ω,μ; (X, ρ)) is uniformly tight.

(ii) Assume that a sequence {γn} in Y(Ω,μ; (X, ρ)) has a subsequence {γnk }which
narrowly converges to

γ =
∫
Ω

δω ⊗ νωdμ.

95Let (Ω, E , μ) be a measure space. A subset F of L1(Ω,X) is said to be uniformly integrable
if there exists some δ > 0, for each ε > 0, such that

μE � δ, E ∈ E ⇒ sup
f∈F

∫
E

‖f (ω)‖dμ � ε.

96A metrizable topological space X is called a Lusin space if there exist a Polish space P and a
continuous bijection f : P → X.

Any Borel set of a Lusin space is also a Lusin space. If a metrizable space X is decomposed
into countable sets An(n = 1, 2, · · · ), each of which is a Lusin space, then X itself is also a Lusin
space. cf. Bourbaki [9, Part 2, pp. 200–206].
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Then the following two statements hold good.

a.
∫
X
‖x‖dνω <∞ a.e.

b. If we define a function u : Ω → X by

u(ω) =
∫
X
xdνω, (4.11)

then {unk } weakly converges to u.97 (The right-hand side of (4.11) is called
the barycenter of νω on X. )

Proof

(i) Since X is separable and reflexive, X′ is also separable.98 Let {Λn; n = 1, 2, · · · }
be a dense subset of X′. If we define

ρ(x, y) =
∞∑
n=1

1

2n
· |〈Λn, x − y〉|

1+ |〈Λn, x − y〉| , x, y ∈ X,

then ρ is a metric on X, which defines the topology generated by {Λn}.
The set

Kn = {x ∈ X|‖x‖ � n}; n = 1, 2, · · ·

is weakly compact (because of the reflexivity of X and Alaoglu’s theorem). Hence
Kn is compact w.r.t. the topology defined by ρ. It follows that Kn is a Lusin space
and its Borel subset Kn \Kn−1 (n � 2) is also Lusin. Since X can be expressed as

X = K1 ∪ {
∞⋃
n=1

(Kn+1 \Kn)},

X is Lusin (w.r.t. ρ). (cf. footnote 96.)
By the L1-boundedness of {un},

sup
n

∫
Ω

‖un(ω)‖dμ <∞. (4.12)

Taking account of the inf-compactness property of the function x �→ ‖x‖, we know
that {un} is uniformly tight (Theorem 3.6). Hence {γn} has a subsequence {γnk }

97Let (Ω, E , μ) be a finite measure space, and X a Banach space. The duality Lp(Ω,X)′ ∼=
Lq (Ω,X′) (1 � p, q <∞, 1/p+ 1/q = 1) holds good if and only if X′ has the Radon–Nikodým
property w.r.t, μ. cf. Diestel–Uhl [20, pp. 98–100].
98A normed vector space V is separable if V′ is separable (w.r.t. the strong topology). cf.
Yosida [52, p. 126].
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which narrowly converges to some Young measure

γ =
∫
Ω

δω ⊗ νωdμ,

by Theorem 3.5.
(ii) If we define a function f : Ω×X→ R by f (ω, x) = ‖x‖, f is a Carathéodory
function and

{ω �→ f (ω, un(ω)) = ‖un(ω)‖} (4.13)

is L1-bounded and uniformly integrable. Hence it follows from Theorem 4.2 that

∫
Ω×X

f dγ = lim
k→∞

∫
Ω

f (ω, unk (ω))dμ,

i.e.,

∫
Ω×X

‖x‖dγ = lim
k→∞

∫
Ω

‖unk (ω)‖dμ <∞.

Writing M = supn ‖un‖1, we have

∫
Ω×X

‖x‖dγ � M. (4.14)

So we can define the Bochner integral

u(ω) =
∫
X
xdνω. (4.15)

Since

‖
∫
X
xdνω‖ �

∫
X
‖x‖dνω,

we obtain
∫
Ω

‖u(ω)‖dμ � M,

that is u ∈ L1(Ω,X).
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Finally we show that {unk }weakly converges to u. Suppose thatD is any strongly
dense subset of L∞(Ω,X′). Since unk ’s and u are contained in an equi-continuous
family {v ∈ L1(Ω,X)|‖v‖1 �M} ⊂ L∞(Ω,X′)′, it is enough to show that

∫
Ω

〈g(ω), unk (ω)〉dμ→
∫
Ω

〈g(ω), u(ω)〉dμ (4.16)

as k→∞ for all g ∈ D.

It can be verified as follows. Since unk ’s and u are equi-continuous, there exists
a small δ > 0, for each ε > 0, such that

‖g − h‖∞ � δ, g, h ∈ L∞(Ω,X′)

⇒
∫
Ω

〈(g − h)(ω), unk (ω)〉dμ � ε

2
, (4.17)

∫
Ω

〈(g − h)(ω), u(ω)〉dμ � ε

2
.

Assume that (4.16) holds good. For any g0 ∈ L∞(Ω,X′), there exists some g ∈ D
such that ‖g − g0‖ � δ.

By (4.16), there is some large k0 such that

|
∫
Ω

〈g(ω), (unk − u)(ω)〉dμ| � ε (4.18)

for all k � k0.

It follows from (4.17) and (4.18) that

|
∫
Ω

〈g0(ω), (unk − u)(ω)〉dμ|

= |
∫
Ω

〈(g0 − g)(ω), (unk − u)(ω)〉dμ+
∫
Ω

〈g(ω), (unk − u)(ω)〉dμ|

� ε + |
∫
Ω

〈g(ω), (unk − u)(ω〉dμ|

� 2ε for all k � k0.

Since this holds good for any g0 ∈ L∞(Ω,X′), {unk } weakly converges to u.
Thus we have only to show (4.16).
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Let {Λn; n = 1, 2, · · · } be a countable dense set in X′. We denote by D the set of
all the elements of L∞(Ω,X′) which take their values only in {Λn; n = 1, 2, · · · }.
Then D is dense in L∞(Ω,X′).99

Define a function f : Ω ×X→ R by

f (ω, x) = 〈g(ω), x〉

for any g ∈ D. Then x �→ f (ω, x) is continuous on (X, ρ) for each fixed ω ∈
Ω . Hence f is a Carathéodory function. Furthermore {f (ω, un(ω))}is uniformly
integrable since

sup
n

∫
E

|〈g(ω), un(ω)〉|dμ � ‖g‖∞ sup
n

∫
E

‖un(ω)‖dμ→ 0 as μE→ 0

by the uniform integrability of {un}, It is also easy to see the L1-boundedness of
{un}. By Theorem 4.2, we obtain

∫
Ω

〈g(ω), u(ω)〉dμ =
∫
Ω

〈g(ω),
∫
X
xdνω〉dμ

=
∫
Ω

{
∫
X
〈g(ω), x〉dνω}dμ

=
∫
Ω×X

f (ω, x)dγ

= lim
k→∞

∫
Ω×X

f (ω, x)dγnk

= lim
k→∞

∫
Ω

〈g(ω), unk (ω)〉dμ.

"#
We are now approaching a destination of our long journey. The following

theorem due to Castaing–Clauzure [12] is one of the most general result concerning
the continuity of nonlinear integral functionals.

Theorem 4.4 (Castaing–Clauzure) Let (Ω,E , μ) be a complete finite measure
space, S a metrizable Souslin space, and X a separable reflexive Banach space.

99For any h ∈ L∞(Ω,X′) and ε > 0, the correspondence Γ : Ω � X′ defined by Γ : ω ��
Bε(h(ω)) is measurable. Let Θ : Ω � X′ be the constant correspondence Θ(ω) = {Λ1,Λ2, · · · }.
Then Γ (ω)∩Θ(ω) 
= ∅. Hence there exists a measurable selection ϕ : Ω → X′ of Γ (ω)∩Θ(ω);
i.e.

‖h(ω) − ϕ(ω)‖ � ε, ϕ(ω) ∈ {Λ1,Λ2, · · · }.
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{un : Ω → S} is a sequence of (E ,B(S))-measurable functions which converges
to a (E ,B(S))-measurable function u∞ in measure. {vn : Ω → X} is a sequence
in L1(Ω,X) which weakly converges to v∞ ∈ L1(Ω,X). X is endowed with a Lusin
topology defined by a metric ρ introduced in Theorem 4.3. A function f : Ω × S ×
X→ R̄ is a normal integrand (i.e. an element of G(Ω,E ⊗B(S)×B(X); S×X))
which satisfies the following two conditions.

a. x �→ f (ω, u∞(ω), x) is convex.
b. {ω �→ f (ω, un(ω), vn(ω))

−} is L1-bounded and uniformly integrable.

Then the statements (i) and (ii) hold good.

(i) If

lim inf
n

∫
Ω

f (ω, un(ω), vn(ω))dμ <∞,

then
∫
Ω

f (ω, u∞(ω), v∞(ω))+dμ <∞

(ii)

∫
Ω

f (ω, u∞(ω), v∞(ω))dμ � lim inf
n

∫
Ω

f (ω, un(ω), vn(ω))dμ.

Proof Choose a subsequence {unk } (resp. {vnk }) of {un} (resp. {vn}) such that

∫
Ω

f (ω, unk (ω),vnk (ω))dμ

→ lim inf
n

∫
Ω

f (ω, un(ω), vn(ω))dμ as k→∞. (4.19)

A sequence

θn =
∫
Ω

δω ⊗ δvn(ω)dμ; n = 1, 2, · · ·

in Y(Ω,μ;X) is uniformly tight. This fact can be proved in the same manner as in
the first part of the proof of Theorem 4.3. So there exists a subsequence {θnk } of {θn}
which narrowly converges to a Young measure

θ∞ =
∫
Ω

δω ⊗ ν∞ω dμ,
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by Theorem 3.5. According to Theorem 4.3,

∫
X
‖x‖dν∞ω <∞ a.e. (4.20)

and {vnk } weakly converges to

v∞(ω) =
∫
X
xdν∞ω . (4.21)

Define a sequence {γn} in Y(Ω,μ; S × X) by

γn =
∫
Ω

δω ⊗ δun(ω) ⊗ δvn(ω)dμ; n = 1, 2, · · ·

Then, by Theorem 3.9.

γnk →
∫
Ω

δω ⊗ δu∞(ω) ⊗ δv∞(ω)dμ (narrowly) as k→∞.

By Theorem 4.1,

lim inf
n

∫
Ω

f (ω, un(ω), vn(ω))dμ <∞

implies

∫
Ω

{
∫
X
f (ω, u∞(ω), x)+dν∞ω }dμ <∞. (4.22)

(Of course, this relation holds good when we change n to nk .)
We also obtain that
∫
Ω

{
∫
X
f (ω, u∞(ω), x)dν∞ω }dμ � lim inf

k

∫
Ω

f (ω, unk (ω), vnk (ω))dμ

= lim
k→∞

∫
Ω

f (ω, unk (ω), vnk (ω))dμ (4.23)

= lim inf
n

∫
Ω

f (ω, un(ω), vn(ω))dμ.

Since x �→ f (ω, u∞(ω), x) is convex and l.s.c., it can be expressed as a
supremum of affine functions.

x �→ 〈Λn, x〉 + bn, Λn ∈ X′, bn ∈ R; n = 1, 2, · · · .



Disintegration of Young Measures 305

Keeping (4.21) in mind, we obtain100

f (ω, u∞(ω), v∞(ω)) = sup
n
{〈Λn, v∞(ω)〉 + bn}

= sup
n

∫
X
{〈Λn, x〉 + bn}dν∞ω

�
∫
X

sup
n
{〈Λn, x〉 + bn}dν∞ω (Fatou’s lemma) (4.24)

=
∫
X
f (ω, u∞(ω), x)dν∞ω .

Integrating the both hand sides of (4.24), we have
∫
Ω

f (ω, u∞(ω), v∞(ω))dμ

�
∫
Ω

{
∫
X
f (ω, u∞(ω), x)dνω}dμ

�
(4.23)

lim inf
n

∫
Ω

f (ω, un(ω), vn(ω))dμ.

This proves the theorem. "#
Remark 9 The condition b which the function f has to satisfy can be re-expressed
as:

b′ {ω �→ f (ω, un(ω), vn(ω))
−} is weakly relatively compact.

Furthermore L1(Ω,X) can be generalized to any Lp(Ω,X), p � 1.

4.3 Towards Calculus of Variations

In the classical calculus of variations, we always have to go along with a nonlinear
integral functional of the type

x(·) �→
∫ T

0
f (t, x(t), ẋ(t))dt

100The inequality in (4.24) is justified as follows.

〈Λn, x〉 + bn � f (ω, u∞(ω), x) � f (ω, u∞(ω), x)+ .

By (4.22), ∫
X
f (ω, u∞(ω), x)+dν∞ω <∞ a.e.

Thus, Fatou’s lemma applies.
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defined on some space of functions. Of course, certain continuity is required in order
to assure the existence of a solution of a problem to minimize this functional.

We now present a l.s.c. result of such a functional defined on the Sobolev space
W1,p(Ω,X).101 In my several works preceding Maruyama [35], I examined the
existence of solutions for a variational problem governed by a differential inclusion
in the case X = R

l , by making use of the convenient properties of the weak
convergence in the Sobolev space W1,2([0, T ],Rl ); i.e.. if a sequence {xn} in
W1,2([0, T ],Rl )weakly converges to some x∗ ∈W1,2([0, T ],Rl ), then there exists
a subsequence {zn} of {xn} such that

(W)

{
zn → x∗ uniformly on [0, T ], and
żn → ẋ∗ weakly in L2([0, T ],Rl ).

However it deserves a special notice that this property does not hold in the space
W1,2([0, T ],X) if dimX =∞.

On the other hand, Let X be a real Banach space with the Radon–Nikodým
property (RNP). Then any absolutely continuous function f : [0, T ]→X is Fréchet-
differentiable a.e. (If the Banach space X does not have RNP, this property does
not hold. ) Let {xn} be a sequence in W1,p([0, T ],X) which weakly converges to
some x∗ ∈ W1,p([0, T ],X). We should keep in mind that it is not necessarily true
that the sequence {xn} has a subsequence {zn} which satisfies the property (W) if
dimX =∞ even in the case p = 2. (See Cecconi [15] for a counter-example.)

The following theorem cultivated to overcome this difficulty is a generalization of
the above result. Henceforth we denote by Xs (resp. Xw) a Banach space X endowed
with the strong (resp. weak) topology.

Theorem 4.5 Let X be a real separable reflexive Banach space. And consider a
sequence {xn} in the Sobolev space W1,p([0, T ],X)(p � 1). Assume that

(i) the set {xn(t)}∞n=1 is bounded (and hence relatively compact) in Xw for each
t ∈ [0, T ], and

(ii) there exists some function ψ ∈ Lp([0, T ], (0,∞)) such that

‖ẋn(t)‖ � ψ(t) a.e.

Then there exist a subsequence {zn} of {xn} and some function x∗ ∈
W1,p([0, T ],X) such that

(a) zn → x∗ uniformly in Xw on [0, T ], and
(b) żn → ẋ∗ weakly in Lp([0, T ],X).

Remark 10 Since X is separable and reflexive, the following results hold true.
Assume that p � 1.

101The following discussion is based upon Maruyama [35].
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1◦ Lp([0, T ],X) is separable.
2◦ Lp([0, T ],X)′ is isomorphic to Lq ([0, T ],X′), where 1/p + 1/q = 1.
3◦ Any absolutely continuous function f : [0, T ] → X is Fréchet-differentiable

a.e. and the “fundamental theorem of calculus”, i.e.

f (t) = f (0)+
∫ t

0
ḟ (τ )dτ ; t ∈ [0, T ]

is valid.

Proof of Theorem 4.5

(a) To start with, we shall show the equicontinuity of {xn}. Since ψ is integrable,
there exists some δ > 0, for each ε > 0, such that

‖xn(t)− xn(s)‖ �
∫ t

s

‖ẋn(τ )‖dτ �
∫ t

s

ψ(τ )dτ � ε for all n

provided that |t − s| � δ. This proves the equicontinuity of {xn} in the strong
topology for X. Hence {xn} is also equicontinuous in the weak topology.

Taking account of this fact as well as the assumption (i), we can claim, thanks to
the Ascoli–Arzelà theorem, that {xn} is relatively compact in C([0, T ],Xw) (the set
of continuous functions of [0, T ] into Xw) with respect to the topology of uniform
convergence.

By the assumption (i), {xn(0)} is bounded in X, say supn ‖xn(0)‖ � C < ∞.
and the assumption (ii) implies that

∥∥∥∥
∫ t

0
ẋn(τ )dτ

∥∥∥∥ � ‖ψ‖1 for all t ∈ [0, T ].

Hence

sup
n
‖xn(t)‖ = sup

n

∥∥∥∥xn(0)+
∫ t

0
ẋn(τ )dτ

∥∥∥∥
� C + ‖ψ‖1 for all t ∈ [0, T ].

Thus each xn can be regarded as a mapping of [0, T ] into the set

M = {w ∈ X| ‖w‖ � C + ‖ψ‖1}.

The weak topology on M is metrizable because M is bounded and X is a separable
reflexive Banach space. Hence if we denote by Mw the space M endowed with
the weak topology, then the uniform convergence topology on C([0, T ],Mw) is
metrizable.
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Since we can regard {xn} as a relatively compact subset of C([0, T ],Mw),
there exists a subsequence {yn} of {xn} which uniformly converges to some x∗ ∈
C([0, T ],Xw).
(b) Since

‖ẏn(t)‖ � ψ(t) a.e.

the sequence {wn : [0, T ] → X} defined by

wn(t) = ẏn(t)

ψ(t)
; n = 1, 2, · · ·

is contained in the unit ball of L∞([0, T ],X) which is weak∗-compact (as the dual
space of L1([0, T ],X′)) by Alaoglu’s theorem. Note that the weak∗ topology on
the unit ball of L∞([0, T ],X) is metrizable since L1([0, T ],X′) is separable. Hence
{wn} has a subsequence {wn′ } which converges to some w∗ ∈ L∞([0, T ],X) in the
weak∗ topology. We shall write żn = ẏn′ = ψ ·wn′ .

If we define an operator A : L∞([0, T ],X)→ Lp([0, T ],X) by

A : g �→ ψ · g,

then A is continuous in the weak∗ topology for L∞ and the weak topology for Lp.
In order to see this, let {gλ} be a net in L∞([0, T ],X) such that w∗-limλ gλ = g∗
∈ L∞([0, T ],X) : i.e.

∫ T

0
〈α(t), gλ(t)〉dt →

∫ T

0
〈α(t), g∗(t)〉dt

for all α ∈ L1([0, T ],X′).

Then it is quite easy to verify that

∫ T

0
〈β(t), ψ(t)gλ(t)〉 =

∫ T

0
〈ψ(t)β(t), gλ(t)〉dt

→
∫ T

0
〈ψ(t)β(t), g∗(t)〉dt

for all β ∈ Lq([0, T ],X′), 1/p + 1/q = 1

since ψ · β ∈ L1([0, T ],X′). This proves the continuity of A.
Hence

żn = ψ ·wn′ → ψ · w∗ weakly in Lp([0, T ],X), (4.25)
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which implies

〈
θ,

∫ t

s

żn(τ )dτ

〉
=

∫ t

s

〈θ, żn(τ )〉dτ (4.26)

→
∫ t

s

〈θ,ψ(τ) · w∗(τ )〉dτ for all θ ∈ X′.

On the other hand, since

zn(t)− zn(s) =
∫ t

s

żn(τ )dτ for all n,

and zn(t)− zn(s)→ x∗(t)− x∗(s) in Xw, we get

〈
θ,

∫ t

s

żn(τ )dτ

〉
= 〈θ, zn(t)− zn(s)〉 (4.27)

→ 〈θ, x∗(t)− x∗(s)〉 for all θ ∈ X′.

(4.26) and (4.27) imply the relation

〈θ, x∗(t)− x∗(s)〉 =
〈
θ,

∫ t

s

ψ(τ ) · w∗(τ )dτ
〉

for all θ ∈ X′,

from which we can deduce the equality

x∗(t)− x∗(s) =
∫ t

s

ψ(τ ) · w∗(τ )dτ. (4.28)

By (4.25) and (4.28), we get the desired result:

żn → ẋ∗ = ψ ·w∗ weakly in Lp([0, T ],X).

"#
In the proof of our Theorem 4.5, we made use of some ideas of Aubin and

Cellina [3, pp.13–14].

Theorem 4.6 Let {xn} be a sequence in W1,p([0, T ],X) (p > 1), such that all the
images of xn’s are contained in some closed ball B̄ with the center 0 : i.e.

xn(t) ∈ B̄ for all t ∈ [0, T ] and n.
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Let f : [0, T ] × Xw × Xs → R̄ be a proper convex normal integrand with the
lower compactness property. Then there exist a subsequence {zn} of {xn} and x∗ ∈
W1,p([0, T ],X) such that

J (x∗) � lim inf
n

J (zn), (4.29)

where

J (x) =
∫ T

0
f (t, x(t), ẋ(t))dt.

Proof By assumption, we may restrict the domain of f to [0, T ]×B̄w×Xs provided
that the sequence {xn} is concerned. Denoting f̄ = f |[0,T ]×B̄×X, (restriction of f

to [0, T ] × B̄ ×X), we have to show that there exist a subsequence {zn} of {xn} and
some x∗ ∈W1,p([0, T ],X) such that

∫ T

0
f̄ (t, x∗(t), ẋ∗(t))dt � lim inf

n

∫ T

0
f̄ (t, zn(t), żn(t))dt. (4.30)

which is equivalent to (4.29).
The set B̄ endowed with the weak topology is metrizable and compact. Hence it

is a Polish space. According to Theorem 4.3, there exist a subsequence {zn} of {xn}
and x∗ ∈W1,p([0, T ],X) such that

(a) zn → x∗ uniformly in B̄w , and
(b) żn → ẋ∗ weakly in Lp([0, T ],X).

(a) implies, of course, that zn → x∗ in measure. Thus applying Theorem 4.5, we
obtain the desired relation (4.30). "#

See Berkovitz [5, 6], Cesari [16], Ioffe [25] and Olech [40] for basic related
results concerning the l.s.c. of integral functionals.
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