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Preface

The ICDIS is a major multidisciplinary conference organized with the objective of
bringing together researchers, developers, and practitioners from academia and
industry working in all areas of computer and computational sciences. It is orga-
nized specifically to help computer industry to derive the advances of
next-generation computer and communication technology. Researchers invited to
speak will present the latest developments and technical solutions.

Technological developments all over the world are dependent upon globalization
of various research activities. Exchange of information, innovative ideas is neces-
sary to accelerate the development of technology. Keeping this ideology in pref-
erence, the Second International Conference on Data and Information Sciences
(ICDIS 2019) has been organized at Raja Balwant Singh Engineering Technical
Campus, Bichpuri, Agra, India, during March 29–30, 2019.

The Second International Conference on Data and Information Sciences has
been organized with a foreseen objective of enhancing the research activities at a
large scale. Technical Program Committee and Advisory Board of ICDIS 2019
include eminent academicians, researchers, and practitioners from abroad as well as
from all over the nation.

In ICDIS 2019 proceedings, selected manuscripts have been subdivided into five
tracks named: Advanced Communications and Security, Intelligent Computing
Techniques, Intelligent Hardware and Software Design, Web and Informatics, and
Intelligent Image Processing. A sincere effort has been made to make it an immense
source of knowledge by including 61 manuscripts in this proceedings volume. The
selected manuscripts have gone through a rigorous review process and are revised
by authors after incorporating the suggestions of the reviewers.

ICDIS 2019 received more than 250 submissions from around 550 authors of
different countries such as India, Tanzania, China, Malaysia, Bangladesh, Sri
Lanka, and many more. Each submission has been gone through the plagiarism
check. On the basis of plagiarism report, each submission was rigorously reviewed
by at least two reviewers. Even some submissions have more than two reviews. On
the basis of these reviews, 61 high-quality papers were selected for publication in
two proceedings volumes, with an acceptance rate of 24.6%.
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Weighted Dissemination of Bundles
in Probabilistic Spray and Wait Routing
Protocol

Diksha Sharma, Sanjay Kumar and Naresh Kumar Nagwani

Abstract Delay Tolerant Network is a new emerging technology, delivering mes-
sages in a challenged network termed as Intermittently Connected Networks (ICNs),
lacking continuous end-to-end connectivity, having low data rate and high propaga-
tion delay. Routing of bundles is an area of interest in DTN. Spray andWait is a DTN
routing protocol that outstrips other DTN routing protocols ProPHET, Epidemic in
performance metric overhead ratio. The performance of the Spray andWait protocol
in other metrics is intended to be elevated in this work. The proposed algorithm
implements weighted dissemination of messages instead of even dissemination in
the spraying phase. Number of replicas to be transmitted to an encountered node is
decided on the basis of its delivery probability. The proposed algorithm transmits less
number of replicas to the node having greater delivery probability as they have more
chances of encountering the destination node. The algorithm explores more possible
ways to find a suitable hop as it also considers giving packets to nodes having low
probability considering the situation that it might encounter a node having the best
probability to deliver.
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1 Introduction

Interplanetary Communication project was launched with the purpose of establish-
ing data communication in deep space environment. Conventional communication
protocols prove to be inefficient in implementing communication in deep space envi-
ronment. TCP/IP is the conventional protocol designed for the networks with a guar-
anteed end-to-end path between the source and receiver. The pair of communication
devices in deep space is not to be connected by a guaranteed and reliable end-to-end
path and also have very high propagation delay among them. The TCP/IP protocol
tends to fail in the given network scenario. These networks were given a proper clas-
sification as challenged networks or Intermittently Connected Networks which share
the common characteristics of unreliable and no continuous end-to-end path, high
propagation delay, and lowdata rates. Underwater transmission,wildlife tracking and
deep space communication are a few networks qualifying the tag of ICNs. Achieving
transmission in these challenged networks was possible by the introduction of a new
transfer principle “Store and Forward”.

Delay Tolerant Networking [1] with acronym DTN was first introduced by Kevin
Fall in the year 2003 in a conference. It is a networking approachdesigned to tackle the
challenges in a disrupted and disconnected network failing to deliver end-to-end con-
nections. The initial motivation to design DTN was transmitting data over profound
distance as in the case of space communication or even on an interplanetary scale.
Such environment has inexorable long latency ranging from hours to, sometimes,
days and year. Delay tolerant networking is a networking approach that is designed
to enable communication when data is being transmitted and received between mil-
lions of miles of propagation delay. This results in the delay of data at the receiver
end. The Disruption Tolerant Networking approach ensures reliable communication
in intermittent networks by overcoming the potential disruption that occurred in the
process due to the low data rate and no continuous path. Delay/Disruption Tolerant
Network is a solution to providing reliable communication in a challenged network
which has significant delays and disruptions.

The term bundle was introduced in the architecture of DTN. The bundle layer
is the end-to-end message overlay which exists above the transport layer and under
the applications of the network. DTN nodes are the devices which implement these
bundle layers. The DTN nodes carrying bundles to be forwarded have to follow a
route pattern to reach for the destination node. For connected networks with constant
end-to-end connectivity, routing protocols are proposed. These routing protocols
cannot be implemented in Intermittently Connected Networks where a fixed path is
not guaranteed. Therefore, need for designing a DTN-based routing protocol was
felt to facilitate the transmission of bundles in a harsh environment.

Researchers have implemented various routing protocols for the DTN environ-
ment. Section2 of this work describes the work done so far in the main routing
protocols in DTN. It explains Epidemic, Spray and Wait, and ProPHET routing pro-
tocols. Section3 of this work proposes a new approach of the Spray and Wait rout-
ing protocol that disseminates a different number of copies to the encountered node



Weighted Dissemination of Bundles … 5

considering its capability to deliver. The algorithm implementing theweighted-based
dissemination is described in the same section. Section4 presents the simulation envi-
ronment and the results of the above-proposed model when implemented in the ONE
simulator. The work is concluded with Sect. 5 briefing the work of this paper and
also listing the future work intended to be carried afterward.

2 Related Work

The Delay Tolerant Network [1] proposed by Kevin Fall initially meant to provide
message transmission in a space environment as part of the Interplanetary Project.
Intermittently Connected Networks (ICNs) with no reliable end-to-end connection
are not the usual networks for the traditional Internet protocol for transmission.
DTN uses the principle of hop to hop or “store carry forward” to transmit bundles in
challenged environment. TheDakNet project [2]was an application ofDelayTolerant
Network which was implemented with the intention of providing Internet data to
people living in rural areas where proper Internet infrastructure is not established.
Low-cost kiosks were installed in the areas equipped with a wifi adapter. Kiosk
controller controls the device where people can access government documents or
other required document. Public transport with an adapter and storage is the one
which synchronizes the kiosk. It carries the data of the kiosk to the nearby Internet
provider and uploads the content to the Internet. Other applications of Delay Tolerant
Network are proposed and listed in [3].

Routing protocols in a Delay Tolerant Network are cataloged in a survey [4–6]
which defines Epidemic, Spray and Wait, and ProPHET routing protocols with their
pros and cons. Performance of all three routing protocols is compared on the basis of
varying buffer size of DTN nodes involved in routing and varying message or bundle
size to be transmitted. Results of the comparisons are tabulated which serve as a base
to implement improvisation in the routing protocols. “Epidemic” [7] protocol uses
a general way of delivering bundles. The DTN node carrying the bundle transfers
one copy of the bundle to any other node it comes in contact with. Selection of the
next node is random in the Epidemic protocol. The protocol provides high delivery
probability as it enumerates all possible paths to the destination. The number of
copies generated in the process is very high in number. It results in overuse of network
resources thus increasing the overhead ratio. It follows blind selection of the next
node encountered and does not follow any criteria for rejecting a node. Reference [8]
discuss the enhanced version of Epidemic in the energy saving perspective.

The Spray andWait routing protocol [9] was proposed which restricts the flooding
of bundles to a limit. It floods blindly to the neighboring node but with constraints of
the number of nodes and the number of copies of the bundle. It reduces the network
overhead compared to Epidemic, as the number of copies is restricted by an equation
which generates “L” number of copies to relay.

ProPHET [10] Probabilistic routing protocol for Intermittently Connected Net-
works is an information-based flooding proposed to remove blind dissemination
of bundles to nodes. Working process of the protocol starts from the source node
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intending to transmit a bundle to a destination node. The nodes contain a vector
displaying their delivery probability to other nodes. The host node on coming in
contact with the other node, exchanges its probability vector. The host node verifies
if the other node’s delivery probability is superior to it, if true then the host node
transmits a copy of the bundle to that node. It repeats flooding of the bundle to every
encountered node having delivery probability greater than itself. However in its ini-
tial step, it utilizes uniform probability distribution which deteriorates the overall
performance of the protocol compared to Epidemic.

Papers have been published proposing improvisation in the existing protocols to
exploit their cons and outperform the base protocol. Pi, a practical incentive protocol
for Delay Tolerant Networks [11] was proposed to deal with selfish nodes in DTN.
Probability based the Spray andWait protocol in Delay Tolerant Networks [12] is an
improvisation of the Spray and Wait protocol which utilizes ProPHET information-
based routing to select the next node. The author has tabulated the results showing
the comparison of the proposed Spray andWait and the base protocols. The proposed
model according to the author when simulated has performed better in delivery ratio
and average delay compared to Spray and Wait.

Routing protocols for DTN can be simulated in any simulator like OMNET++
and NS2 Java-based simulator. But these simulators do not provide environment
scenarios and tools to efficiently implement a simulation. Performance of the DTN-
based simulation is dependent on the characteristics of the DTN node involved and
the movement pattern. The above simulators are not decorated with the required
simulation tools for implementing DTN-based protocols or scenarios. Opportunistic
Network Environment [13] (ONE) simulator was proposed, dedicated to ease the
implementation of new routing protocols and scenarios for Delay Tolerant Network
applications. It has powerful tools including predefinedmovementmodels—Random
Walk, Random Way Point, and Shortest Path Map Based. Routing protocols Epi-
demic, ProPHET [10], ProPHETV2 [14], MaxProp [15], and Spray and Wait are
implemented in the simulator.

The principle binary Spray and Wait routing algorithm transfers equal amounts
of replicas in a single phase. The distribution algorithm assigns L/2 replicas to the
encountered node irrespective of their capability to deliver the message. The impro-
vised versionProbabilistic Spray andWait discovers less number of paths as it ignores
the path traversed by the node having delivery probability less then the carrier node.
The proposed algorithm makes use of the delivery probability of the encountered
node. The node having good chances to encounter the destination node is assigned
less replicas.

3 Weighted Dissemination of Bundles in Probabilistic
Spray and Wait

TheproposedSpray andWait implementsweighted approach to decide on the number
of copies of the bundle to be transferred to encountered node. The delivery probabil-
ity implemented in ProPHET is utilized to estimate the probability of encountering
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the destination node. This delivery probability acts as a decision factor in estimating
the number of replications to be transferred to the next hop. This does not completely
eliminate the nodes having low probability than the host node, such that low proba-
bility nodemay have contact with other nodes havingmuchmore delivery probability
than the host node.

Thus the proposed method explores more route possibility. Let node X have
generated L copies of the bundle and intend to transmit it to node Z. It encounters
a neighboring node Y having P (Y , Z) less than P (X , Z) of node X, then it does
not ignore the node Y considering that the route followed by node Y may cross path
with a node say A such that P (A , Z)>> P (X , Z). The node having higher delivery
probability implicates that it frequently encounters the destination node, thus the
nodes having higher probability are given less number of replications.

3.1 Proposed Algorithm

3.1.1 Weighted Dissemination Based Spray Phase

The total number of replicas to be transmitted to the encountered node is calculated
by considering the delivery probability of that node for a given bundle. Equation1
generates the number of copies (Fig. 1).

Fig. 1 Weighted dissemination of bundles in Probabilistic Spray and Wait routing protocol
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copies(L A,C ) = �L A[1 − P(C, B)]/3� (1)

LA,C = Number of copies of a bundle to be transferred from node A to C.
LA = Copies of a bundle generated in node A.

Algorithm 1 depicts the proposed algorithm that distributes weighted number of
replicas to the encountered node.

Algorithm 1 Spray Phase
1: Node X generates Lx replicas of a message with destination Node Z
2: Generate Delivery Probabilities of Nodes.
3: DTN Node X encounters DTN Node Y
4: while node encountered do
5: X and Y exchange summary vectors
6: if bundle then
7: if FirstBundle(bundle,Y) then
8: if Node Y is Destination then
9: transfeBundle(X,Y)
10: else
11: Dx = DeliveryProbability(bundle, X)
12: Dy = DeliveryProbability(bundle, Y)
13: replica = GetReplicas(bundle,X)
14: if replica>1 then
15: Calculate replicas to be transfered

copies(LA,C ) = �LA[1 − P(C, B)]/3� (2)

16: Transfer(X,Y,copies)
17: SetReplicas = replica - copies
18: else
19: Node X enter wait state for bundle
20: end if
21: end if
22: end if
23: end if
24: end while

4 Simulations and Results

ONE (Opportunistic Network Environment) simulator is the simulator dedicated
especially for developing and simulating applications and routing protocols forDelay
Tolerant Environment. Powerful simulations tools facilitating simulation are avail-
able in the ONE simulator. DTN routing protocols are judged on the basis of per-
formance matrices. These metrics contribute in implementing an effective routing
protocol for Delay Tolerant Network. These metrics are Delivery Probability, Aver-
age Latency and Overhead Ratio.

Simulation time was set for 10 h with the word size of 4500× 3400. Buffer size
of the DTN nodes is 20MB and the size of the message is set between the range of
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500kb–1 MB and the Time to Live of the message is set to 300 min. DTN nodes
are transmitting with the speed of 2Mbps. The simulation is tested for the sparse
and dense networks. In sparse network, the number of nodes are set to 50 and in the
dense network, the number of nodes are 100.

The proposed model is compared with the Probabilistic Spray and Wait routing
protocol. The sparse network involves very less number of nodes; thus, the proposed
model considers all the nodes as a potential forwarder to explore more number
of paths from the source to destination. The model considers the weight of the
encountered node so as to calculate the efficient number of replicas to be forwarded.
Table1 tabulates the delivery probability obtained after the simulation which proves
that the model is more suitable for the sparse network with less number of DTN
nodes.

The proposed protocol when ran for a dense network with 200 nodes in the same
simulation environment yields better delivery probability than Probabilistic Spray
and Wait. Table2 tabulates the statistics of the total number of messages created
in both scenarios for routing protocols Probabilistic Spray and Wait and weighted
dissemination based Probabilistic Spray and Wait. In VDTN, the position of the
DTN node is not fixed and may change at any moment. It is tedious to predict the
position of every DTN node. Thus deciding the forwarder depending only on the
delivery probability (ProPHET) may not be efficient in terms of the number of paths
covered. The algorithm does not reject any node; it assumes every node as a potential
forwarder which allows to cover as many paths as possible. In addition, it restricts
the number of replicas to be forwarded by considering the delivery probability of the
node (Fig. 2).

Table 1 Delivery ratio

Network (Number of nodes) Probabilistic Spray and Wait Weighted Dissemination based
Spray and Wait

Sparse—50 0.61 0.70

Moderate—125 0.615 0.69

Dense—200 0.8 0.857

Table 2 Relayed message statistics

Network
(Number of
nodes)

Message created Probabilistic
Spray and Wait

Weighted
Dissemination
based Spray and
Wait

Percentage
increased

Sparse—50 590 359 413 15.0

Moderate—125 590 362 407 12.43

Dense—200 610 488 524 7.4
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Fig. 2 Graph depicts the
variance in delivery ratio
with respect to network
model Sparse,
Moderate, and Dense.
Proposed weighted
dissemination based model
performs better in sparse
network with less nodes
when compared to
Probabilistic Spray and Wait

5 Conclusion

DTN routing protocols provide a means to transmit bundles in ICNs. These are
updated and improvised with respect to the environment and different scenarios. In
this work, we have proposed uneven or weighted distribution of bundles in Proba-
bilistic Spray andWait which calculates the total number of replicas to be transmitted
based on its delivery probability. Probabilistic Spray andWait ignores nodeswith low
delivery probabilitywhichmay encounter another nodewith best delivery probability
in its path. The proposed model weighs the encountered node and calculates suit-
able number of replicas to be transferred. Simulation results depict that the proposed
model outperforms the Probabilistic Spray and Wait protocol in terms of delivery
ratio. Average delay for bundle has to be low for any routing protocol, thus, further,
we intend to reduce the average delay of the proposed routing protocol.
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Study of Network-Induced Delays
on Networked Control Systems

Jitendra Kumar, Vishal Goyal and Devbrat Gupta

Abstract Networked control systems (NCSs) are significant and foremost multi-
disciplinary research areas for many decades. This paper is mainly oriented toward
recent developments and challenges of network-induced delays due to inclusion of
data network inNCSs.Network delays deteriorate the control performance and stabil-
ity of the NCSs. The time-varying delays can be measured in real time by calculating
the time difference of sending and receiving control packets. Various compensa-
tion techniques are reviewed to mitigate the effect of constant, time-varying, and
stochastic delay. Lastly, some conclusions are drawn and the future research scope
is directed.

Keywords Networked control systems · Network-induced delays ·
Communication networks · Study · Delay compensation

1 Introduction

The classical definition of Networked control systems (NCSs) can be given as:When
a generalized feedback control system is closed via a communication channel, which
may be connected with other nodes externally to the control system, then it is called
an NCS. In another way, NCSs are the basic feedback control systems in which
the control loops are connected via a real-time communication network [1–4]. The
simplified model of NCS is shown in Fig. 1. Literature suggest that NCSs have been
one of the leading investigated topics in multidisciplinary area for many decades. In
classical feedback systems, the interconnection among the sensors, actuators, and

J. Kumar · V. Goyal · D. Gupta (B)
Department of Electronics and Communication Engineering, GLA University, Mathura 281406,
UP, India
e-mail: devbrat.gupta1@gmail.com

J. Kumar
e-mail: jitendra.kumar@gla.ac.in

V. Goyal
e-mail: vishal.glaitm@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
M. L. Kolhe et al. (eds.), Advances in Data and Information Sciences,
Lecture Notes in Networks and Systems 94,
https://doi.org/10.1007/978-981-15-0694-9_2

13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0694-9_2&domain=pdf
mailto:devbrat.gupta1@gmail.com
mailto:jitendra.kumar@gla.ac.in
mailto:vishal.glaitm@gmail.com
https://doi.org/10.1007/978-981-15-0694-9_2


14 J. Kumar et al.

Fig. 1 Simplified NCSs

controllers are mainly realized by port-to-port connections by the communication
network medium, due to which it creates many difficulties such as wiring complexi-
ties, low flexibility, and maintenance. These types of difficulties appear everywhere
which motivated the rise of networked control systems with lesser cabling costs,
cheaper hardware network, modularity, and flexibility in system design where auto-
mated controlled plants with increasing complexity are situated [5].

NCSs have increasing popularity among various industries with their variety of
advantages over traditional control systems. It deals with interference, network con-
gestion, data dropout, efficient data communication. It combines major industrial
fields like automation and control field, computer science and network field, etc. [2].

In modern control systems, the goal is to design stable and feasible control tech-
niques that can achieve various tasks with lesser reconfiguration cost andwith ease of
maintenance. A point-to-point framework is inactive from a reconfigurable opinion
and it does not address the issues like interchangeability and reliability [6, 7]. The
induction of communication networks gave the idea of remotely controlling a system
which arises NCS. In recent years, use of wireless communication medium has been
revolutionized. A conceptual model of NCS where information such as reference
input, plant output, controlled output, etc., is shared via a communication network
among control system elements such as actuators to drive control outputs as seen in
Fig. 2 [1].

Basically, NCSs are divided into two classes: the first one is control-over-network
and second is control of network. The study of performance issues of network such as
networking protocol, routing control, the efficacy of the control systemwith network
as data transmissionmedium (either shared orwirelessly) is being achieved in control
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Fig. 2 Conceptual model of
NCS

of network. This paper represents the control-over-network part. The research of
networked control system is focused on two types of quality of the system, i.e., the
quality of service (QoS) and the quality of control (QoC). In the present study, it has
been focused on QoC to review the stability performance of the system due to effect
of network-induced delays furthermore [3].

2 NCSs: Brief Evolution

Origins of control systems can be noticeable before 1868 when famous physicist
J. C. Maxwell conducted dynamics analysis of the centrifugal governor [8]. In the
late 1950s, the computer was added in control system and further it has been exten-
sively used. Honeywell proposed TDC-2000 in mid 1980s [9, 10]. The enhancement
of shared data networks such as slotted ALOHA widely evolved to use modern
network protocols [4]. In early years, Gupta and Chow surveyed the history and evo-
lution of NCSs. In 1969, the Advanced Research Projects Agency situated in U.S.
(Department of Defense) has established the first working data switching network,
i.e., ARPANET. Around 1980s, controller area network (CAN) was introduced as
one of the fieldbus. The time-sensitive decentralized control, i.e., fieldbus was used in
industrial network around 1988. Nowadays, wireless NCSs (WNCSs) are advent and
standard for high-level data rates and integrity [1]. The motive behindWNCS is ease
of installation,modularity, and rapid deployments of copious fascinating applications
such as smart highways (or bridges), factory automation, vehicle communication,
etc. Sensor nodes are commercially accessible in abundance due to brisk develop-
ment in communication, sensing hardware, and low-power computational ability.
Military, teleoperation, telerobotics, and medical applications can often use optical
fiber network to guarantee speedy, robust, and unfailing communication. The Inter-
net of Things (IoT) is suggested in many applications due to low cost where the
plant and the controller are remotely located. Almost all the available networks have
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some small delay which subsequently deteriorates the control performance. While
overviewing the analysis and synthesis of NCSs, delays are the main concern toward
getting better stability performance. So certain aspects of network-induced delays
are considered [10–15].

3 Literature Review on Various Delays

The inclusion of data networks in feedback loops of NCSs, give many advantages
such as cost-effectiveness, robustness, and flexibility toward applications used. But
some issues like network delays arise due to the insertion of these data networks
and they degrade the NCS control performances which also affect the stability of
system. Tipsuwan and Chow suggest some fundamental and recent control method-
ologies for NCSs to overcome some of the challenges and issues [4]. Yang has
suggested a basic architecture and reviewed two important categories related to con-
ventional large-scale NCSs [5]. The first one is control analysis and synthesis, the
other one is network scheduling, protocol, and architecture. Brindha and Mendi-
ratta have surveyed the development history of NCS furthermore and suggested the
improvement of NCS performance in areas like propagation time and reduction of
overall network-induced time lag with synthesis of robust and optimal controller
[2]. Xia et al. summarized various phases in NCSs like quantizer, estimator, fault
detection, and network predictive control and also proposed the future advancement
in cloud techniques and cloud control systems [3]. This paper is mainly focused on
quantization and how quantization improves the stability performance of the system.

Zhang et al. made an extensive survey about recent advancements in NCSs in his
research work [7]. The synthesis, analysis, and modeling of the system have been
majorly focused in his work. A new delay compensation algorithm with a feedback
control law is proposed, which are connected via the CAN buses addition to a time-
domain Smith predictor. It was observed that if the resulting delays are too large for
an NCS with time constraints, the performance of the NCS will be degraded. This
could eventually lead to possible physical harm to the controlled process or even
threaten human lives. For example, in traffic NCS problem control-over-network can
be observed [16–20].

Further, the concern of stability for discrete-time time-delay systems is reexam-
ined. The Lyapunov–Krasovskii method is the most common technique to analyze
the stability of time-delayed systems. To check the stability of the system, it has to
find the maximum bounded delayed region such that time-delay system remains sta-
ble within this region [19]. Short time-varying delay is proposed within the region of
maximal bound for defined stabilization techniques. On the basis of these techniques,
stability criteria are defined. When NCS is utilized with STVD, it gets converted into
time-varying discrete-time system with the help of robust control methods changed
into corresponding time-invariant system. Zhang et al. proposed a delay reduction
technique in which NCSs are linked via CAN where a feedback control law is sug-
gested with the help of time-domain smith predictor to estimate the future state [14].
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The asymptotic stability property of a feedback system by using augmentation is
analyzed and obtained bilinear matrix inequality is transformed into a linear matrix
inequality. Schenato explained the framework for optimal estimation design with
two different time-invariant estimation architecture which does not depend upon
the packet delay [20]. But tradeoffs appeared between packet loss and packet delay
because the sensor measurements and their control packets are matter of random
delay and loss simultaneously.

Shi and Yu focused on the output feedback stabilization of NCSs where the ran-
dom delays are framed as Markov chain to design of a controller which is based on
both the delays, i.e., measurement-to-controller and controller-to-final control ele-
ment. After that closed-loop control system was transformed and output feedback
controller was explored through linear matrix inequality to support stochastic stabi-
lization [21]. Zhang et al. [14] proposed an output feedback delay control technique
in which the stochastic network induced delay is modeled asMarkov chain. A frame-
work as Markovian jump linear system was designed for closed-loop control system
for controller design. Heemels et al. show the tradeoffs between network delays,
transmission interval, and their stability performance. Modeling of sampled-data
NCS with random delays, packet loss, and quantization are performed as a nonlinear
time-delay system with two consecutive delay mechanisms. Further, LK functional
is used to solve the network-based H∞ control problems in [22–28].

4 Challenges in Control-Over-Network

4.1 Issues on Control Performances

When network delays and data collisions are not taken into consideration, the control
algorithm is simple and stable but problem persists when random time-varying delay
occurs [29].

4.2 Limitations on Networks

Due to the insertion of the network and usage of a communication channel in NCSs,
it degrades the stability as well as performance of the system. Such problems are
appeared due to signal sampling, data quantization, communication delays (network-
induced random delays), packet loss, packet disorder, channel fading, medium access
constraints, power constraints, network constraints, etc. [2].
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4.3 Delays

In general, delays are two types one is constant delays and other is random delays
[18]. At the beginning of NCS-related research, the characteristics modeling or ran-
dom delays are difficult so the easier approach is to model the delay as a constant
directly. Random (Stochastic) delays are divided into two parts; one is dependent as
their probability distribution governed byMarkov chain while other is mutually inde-
pendent stochastic delay. Random delays are trickier time-varying systems. NCSs
are stable for all constant delays but become unstable when the delay varies [30–32].

Fig. 3 Diagram of network-induced delays [4]
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4.4 Network-Induced Delays

When communication networks are induced in NCSs data transfer between the con-
troller and a system installed remotely, it shows network delays [33, 34]. Tipsuwan
and Chow suggested the direction of data transfers as there are many delays like
measuring device-to-controller delay τ sc and the controller-to-final control element
delay τca including computational delay are calculated in [4] as,

τsc = tcs − tse (1)

τca = trs − tce (2)

where tcs defined as the time taken for the controller to collect the data ofmeasurement
from sensor, tse is defined as the time taken from sensor to error signal, trs is the
time taken from reference signal to sensor and tce is the time taken for the primary
controller to send the signal from transducer. A network delay for NCS formulations
is shown in Fig. 3. The three basic delays, i.e., propagation delay, frame time delay
and waiting time delay occur on a LAN i.e., local area network. Propagations of
delays in NCSs are shown in Fig. 3.

5 Conclusion and Future Scope

NCS is multidisciplinary research area with broad applications. It uses data network
to connect the components of the control system. This arises many technical issues
like time delay, packet dropout, bandwidth limitation, quantization, etc. Some of
the recent advancements in delay compensation techniques and modeling are exclu-
sively summarized. However, this review does not consider other significant issues
like medium access constraint, power constraints, sampling, and channel fading.
Although NCSs have been very propitious research fields for many years, there are
alarming and unresolved issues like explicit dependency between network delays
and packet dropouts to be considered for future research.
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Text-to-Image Encryption
and Decryption Using Piece Wise Linear
Chaotic Maps

K. Abhimanyu Kumar Patro, Shashwat Soni, V. K. Sharma
and Bibhudendra Acharya

Abstract Generally, if an image is received as a Cipher, it is assumed that the data
(to be sent) might be an image, but text can also be encrypted in the format of an
image. So to confuse the attacker, this paper proposes a technique that encrypts the
text into image using piecewise linear chaotic map (PWLCM). A text file can be
taken as input and the proposed algorithm will convert it into a cipher image, which
can then be converted back by the decryption process. The advantage of this scheme
is that it is quite secure and hard to break. Also, PWLCMMaps is the simplest among
chaotic maps. At first, the text is converted from 7-bit ASCII to its double equivalent
and then padding is done to get the required matrix to form a structure for the image
to which the text will be converted. After that permutation is done to the matrix bits
and then diffusion occurs at two stages, first for the rows and then for the columns.
Both permutation and diffusion are done using PWLCM map.

Keywords Security · Image encryption · Text to image · Piecewise linear chaotic
map · SHA-256

1 Introduction

In the communication system, we exchange information in the form of text, images,
audio, and videos. Cryptography is the process of making a piece of information
inaccessible to all except the intended recipients of that information. In today’s
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world where electronic communication takes place via the Internet, particularly
e-commerce, making sensitive data safe is quite important. Using different pro-
cedures of cryptography, data can be sent without the risk of the information
being intercepted [1, 2]. Encryption is the basic means for covering large text
information [3].

Images are most commonly used and therefore securing the images during trans-
mission is important. To achieve this,we followdifferent conventional processes such
as AES, DES, RSA, 3-DES, etc. [4, 5]. Unfortunately, many of them are cracked or
no longer efficient in this modern world. They are not efficient to encrypt images of
large size having high redundancy, huge data capacity and high correlation between
adjacent pixels [6–13].

To overcome these problems, researchers have suggested different methods to
achieve higher efficiency and stronger security to images and one of such process
called ‘Chaos-based encryption technique’ was proposed by Matthews [14]. This
technique helps in constructing secure cryptosystems. Since chaos maps are much
sensitive to their initial conditions, they can be used to permute the image pixels in
such a way that it is not easy to decrypt.

The chaotic maps used in this paper is piecewise linear chaotic maps (PWLCM).
The proposed encryption scheme is a symmetric encryption system as the same key
is used for encryption and decryption. In the present scheme, to prevent statistical
and differential attacks, two different phases have been implemented and those are
diffusion and permutation. Diffusion does not add extra data redundancies and at
the same time provides better entropy. Permutation, on the other hand, intensifies
the complexity between the pixels and key. In each algorithm, there are a defined
number of stages for encryption and decryption. But many of them use one stage
of encoding operation to change the order of the pixels of images which somehow
gives chance for a cryptanalyst to break down the algorithm. This paper, however,
shuffles the pixels of bit plane by permuting them followed by diffusion with two
different keys, respectively, resulting in increased shuffling of pixels that results in
increasing the level of security.

This paper has the following objectives:

• Two times encoding and decoding are done in this algorithm to shuffle the bits in
bit-planes and to achieve higher keyspace.

• By using hash algorithm SHA-256, our algorithm is protected from Chosen-
plaintext Attack (CPA) and Known-plaintext Attack (KPA).

• To increase the confusion and achieve a high diffusion rate among the pixels,
PWLCM is utilized.
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2 Preliminaries

2.1 Piecewise Linear Chaotic Map

PWLCMhas been used to produce better results compared to other maps. It is mainly
used in several encryption techniques. It is defined as

gn+1 =
⎧
⎨

⎩

gn
n if 0 ≤ gn < n
gn−n
0.5−n if n ≤ gn < 0.5
(1 − gn) if 0.5 ≤ gn < 1

where gn ∈ [0, 1] and n ∈ (0, 0.5) are the initial value and control parameter of
PWLCM system, respectively.

Secure Hash Algorithm 256 (SHA-256)
Hash functions are used to provide integrity and authentication. In our scheme, we
use SHA-256 and a 22261-length character read-only text file to generate a 128-bit
key for generating initial key parameters for PWLCM. Even a slight change in the
text file will completely change the hash value, thus this method of key generation
provides high security against brute-force attack.

3 Proposed Methodology

Figure 2 illustrates the proposed methodology for the encryption of an image. A text
file of length ‘L’ and padded so that its length is of the form ‘M*N’, where N is a
multiple of 128 (27 as a text is a 7-bit data). Then this data, which is in the form of a
1Dmatrix is then converted to a 2Dmatrix of rows ‘M’ and columns ‘N’. Now using
this image, an SHA-256 key is generated using which 3 separate keys (explained in
the next section) are created. Now using the first key, PWLCM Map is created and
applied on Imagewhich gives a permutedmatrix onwhich PWLCMMap using key 2
is applied by XOR-ing it with the first column of the output of the previous step. Now
the subsequent columns of the output are received by XOR-ing the original column
with the output of the received 1D matrix (considered as the previous column of the
output matrix). Now, this step is repeated with PWLCM Map using key 3 and the
received 2D matrix is the Cipher Image.

Encryption steps are as discussed below:
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3.1 Generation of Key Using SHA-256

Step-1: Using the SHA-256 hash algorithm, generate the 64-bit hexadecimal values.
The 64-hex values are denoted as

hash = h1, h2, h3, · · · · · · , h63, h64
Step-2: Generate the keys of PWLCM system.

msg = DataHash(IMAGE, SHA-256)

p1 = p −
(
sum(msg(1:10))

1015

)
− ceil

(
sum(msg(1:10))

1015

)
× 0.01

z1(1) = z(1) −
(
sum(msg(11:20))

1015

)
− ceil

(
sum(msg(11:20))

1015

)
× 0.01

p2 = p −
(
sum(msg(21:31))

1015

)
− ceil

(
sum(msg(21:31))

1015

)
× 0.01

z2(1) = z(1) −
(
sum(msg(32:42))

1015

)
− ceil

(
sum(msg(32:42))

1015

)
× 0.01

p3 = p −
(
sum(msg(43:53))

1015

)
− ceil

(
sum(msg(43:53))

1015

)
× 0.01

z3(1) = z(1) −
(
sum(msg(53:64))

1015

)
− ceil

(
sum(msg(53:64))

1015

)
× 0.01

where p1, p2, p3 are generated system parameters, p is the original system parameter
of PWLCM system, respectively, z1(1), z2(1), z3(1) are generated initial values and
z(1) is the original initial value of PWLCM system.

3.2 Encryption Procedure

Step-1: Take a text I.
Step-2: Convert the 7-bit ASCII text into its double equivalent.
Step-3: Pad the converted double equivalent to resize the text into M*N values

where M and N are integers. Let the matrix be denoted as ‘IMAGE’.
Padding is done by the formula H (end+1: N*ceil(numel(H)/N)) = 0, where N =

floor (L/128), where ‘L’ is the length of the original text before padding and ‘M*N’
is the length of text after padding.

Step-4: Generate keys by iterating PWLCM map1 for M*N times, where M*N
is the dimension of the padded matrix.

[
psort1, pindex1

] = sort(map1, ’descend’)

Step-5: Generate the permutation matrix by initializing a new matrix L1 of size
1*(M*N) with zeros and then generate L1 matrix using PWLCM Map.
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Step-6: Reshape L1 into anM*N image
Step-7: Using PWLCM map2, generate a sequence of length equal to the 7*N.

[
psort2, pindex2

] = sort(map2, ’descend’)

Step-8: Set a threshold value (suppose 0.6)
Now if the value of a bit in the generated sequence of PWLCM map2 is above

the threshold, set it as 1, otherwise 0.
Step-9: Convert the 7-bit binary newly generatedmap2, after thresholding, into the

decimalmatrix by taking 7 bits consecutively and converting them into corresponding
decimal values.

Step-10:Create a newmatrixL3where the first columnof thematrix is the bitwise-
XOR of the columns of the L1 matrix, map2, and the next columns are bitwise-XOR
of the previous column of L3 with the corresponding column of L1.

Step-11: Using PWLCM map3, we generate a sequence of length equal to the
7*M.

[
psort3, pindex3

] = sort(map3, ’descend’)

Step-12: Set a threshold value (suppose 0.6)
Now if the value of a bit in the generated sequence of PWLCM map3 is above

the threshold, set it as 1, otherwise 0.
Step-13: Convert the 7-bit binary newly generatedmap3 after thresholding into the

decimalmatrix by taking 7 bits consecutively and converting them into corresponding
decimal values.

Step-14:Create a newmatrixL4where the first columnof thematrix is the bitwise-
XOR of the columns of L3 matrix and map3 and the next columns are bitwise-XOR
of the previous column of L4 with the corresponding column of L3.

“L4 is the cipher image”.

4 Computer Simulations and Security Analysis

The proposed method is tested by doing analysis on a text file of length 22261
characters. The simulation process has been performed on a personal computer with
i5 processor, 4 GB RAM, and MATLAB R2016a. Figure 1 illustrates the simulation
results of the proposed scheme.

The security analyses are as follows:
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Fig. 1 Simulation outputs: a original text file b cipher image of the text file c decrypted text file
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Fig. 2 Proposed cryptosystem block diagram

4.1 Plaintext-Sensitivity Analysis

Our proposed cryptosystem is also sensitive to the plaintext. It is proved bymodifying
just one pixel in the plaintext, then generating the corresponding cipher image and
finally generating the difference of original output encrypted image and the changed
output encrypted image (Fig. 2).

4.2 Key Space Analysis

The different keys that can be generated to use in this algorithm are as follows:

• Three different keys and initial values are used for each PWLCM system.
• SHA-256 hash algorithm is used of 256-bits.

Key space analysis is the situation where there are a large number of different keys
that can be used, but out of them, only one key is appropriate. The chaotic map uses
keys having a precision of 10−15 [15]. The key space for SHA-256 hash algorithm
is 2128.

So, from the above information, the total key space is
(
1015 × 1015 × 102

) ×(
1015 × 1015 × 1015 × 1015

) × (
1015 × 1015 × 1015

) × (
1015 × 1015

) × 2128 =
1.6958 × 2682 which is very larger than 2128 to resist brute force attack [16].

The comparison results for key space are shown in Table 1.
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Table 1 Variations in key
space results

Algorithm Key space

Our algorithm 1.6958 × 2682

Ref. [1] 2128

A. Statistical Attacks Interpretation
Frequency Analysis: This method is based on histogram analysis. The histogram
shows the number of times a letter appears in a text. If the histogram of the ciphertext
has all letters in a regular way, the algorithm could prevent this kind of attack. On
the other hand, in case of irregular histogram curve, the attacker may get a clue to
find the message by doing some kind of frequency attack. That means, the message
becomes vulnerable even after encryption. Figure 3 illustrates the histogram output
of a text file of the length of 22261 characters. From the output, we can say that
there is a regular distribution of gray levels in encrypted image. This proves that
this algorithm has stronger resistant towards the statistical attacks. The lesser is the
variance, the better is the proposed scheme.

B. Differential Attack Analysis
The most important thing needed with the encryption techniques is that the cipher
image should be quite different from the original image. To quantify the difference
between an encrypted image and original text file, two measures were used: the
Number of Pixel Changing Rate (NPCR) and Unified Average Changing Intensity
(UACI) [6, 7]. These are the two most important methods using which evaluation of
the strength of image encryption is done for differential attacks. Table 2, illustrates
the NPCR and UACI values for 3 sets of text files and their corresponding Cipher
Images C1, C2, and C3.

C. Information Entropy Analysis
The more is the value of information entropy, more will be the pixels randomness
that can be achieved. When the plaintext is sent in the diffusion stage, the value of all
the symbols must be modified. The entropy of the message should beH(m) = N, if a
message is ciphered with 2N possible values. In our method, the maximum obtained
entropy is 6.56. The input text entropy (from Fig. 3a) 0.02. The ciphertext entropy
(from Fig. 3b) is 6.49. This means that therefore, the diffusion process is strong for
doing any kind of analysis.

D. Known-plaintext Attack (KPA) and Chosen-plaintext Attack (CPA) Analysis
The idea of such dangers is that, if the hacker has access to either a part of plain-
text/ciphertext or its corresponding ciphertext/plaintext respectively then he/she will
know how to decrypt the text. Since we know that the keys that are generated in this
algorithm are brought out from the plaintext taking use of hash values, so these are
temporary keys for every unique input of text. Even if the hacker has some chosen
plain/ciphertext, it is not possible to generate all other keys (temporary) to decipher
the whole text. Due to its high dependability over the input text, which changes every
time makes it more secure toward CPA and KPA.
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Fig. 3 Histogram outputs
of: a original text file
b cipher image of text

Table 2 NPCR and UACI
values

Input image NPCR UACI

Cipher image C1 and C2 99.5926 33.4740

Cipher image C2 and C3 99.6124 33.5410
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5 Conclusion

As indicated by security analysis the proposed encryption scheme has a large key
space. The frequency and histogram analysis parameters are also within the desirable
range. Differential analysis parameters also lie within the desirable range. These
factors indicate that our encryption is highly secure and can be applied for gray
images of any size. The decryption process is very simple, which is done in the
reverse procedure of encryption by using the accurate keys. Change in even a single
bit will lead to error. The proposed method is easy to implement and stands strong
against the cyber attacks.
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Security Threats, Attacks, and Possible
Countermeasures in Internet of Things
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Abstract The idea to connect everything to anything and at any point of time is
what vaguely defines the concept of Internet of Things (IoT). The concept of IoT is
not only about providing connectivity but also facilitating interaction among these
connected things. Though the term IoT was introduced in 1999 but has drawn sig-
nificant attention during the past few years. The pace at which new devices are being
integrated into the system will profoundly impact the world in a good way but also
poses some serious threats with regard to security and privacy. IoT in its current form
is susceptible to a multitudinous set of attacks. One of the greatest concerns of IoT
is to provide security assurance for the data exchange because data is vulnerable to
a number of attacks by the attackers at each layer of IoT. The IoT has layered struc-
ture, where each layer provides a service. The security vary from layer to layer as
each layer serves a different purpose. The aim of this paper is to analyze the various
security and privacy threats related to IoT. Furthermore, this paper also discusses
numerous existing security protocols operating at different layers, potential attacks,
and suggested countermeasures.
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1 Introduction

IoT emerged in the year 1999 with the introduction of Wireless Sensor Networks
(WSN) and technologies like Radio-Frequency Identification (RFID). The concept
behind the IoT is to connect everything to anything, anywhere, and at any moment
of time. For making physical or virtual connections, it uses objects like sensors,
actuators, etc. The success of IoT infrastructure and applications depends on IoT
security. IoT collects the data from a vast geographical region using sensors and
actuators [1].

The IoT is going to gain the attention of masses. The concept of IoT devices is not
only about providing connectivity but also they need to be interactive. The need of
hour is that they should deploy context-based interactions [2]. There will be billions
of interconnectivity among the internet that will surely open doors for hackers and
with that there will be a lot of security and privacy threats that will need immediate
supervisions.

The objective of IoT technology is to provide interconnections between humans,
things, and between humans and objects. In the IoT infrastructure, the sensors and
objects are integrated for communications that can work successfully without human
interventions. The sensors play an important role in IoT as these devices not only
collect heterogeneous data but also monitors the data with diversity and is quite intel-
ligent and dynamic in nature [3, 4]. The major IoT principles include confidentiality,
authentication, availability, heterogeneity, lightweight solutions, key management,
policies, and integrity.

IoT has a layered structure where each layer provides a service. Usually, the
IoT architecture is categorized in three layers, namely, application, network, and
perception layer. The security issues like privacy, authorization, verification, access
control, system configuration, information storage, and management that are the real
challenges of the IoT infrastructure [5, 6]. The security needs vary from layer to
layer as each layer serves a different purpose [5]. Undoubtedly, to make IoT a reality
the security issues need to be resolved. There are two types of security challenges,
namely, technological and security challenges. The technological challenges include
wireless technologies and the distributed nature of the IoT. The challenges related to
authentication and confidentiality included in the security [7].

This paper discusses the protocols present on different IoT layers and identify
the security threats at each layer. Different security issues and its countermeasures
have been discussed in detail. The objective of this paper is to enlighten the essential
security protocols of IoT that obliging for the prevention of harmful threats.

2 IoT Architecture

IoT has a three-layered architecture. The three layers are as follows:
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Table 1 Different protocols
that are present on different
layers

IoT layers Protocols

Application layer CoAP, DDS, MQTT, SMQTT, AMQP

Network layer 6LoWPAN, RPL, CORPL, CARP,
6TISCH

Perception layer LTE-A, Z-Wave, ZigBee smart, DASH7,
802.11AH

• The Application Layer,
• The Network Layer, and
• The Perception Layer.

The Application Layer: The main aim of the application layer is to deliver specific
services to its users [8]. It defines numerous applications of IoT, viz., smart home,
health, cities where it can be deployed.

The Network Layer: This layer is most prone to attacks, it aggregates data from
existing infrastructures and transmits the data to other layers. It processes the sensor
data. The major security issues usually related to authentication and integrity of data
that is being transmitted [9].

The Perception Layer: This is the physical layer, even known as the lowest layer
of the IoT architecture and reflected as a brain of the three-layered architecture. The
sensing devices like the sensors and actuators are present at this layer. This layer is
also known as the sensor layer [10, 11] (Tables 1 and 2).

3 Security Requirements

IoT infrastructure consists of a lot of personal information such as name, date of
birth, locations, etc. Therefore, we need to provide strict measures to protect the data
and tackle privacy risks. In order to overcome the security challenges, the layered
structure is adopted. The basic security properties that need to be implemented are
confidentiality, authenticity, integrity, and availability. There are a number of other
security requirements that are derived from the basic security requirements such as
scalable, IP Protocol-Based IoT, Heterogeneous IoT, and Lightweight Security.

4 IoT Security Threats

The threats can broadly be classified into three categories. The categories are capture,
disrupt, and manipulate. The capture threat means capturing information or system
without authorization. The capture threats are such threats that are designed to gain
access of information that is either logical or physical on a system. The disrupt
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Table 2 Application, network, and perception layer protocols

PROTOCOLS PURPOSE

CoAP Constrained application protocol (CoAP) is designed in such a way
that it enables the low-power sensors to make usage of restful services.
It is very much similar to HTTP and is built upon the UDP instead of
TCP packets [12]

DDS Data distribution service (DDS) provides an excellent quality of
service that can have scalability with excessive overall performance
and reliability that suits the IoT and M2M communication [12]

MQTT Message Queue Telemetry Transport Protocol (MQTT) facilities the
embedded connectivity between applications and the middlewares at
one side whereas the networks and communications on the other side
[13]

SMQTT Secure Message Queue Telemetry Transport Protocol (SMQTT), the
message is encrypted before delivering to multiple nodes in the
network [14]

AMQP Advanced Message Queuing Protocol is a software layer protocol
having three additives, namely, exchange, message queue, and binding.
This protocol is generally message-oriented for middleware
environment [15]

6LoWPAN Wireless sensor network is one of the applications of IPv6 Low-Power
Wireless Personal Area Network (6LoWPAN) system, uses it while
sending data as a packet. It provides huge variety of network connected
to internet providing end-to-end services [16]. The specification
supports different length addresses, low bandwidth, different
topologies including star or mesh, power consumption, low cost,
scalable networks, mobility, unreliability, and long sleep time

RPL Routing Protocol for wireless network with Low-Power consumption
having Lossy Networks (RPL) supports one-to-one communication
[16]. It can quickly create network routes, adapt topology in an
efficient way, share routing knowledge but susceptible to packet loss

CORPL It is a routing protocol for cognitive radio enabled AMI network? An
extension of RPL designed for the cognitive networks but with two
new modification that uses DODAG topology generation [17]

CARP Channel-Aware Routing Protocol (CARP) is a distributed routing
protocol designed for light-weighted packets in IoT. Therefore, it is
used for acoustic communication under the water [18]

6TiSCH IPv6 time-slotted channel hopping (6TiSCH) working group in IETF is
developing standards to allow IPv6 to pass through TSCH mode of
IEEE 802.15.4e data links [19]. TSCH demonstrate end-to-end
reliability. This essentially a MAC layer that offers globally
synchronized mash network of sleepy node and is also defined as
minimal configuration

LTE-A Long-Term evolution advanced (LTE-A) is an agglomeration of
cellular network. As compared to other cellular networks it is one of
the most scalable and lower cost protocol [20]

(continued)
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Table 2 (continued)

PROTOCOLS PURPOSE

Z-WAVE Z-Wave is a low cost and low-power MAC protocol that design aimed
specifically for home automation [21]

ZigBee Smart Energy An enhancement to the customary ZigBee is ZigBee IP or Smart which
is designed for the substantial range of IoT applications including
smart homes, healthcare systems, and for remote controls. It supports
numerous topologies including star, peer-to-peer or cluster tree [22]

DASH7 DASH7 is a wireless communication protocol for active RFID
specifically designed for scalable, long-range outdoor coverage with
higher data rate. It provides low cost and light-weighted solutions [23]

IEEE 802.11 AH IEEE 802.11ah is a wireless networking protocol with low energy
capable communication standard [24]

Table 3 The description of threats at each layer

IoT layers Threats

Application layer Malicious code attacks, Tampering with node-based applications, Inability
to receive security patches, Hacking into the smart meter/grid, Phishing
Attack, Malicious Virus/worm, Malicious Scripts, Remote configuration,
Mis-configuration, Security management, Management system

Network layer DoS attack, Gateway attacks, Unauthorized access, Storage attacks,
Injecting fake information, Spoofing attacks, Sinkhole attacks, Wormhole
attacks, Man-in-the-Middle attack, Routing attacks, Sybil attacks,
Unauthorized access

Perception layer Wireless Sensor Networks (WSN), Eavesdropping, Repudiation, Noise in
data, Privacy threats services abuse, RFID, Service information
Manipulation, Sniffing attacks, Identity masquerade, Replay attack

threat means denying access or destroying a system. The manipulated threat means
manipulating time series data, identity, or the data (Table 3).

5 IoT Challenges

Due to the vast scale of IoT infrastructure with a huge number of devices involved
in developing a successful IoT application is not an easy task and have to face a
lot of challenges. Some of the challenges are, namely, mobility, reliability, avail-
ability Identification, scalability, data integrity, management, energy management,
interoperability, and security and privacy.

Mobility: It is one of the essential issues of the IoT paradigm. As IoT devicesmove
freely from one network to another, therefore, movement detection is important to
monitor the device location and respond to the topology that changes accordingly
due to which layer of complexity escalate to another level [25].
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Reliability: Reliability is a very critical requirement in the application that requires
all the emergency responses correctly otherwise, it will be a huge disastrous sce-
nario. In IoT applications, data collection, communication should be fast and highly
reliable [25].

Scalability: Other challenges of IoT application is scalability, where enormous
number of devices are connected to a network, therefore, the protocols must have
efficient extensible services to meet the IoT devices requirements [26].

Management: Managing a vast number of devices and keeping track of
their failures, configurations, and performances in the network is an immense
challenge [26].

Energy management: In IoT devices, energy is required still not adequately met.
Some routing protocols at an early stage of development supports low power com-
munication but to make IoT devices more power efficient, Green technology must
be employed [25].

Availability: Availability means the service subscriber provides the service any-
time and anywhere for the service subscribers. Software service provided to anyone
who is authorized to, whereas the hardware availability means easy to access and are
compatible with IoT functionality and protocols.

Interoperability: Huge number of heterogeneous devices and protocols work with
each other. This becomes a challenging task due to the number of IoT devices using
various platforms [25].

Identification: To provide innovative services, the IoT devices are interconnected
with numerous objects, and hence, an efficient naming and identity managing system
is required to specify the object [26].

Data Integrity: IoT devices are heterogeneous in nature, therefore, they have
to deal with big amount of data. Handling big data is very crucial as overall
the performance is directly proportional to the features of data management ser-
vices. Became more complicated when data integrity features are considered, it
also affects the QoS, Privacy, and Security related issues specifically on outsourced
data [25, 26].

6 Counter Measures

The countermeasures that can be taken are the authentication measures, establish-
ment of trust, and acceptance of federated architecture awareness of security issues
(Table 4).



Security Threats, Attacks, and Possible Countermeasures … 41

Ta
bl

e
4

T
he

co
un

te
rm

ea
su
re

of
th
re
at
s
at
ea
ch

la
ye
r

Io
T
L
ay
er
s

Pr
ot
oc
ol
s

T
hr
ea
ts

C
ou
nt
er
m
ea
su
re
s

C
ou

nt
er
m
ea
su
re
s
de
sc
ri
pt
io
n

A
pp

lic
at
io
n
la
ye
r

C
oA

P,
D
D
S,

M
Q
T
T,

SM
Q
T
T,

A
M
Q
P

M
al
ic
io
us

co
de

at
ta
ck
s

R
un
tim

e
ty
pe

ch
ec
ki
ng
,

Fi
re
w
al
lc
he
ck
s

Se
em

to
do

ru
nt
im

e
ty
pe

ch
ec
ki
ng
,i
m
m
un
e
fo
r

al
li
ll-
ty
pe
d
co
de

tr
ie
d.

A
tr
un
tim

e,
th
e
fir
ew

al
lc
he
ck
s
ha
ve

to
be

do
ne

Ta
m
pe
ri
ng

w
ith

no
de
-b
as
ed

ap
pl
ic
at
io
ns

Ph
ys
ic
al
ly

se
cu
re

de
si
gn

Ph
ys
ic
al
ly

se
cu
re

de
si
gn
in
g
of

de
vi
ce
s
sh
ou
ld

no
tb

e
of

hi
gh

qu
al
ity

an
d
un
re
lia
bl
e
[2
7]

In
ab
ili
ty

to
re
ce
iv
e

se
cu
ri
ty

pa
tc
he
s

E
va
di
ng

se
cu
ri
ty

ri
sk
s
w
ith

re
gu

la
r
pa
tc
hi
ng

an
d
su
pp

or
ts
er
vi
ce
s

H
ac
ki
ng

in
to

th
e
sm

ar
t

m
et
er

an
d
ki
ll
th
e
gr
id

Se
cu
ri
ty

Fr
am

ew
or
ks

to
Pr
ev
en
tf
ro
m

H
ac
ki
ng

th
e
G
ri
d

M
al
ic
io
us

in
je
ct
io
n

C
us
to
m

Fi
le
Z
ill
a
as

th
e
FT

P
cl
ie
nt

T
he

cr
ed
en
tia

ls
of

th
e
w
eb
si
te
s
st
or
ed

in
pl
ai
n

te
xt

by
Fi
le
Z
ill
a

R
em

ot
e
co
nfi

gu
ra
tio

n
C
on
fig

ur
in
g
an
d
m
an
ag
in
g

V
PN

s
N
C
P
en
gi
ne
er
in
g
of
fe
rs
in
cl
us
iv
e
so
ft
w
ar
e
th
at

de
si
gn
ed

fo
r
th
e
cl
ie
nt
s
in
di
sp
en
sa
bl
e
to

co
nt
ro
l

la
rg
e
ne
tw
or
ks

A
pp

lic
at
io
n
se
cu
ri
ty

W
eb

A
pp

lic
at
io
n
Sc
an
ne
r

D
is
co
ve
ry

of
va
ri
ou
s
th
re
at
s
w
hi
ch

is
pr
es
en
to

n
th
e
fr
on
te
nd

of
w
eb

[2
8]

Se
cu
ri
ty

m
an
ag
em

en
t

Se
cu
ri
ty

m
an
ag
em

en
ti
s
th
e
id
en
tifi

ca
tio

n
of

an
or
ga
ni
za
tio

n’
s
as
se
ts
fo
llo

w
ed

by
th
e
de
ve
lo
pm

en
t,
do

cu
m
en
ta
tio

n,
an
d
im

pl
em

en
ta
tio

n
of

po
lic

ie
s
an
d
pr
oc
ed
ur
es

fo
r
pr
ot
ec
tin

g
th
es
e
as
se
ts

D
at
a
se
cu
ri
ty

Fr
ag
m
en
ta
tio

n
re
du
nd
an
cy

sc
at
te
ri
ng

D
at
a
on

cl
ou
d
sp
lit
s
an
d
ap
po
rt
io
ns

to
va
ri
ou
s

fr
ag
m
en
ts
fo
r
th
e
st
or
ag
e
in

se
rv
er
s
[2
9]

Sh
ar
ed

re
so
ur
ce
s

H
ol
om

or
ph
ic
en
cr
yp
tio

n
C
ip
he
rt
ex
ta
llo

w
ed

to
re
ck
on

im
m
ed
ia
te
ly

w
ith

ou
td

ec
ry
pt
io
n
[2
7]

M
is
-c
on
fig

ur
at
io
n

T
hi
s
at
ta
ck

ca
n
oc
cu
r
at
an
y
le
ve
lo

f
an

ap
pl
ic
at
io
n
st
ac
k
in
cl
ud

in
g
th
e
pl
at
fo
rm

,
ap
pl
ic
at
io
n
se
rv
er
,w

eb
se
rv
er
,d

at
ab
as
e,
an
d
fr
am

ew
or
k
[3
0]

(c
on
tin

ue
d)



42 S. T. Siddiqui et al.

Ta
bl

e
4

(c
on
tin

ue
d)

Io
T
L
ay
er
s

Pr
ot
oc
ol
s

T
hr
ea
ts

C
ou
nt
er
m
ea
su
re
s

C
ou

nt
er
m
ea
su
re
s
de
sc
ri
pt
io
n

N
et
w
or
k
la
ye
r

6L
oW

PA
N
,R

PL
,

C
O
R
PL

,
C
A
R
P,
6T

IS
C
H

D
oS

at
ta
ck

T
hi
s
ca
n
be

ha
nd

le
d
by

as
su
ri
ng

th
at
re
so
ur
ce
s
ar
e
co
m
m
itt
ed

to
a
cl
ie
nt

on
ly

af
te
r

pr
op
er
au
th
en
tic
at
io
n,
ut
ili
za
tio

n
of

pr
ox
y
se
rv
er
s
w
ith

su
ffi
ci
en
tr
es
ou
rc
es
,p
ro
to
co
l

sc
ru
bb
in
g
(t
o
re
m
ov
e
pr
ot
oc
ol

un
ce
rt
ai
nt
ie
s
w
hi
ch

ca
n
be

m
is
us
ed

fo
r
at
ta
ck
s)

G
at
ew

ay
at
ta
ck
s

B
lo
ck
in
g
sp
yw

ar
e
at
th
e

N
et
w
or
k
ga
te
w
ay

B
lo
ck

ag
ai
ns
tv

ir
us
es
,s
pa
m
,a
nd

in
tr
ud
er
s,

or
ga
ni
za
tio

ns
de
pl
oy

co
un
te
rm

ea
su
re
s
at
th
e

ne
tw
or
k
ga
te
w
ay

an
d
ag
ai
n
in

in
di
vi
du

al
cl
ie
nt

sy
st
em

s

U
na
ut
ho

ri
ze
d
ac
ce
ss

D
ev
ic
e
au
th
en
tic

at
io
n

W
ith

ou
ta
ny

au
th
en
tic
at
io
n,
th
e
de
vi
ce

ca
nn
ot

en
te
r
or

co
nn
ec
tw

ith
ot
he
r
no
de
s
in

th
e
Io
T

sy
st
em

St
or
ag
e
at
ta
ck
s

In
ca
se

of
ph
ys
ic
al
se
cu
ri
ty

w
ea
kn

es
se
s,
th
e
at
ta
ck
er
s
ca
n
ef
fo
rt
le
ss
ly

ac
ce
ss

th
e
st
or
ag
e
m
ed
iu
m

vi
a
di
sa
ss
em

bl
e
th
e
de
vi
ce

In
je
ct
in
g
fa
ke

in
fo
rm

at
io
n

In
je
ct
in
g
fa
ke

ro
ut
in
g
co
nt
ro
l

pa
ck
et
s
in

th
e
ne
tw
or
k

Sp
oo
fin

g
at
ta
ck
s

IP
se
c
w
ill

si
gn

ifi
ca
nt
ly

cu
t

do
w
n
on

th
e
ri
sk

of
sp
oo
fin

g
U
se

au
th
en
tic

at
io
n
ba
se
d
on

th
e
ke
y
ex
ch
an
ge

be
tw
ee
n
th
e
m
ac
hi
ne
s
on

yo
ur

ne
tw
or
k;

E
na
bl
e
en
cr
yp
tio

n
se
ss
io
ns

on
yo
ur

ro
ut
er

so
th
at
tr
us
te
d
ho
st
s
th
at
ar
e
ou
ts
id
e
yo
ur

ne
tw
or
k

ca
n
se
cu
re
ly

co
m
m
un

ic
at
e
w
ith

yo
ur

lo
ca
lh

os
ts

Si
nk

ho
le
at
ta
ck
s

Se
cu
ri
ty

aw
ar
e
an
d
ad

ho
c

ro
ut
in
g

St
op
s
in
si
de

at
ta
ck
s
fr
om

th
e
ne
tw
or
k
of

Io
T,

us
e

ke
y
m
an
ag
em

en
t,
au
th
en
tic

at
io
n,
an
d

ge
og
ra
ph
ic
al
ro
ut
in
g
pr
ot
oc
ol
s,
an
d
dr
op

ad
ve
rs
ar
y
fr
om

th
e
ne
tw
or
k

W
or
m
ho

le
at
ta
ck
s

R
ou
tin

g
Pr
ot
oc
ol

(A
O
D
V
an
d

D
SR

)
St
ra
ta
ge
m

th
e
pa
ck
et
L
E
A
C
H
te
ch
ni
qu

es
fo
r

de
te
ct
in
g
an
d
th
us

de
fe
nd

in
g
ag
ai
ns
ts
ai
d
at
ta
ck
s

(c
on
tin

ue
d)



Security Threats, Attacks, and Possible Countermeasures … 43

Ta
bl

e
4

(c
on
tin

ue
d)

Io
T
L
ay
er
s

Pr
ot
oc
ol
s

T
hr
ea
ts

C
ou
nt
er
m
ea
su
re
s

C
ou

nt
er
m
ea
su
re
s
de
sc
ri
pt
io
n

M
an

in
th
e
M
id
dl
e

at
ta
ck

Se
cu
re
/M

ul
tip

ur
po
se

In
te
rn
et
M
ai
l

E
xt
en
si
on
s,
or

S/
M
IM

E
;

A
ut
he
nt
ic
at
io
n

C
er
tifi

ca
te
s

H
ac
ke
rs
w
ill

ne
ve
r
go

aw
ay
,b
ut

on
e
th
in
g
yo
u

ca
n
do

is
m
ak
e
it
vi
rt
ua
lly

im
po

ss
ib
le
to

pe
ne
tr
at
e
yo
ur

sy
st
em

s
by

im
pl
em

en
tin

g
C
er
tifi

ca
te
-B

as
ed

A
ut
he
nt
ic
at
io
n
fo
r
al
l

em
pl
oy
ee

m
ac
hi
ne
s
an
d
de
vi
ce
s

R
ou
tin

g
in
fo
rm

at
io
n

at
ta
ck
s

E
nc
ry
pt
in
g
ro
ut
in
g
ta
bl
es

w
as

id
en
tifi

es
di
ff
er
en
ts
ec
ur
ity

is
su
es

on
th
e

w
eb

by
en
cr
yp
tio

n
pr
oc
es
s
in

ro
ut

Sy
bi
la
tta

ck
s

A
ut
he
nt
ic
at
io
n
an
d
en
cr
yp
tio

n
pr
ec
lu
de

fr
om

ou
ts
id
er

at
ta
ck
,P

ri
vi
le
ge

A
tte
nu
at
io
n,

E
co
no
m
ic
In
ce
nt
iv
es
,p

ub
lic
-k
ey

cr
yp
to
gr
ap
hy

pr
ec
lu
de

fr
om

in
si
de
r
at
ta
ck
s
[2
5,

31
]

U
na
ut
ho

ri
ze
d
ac
ce
ss

Tw
o-
fa
ct
or

au
th
en
tic
at
io
n,
IP

W
hi
te
lis
tin

g

Pe
rc
ep
tio

n
L
ay
er

LT
E
-A

,Z
-W

av
e,

Z
ig
be
e
sm

ar
t,

D
A
SH

7,
80
2.
11
ah

R
F
in
te
rf
ac
e
on

R
FI
D

D
ev
ic
e
au
th
en
tic

at
io
n

B
ef
or
e
se
nd
in
g
an
d
re
ce
iv
in
g
of

da
ta
fr
om

a
ne
w

ph
ys
ic
al
de
vi
ce

th
e
de
vi
ce

sh
ou

ld
au
th
en
tic

at
e

its
el
f

Ja
m
m
in
g
no
de

in
W
ir
el
es
s
Se
ns
or

N
et
w
or
ks

(W
SN

)

IP
se
c
Se
cu
ri
ty

ch
an
ne
l

C
an

be
ci
rc
um

ve
nt
ed

by
st
ra
ta
ge
m

di
ff
er
en
t

pa
th
s
fo
r
ro
ut
in
g
[2
5,

31
]

E
av
es
dr
op
pi
ng

Se
ss
io
n
K
ey
s
pr
ot
ec
tN

PD
U
fr
om

E
av
es
dr
op
pe
r
[3
1]

Sn
if
fin

g
at
ta
ck
s

Sn
if
fe
r
de
te
ct
io
n
to
ol
s
lik

e
A
R
P
W
at
ch
,P

ro
m
iS
ca
n,

A
nt
i-
Sn

if
f,
Pr
o
de
te
ct

A
pp
lic
at
io
ns

us
in
g
se
cu
re

pr
ot
oc
ol
s
vi
z.
,

H
T
T
PS

,S
FT

P,
SS

H
.I
f
ob
lig

at
or
y
th
an

V
PN

ca
n

be
us
ed

to
pr
ov
id
e
th
e
us
er
s
w
ith

se
cu
re

ac
ce
ss

N
oi
se

in
da
ta

Pr
iv
ac
y
th
re
at
s

R
FI
D

(c
on
tin

ue
d)



44 S. T. Siddiqui et al.

Ta
bl

e
4

(c
on
tin

ue
d)

Io
T
L
ay
er
s

Pr
ot
oc
ol
s

T
hr
ea
ts

C
ou
nt
er
m
ea
su
re
s

C
ou

nt
er
m
ea
su
re
s
de
sc
ri
pt
io
n

Se
rv
ic
es

ab
us
e

Id
en
tit
y
m
as
qu
er
ad
e

ve
ri
fy

id
en
tit
y;

st
ro
ng

pa
ss
w
or
d

G
en
er
al
ly
,a

un
iq
ue

us
er

ID
is
as
si
gn

ed
to

ea
ch

us
er
,b
ut

pa
ss
w
or
ds

ar
e
so
m
et
hi
ng

yo
u
m
us
ts
et

(o
r
ch
an
ge
)
by

yo
ur
se
lf
.I
f
yo
ur

U
se
r
ID

an
d

Pa
ss
w
or
d
ar
e
co
m
pr
om

is
ed

or
st
ol
en
,s
om

eb
od
y

el
se

m
ig
ht

us
e
th
em

to
ac
ce
ss

yo
ur

sy
st
em

or
ot
he
r
sy
st
em

s,
m
as
qu

er
ad
in
g
as

a
le
gi
tim

at
e
us
er

Se
rv
ic
e
in
fo
rm

at
io
n

m
an
ip
ul
at
io
n

R
ep
ud

ia
tio

n
C
re
at
e
se
cu
re

au
di
tt
ra
ils
;U

se
di
gi
ta
ls
ig
na
tu
re
s

R
ep
la
y
at
ta
ck

T
im

es
ta
m
ps
,o
ne
-t
im

e
pa
ss
w
or
ds
,a
nd

ch
al
le
ng
e-
re
sp
on
se

cr
yp
to
gr
ap
hy

[2
5]



Security Threats, Attacks, and Possible Countermeasures … 45

7 Conclusion

IoT has recently emerged as an important research topic. Due to emerging technol-
ogy attackers take advantages of the IoTs great potential to threaten users privacy,
security, and wide variety of attacks. Therefore, it is essential to focus on the security
parameters and heeded toward giving new feasible solutions to block all possible
threats and vulnerabilities to IoT. This paper presents a comprehensive overview
of security threats and attacks on IoT. Application, network and perception layer
protocols with purpose been discussed. In addition, this paper suggested several
countermeasures against identified security threats of each layer.

A lot more need to happen in near feature in the area of IoT applications. This IoT
field will definitely mature the impact of human life in inconceivable ways over the
next decades. As IoT is going to play an indispensable part in our lives, steps should
be taken to ensure the security and privacy of the users.

Future work involves finding alternative solutions for attacks that are less complex
and less time-consuming. Future research involves development of protocols and
finds ways to overcome security threats and attacks.

References

1. Gubbi, J., Buyya, R., Marusic, S., & Palaniswami, M. (2013). Internet of Things (IoT): A
vision, architectural elements, and future directions. Future Generation Computer Systems,
29(7), 1645–1660.

2. Roman, R., Najera, P., & Lopez, J. (2011). Securing the internet of things. Computer, 9, 51–58.
3. Horrow, S., & Sardana, A. (2012). Identity management framework for cloud based internet of

things. In Proceedings of the First International Conference on Security of Internet of Things
(pp. 200–203). ACM.

4. Whitmore, A., Agarwal, A., & Da Xu, L. (2015). The Internet of Things—A survey of topics
and trends. Information Systems Frontiers, 17(2), 261–274.

5. Aazam, M., St-Hilaire, M., Lung, C. H., & Lambadaris, I. (2016). PRE-Fog: IoT trace based
probabilistic resource estimation at Fog. In 2016 13th IEEEAnnualConsumerCommunications
& Networking Conference (CCNC) (pp. 12–17). IEEE.

6. Jiang, H., Shen, F., Chen, S., Li, K. C., & Jeong, Y. S. (2015). A secure and scalable storage
system for aggregate data in IoT. Future Generation Computer Systems, 49, 133–141.

7. Li, S., Tryfonas, T., & Li, H. (2016). The Internet of Things: A security point of view. Internet
Research, 26(2), 337–359.

8. Al-Fuqaha, A., Guizani, M., Mohammadi, M., Aledhari, M., & Ayyash, M. (2015). Internet of
things: A survey on enabling technologies, protocols, and applications. IEEE Communications
Surveys & Tutorials, 17(4), 2347–2376.

9. Pongle, P., & Chavan, G. (2015). A survey: Attacks on RPL and 6LoWPAN in IoT. In 2015
International Conference on Pervasive Computing (ICPC) (pp. 1–6). IEEE.

10. Tsai, C. W., Lai, C. F., & Vasilakos, A. V. (2014). Future Internet of Things: Open issues and
challenges. Wireless Networks, 20(8), 2201–2217.

11. Sethi, P., & Sarangi, S. R. (2017). Internet of things: Architectures, protocols, and applications.
Journal of Electrical and Computer Engineering.

12. Karagiannis, V., Chatzimisios, P., Vazquez-Gallego, F.,&Alonso-Zarate, J. (2015). A survey on
application layer protocols for the internet of things. Transaction on IoT and Cloud Computing,
3(1), 11–17.



46 S. T. Siddiqui et al.

13. Locke, D. (2010). Mq telemetry transport (mqtt) v3. 1 protocol specification. IBM developer
Works Technical Library.

14. Singh,M., Rajan,M. A., Shivraj, V. L., &Balamuralidhar, P. (2015). Secure mqtt for internet of
things (iot). In 2015 Fifth International Conference on Communication Systems and Network
Technologies (pp. 746–751). IEEE.

15. OASIS, O. S. (2012). OASIS Advanced Message Queuing Protocol (AMQP) Version 1.0.
Burlington, MA, USA: OASIS.

16. Winter, T., Thubert, P., Brandt, A., Hui, J., Kelsey, R., Levis, P., & Alexander, R. (2012). RPL:
IPv6 routing protocol for low-power and lossy networks (No. RFC 6550).

17. Aijaz, A., & Aghvami, A. H. (2015). Cognitive machine-to-machine communications for
Internet-of-Things: A protocol stack perspective. IEEE Internet of Things Journal, 2(2), 103–
112.

18. Zhou, Z., Yao, B., Xing, R., Shu, L., & Bu, S. (2016). E-CARP: An energy efficient routing
protocol for UWSNs in the internet of underwater things. IEEE Sensors Journal, 16(11), 4072–
4082.

19. Dujovne, D., Watteyne, T., Vilajosana, X., & Thubert, P. (2014). 6TiSCH: Deterministic IP-
enabled industrial internet (of things). IEEE Communications Magazine, 52(12), 36–41.

20. Hasan, M., Hossain, E., & Niyato, D. (2013). Random access for machine-to-machine commu-
nication in LTE-advanced networks: Issues and approaches. IEEE Communications Magazine,
51(6), 86–93.

21. Yassein, M. B., Mardini, W., & Khalil, A. (2016). Smart homes automation using Z-wave
protocol. In 2016 International Conference on Engineering & MIS (ICEMIS) (pp. 1–6).

22. Wang, C., Jiang, T., & Zhang, Q. (2016). ZigBee® network protocols and applications. Auer-
bach Publications. 604 pp.

23. Cetinkaya, O., & Akan, O. B. (2015). A DASH7-based power metering system. In 2015 12th
Annual IEEEConsumer Communications and Networking Conference (CCNC) (pp. 406–411).
IEEE.

24. https://standards.ieee.org/standard/802.11ah-2016.html.
25. Salman, T., & Jain, R. (2017). Networking Protocols and Standards for Internet of Things.

Wiley.
26. Triantafyllou, A., Sarigiannidis, P., & Lagkas, T. D. (2018). Network protocols, schemes,

and mechanisms for internet of things (iot): Features, open challenges, and trends. Wireless
Communications and Mobile Computing.

27. Abomhara, M., & Køien, G. M. (2014). Security and privacy in the Internet of Things: Current
status and open issues. In 2014 International Conference On Privacy And Security In Mobile
Systems (Prisms) (pp. 1–8). IEEE.

28. Zhang, Z. K., Cho, M. C. Y., Wang, C. W., Hsu, C. W., Chen, C. K., & Shieh, S. (2014).
IoT security: Ongoing challenges and research opportunities. In 2014 IEEE 7th International
Conference On Service-Oriented Computing And Applications (pp. 230–234). IEEE.

29. Migault, D., Palomares, D., Herbert, E., You,W., Ganne, G., Arfaoui, G., &Laurent,M. (2012).
E2e: An optimized ipsec architecture for secure and fast offload. In 2012 Seventh International
Conference on Availability, Reliability and Security (pp. 365–374). IEEE.

30. https://support.portswigger.net/customer/portal/articles/1965728-using-burp-to-test-for-
security-misconfiguration-issues.

31. El Mouaatamid, O., Lahmer, M., & Belkasmi, M. (2016). Internet of Things Security: Lay-
ered classification of attacks and possible Countermeasures. Electronic Journal of Information
Technology, (9).

https://standards.ieee.org/standard/802.11ah-2016.html
https://support.portswigger.net/customer/portal/articles/1965728-using-burp-to-test-for-security-misconfiguration-issues


Securing IoT-Driven Remote Healthcare
Data Through Blockchain

Sarthak Gupta, Virain Malhotra and Shailendra Narayan Singh

Abstract Blockchain is the latest technology which is used in cryptocurrencies
such as bitcoin and ether. Blockchain is the decentralized distributed ledger, which
is based on the peer-to-peer network method. As the blockchain is mainly developed
for implementation in the virtual cryptocurrency such as bitcoin, so its main purpose
is clear that is security. Even though the healthcare industry is leading in majority
of fields whether it is technology, equipment, researches, medicines, etc. We have
even reached to remote locations through IoT devices and but one major thing is
still lacking that is security of the data. Huge amount of data is being generated
everyday from patient’s medical checkups, treatments, symptoms, etc., which is to
be dealt with care as they are very crucial and can be tempered by hackers which can
lead to serious problems. Therefore, such critical data must need to be secured with
blockchain as it makes it very difficult to tamper with data. This paper deals with the
implementation of the blockchain to solve the above-mentioned problems.

Keywords Ethereum · Smart contracts · Blockchain · IoT · IPFS

1 Introduction

Presently, there is a huge advancement in technology.There is advancement in various
fields such as agriculture, space, automobiles, etc. But the most important advance-
ment has been made in the field of health care. The new technologies such as IoT
have helped in covering and monitoring the health of remote population. People who
don’t have access to doctors due to lack of availability of doctors in such areas can
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get their health checkups on regular basis with the help of IoT and also get recom-
mendations and prescription based on the data retrieved during the checkups. All
this is possible while the patients don’t have any means to contact the doctor face to
face. All the data respective to the patient collected during the checkups or during the
treatment which includes BP level, pulse rate, ECG, etc. are stored on the website.
Both patient and doctors can access those data to monitor and analyze the patient
medical history and recovery.

But with the advancement in the technology and huge amount of data is being
generated and there comes the threat of tamperingof datawhich canbe fatal especially
in the case of health care. As the data can be misused this can harm the patients’
health. Hackers can also modify the data which will result in the distortion of the
treatment going on. Since the security of the data is very essential in the healthcare
applications, therefore, the data must be dealt with care and must be prevented from
any kind of data tampering with the most secured technology such as blockchain.

Blockchain is the decentralized distributed ledger, which is based on the peer-to-
peer network method. As the blockchain is mainly developed for implementation
in the virtual cryptocurrency such as bitcoin, so its main purpose is clear that is
security. To hack or corrupt the data secured by the blockchain, one need to change
entire chain of blocks, which requires huge computational power and therefore is
very difficult to do. This paper deals with the implementation of the blockchain in
securing the healthcare data and preventing it from data manipulations by hackers.

2 Literature Survey

Bhabendu Kumar Mohanta states in his paper about the various components and
the principles on which smart contract works. Moreover, he also states the various
application and uses cases of smart contracts in blockchain [1].

You Sun has proposed a decentralized attribute-based scheme in his paper for
blockchain implication in healthcare system for effective verification of authenticity
of signer’s identity. Even holistic on-chain and off-chain collaborative storage system
was proposed in his paper [2].

Tran Le Nguyen, in his paper, proposed an application to store and create a
database for doctors and patients and this paper is based on simulation space con-
ceptual model. In this paper, he proposed bitcoin to be paid as a payment to the
doctors [3].

Culver [4] indicated that collecting information to audit Medical Loss Ratio
(MLR) and improper payment for subsidized programs creates substantial overhead
for both providers and health care plans. This paper suggests an architectural model
which is a solution to groups like providers, health plans and government which are
the main stakeholders for payment process. The benefit of this model is the majority
of health plan process will enable the providers to submit claims and providers to
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submit claims and provide other stakeholders through 15 nodes in blockchain. Each
node has smart contract and the same so that all stakeholders can view applicable data
or interface directly with the Blockchain to executive the agreed-upon contracts. One
more advantage of this model is the third-party nodes are present in nodes outside
of the three main stakeholders [4].

Atlam’s paper provides an overview of the integration of the blockchain with
the IoT by highlighting the integration benefits and challenges. The future research
directions of blockchain with IoT are also discussed. In his paper, he concluded that
the combination of blockchain and IoT may provide a powerful approach which can
significantly pave the way for new business models and distributed applications [5].

3 Proposed Model

Looking at the problem of insecurity of data in the above existing system, the pro-
posed system introduces the concept of blockchain. Blockchain is the decentralized
distributed ledger, which is based on the peer-to-peer network method. It is a global
online database which anyone, anywhere with an internet connection can use. Unlike
traditional databases which are maintained and third party based, the blockchain
doesn’t belong to anyone. Blockchain stores information permanently across a net-
work of personal computers, this not only decentralize the network but distributes it
too [6]. Every new block which is added in the blockchain is shared with the other
blocks with the timestamp and thus each block in the blockchain contains the infor-
mation of the other blocks. This makes the blockchain hack-proof and difficult to
tamper with.

3.1 Integration of IoT with Blockchain

IoT is making huge advancement in wireless communication, sensor-based tech-
nology a and if we combine it with the technologies like big data and Artificial
Intelligence it makes the system more intelligent while not exceeding the cost. But
taking into consideration the limited maintenance cost and management cost, there
is restricted privacy of data and also insecure exchange of data among the personal
computers. There comes concept of Blockchain into play [7]. Blockchain which
is based on the distributed ledger technology can be implemented to IoT networks
which themselves are distributed in nature. Therefore, these networks can be secured
and shielded from any kind of data tampering at any point [8].



50 S. Gupta et al.

3.2 Blockchain in Health Care

Remote healthcare monitoring and analysis requires cloud storage for resilience and
easy access of the data retrieved. Even though the cloud is the best platform for pri-
vacy and sharing of data among various subjects involved in healthcare monitoring
analysis such as patients, doctors, data analyst, etc., it does not support interop-
erability among the above-mentioned stakeholders and also it does not guarantee
the integrity and authenticity of medical data [9]. So, to mitigate the above flaws,
blockchain technology can be incorporated in this model which ensures and enhance
integrity, consistency, and also authenticity of the medical records stored [10]. High
security and confidentiality of medical data is the first and foremost thing of concern
for the patients and all this data should be accessed by only an authorized person.
This concern is placated with the help of this technology–Blockchain (Fig. 1).

And oncewe add the concept of Artificial Intelligence into the concept of securing
medical data in the blockchain, it will eventually become smarter and more secure
by automatically realizing that this data is of concern and to be secured and which
one needs to be discarded [11].

3.3 Technologies Used and Software

3.3.1 Smart Contracts

Smart contracts are the brain of blockchain so is the most important component to
be deployed along with blockchain to IoT devices. Specifically, smart contracts can
be considered as scripts and are written in the form of conditional statements and if
true actions will be triggered else not [12].

3.3.2 Ethereum

Ethereum is a distributed computing platform, which is based on blockchain and
is open source and public. It also features smart contract functionality [13]. It is
actually a modified version of Nakamoto consensus through state transition, which

Fig. 1 Digital signature formation
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is based on transaction. For example, Cryptocurrency like ether is generated by this
blockchain platform. It is written in Go, C++, and Rust [1].

3.3.3 Python

Python is a high-level general-purpose programming language. It is utilized in both
machine learning and blockchain applications because of its scalability, portability,
robustness, powerful design, etc. Python is also very easy to implement as compared
to the other programming languages. It is well equipped with the huge number of
inbuilt libraries which can be directly implemented in the AI and Blockchain.

3.3.4 Decentralized Apps (DApps)

Ethereum is a distributed computing platform, which is based on blockchain and is
open source and public. It also features smart contract functionality [13]. It is actually
modified version of Nakamoto consensus through state transition which is based
on transaction. Example Cryptocurrency like ether is generated by this blockchain
platform. It is written in Go, C++ and Rust [1].

4 Working

First of all, the IoT devices containing sensors will be provided to each patient and
the sensors installed in them will continuously monitor the health of the patient
carrying that device. The reports of the monitored data will be sent to the doctor on
his mobile device and also to the server through a GSM module. Moreover, the data
could also be viewed on a website (as shown in Fig. 2). And also, any abrupt change
in the normal behavior in the patient’s health will also be reported with a warning
notification to the doctor (Fig. 3).

But with so much of data stored on the cloud, there is a need to secure that
humongous amount of data and prevent it from tampering. This virtue is done with
help of blockchain. For this, first of all we will have to write a code for the blocks
in programming language like Python. Here we will create a class Block with a
Block number, data, a pointer to the next block, and a hash function of the block.
Most importantly a block has the hash function of the previous block which makes a
blockchain immutable. There is also a timestamp related to a block; this timestamp
helps in synchronization of the blockchain [14]. Now once the data of a patient is
stored in the form of a string on the block, it gets added to the node along with hash
describing the location of the block. Now the smart contract will come into play
by connecting it with blockchain which will maintain the privacy and security of
the blockchain. The patient–client relation is secured by deploying smart contracts
on blockchain. And the data generated by sensors such as Blood Pressure Level,
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Fig. 2 Comparison between Apps and DApps

Fig. 3 Patient’s health data

ECG, etc., will be sent and stored in off-chain database like IPFS through gateways
like mobiles and laptops. A hash included in blockchain which will be sent via
notification will tell the location and will be sent through client, for example, clients
of Ethereum–geth or PyEth.

As shown in Fig. 4, a patient’s health will be detected by sensors and a node is
created by Arduino Uno and another node is created at a database IPFS. The patient
at a remote location with sensors gets its checkups done and a block will be created
with data and hash on it. The patient’s block will hold a private key. An authorized
doctor will only be able to access that crypt block using its public key and no one
else. Later on, using smart contracts the data will be stored on an off-chain database
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Fig. 4 Block diagram of the proposed model

IPFS and communication between doctor and patient will occur when the doctor will
receive the notification about any abrupt change in the normal behavior or the reports
of the patient.

Here, we are working on Ethereum environment we are working on the public
domain. The authorized doctor will use his public key to access that information.
After a new health report, a new block is added to the previous ledger using the
hash of the previous block and a new hash is assigned to the new block. Since a
cryptic language is used and a chain of blocks is made which is interconnected, now
if a hacker will perform some tampering in any one of the blocks, he will have to
change the data of in every block because a hash function is linked with each block.
Moreover, the patient and the doctor will get to know about tampering. So now it
becomes very tedious and almost impossible to tamper the data.

4.1 Observed Database Table

The Database Table will contain the patient id and name of the doctor assigned to
the patient, respectively, along with the patient’s details such as date of report, tem-
perature, ECG value, and Blood Pressure. Blockchain-related details like timestamp
and hash history will also be found in the table (Fig. 5).
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Fig. 5 Observed database table

4.2 Flowchart of Working

As shown in figure, the real-time sensors will collect data such as ECG reading, pulse
rating, blood pressure, and temperature data from their respective IoT sensors. These
data will then be integrated into single unit based upon the time of the data retrieval
and time stamp is allotted to the data unit in order to preserve date and time of the
originated data. Since timestamps of the data are stored simultaneously in database,
it prevents any possible malpractice with the data in future. With the help of hash
function the data is then encrypted and stored in IFPS data server. The stored data is
first extracted from IFPS data server and then decrypted in order to display it either
on the patient’s account or the doctor’s account on server. The registered doctor can
monitor patient’s health statistics anytime he feels like. If in case any aberration is
found in patient’s health data, SMSwill automatically be sent to the registeredmobile
number of doctor and relatives of patient (Fig. 6).

5 Conclusions and Future Scope

The research paper findings state that huge and critical data can be secured and be
saved from any kind of tamper from the accomplice. So, we can conclude by denoting
that Blockchain is the upcoming and the safest technology for security of data. All
the necessary data can be saved on cloud and data analytics can be performed to
observe some patterns on health problems based upon region, climate, time, number
of patients with similar symptoms, etc. Patients who are willing to share their health
records and medical data can be given some incentives in cash, which will inspire
more patients to cooperate and aid in analysis. Further, the fees of prescribed doctors
can also be paid through in-systemonline cash servicewhichwill also be protected by
the blockchain. Also, the authorized family members and guardians can be provided
facility throughwhich they can access thewebsite andmonitor the patient’s condition
from the distant location.
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Fig. 6 Flowchart of the working of proposed mode
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A Review of Big Data Challenges
and Preserving Privacy in Big Data

Anil Sharma, Gurwinder Singh and Shabnum Rehman

Abstract Weare living in an erawhere structured and unstructured data is produced,
consumed and stored in enormous amount on frequent basis. Database transactions,
social media, images, audios, videos etc. are the major sources responsible for gener-
ating big data in huge capacity and diversity. This usually consists of large volumes
of complex and growing data sets with numerous self-regulating sources that are
difficult to process with the conventional techniques of data management. Using big
data mining, organizations are able to extract useful evidences from these large data
sets. In spite of big data gains, there are numerous challenges also and among these
challenges maintaining data privacy is the most important concern in big data mining
applications since processing large scale of sensitive data sets such as health record,
banking transaction records needs to be maintained in such a way that the private
data should not be revealed to any unauthorized person. This paper provides a review
of big data, challenges in big data mining and the privacy concern in big data.

Keywords Big data · Big data challenges · Big data technologies · Data mining ·
Data privacy

1 Introduction

Themassive information in the organizations until nowwas just ordinary information
maintained in the databases. All of a sudden, this gigantic information termed as big
data got popular [1]. This refers to incredibly huge and complex data that become
complicated to process using conventional applications [2]. Data can be both struc-
tured and unstructured, and may come from different sources such as transactions,
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social media, images, audio, and videos. It is not possible for traditional systems like
SQL and RDBMS to deal with big data due to its scalability and complexity. Four
‘V’s, namely, Volume, Velocity, Variety, and Veracity represent the key features of
Big Data [3].

The quality of data collected differs greatly and maintaining privacy and security
of uncertain data is often a challenging task [4]. Data collected by the huge companies
like Google, Facebook, and Twitter shows the need of big data management. Such
organizations contain vast amount of data about individuals that need to be analyzed
in order to find some valuable information [5]. Nowadays, the term big data is used
universally in every field like finance, banking, and marketing where every day and
every second data flows through workstations which are well managed and stored in
order to find out the consumer behavior or the market trends to gain profitability [6].

The pace at which the variety and volume of data is produced makes very hard for
the conventional data processing practices to cope up with these huge data sets [7].
These huge data sets require some advanced tools and technologies to deal efficiently
during processing of large data [4]. Some of the solutions for the above-discussed
issues are Hadoop, MapReduce, No SQL, Apache Spark, Hbase, Pig, Hive, Sqoop,
and Oozie. Among these tools, Hadoop has the utmost role for handling big data [4,
7].

There can be different perspectives to look into the data to draw attention-grabbing
patterns and further to gain the concealed awareness that can be helpful to forecast
future drifts in the business market to gain sure returns. As the data mining plays
the key role in the process of knowledge discovery, therefore it is usually denoted
as Knowledge Discovery Databases (KDD) [8, 9]. If data is not analyzed or mined
appropriately, it is worthless; therefore, for the markable growth of organizations it is
better to analyze thedata [10].Datamining is used in everyfield like business, science,
and engineering as data analysis has provided numerous benefits to the humanity as
well as organizations [2]. Preserving privacy is one of the crucial elements of data
mining, which means to ensure the security of individual information by avoiding
any unauthorized access on it as it can result in adverse consequences. Thus, privacy
is an important aspect that organizations need to maintain while mining results in
order to not disclosing individual identity [11].

2 Privacy Concern in Big Data

Designing privacy enhancing techniques are getting a lot of attention over the period.
Methodical, abstract, and legitimate significance of data privacy are always important
highlights. There is always a serious issue with big data mining because it requires
individual data in order to bring noteworthy effects [12]. Organizations collect large
amount of data that contains individuals’ specific information like in health records,
financial transactional records, user name, contact, email, date of birth, credit card
number refers to personal data [13]. Sometimes this data needs to be shared among
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the third party at that time we need to maintain the privacy [14]. To secure data
against unauthorized access is an important task for organizations [15].

Consider social sites like Facebook, Twitter, Google, Orkut a few individuals
enthusiastically transfer their own personal details which may include audio, video,
and images. This leads to the increase in cybercrimes, as it can be considered as
serious problem especially among Facebook generation [16, 17].

When the data is processed, analyzed, and modified, it is the responsibility of
securitymanager tomaintain security at each level of architecture in order to preserve
data at each level frommalicious attacks, unwanted inference, or unauthorized access.
Security may contain confidentiality, authenticity, and availability [18–20]. For any
business, it is better tomaintain privacywithin an enterprise because identity of user if
revealedwill cause serious problems for the organization [21].With the advancement
and the internet usage, there is an increase in the rate of threats against the privacy
[22]. Therefore, there are numerous strategies including encryption procedures and
data structures, whichmaintain unawareness to patterns of accessing data and various
privacy techniques used to change the information to make it more complex to link
particular information records to particular people. To preserve privacy of big data,
data mining techniques plays an important role.

3 Literature Review

The exponential growth of data results in varied complications for the organizations
which bring some common challenges like Heterogeneity, Scalability, Timeliness,
Infrastructure Fault, and Skill Requirements from Data Investigation and Storage
viewpoints [10].

In [11], an algorithm for multilevel security using masking is recommended to
pinpoint the complex stakes of big data. It allows Data collector to acquire data
from the data source in scrambled and cleared form. Cleared data is directed to a
database where stringent guidelines are followed, and only scrambled data is sent
to data miner by data collector. Before extracting knowledge data miner connects
present data to the sensitive data by applying decryption and if data matches, then
it is provided to decision maker if not then it is returned back to the data miner for
further improvement. The problem with this algorithm is every time data is matched
to sensitive data stored in the database which is very time consuming.

In [15], cryptographic algorithm is proposed to protect the data by converting
plain text into ciphertext using encryption schemes. The model used in algorithm
consists of three layers: Secret, Authorized, and Public layer. At Secret layer, data is
encrypted and a digitalmark is attached to the data and is accessible to only authorized
persons. At the intermediate layer, authorized persons having the private key can
decrypt the data and perform data mining techniques. In public layer, the conclusions
drawn afterward the datamining procedure are observed and also allowing authorized
person to view self-information. The only problem is that less sensitive data that can
be fruitful in the analysis of big data is also encrypted and is not accessible.
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In [21], some of the factual issues interrelated to big data processing, storage, and
management are emphasized alongwith various challenges thatmight be encountered
in future due to the epidemic growth of data. Besides velocity, volume, and variety
of data, complexity is an additional feature of big data and moreover handling of big
data is the real issue highlighted by the author.

In [23], some insights about big data issues, challenges, and tools alongside basic
concepts and properties of big data like velocity, volume, heterogeneity, are talked
about. Furthermore, different sources from which data is generated are examined.
Big data has a huge significance in different activities like community media, sensor
information, and log storage and risk analysis.

In [24], problems related to privacy are cited with the recommendation to make
use of organization authentication for big data using MapReduce, processing of data
and privacy preserving. Integration of MapReduce, if used for analyzing data may
provide better privacy.

In [25], a data-driven big data processing model is proposed, from viewpoint of
data mining, which encompasses demand obsessed collection of information bases,
privacy, user concern modeling, mining and exploration, and security aspects. It
also introduces a three-tier architecture framework, where first tier is focusing on
accessing data and arithmetic computing, and second tier is concentrating on the user
privacy issues and the third tier is aiming towards challenges faced while mining the
complex and dynamic data.

In [26], a technique, K-anonymity, is introduced in which every record is alike to
at least other k-1 other records on the possibly recognized variables. K-anonymity
can be achieved using generalization and overpowering (replaces original value by
some special character like *). The only issue with this technique is that it doesn’t
give attention to the links between the sensitive attributes so there is still outflow of
sensitive data.

In [27], the authors proposed a generalization algorithm generally called as
bottom-up approach in order to deal with the scalability of data. The structure for
generalization can be obtained bymaking a tree of user’s original data set and various
operations can be performed on specific ranges. This way of anonymizing data may
be considered as efficient because generalization compresses the user’s data as data
increases. Identifying the best generalization is the key to climb up the hierarchy at
each iteration.

In [28], a homomorphic technique is developed which is basically a form of
encryption that allows performing some specific computations on ciphertext and
encrypted results are obtained. The decrypted results are then matched to the results
of operations that are performed on plain text. This approach is useful to deal with
the entrusted party because neither the input is unveiled nor the internal state of the
encrypted data.

In [29], top-down specialization approach is introduced that provides security,
and preserves sensitive data of the user by partitioning the large data sets into two
phases; in first phase data is anonymized and intermediate results are created, while
in the second phase the first phase results are combined to get the ultimate outcome.
The only problem with this approach is that if the data set is too large it becomes
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difficult to apply anonymization to the data and there remains fair of privacy losses
while portioning the data.

In [30], a method for securing two-party high multidimensional private data is
introduced called data mashup technique. This technique generally mashes up the
data on users end before it is sent to the third party. Only the ordinary data is exposed
to third party, and the sensitive data is hidden by performing encryption before it is
revealed to the other party. The issue with this technique is mashing up large data
sets will require a lot of time.

In [31], a technique called differential privacy is mentioned asmethod that doesn’t
allow clients to have access to the database. It is totally opposed to anonymization,
as there is no need to modify the data but an interface exits that calculates results and
adds distortion to the results, and after this the results are displayed. The only aim of
this technique is to shrink the possibilities of individual recognition while querying
the data. One problem with this method is that an analyst should know the query
before using it.

In [32], a proxy re-encryption technique involves only sharing of ciphertext
securely over multiple times. Neither the message and sender’s identity nor the
receiver’s identity is disclosed. Basically, it follows an encryption scheme that allows
converting the ciphertext of particular key into an encryption of the same message
by using another separate key.

In [33], some of the detailed technologies have been discussed like generalization,
bucketization, and multiset-based generalization, one attribute per column, slicing,
and slicingwith suppression.Byusing these techniques a different level of privacy can
be achieved. Generalization technique is difficult to apply on high-dimensional data.
Bucketization fails to maintain the membership disclosure, so they have mentioned
slicing technique that can be used to overcome the above problems.

In [34], slicing technique, which is basically an anonymizing technique can par-
tition data vertically as well as horizontally. In vertical partitioning, attributes that
highly correlate to each other are clustered into column. In horizontal partitioning,
column values are sorted randomly so that no column values can be linked. Slicing is
mainly used to not only to interrupt the relationship across columns, but to ensure the
bond between each column. To dealwith the high-dimensional data, slicing technique
is the best approach.

In [35], hybrid technique is proposed by combining randomization and general-
ization. First, data randomization is performed and after that generalization method
is applied to the randomized data. The technique provides better accuracy by recon-
structing original data without any loss of information. In [36], an output perturbation
privacymaintaining approach is proposedwith help of differential privacy to improve
accuracy of query processing and reducing the possibility of leakage of privacy.



62 A. Sharma et al.

4 Findings

Challenges faced by various privacy techniques are delineated in Table 1.
Table 2 shows a comparative analysis of someof the privacy-preserving techniques

based on parameters linkage property, information loss, type of data, and privacy
preserved.

The analysis results in that no singlemethod is reliable in all spheres. Eachmethod
performs in a different way depending on the size of data and the type of application.

Table 1 Privacy techniques and challenges

Techniques Challenges

Slicing [2] Mostly, the attributes are grouped randomly
which is not efficient
It’s not clear how attribute disclosure is preserved
Utility of data is lost because of fake tuples

Cryptographic technique [15] Difficult to apply for large databases
Difficult to scale when more events are involved
Non-sensitive data is also encrypted that can be
useful for analytics

Differential privacy [22] High computation complexity
No preservation of data truthfulness at the record
level

K-anonymity [26] Gives no consideration of the links between
sensitive data
Not able to protect against attacks based on
background knowledge
Not applicable for high-dimensional data

Anonymization through generalization [27] Causes loss of information
Not ready to protect attribute correlations
Each attribute is generalized separately
To climb up the hierarchy, each iteration needs to
recognize the best generalization

Homomorphic encryption [28] Computational overhead increased
Not applicable for large datasets

Top-down specialization approach [29] Loss of privacy
Leads to its inadequacy in handling large-scale
data sets

Data mashup technique [31] Mashing large scale of data requires a lot of time
Mashing of data may cause a loss of accuracy

Bucketization [33] Can’t intercept attribute: membership disclosure
Essential to Issues Quasi Identifiers values in
their original form
Needs clear split-up between quasi-identifiers
and sensitive attributes
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Table 2 Comparison of different privacy techniques

Techniques Parameters

Linkage
property

Information
loss

Type of data Privacy
preserved

Slicing technique [2] Very low Low High
dimensional

High

Cryptographic technique [15] Low Low Micro data High

Differential privacy [22] Low Low Micro data High

K-anonymization [26] High Low Micro data Low

Anonymization through
generalization [27]

High Very high Micro data Low

Homomorphic encryption [28] Low Low Micro data High

Top-down specialization
technique [29]

Low High Micro data Low

Data mashup technique [31] Low High High
dimensional

High

Proxy re-encryption [32] Low Low Micro data High

Bucketization [33] High Low Micro data Low

Hybrid approach [35] Low High High
dimensional

High

5 Conclusion and Future Work

Big data refers to the complex and huge data sets and big data mining is a process
of discovering unknown patterns from big data. With the rising and quickly growing
data, things are varying in the business environment. Big data is fetching the hottest
ultimate edge for data research and for many business applications. Companies are
currently using big data analysis to forecast the upcoming trends so that enormous
value can be produced out of it. Big data mining is an emerging research area; a
constrained work has been done on it so far. Authors believe that a much of work
needs to be done in order to overcome its challenges like heterogeneity, scalability,
infrastructure faults, timeliness, and privacy. More precisely, authors pointed the
privacy challenges of big data mining. The extreme volume, velocity, and variety
of data is creating problem for most of the organizations because they are not able
to protect such volumes of data against different attacks. In big data mining it is
not possible to carry out the operations without compromising the privacy. Business
organizations hold sensitive information about their clients and this information is
considered as a big asset to them. To safeguard this information against unauthorized
access, few techniques are proposed in the literature but have limitations. So, the
authors believe that more such techniques and mechanism need to be developed
that will help in preserving privacy during data analysis process, for the reason that
if privacy about an individual is violated it may have catastrophic significance on
someone’s life.
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Dual-Layer DNA-Encoding–Decoding
Operation Based Image Encryption
Using One-Dimensional Chaotic Map

K. Abhimanyu Kumar Patro , M. Prasanth Jagapathi Babu,
K. Pavan Kumar and Bibhudendra Acharya

Abstract This paper describes a technique that encrypts images in the form of DNA
sequences using PWLCM system, i.e., Piecewise Linear Chaotic Map. This method
has two times DNA-encoding–decoding operations along with DNA-permutation
and DNA-diffusion operations to get the cipher image. On comparison with other
processes, the advantage of this algorithm is easy to compute but confuses a crypt-
analyst a lot. Apart from that dual-layer DNA-encoding–decoding processes in the
algorithm result in good encryption outputs. When outputs are subjected to differ-
ent security analysis to find out the strength of the algorithm, results with encrypted
imageswith higher values ofUACI, NPCR, key space, information entropy, and good
correlation coefficient. This results in strong resistivity toward widely used attacks.

Keywords Image encryption · One-dimensional chaotic map · Security · DNA
operations · SHA-256

1 Introduction

In a communication system, people exchange data in the form of text, images, audios,
and videos. Most commonly used are images and securing them is important. To
achieve this, different conventional encryption processes such as Rivest–Shamir–
Adleman (RSA), DES, Triple-DES (3-DES), and Advanced Encryption Standard
(AES) [1, 2] are used but these encryption processes are inefficient to encrypt images
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and secure them since they have bulky data, more redundancy, and more correlation
of adjacent pixels [3–6].

To overcome these problems, researchers have suggested different methods to
achieve a highly efficient way to encrypt these images and protect them from com-
mon attacks and one of such processes is called ‘Chaos-based encryption technique’
by Matthews, for the first time [7]. This technique helps in constructing secure cryp-
tosystems. Since chaos maps are much sensitive to their initial conditions, hence
they can be used to permute the image pixels in such a way that are not easy to
decrypt with a small change of a key. Chaotic maps are classified into two types.
They are one-dimensional (1D) and high-dimensional. The latter is also known as
hyperchaotic map [8]. The 1D maps are highly efficient, simpler in structure, easy
to implement in both software and hardware, and have less computational cost com-
pared to high-dimensional chaotic maps [8, 9]. So, 1D maps are preferred while
implementing image encryption algorithms.

These days a new encryption process which uses DNA computing is very popular
in the field of cryptography. When compared to other encryption processes it has
unique distinctions which make it more advantageous than other processes. They are
less space to store, parallelism, minimal power requirement, etc.

But it has certain disadvantages such as the requirement of large number of steps
for DNA processing, no universal property of solving problems and since the process
is not an automated one it requires human attention, etc. [10]. So, encrypting images
using DNA alone is not a good idea. To overcome these problems, we will encrypt
images with DNA combined with chaotic maps. This ensures that the problems in
security are removed [11]. Many image encryption techniques [12–14] have used
DNA sequence operations along with 1D chaotic maps.

In this work, we have used DNA sequence operations along with 1D chaotic maps
to perform image encryption. Many of the DNA based image encryption techniques
[12–14] have used one-stage of DNA-encoding–decoding operation to change the
order of the pixels of images, which somehow gives chance for a cryptanalyst to
break down the algorithm. This paper, however, shuffles the pixels by encoding them
followed by decoding with two different keys respectively, for two times hence it
is called dual-layer encoding and decoding process which enhances the shuffling of
pixels that results in higher security.

This paper contributes the following.

• Two times encoding and decoding is performed in this algorithm to shuffle the
image pixels and make it hard to decrypt.

• To increase the confusion and to achieve a high diffusion rate among the pixels, a
PWLCM map is used.

• Hash-based keys are used to resist Known-plaintext Attack (KPA) and Chosen-
plaintext Attack (CPA) attacks.

The innovation process is described as mentioned. Section 2 explains the basics of
the theme. The design flow for the encryption process is discussed in Sect. 3. Security
analysis and simulation results are discussed in Sect. 4. In Sect. 5 conclusion is given.



Dual-Layer DNA-Encoding-Decoding Operation Based Image … 69

2 Preliminaries

2.1 PWLCM

PWLCM stands for piecewise linear chaotic map. Because of being less impacted
by external disturbances, it is used mostly in encryption processes [15–19]. It is
formulated as

gn+1 =
⎧
⎨

⎩

gn
n if 0 ≤ gn < n
gn−n
0.5−n if n ≤ gn < 0.5
(1 − gn) if 0.5 ≤ gn < 1

(1)

where, gn ∈ [0, 1] is initial value and n ∈ (0, 0.5) is the control parameter of
PWLCM system.

2.2 DNA Sequence Operations

Four different nitrogenous bases are present in the DNA: ‘A’, ‘T’, ‘C’, and ‘G’,
these bases won’t pair off in a random manner. ‘T’ combines only with ‘A’, and ‘G’
only pairs along ‘C’. From this, we can infer that the ‘A’ and ‘T’ bases are always
harmonious to each other and ‘G’ and ‘C’ bases are also harmonious to one another
[20, 21].

Similarly, in a binary system, we know that 10 and 00 are complementary with
01 and 11. By using this similarity that exists between the binary system and DNA,
DNA cryptography has become an efficient encryption technique that is capable of
dealing with the binary system in encryption. Using the binary system and DNA,
the DNA encoding and decoding rules are mentioned in Table 1 & Rule-1 based
DNA-XOR is shown in Table 2.

Table 1 Encoding and decoding DNA rules

Rule A T G C

1 01 10 00 11

2 10 01 00 11

3 01 10 11 00

4 10 01 11 00

5 11 00 10 01

6 11 00 01 10

7 00 11 10 01

8 00 11 01 10
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Table 2 Rule-1 based DNA-XOR operation

XOR A T G C

A A T G C

T T A C G

G G C A T

C C G T A

3 Proposed Methodology

Figure 1 demonstrates the proposed methodology for image encryption. The steps
are as below.

Step 1: Input an image ‘I ’ of dimension “M × N”.
Step 2: Use the SHA-256 hash algorithm, which produces 64-hex values, denoted

by

hash = h1, h2, h3, · · · · · · , h63, h64 (2)

Step 3: Obtain PWLCM System-1 based keys.

Fig. 1 Proposed cryptosystem encryption block diagram
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⎧
⎪⎪⎨

⎪⎪⎩

pk11(1) = pk1(1) −
(( (

sum(h1 : h10)/1015
)−

ceil
(
sum(h1 : h10)/1015

)

)

/102
)

mue11 = mue1 −
(( (

sum(h11 : h20)/1015
)−

ceil
(
sum(h11 : h20)/1015

)

)

/102
) (3)

where, ‘pk1(1)’ is the given initial value and ‘pk11(1)’ is the generated initial value
of PWLCM System-1. Similarly, ‘mue1’ and ‘mue11’are the given and produced
system parameters of PWLCM System-1, respectively.

Step 4: Repeat PWLCM System-1 of Eq. (1) for 1008 rounds. Let the iterated
PWLCM System-1 sequence is represented by ‘pk11’. In ‘pk11’, eliminate the first
1000 iterations to remove the transit effects. The newly obtained PWLCM System-1
sequence

pk11 = {pk11(1), pk11(2), · · · , pk11(8)} (4)

Step 5: Classify the chaotic sequence ‘system parameters of PWLCM System-1
pk11’ in descending order. The ‘pk11’ sorting function is

[pk11sort, pk11index] = sort(pk11, ’descend’) (5)

where, the sorting sequence is denoted by ‘pk11sort’ and the indexing sequence is
denoted by ‘pk11index’.

Step 6: Using the first index value of ‘pk11index’ (termed as DNA rule), encode
the pixels of the image ‘I ’. Let the encoded image be ‘I E’.

Step 7: Obtain PWLCM System-2 based keys.

⎧
⎪⎪⎨

⎪⎪⎩

pk21(1) = pk2(1) −
(( (

sum(h21 : h31)/1015
)−

ceil
(
sum(h21 : h31)/1015

)

)

/102
)

mue21 = mue2 −
(( (

sum(h32 : h42)/1015
)−

ceil
(
sum(h32 : h42)/1015

)

)

/102
) (6)

where, ‘pk2(1)’ is the given initial value and ‘pk21(1)’ is the generated initial value
of PWLCM System-2. In the exactly same way, ‘mue2’ and ‘mue21’ are also the
given and generated system parameters of PWLCM System-2, respectively.

Step 8: Repeat PWLCM System-2 of Eq. (1) M × N × 4 times. The iterated
PWLCM System-2 sequence is expressed as ‘pk21’. The newly formed PWLCM
System-2 sequence isSimilarly, ‘mue1’ and ‘mue11’

pk21 = {pk21(1), pk21(2), · · · , pk21(M × N × 4)} (7)

Step 9: The chaotic sequence ‘pk21’ is sorted in descending order. The ‘pk21’
sorting function is

[pk21sort, pk21index] = sort(pk21, ’descend’) (8)
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where, the sorting sequence is denoted as ‘pk21sort’ and the indexing sequence is
denoted as ‘pk21index’.

Step 10: Using the indexing sequence ‘pk21index’, shuffle the DNA encoded
pixels of ‘I E’. Let the shuffled output is denoted as ‘I Es’.

Step 11: Using the second index value of ‘pk11index’ (termed as DNA rule),
decode the image ‘I Es’. Let the decoded image is represented as ‘I ED’.

Step 12: Using the third index value of ‘pk11index’ (termed asDNA rule), encode
the pixels of the image ‘I ED’. Let the encoded image is represented as ‘I EDE’.

Step 13: Obtain PWLCM System-3 based keys.

⎧
⎪⎪⎨

⎪⎪⎩

pk31(1) = pk3(1) −
(( (

sum(h43 : h53)/1015
)−

ceil
(
sum(h43 : h53)/1015

)

)

/102
)

mue31 = mue3 −
(( (

sum(h54 : h64)/1015
)−

ceil
(
sum(h54 : h64)/1015

)

)

/102
) (9)

where, ‘pk3(1)’ is the given initial value and ‘pk31(1)’ is the generated an ini-
tial value of PWLCM System-3. However, ‘mue3’ is the given and ‘mue31’ is the
generated system parameters of PWLCM System-3.

Step 14: Repeat PWLCM System-3 of Eq. (1) for 8 × 8 rounds. Let the iterated
PWLCM System-3 sequence is denoted as ‘pk31’. The newly formed PWLCM
System-3 sequence is

pk31 = {pk31(1), pk31(2), · · · · · · , pk31(8 × 8)} (10)

Using the sequence ‘pk31’, generate a key image ‘KeyI ’ of size 8 × 8.
Step 15: Using the fourth index value of ‘pk11index’ (termed as DNA rule),

encode the key image ‘KeyI ’. Let the encoded image is denoted as ‘KeyI E’ of size
1 × 256.

Step 16: Split up the image ‘I EDE’ into small pieces of size 1 × 256.
Step 17: Using the fifth index value of ‘pk11index’ (termed as DNA rule), per-

form DNA-XOR diffusion for ‘KeyI E’ and the blocks of ‘I EDE’. The diffusion
operation is as follows.

First diffusion is between ‘KeyI E’ and the first block of ‘I EDE’. The output
is DNA-XOR’ed with the second block of ‘I EDE’. The DNA-diffusion process is
continuing until the diffusion of all the blocks of ‘I EDE’.

Add every diffused block to form a diffused image ‘I EDEd’.
Step 18: Using the sixth index value of ‘pk11index’ (termed asDNA rule), decode

the image ‘I EDEd’. Let the decoded image is denoted as ‘I EDED’. The decoded
image is the cipher image of the proposed cryptosystem.

Doing the above steps in reverse order, we will get the decrypted image.
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4 Security Analysis and Computer Simulations

Innovated scheme is checked by taking two images. The images taken are grayscale
images. They are “Cameraman.tif” of size (256×256) and “Lena.tiff” of size (512×
512). The computer simulations is done on PC having i3 processor (2.00 GHz), 64-
bit windows OS, 4 GB RAM, and using MATLAB version R2016a. The different
keys that are used, are in Table 3. Figure 2 illustrates the simulation results of the
suggested scheme. By observing the outputs, one can infer that this method produces
good encryption results. All the images required for the simulation process are taken
from USC-SIPI image database [22].

4.1 Key Space Analysis

Different keys employed for the process are

• Keys of all the three PWLCM systems.
• 256-bits of SHA-256 hash algorithm.

According to IEEE, 10−15 is data representation [23] standard for floating points.
So, the suggested method uses a secret key with the accuracy of 10−15. To defend
against the common attacks SHA algorithm produces key space of 2128.

Therefore, the key space of our innovation is
(
1015 × 1015

) × (
1015 × 1015

) ×(
1015 × 1015

) × 2128 = 1.963× 2426 which is a larger value when compared to 2128

[24]. The key space comparison results are as shown in Table 4. They show that
the mentioned process possesses strong resistance toward brute-force attack than the
processes in [25, 26].

4.2 Statistical Attack Analysis

4.2.1 Histogram Analysis

It is a graphical display of allotment of data. Encrypted images should have a homoge-
nous histogram, so it is not possible for a cryptanalyst to retrieve the information

Table 3 Original key values of the suggested scheme

Map used Original keys

Initial values System parameters

PWLCM System-1 pk1(1) = 0.275648900231572 mue1 = 0.347823654894159

PWLCM System-2 pk2(1) = 0.275648900232379 mue2 = 0.347823654895732

PWLCM System-3 pk3(1) = 0.275648900231864 mue3 = 0.347823654892182
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Fig. 2 Simulation results: a “Cameraman Plain Image” and d “Lena Plain Image”. b “Camera-
man Cipher Image” and e “Lena Cipher Image”. c “Cameraman Decrypted Image” and f “Lena
Decrypted Image”

Table 4 Results for key
space

Algorithm key space

Our algorithm 1.963 × 2426

Ref. [25] More than 2349

Ref. [26] 3.4 × 1080 ≈ 1.4337 × 2267

from traces of original images. The variation between cipher image histograms (uni-
form distribution) and plain image histograms (nonuniform distribution) [27–29] is
required. Figure 3 depicts the histogram results. By observing Fig. 3, computer out-
put result we can say the histogram of cipher image is uniform. Hence, statistical
attack is not possible in the proposed method.

4.2.2 Histogram Variance Analysis

Histogram variance quantitatively analyzes the consistency of pixel values in his-
togram outputs. Variance and consistency of pixel values are inversely propor-
tional. For better encryption scheme consistency is high by having low variance.
The results in Table 5 prove that the innovated scheme is more protective than the
schemes in [30, 31].
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Fig. 3 Simulation results for histogram: plain–cipher-decrypted images of “Cameraman” are (a),
(b), and (c), respectively, and “Lena” are (d), (e), and (f)

Table 5 Variance
comparison results

Algorithm Original
image

Encrypted
image

Our
algorithm

Cameraman 1.1097e + 05 254.0313

Lena 6.3340e + 05 1.0905e + 03

Ref. [30] Lena – 5554.8293

Ref. [31] Lena – 5335.8309

4.2.3 Correlation Analysis

It is a measure of the amount of interdependence among adjacent intensity values
in images. For plain images correlation coefficient have to be close to +1 or −1, on
other hand the value for encrypted images have to be around 0. Table 6 depicts the
correlation coefficient values. We are able to achieve correlation values around zero
for the encrypted “Lena” image using the suggested scheme. These values are better
than values in the schemes in [32, 33].

Figure 4 is having the correlation plots for “Lena” image in horizontal, vertical,
and diagonal directions.We can see from the cipher image of “Lena”, the neighboring
intensity values are very weakly dependent on each other, whereas in the original
image they are mostly interdependent. This provides resistant to statistical attacks.
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Table 6 Correlation coefficient comparison results

Algorithm Our algorithm Ref. [32] Ref. [33]

Cameraman Lena Lena Lena

Original image Diag. 0.9034 0.9577 0.9570 0.9448

Horz. 0.9343 0.9717 0.9597 0.9761

Vert. 0.9572 0.9859 0.9792 0.9626

Cipher image Diag. 0.0096 0.0014 0.0504 0.0013

Horz. 0.0004 0.0027 0.1257 −0.0285

Vert. 0.0019 0.0072 0.0581 0.0014

Fig. 4 Correlation outputs in directions of a Horz.,—(a) and (d); b Vert.,—(b) and (d); c Diag.;—
(c) and (f) for Original “Lena” and Encrypted “Lena” images, respectively

4.3 Differential Attack Analysis

Actually, this analysis includes two techniques. They are NPCR which stands for
Number of Pixels Changing Rate and UACI whichmeans Unified Average Changing
Intensity (UACI). They analyze how much strong a scheme is against differential
attacks. Better the value of NPCR/UACI, better is the algorithm. The average UACI
and NPCR values for one hundred images are shown in Table 7. Altering one random
pixel in plain image we get the results for above analysis. We obtained good NPCR
and UACI values than the processes in [34, 35].
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Table 7 Comparison of
average NPCR and UACI
results

Algorithm Average UACI
(%)

Average
NPCR (%)

Our scheme Cameraman 33.4476 99.6077

Lena 33.4593 99.6097

Ref. [34] Lena 33.41 99.60

Ref. [35] Lena 33.4342 99.607

Table 8 Comparison of
information entropy results

Algorithms Plain images Cipher images

Our algorithm Lena 7.4451 7.9993

Cameraman 7.0097 7.9972

Ref. [35] Lena – 7.9894

4.4 Information Entropy Analysis

The uncertainty of gray level values in the images is calculated through this analysis.
Higher is the value, higher is the changeability in pixels. The ideal value for a 256-
gray image is 8. The Table 8 shows that the suggested scheme attains a value of
7.9972 and 7.9993 (almost 8 in both cases) for “Cameraman” and “Lena” images
respectively has better values compared to the algorithm in [35]. This shows the
innovation is strong against the entropy attacks.

4.5 Known-Plaintext Attack (KPA) and Chosen-Plaintext
Attack (CPA) Analysis

KPA and CPA are common cryptography attacks. In KPA the cryptanalyst is having
part of plaintext and its corresponding ciphertext, then cryptanalyst utilizes this plain
and ciphertext combination to decrypt the image. Similarly, is the case with CPA
but in this cryptanalyst, will have access to choose the plaintext of his choice. All
the keys that are used in this encryption process are dependent over plaintext. We
generate them using the SHA-256 algorithm. Since the input plaintext changes the
keys generated using it also changes. So, through KPA and CPA the attacker might
get one key but can’t use that key to decrypt the whole image because the keys we
generate is highly dependent over plaintext which alter every time.
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5 Conclusion

Through this work, we suggest a way to encrypt images using dual time DNA encod-
ing and decoding and PWLCM systems. In this technique, three different PWLCM
systems are used. The first PWLCM system is used for DNA rule selection, the sec-
ond PWLCM system is used for DNA shuffling operation, and the third PWLCM
system is used for key image generation. The proposed technique is quite simple
and provides more confusion in the encryption process. The computer simulations
and security analyses prove that suggested scheme has good encryption effect, high
resistance toward statistical attack, entropy, and differential attacks, KPA and CPA
attack and large secret key space. From the results, we can infer that the proposed
innovation is having high security in comparison with other schemes. Since this
scheme is having better results, it is more reliable and efficient for image encryption.
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Abstract With the development in technology, the security of transmission and
storage of digital information (basically, digital images) is a challenge to all crypto-
graphic researchers. In recent years, for securing digital images multiple encryption
techniques have been proposed. Among them, one-dimensional (1D) chaotic map
based image encryption techniques render better security in storage and transmission
of images. 1D chaotic maps are simple in structure and hence efficient to implement
in both software and hardware. An image encryption based on simple permutation
and diffusion operation using various 1D chaotic maps is proposed in this paper.
The proposed technique first performs pixel permutation operation using various 1D
chaotic maps and then performs pixel diffusion operation using pixel key generated
by the Secure Hash Algorithm-256 and the plain image. Also in this paper, a com-
parative analysis of security is presented using various 1D chaotic maps in image
encryptions. The comparative results show the best security of using most of the 1D
chaotic maps in image encryptions.

Keywords Image encryption · Permutation · Diffusion · One-dimensional chaotic
maps · Secure hash algorithm SHA-256 · Security analysis

D. Sravanthi
Department of Information Technology, National Institute of Technology Raipur, Raipur, India
e-mail: sravanthi.dasari1994@gmail.com

K. A. K. Patro · B. Acharya (B) · M. Prasanth Jagapathi Babu
Department of Electronics and Telecommunication Engineering, National Institute of Technology
Raipur, Raipur, India
e-mail: bacharya.etc@nitrr.ac.in

K. A. K. Patro
e-mail: kpatro.phd2016.etc@nitrr.ac.in

M. Prasanth Jagapathi Babu
e-mail: jagapathi.matta@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
M. L. Kolhe et al. (eds.), Advances in Data and Information Sciences,
Lecture Notes in Networks and Systems 94,
https://doi.org/10.1007/978-981-15-0694-9_9

81

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0694-9_9&domain=pdf
http://orcid.org/0000-0001-7807-7874
http://orcid.org/0000-0001-7233-7591
mailto:sravanthi.dasari1994@gmail.com
mailto:bacharya.etc@nitrr.ac.in
mailto:kpatro.phd2016.etc@nitrr.ac.in
mailto:jagapathi.matta@gmail.com
https://doi.org/10.1007/978-981-15-0694-9_9


82 D. Sravanthi et al.

1 Introduction

Nowadays, lots of image data are being communicated through the Internet. Security
of those image data is of prime importance; hence efficient encryption algorithms
are required. Traditional encryption algorithms like RSA, AES, and DES [1, 2] are
not appropriate to encrypt images due to their high redundancy, bulky data, strong
correlation between pixels, etc. [3–6].

For the past fewyears, chaoticmaps are being used in image encryptions to provide
high security to the images. Chaotic maps have several inherent properties such as
ergodicity, non-periodicity, pseudo-randomness of chaotic sequences, sensitivity to
system parameters, initial conditions, etc. [7–9]. Chaotic maps are of two categories:
1D chaotic maps and high-dimensional chaotic maps [10]. The 1D chaotic maps
have simple structure, easy to implement in both hardware and software, highly effi-
cient, and have less computational cost compared to high-dimensional chaotic maps
[10, 11]. So, 1D chaotic maps are preferred while implementing image encryption
algorithms.

In recent years, many types of 1D chaotic maps are used for the implementation
of encryption algorithms. Some of the 1D chaotic maps based image encryption
techniques are as follows. In [12], Pareek et al. proposed a Logistic map based image
encryption technique. In this technique, image encryption is performed using two
logistic maps. In [13], Wang et al. proposed a dynamic S-box based block encryption
scheme. In this technique, a Tent map is used for generating the dynamic S-boxes.
In [14], Li et al. proposed a chaotic Tent map based image encryption method. In
[15], Belazi et al. proposed S-box generation method based on a chaotic Sine map.
The Sine map generated S-box increases confidentiality in the substitution stage
of image encryption system. In [16], Zhou et al. proposed three 1D chaotic maps,
namely, Logistic-Tent map, Tent-Sine map, and Logistic-Sine map in their image
encryption scheme. These three new 1D chaotic maps produce larger chaotic range
and better chaotic behavior as compared to their seedmaps such as Sinemap, Logistic
map, Tent map. An encryption scheme using new Beta chaotic map was proposed
by Zahmoul et al. [17]. There are a number of advantages in Beta map which are
high number of system parameters, better pseudo-random chaotic sequences, strong
chaotic behavior, and large range of bifurcation parameter. A new 1D chaotic map
based image encryption scheme was proposed by Alpar et al. [18]. This map exhibits
chaotic behavior in small interval of real numbers.

An encryption technique based on simple permutation and diffusion operation
was proposed in this paper to encrypt images and various 1D chaotic maps are used
in permutation operation to check the performance of each of the 1D chaotic maps.
The main contributions in this paper are as follows.

• 1D chaotic maps are used to make the algorithm simpler, stronger, and more
software and hardware efficient.

• Various types of 1D chaotic maps are used to check the performance of each of
the chaotic maps in the proposed method.
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• Simple permutation and diffusion operations are performed to addmore simplicity
in the algorithm.

• The SHA-256 hash algorithm is used to resist the method against known-plaintext
attack (KPA) and chosen-plaintext attack (CPA).

The remaining parts of the paper are as follows. Section 2 briefly explains the one-
dimensional chaotic maps used in this paper. Section 3 illustrates the simple method
of the proposed encryption algorithm. Section 4 illustrates the computer simulation
and security analysis results of the algorithm using various 1D chaotic maps and also
in this section, the comparison analysis on security using various 1D chaotic maps
are presented. In Sect. 5, the conclusion of the paper is presented.

2 One-Dimensional Chaotic Maps

To analyze the security of the encryption method, various 1D chaotic maps using
permutation operations are performed in this scheme. The 1D chaotic maps are
Kent map (KM) [19, 20], Logistic-Sine map (LSM) [16], Logistic map (LM)
[21, 22], Improved Logistic map (ILM) [11], Logistic-Tent map (LTM) [16],
Tent map (TM) [23], Tent-Sine map (TSM) [16], Sine map (SM) [24], Cosinus-
ArcsinusMap (CAM) [25], Sinus-power Logistic map (SPLM) [25, 26], Dyadic map
(DM) [27, 28], Gauss iterated map (GIM) [29], Alpar’s map (AM) [18], Beta map
(BM) [17].

3 Proposed Algorithm

3.1 Key Generation for Permutation

Process for secret key generation for permutation is as described below.
Step 1: Take an image ‘Ig’ of dimensions MIg × NIg

Step 2: SHA-256 hash algorithm is used to generate the 256-bits hash value by
taking the plain image ‘Ig’ as input. Convert these hash values into 64-hex values
which are denoted as

hx = hx1, hx2, . . . , hx63, hx64 (1)

Step 3: Convert above-produced hex values into decimal values by taking 2 hex-
adecimal digits of each. Therefore, 32-decimal values are produced and are repre-
sented as

hd = hd1, hd2, . . . , hd31, hd32 (2)
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Step 4: Generate various 1D chaotic map based keys of the algorithm.
The generation of LM-based keys is

⎧
⎪⎪⎨

⎪⎪⎩

xxl = xl +
((

mod((hd1 : hd12), 256)

29

)

× 0.1

)

rrl = rl +
((

mod((hd13 : hd24), 256)

29

)

× 0.1

) (3)

where ‘rl’ is the given (original) and ‘rrl’ is newly generated system parameters
of LM, respectively; ‘xl’ is the given (original) and ‘xxl’ is newly generated initial
values of LM, respectively.

Likewise, the keys (original initial value ‘xt’, original system parameter ‘r t’, gen-
erated initial value ‘xxt’, and generated system parameter ‘rr t’) for TM, the keys
(original initial value ‘xs’, original system parameter ‘rs’, generated initial value
‘xxs’, and generated system parameter ‘rrs’) for SM, the keys (original initial value
‘xls’, original system parameter ‘rls’, generated initial value ‘xxls’, and generated
system parameter ‘rrls’) for LSM, the keys (original initial value ‘xlt’, original sys-
tem parameter ‘rlt’, generated initial value ‘xxlt’, and generated system parameter
‘rrlt’) for LTM, the keys (original initial value ‘xts’, original system parameter
‘r ts’, generated initial value ‘xxts’, and generated system parameter ‘rr ts’) for
TSM, the keys (original initial value ‘xk’, original system parameter ‘rk’, generated
initial value ‘xxk’, and generated system parameter ‘rrk’) for KM, the keys (orig-
inal initial value ‘xcas’, original system parameter ‘rcas’, generated initial value
‘xxcas’, and generated system parameter ‘rrcas’) for CAM, the keys (original ini-
tial value ‘xspl’, original system parameter ‘rspl’, generated initial value ‘xxspl’,
and generated system parameter ‘rrspl’) for SPLM are generated.

The generation of ILM-based keys is

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

xxil = xil +
((

mod((hd1 : hd8), 256)

29

)

× 0.1

)

rril = ril +
((

mod((hd9 : hd16), 256)

29

)

× 0.1

)

kkil = kil +
((

mod((hd17 : hd24), 256)

29

)

× 0.1

)

(4)

where ‘xil’ is the taken initial value and (‘ril’, ‘kil’) are the system parameters of
ILM. ‘xxil’ is the generated initial value and (‘rril’, ‘kkil’) are system parameters
of ILM.

Likewise, the keys (original initial value ‘xg’, original system parameters
‘alphag’ and ‘betag’, newly formed value ‘xxg’ and generated system parameter
‘ag’ and ‘bg’) for GIM, the keys (original initial value ‘xa’, original system param-
eters ‘aa’ and ‘bb’, generated initial value ‘xxa’, and generated system parameter
‘aaa’ and ‘bbb’) for AM are generated.
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The generation of DM based key is

xxd = xd +
((

mod((hd1 : hd24), 256)

29

)

× 0.1

)

(5)

where ‘xd’ and ‘xxd’ represent the taken and generated initial values of DM, respec-
tively.

The BM based keys are generated by using hash values (hd1 : hd2) for the initial
value (‘xb’→ original, ‘xxb’→ generated) and hash values (hd3 : hd4), (hd5 : hd6),
(hd7 : hd9), (hd10 : hd12), (hd13 : hd15), (hd16 : hd18), (hd19 : hd21), (hd22 : hd24)
for the system parameters (‘x1b’ → original, ‘xx1b’ → generated), (‘x2b’ → orig-
inal, ‘xx2b’ → generated), (‘b1b’ → original, ‘bb1b’ → generated), (‘c1b’ →
original, ‘cc1b’ → generated), (‘b2b’ → original, ‘bb2b’ → generated), (‘c2b’ →
original, ‘cc2b’ → generated), (‘kb’ → original, ‘kkb’ → generated), (‘ab’ →
original, ‘aab’ → generated), respectively.

3.2 Key Generation for Diffusion

The key generation operation for diffusion is as follows.
Step 1: Take the last 8 hash decimal values hd25, hd26, . . . , hd31, hd32 to generate

the diffusion key.
Step 2: Apply mod-256 operation on the hash decimal values. Let t1–t8 are the

outputs of the mod operation.
Step 3: Convert t1–t8 into binary. Let the binary values be denoted as

v1, v2, . . . , v7, v8.
Step 4: Collect the first bit of each binary values v1, v2, . . . , v7, v8 to generate a

decimal value k. k is the key for diffusion operation.

3.3 Encryption Technique

Figure 1 illustrates the schematic diagram of the proposed encryption method.
Step 1: Take an image ‘Ig’ of size MIg × NIg as input.
Step 2: Generate permutation keys of the algorithm.
Step 3: Iterate the chaotic map MIg × NIg times. The iterated chaotic sequence

of LM is denoted as ‘X X L’. The ‘X X L’ is

X X L = (
xxl(1), xxl(2), . . . , xxl

(
MIg × NIg

))
(6)

Similarly, the iterated chaotic sequences of TM, SM,LSM,LTM,TSM, ILM,KM,
CAM, SPLM, DM, GIM, AM, and BM are denoted as ‘X XT ’, ‘X X S’, ‘X X L S’,
‘X X LT ’, ‘X XT S’, ‘X X I L’, ‘X X K ’, ‘X XC AS’, ‘X X S P L’, ‘X X D’, ‘X XG’,
‘X X A’, ‘X X B’, respectively.
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Fig. 1 Proposed encryption-level block diagram

Step 4: In ascending order, sort the chaotic sequence. The function to sort the
chaotic sequence ‘X X L’ of LM is

[xxlsort, xxlindex] = sort(X X L) (7)

where ‘xxlsort’ and ‘xxlindex’ are the sorted and indexed sequences of ‘X X L’,
respectively.

Similarly, in ascending order, sort the other chaotic sequences ‘X XT ’, ‘X X S’,
‘X X L S’, ‘X X LT ’, ‘X XT S’, ‘X X I L’, ‘X X K ’, ‘X XC AS’, ‘X X S P L’, ‘X X D’,
‘X XG’, ‘X X A’, ‘X X B.’ The corresponding sorting and indexing sequences
are denoted as (‘xxtsort’, ‘xxsindex’), (‘xxssort’, ‘xxsindex’), (‘xxlssort’,
‘xxlsindex’), (‘xxltsort’, ‘xxlt index’), (‘xxtssort’, ‘xxtsindex’), (‘xxilsort’,
‘xxilindex’), (‘xxksort’, ‘xxkindex’), (‘xxcassort’, ‘xxcasindex’), (‘xxsplsort’,
‘xxsplindex’), (‘xxdsort’, ‘xxdindex’), (‘xxgsort’, ‘xxgindex’), (‘xxasort’,
‘xxaindex’), and (‘xxbsort’, ‘xxbindex’), respectively.

Step 5: Shuffle the pixels of the image ‘Ig’ using index values generated in
Step 4 to get the shuffled image ‘P’.
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Step 6: Diffuse the pixels of the shuffled image ‘P’ using the diffusion key ‘k’
obtained in Sect. 3.2 by the following process.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

C(1) = k ⊕ P(1)
C(2) = C(1) ⊕ P(2)
C(3) = C(2) ⊕ P(3)
...

C(MIg × NIg) = C(MIg × NIg − 1) ⊕ P(MIg × NIg)

(8)

where C(1),C(2),C(3), . . . ,C
(
MIg × NIg

)
are the diffused pixels generated by

Eq. (8).
Step 7: Cipher image ‘C’ is produced by combining all the diffused pixels.
By executing the above steps in reverse order with cipher image as input, we get

the decrypted image that is input plain image as output.

4 Computer Simulations and Security Analysis

This algorithm uses 14 different 1D chaotic maps to compare their performance
when used in the encryption process. Computer simulations and security analysis
are performed on a computer having system configurations INTELCOREi3, 4 GB
RAM, 2.40 GHz processor, Windows 7, 32-bit operating system. MATLAB R2012a
is used to perform the simulation operation. This algorithm uses “Lena” image of
dimensions 512 × 512 to compare the performance of each of the 1D chaotic maps.
Table 1 shows the initial values and system parameters of various 1D chaotic maps.
From Fig. 2. We can infer that the “Lena” image is encrypted properly by using all
the 1D chaotic maps except the chaotic maps––SPLM (Fig. 2k) and DM (Fig. 2l).
All the images required for the simulation process are taken from image database
USC-SIPI [30].

The security analyses are as given below.

Table 1 System parameters and initial values (keys) of chaotic maps

Maps Keys Maps Keys

LM xl = 0.2, rl = 3.9 TM xt = 0.2, r t = 3.9

SM xs = 0.2, rs = 3.9 LSM xls = 0.2, rls = 3.9

LTM xlt = 0.2, rlt = 3.9 TSM xts = 0.2, r ts = 3.9

ILM xil = 0.2, ril = 3.9, kil = 8 KM xk = 0.2, rk = 0.1

CAM xcas = 0.2, rcas = 3.9 SPLM xspl = 0.2, rspl = 3.4

DM xd = 0.2 AM xa = 2.3, aa = 0.5, bb = 2

GIM xg = 0.2, alphag = 4.9, betag = −0.58

BM xb = −0.21, x1b = −0.73, x2b = 1, b1b = 8, c1b = 1, b2b = 3, c2b =
−1, kb = 0.89, ab = −0.23
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Fig. 2 “Lena” image simulation results: a plain image, cipher images using b LM, c TM, d SM,
e LSM, f LTM, g TSM, h ILM, i KM, j CAM, k SPLM, l DM, m GIM, n AM, o BM

4.1 Key Space Analysis

Different keys utilized in this scheme are,

• The system parameters and initial values of 1D chaotic maps.
• The 256-bits hash value generated by SHA-256 hash algorithm.

According to IEEE, 10−15 is data representation [31] standard for floating points. So,
the suggested method uses a secret key with accuracy of 10−15. To defend against
the common attacks SHA algorithm produces key space of 2128. In the proposed
method, the total key space using various 1D chaotic maps is as shown in Table 2.
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Table 2 key space results of various 1D chaotic maps

Maps Total key space Result

LM
(
1015 × 1015

) × 2128 = 1.5768 × 2227 >2128

TM
(
1015 × 1015

) × 2128 = 1.5768 × 2227 >2128

SM
(
1015 × 1015

) × 2128 = 1.5768 × 2227 >2128

LSM
(
1015 × 1015

) × 2128 = 1.5768 × 2227 >2128

LTM
(
1015 × 1015

) × 2128 = 1.5768 × 2227 >2128

TSM
(
1015 × 1015

) × 2128 = 1.5768 × 2227 >2128

ILM
(
1015 × 1015 × 1015

) × 2128 = 1.4000 × 2277 >2128

KM
(
1015 × 1015

) × 2128 = 1.5768 × 2227 >2128

CAM
(
1015 × 1015

) × 2128 = 1.5768 × 2227 >2128

SPLM
(
1015 × 1015

) × 2128 = 1.5768 × 2227 >2128

DM 1015 × 2128 = 1.7758 × 2177 >2128

GIM
(
1015 × 1015 × 1015

) × 2128 = 1.4000 × 2277 >2128

AM
(
1015 × 1015 × 1015

) × 2128 = 1.4000 × 2277 >2128

BM (
1015 × 1015 × 1015 × 1015 × 1015 × 1015 × 1015 × 1015 × 1015

) ×
2128 = 1.3722 × 2576

�2128

In the table, it is seen that the key space of all the chaotic maps are more than 2128

to evade brute-force attack [32, 33]. The key space for Beta map is very larger than
2128 which shows high resistivity of Beta map based encryption algorithm against
brute-force attack.

4.2 Statistical Attack Analysis

Histogram Analysis. It is a graphical display of the distribution of data. Uniform
histograms make it difficult for the attacker to extract the information of the images
[34–39]. Figure 3 depicts the histogram results of “Lena” image using various 1D
chaotic maps. In Fig. 3 we can also find the consistency of intensity values in the his-
togram, using all the 1D chaotic maps except the chaotic maps––SPLM and DM. In
these maps based encryption systems, the distribution of grayscale values is nonuni-
form. Hence, except SPLM and DM based methods, statistical attack is not possible
in the proposed method.

Histogram Variance Analysis. Histogram variance quantitatively analyzes the con-
sistency of pixel values in the histogram images. Lesser the value of histogram
variance corresponds to the high consistency of pixel values in the histogram [40].

Table 3 shows the variance results of “Lena” image using various 1Dchaoticmaps.
SPLM and DM based image encryption systems are less effective as compared to
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Fig. 3 “Lena” image histogram results: a plain image, cipher images using b LM, c TM, d SM,
e LSM, f LTM, g TSM, h ILM, i KM, j CAM, k SPLM, l DM, m GIM, n AM, o BM

Table 3 Comparison of histogram variance results of “Lena” encrypted image

Maps LM TM SM LSM LTM TSM ILM

Variance 853.7 1186.5 1068.5 946.8 1121.7 1046.5 923.3

Maps KM CASM SPLM DM GIM AM BM

Variance 1072.1 951.1 3818.2 5077.9 955.5 986.3 1129.0
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Table 4 Correlation distribution comparison results of “Lena” image

Maps Plain images (3000 pairs of pixels) Cipher images (3000 pairs of pixels)

Hz. Vt. Dg. Hz. Vt. Dg.

LM 0.9734 0.9849 0.9598 0.0205 0.0133 −0.0198

TM 0.9734 0.9849 0.9598 −0.0411 0.0005 0.0166

SM 0.9734 0.9849 0.9598 0.0233 −0.0056 −0.0087

LSM 0.9734 0.9849 0.9598 −0.0201 0.0231 −0.0277

LTM 0.9734 0.9849 0.9598 −0.0269 −0.0034 −0.0291

TSM 0.9734 0.9849 0.9598 −0.0051 0.0253 −0.0438

ILM 0.9734 0.9849 0.9598 −0.0040 0.0347 −0.0075

KM 0.9734 0.9849 0.9598 0.0051 0.0224 0.0059

CAM 0.9734 0.9849 0.9598 −0.0011 0.0154 −0.0003

SPLM 0.9734 0.9849 0.9598 −0.0019 0.0466 0.0059

DM 0.9734 0.9849 0.9598 0.0328 0.0015 −0.0459

GIM 0.9734 0.9849 0.9598 0.0344 0.0088 −0.0229

AM 0.9734 0.9849 0.9598 −0.0442 0.0223 0.0085

BM 0.9734 0.9849 0.9598 −0.0108 0.0274 0.0172

other 1D chaotic map based image encryption systems since they are having high
variance values when compared to other maps.
Correlation Analysis. This is a measure of correlations among adjacent pixels. For
better encryption, it should be close to+1 or−1 and 0 for plain images and encrypted
images respectively. The correlation values shown in Table 4 for the plain “Lena”
image are close to +1 while in an encrypted “Lena” image, the coefficient is close
to 0 along horizontal (Hz.), vertical (Vt.) and diagonal (Dg.) directions. This shows
that all 1D chaotic maps based proposed encryption system resist statistical attack.

4.3 Differential Attack Analysis

Actually, this analysis includes two techniques. They are Number of Pixel Changing
Rate (NPCR) and Unified Average Changing Intensity (UACI). Table 5 shows the
results of the two techniques. The minimum, maximum, and average values for 100
encrypted images are shown in Table 5, where these values are computed by altering
any one grayscale value in the plain image. This analysis outputs are very close or
more than the ideal NPCR (99.6094%) and UACI (33.4635%). The results show that
the suggested scheme efficiently resists differential attack using all the 1D chaotic
maps.
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Table 5 UACI and NPCR comparison results of “Lena” image

Maps NPCR in % UACI in %

Minimum Maximum Average Minimum Maximum Average

LM 99.5916 99.6248 99.6104 33.4104 33.5263 33.4637

TM 99.5992 99.6246 99.6110 33.4097 33.5064 33.4640

SM 99.5997 99.6258 99.6112 33.4111 33.5075 33.4578

LSM 99.5968 99.6173 99.6074 33.4572 33.5217 33.4829

LTM 99.5955 99.6253 99.6125 33.4073 33.4905 33.4654

TSM 99.5944 99.6193 99.6077 33.4186 33.4748 33.4440

ILM 99.5912 99.6278 99.6088 33.4182 33.5303 33.4630

KM 99.5950 99.6287 99.6111 33.4330 33.5420 33.4745

CAM 99.5948 99.6220 99.6091 33.4169 33.5274 33.4654

SPLM 99.5626 99.6497 99.6095 32.6680 35.6438 33.4972

DM 99.0070 100.0000 99.7186 7.1829 50.5084 34.6092

GIM 99.5944 99.6241 99.6090 33.3883 33.5170 33.4574

AM 99.5936 99.6279 99.6085 33.3918 33.5934 33.4681

BM 99.5911 99.6208 99.6090 33.3905 33.5479 33.4658

4.4 Information Entropy Analysis

For an ideal scheme, the information entropy value is near to 8, more it is nearer to 8,
more is the randomness. Table 6 is the results of the information entropy of “Lena”
image which is encrypted using various 1D Chaotic maps has a value nearer 8. This
shows that all the 1D chaotic maps based encryption system provide a greater degree
of randomness of pixels in images. We can also infer that the SPLM and DM based
encryption systems provide lesser degree of randomness in pixels compared to the
other 1D chaotic maps based encryption systems.

Table 6 Information entropy comparison results of “Lena” image

Maps LM TM SM LSM LTM TSM ILM

Entropy 7.9994 7.9992 7.9993 7.9993 7.9992 7.9993 7.9993

Maps KM CASM SPLM DM GIM AM BM

Entropy 7.9994 7.9993 7.9974 7.9965 7.9993 7.9993 7.9992
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4.5 Known-Plaintext Attack (KPA) and Chosen-Plaintext
Attack (CPA)

In Known-plaintext attack, the attacker has some plain text and its corresponding
ciphertext. He extracts the properties of the algorithm by using them. In Chosen
-plaintext attack, the attacker encrypt some random plaintext by using algorithm and
try to decode keys. In this proposed method, all the keys used are dependent on the
input plaintext. Therefore keys will be changing with plaintext. So it is not possible
to decode keys and it is resistant to KPA and CPA.

4.6 Comparison Analysis

In this analysis, the proposed encryption system using various 1D chaotic maps are
compared based on various attacks. Table 7 shows the comparative analysis results.
The comparison is between simulation outputs (SO), information entropy analysis
(IEA), brute-force attack (BFA), differential analysis (DA), Histogram and variance
analysis (HVA), correlation analysis (CA), CPA and KPA. In Table 7, we can see
that histogram attack may feasible in the SPLM and DM based encryption systems.
In addition to this, in SPLM and DM based encryption systems, the image is not
properly encrypted to get better encryption results.

Table 7 Comparison of different attacks using various 1-d chaotic maps

Maps SO BFA H VA CA DA IEA KPA & CPA

LM ✖ ✖ ✖ ✖ ✖ ✖ ✖

TM ✖ ✖ ✖ ✖ ✖ ✖ ✖

SM ✖ ✖ ✖ ✖ ✖ ✖ ✖

LSM ✖ ✖ ✖ ✖ ✖ ✖ ✖

LTM ✖ ✖ ✖ ✖ ✖ ✖ ✖

TSM ✖ ✖ ✖ ✖ ✖ ✖ ✖

ILM ✖ ✖ ✖ ✖ ✖ ✖ ✖

KM ✖ ✖ ✖ ✖ ✖ ✖ ✖

CAM ✖ ✖ ✖ ✖ ✖ ✖ ✖

SPLM ✔ ✖ ✔ ✖ ✖ ✖ ✖

DM ✔ ✖ ✔ ✖ ✖ ✖ ✖

GIM ✖ ✖ ✖ ✖ ✖ ✖ ✖

AM ✖ ✖ ✖ ✖ ✖ ✖ ✖

BM ✖ ✖ ✖ ✖ ✖ ✖ ✖

✖ → Attack may not feasible, ✔ → Attack may feasible
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5 Conclusion

A simple permutation and diffusion operation based image encryption algorithm
for evaluating performances of various 1D chaotic maps is described here. This
image encryption algorithm firstly used pixel permutation operation using various
1D chaotic maps and then performed pixel diffusion operation to obtain a ciphered
image. Present work is a comparison among various 1D chaotic maps based on
various security analyses. The SPLM and DM based encryption systems provide less
security in terms of simulation results and histogram attack as compared to other 1D
chaotic maps. Except SPLM and DM chaotic map, we can use the other referred
maps in near future to generate stronger multiple-image encryption techniques

Acknowledgements We thank the Information Security Education Awareness (ISEA) Project
Phase—II, Ministry of Electronics and Information Technology (MeitY), Govt. of India.

References

1. Coppersmith, D. (1994). The data encryption standard (DES) and its strengths against attacks.
IBM Journal of Research and Development, 38(3), 243–250.

2. PubNF. 197. (2001,November 26).Advanced Encryption Standard (AES). Federal Information
Processing Standards Publication 197, US Department of Commerce/NIST.

3. Gao, H., Zhang, Y., Liang, S., & Li, D. (2006). A new chaotic algorithm for image encryption.
Chaos, Solitons & Fractals, 29(2), 393–399.

4. Gupta, A., Thawait, R., Patro, K. A. K., & Acharya, B. (2016). A novel image encryption based
on bit-shuffled improved tent map. International Journal of Control Theory and Applications,
9(34), 1–16.

5. Samhita, P., Prasad, P., Patro, K. A. K., & Acharya, B. (2016). A secure chaos-based image
encryption and decryption using crossover and mutation operator. International Journal of
Control Theory and Applications, 9(34), 17–28.

6. Shadangi,V.,Choudhary, S.K., Patro,K.A.K.,&Acharya,B. (2017).NovelArnold scrambling
based CBC-AES image encryption. International Journal of Control Theory and Applications,
10(15), 93–105.

7. Chai, X. (2017). An image encryption algorithm based on bit level Brownian motion and new
chaotic systems. Multimedia Tools and Applications, 76(1), 1159–1175.

8. Guesmi, R., Amine, M., Farah, B., et al. (2016). Hash key-based image encryption using
crossover operator and chaos. Multimedia Tools and Applications, 75(8), 4753–4769.

9. Guesmi, R., Farah, M. A. B., Kachouri, A., & Samet, M. (2016). A novel chaos-based image
encryption using DNA sequence operation and secure hash algorithm SHA-2. Nonlinear
Dynamics, 83(3), 1123–1136.

10. Liu, W., Sun, K., & Zhu, C. (2016). A fast image encryption algorithm based on chaotic map.
Optics and Lasers in Engineering, 84, 26–36.

11. Rui, L. (2015). New algorithm for color image encryption using improved 1D logistic chaotic
map. Open Cybernetics & Systemics Journal, 9(1), 210–216.

12. Pareek, N. K., Patidar, V., & Sud, K. K. (2006). Image encryption using chaotic logistic map.
Image and Vision Computing, 24(9), 926–934.

13. Wang, Y., Wong, K. W., Liao, X., & Xiang, T. (2009). A block cipher with dynamic S-boxes
based on tent map. Communications in Nonlinear Science and Numerical Simulation, 14(7),
3089–3099.



Simple Permutation and Diffusion Operation Based Image … 95

14. Li, C., Luo, G., Qin, K., & Li, C. (2017). An image encryption scheme based on chaotic tent
map. Nonlinear Dynamics, 87(1), 127–133.

15. Belazi, A., & El-Latif, A. A. A. (2017). A simple yet efficient S-box method based on chaotic
sine map. Optik—International Journal for Light and Electron Optics, 130, 1438–1444.

16. Zhou, Y., Bao, L., & Chen, C. P. (2014). A new 1D chaotic system for image encryption. Signal
Processing, 97, 172–182.

17. Zahmoul, R., Ejbali, R., & Zaied, M. (2017). Image encryption based on new Beta chaotic
maps. Optics and Lasers in Engineering, 96, 39–49.

18. Alpar, O. (2014). Analysis of a new simple one dimensional chaotic map.Nonlinear Dynamics,
78(2), 771–778.

19. Feldman, D. P. (2012). Chaos and fractals: An elementary introduction. Oxford University
Press.

20. Wang, X., &Wang, Q. (2014). A novel image encryption algorithm based on dynamic S-boxes
constructed by chaos. Nonlinear Dynamics, 75(3), 567–576.

21. May, R. M. (1976). Simple mathematical models with very complicated dynamics. Nature,
261(5560), 459.

22. MathWorld—A Wolfram Web Resource Homepage. Retrieved May 4, 2018, from http://
mathworld.wolfram.com/LogisticEquation.html.

23. CRAMPIN, M., & Heal, B. (1994). On the chaotic behaviour of the tent map. Teaching Math-
ematics and its Applications: An International Journal of the IMA, 13(2), 83–89.

24. Griffin, J. (2013). The sine map. Retrieved May 4, 2018, from https://people.maths.bris.ac.uk/
~macpd/ads/sine.pdf.

25. Mollaeefar, M., Sharif, A., & Nazari, M. (2017). A novel encryption scheme for colored image
based on high level chaotic maps. Multimedia Tools and Applications, 76(1), 607–629.

26. Zhang, X., & Cao, Y. (2014). A novel chaotic map and an improved chaos-based image encryp-
tion scheme. The Scientific World Journal, 2014.

27. Driebe, D. J. (2013). Fully chaotic maps and broken time symmetry (Vol. 4). Springer Science
& Business Media.

28. VEPŠTAS, L. The gauss-kuzmin-wirsing operator. Retrieved May 4, 2018, from http://www.
linas.org/math/gkw.pdf.

29. Hilborn, R. C. (2004). Chaos and nonlinear dynamics: An introduction for scientists and
engineers (2nd ed.). New York: Oxford University Press.

30. USC-SIPI image database for research in image processing, image analysis, and machine
vision. Retrieved September 19, 2017, from http://sipi.usc.edu/database/.

31. Floating-point Working Group. (1985). IEEE standard for binary floating-point arithmetic.
ANSI, IEEE Std. (pp. 754–1985).

32. Kulsoom, A., Xiao, D., & Abbas, S. A. (2016). An efficient and noise resistive selective image
encryption scheme for gray images based on chaotic maps and DNA complementary rules.
Multimedia Tools and Applications, 75(1), 1–23.

33. Patro, K. A. K., &Acharya, B. (2018). Securemulti-level permutation operation basedmultiple
colour image encryption. Journal of Information Security and Applications, 40, 111–133.

34. Wang, X., & Zhang, H. L. (2016). A novel image encryption algorithm based on genetic
recombination and hyper-chaotic systems. Nonlinear Dynamics, 83(1–2), 333–346.

35. Patro, K. A. K., Acharya, B., & Nath, V. (2018). A secure multi-stage one-round bit-plane
permutation operation based chaotic image encryption. Microsystem Technologies, 1–8.

36. Patro, K. A. K., & Acharya, B. (2018). Novel data encryption scheme using DNA computing.
In Advances of DNA computing in cryptography (pp. 69–110). Chapman and Hall/CRC.

37. Sravanthi, D., Patro, K. A. K., Acharya, B., & Majumder, S. (2019). A secure chaotic image
encryption based on bit-plane operation. In Soft computing in data analytics (pp. 717–726).
Singapore: Springer.

38. Patro, K. A. K., Banerjee, A., & Acharya, B. (2017). A simple, secure and time efficient multi-
way rotational permutation and diffusion based image encryption by usingmultiple 1-D chaotic
maps. In International Conference on Next Generation Computing Technologies (pp. 396–418).
Singapore: Springer.

http://mathworld.wolfram.com/LogisticEquation.html
https://people.maths.bris.ac.uk/%7emacpd/ads/sine.pdf
http://www.linas.org/math/gkw.pdf
http://sipi.usc.edu/database/


96 D. Sravanthi et al.

39. Mohanty, S., Shende, A., Patro, K. A. K., & Acharya, B. (2017). A DNA based chaotic Image
fusion encryption schemeusingLEA–256 andSHA–256. Indian Journal of Scientific Research,
14(2), 190–201.

40. Chai, X., Chen, Y., & Broyde, L. (2017). A novel chaos-based image encryption algorithm
using DNA sequence operations. Optics and Lasers in Engineering, 88, 197–213.



Integration of Wireless Sensor Networks
with Cloud Towards Efficient
Management in IoT: A Review

Rajendra Kumar Dwivedi, Nikita Kumari and Rakesh Kumar

Abstract Internet-of-things (IoT) became very popular in today’s research. IoT
means all devices of a particular system should be connected with each other through
the internet. Cloud Computing and Wireless Sensor Networks (WSN) are integrated
for efficient management in IoT. This integration is known as Sensor Cloud. This
technology has a lot of applications due to the continuous development of information
and communication technology. Although sensor cloud has several advantages still it
has many research challenges like energy efficiency, security, QoS, etc. The wireless
sensor network is the network of sensors which operate on battery. Reducing energy
consumption and communication overhead are important issues of wireless sensor
networks. Efficient management of WSN and cloud results in efficient management
of IoT. This paper presents a survey on efficient management of IoT with sensor
cloud.

Keywords IoT · Cloud computing ·WSN · Sensor cloud · Virtualization

1 Introduction

IoT, cloud computing, and WSN are the latest technologies which can optimize an
application with help of each other. Integration of WSN with cloud is called sensor
cloud [1–3]. Figure 1 shows the architecture of sensor cloud. At lowest layer, there
are physical sensors which are mapped with virtual sensors at middle layer with help
of cloud. The upper layer consists of end-users who can run multiple applications
at a time with same WSN. End users can also use more than one WSN at a time
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Fig. 1 Architecture of sensor cloud

within the same application with help of virtualization managed by cloud. Thus,
cloud can provide sensor-as a-service. This integration helps not only the cloud but
also helps WSNs [4–6] to store and effectively manage the sensor data at cloud.
Other advantages of cloud include low cost of maintenance, flexibility of services,
fault-tolerant communication, backup, recovery, etc. Cloud computing also enables
on-demand sensor networks that can be released with minimal management efforts.
Several IoTapplications are basedon sensors. Therefore, this integration can alsohelp
IoT for its efficientmanagement. This integration helps a lot in real-time applications.
It has several advantages and opportunities still it has some issues and challenges
too, such as security [7–10], energy efficiency [11–14], load management [15], etc.
Nowadays, many types of research are being carried out in this field. This paper
presents a review on such researches toward efficient management of IoT.
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Rest of the paper is organized as follows. Section 2 describes some basic termi-
nologies. Various applications of IoT are discussed in Sect. 3. Section 4 focuses on
related work. Finally, Sect. 5 concludes the paper with some research directions.

2 Basic Terminologies

Few preliminaries and basic terminologies are discussed below:

2.1 Wireless Sensor Network

Wireless sensor networks are popular because of their capability of building their
own network for several environment monitoring as well as military applications
[16]. They have a small size, processing capability, and memory [17, 18]. WSNs
are created to sense various physical phenomenon like light, temperature, humidity,
radiation, sound, etc. Wireless sensor network helps to provide a bridge between
the physical and virtual world. It has a very large range of applications in indus-
tries, transportations, infrastructures, military, etc. Wireless sensor network can be
explained as a self-configured framework. Its various applications monitor physi-
cal or environmental conditions to collect the sensed data. This network also has
several constraints such as power, memory, processing capability, etc. Global posi-
tioning system and local positioning algorithms are used to get location and position
information.

2.2 Cloud Computing

Cloud computing is the delivery of computing services such as server, storage, soft-
ware, platform, database, networking, etc. It is based on pay-per-use technique [15].
This computing method provides various on-demand computer services available
over the internet. Cloud computing is approaching to experience direct cost and it is
expected to transform a data center from a capital-intensive set up to a variant price
environment. Cloud computing modifies the equivalent traditional concepts of grid
computing and distributed computing. It is a pool of abstracted, extremely scalable
and control computing infrastructure capability of host-end client request and billed
by a managed process [6, 19, 20].
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2.3 Internet of Things

Most of the applications of IoT are based on sensors which monitor the physical
and environmental conditions [1, 21, 22]. A cloud also helps to store and process
bulk of data generated by an IoT application. In IoT at remote a command is given
which controls the capabilities of the device. IoT devices are often mobile and can
be deployed at various locations. They need to be connected to server side from a
lot of different places. Internet-of-things is a network of physical devices which are
based on internet. The internet is not only a network of computers it has spread into
a network of device of all types and sizes such as smartphone, medical instrument,
industrial system, etc. All such devices are connected, communicate, and share infor-
mation based on some protocols in order to obtain smart reorganizations, positioning,
tracing, safety, and control.

3 IoT Applications

IoT is the need of today’s life. There can be many IoT-enabled applications such as
smart parking, smart animal farming, smart waste management system, etc. Some
of the applications of this technology are shown in Fig. 2 and discussed below:

3.1 Smart Home

Our life-style at home can be improved by making it smart. A smart home facilitates
us in many ways. A smart house can automatically down the blinds of window or
close the window as per the requirements of the seasons.

3.2 Smart Health Care

Healthcare application is gaining popularity these days where actuators and embed-
ded sensors are implanted in the patients to receive the health related data of the
patients. This data is analyzed automatically and doctors can provide facilities and
health related services to the patients accordingly [4]. Thus, suitable actions can be
taken for the betterment of the patients by the healthcare system.
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Smart Home
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Fig. 2 Major applications of IoT

3.3 Smart City

Good quality of life in the smart city is improved by providing comfort and ease
to the residents. Interest for information is received according to people’s necessary
different interconnect systems that understand and offer the suitable services (like
transport, utilizes health, etc.) to people.

3.4 Smart Grid

Smart grid is techniques that provides electricity from supplier to consumer through
digital technology for saving energy and reduces cost and increase reliability. The
network operator is all about the extension of grid observation, improved reliability,
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wide measurement, and self-healing properties. The system integrated it all about
integration of it and automation application.

3.5 Smart Transportation

The smart transportation systems are generally developed by the government or trans-
portation authority. This system controls the traffic with help of smart traffic signal
system. Various progressive programs regulate transportation. The advancement of
electric vehicles, charging facility and dedicated short range communication helps
the development of smart vehicular system.

3.6 Smart Agriculture

Smart agriculture is a computing-based agriculture that helps to change and reorient
the agriculture systems. It efficiently supports the development and guarantees of
food security during and ever-changing climate. The main focus of smart agriculture
is to enhance agriculture productivity and incomes.

3.7 Smart Animal Farming

Smart animal farming became very popular these days. It provides proper diet care
and environment required for animals. Smart farming is required to monitor animal
farms remotely. This intelligent system should also do surveillance of the entire farm.
Good care of animals is very important.

3.8 Environmental Monitoring

Use of cloud and IoT can change the development of high-speed information system
between the entities. Sensors are deployed in any monitoring area to sense some
environmental conditions such as temperature, pressure, movement of objects, etc.
[5]. Some monitoring can be continuous and long term such as level of water, gas
concentration in air, soil humidity and other characteristics, inclination for static
structures, position changes, lighting condition of infrared radiation for fire and
animal detection. A cloud-based data access is able to structure the potential energy
requirements of low energy communicative segments and presents fast access to the
data for end user. It accepts to manage and process the complex events given by the
real-time data flow of sensors.
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Table 1 IoT area, utilization, requirements and challenges

IoT area Utilization and requirements Challenges

Smart home Industrial consolidation,
Development of multi-power
saving and cross-application

The core component, security,
private protection

Smart healthcare Medicine, treatment of remote
virtual, the sharing and
management and information
of patient for treatment and
drug

The industrial clear are no
planning, limited manufactured
abilities sensor, medical and
biomedical largest scalability
of data

Smart city Efficient delivery of public
utilities such as water,
electricity as well as associated
government service

It requires smart people

Smart grid The power generated in sensor
monitoring, the power supply
in automatically management

The core lack of technology,
communication including
reliable, electromagnetic
security, and capabilities

Smart transportation The RFID technology in
development of intelligent
transport system

The transportation
management from various
administration department

Smart agriculture Real-time access and
information sharing of
agricultural resources,
intelligent management of
products circulation and safety

Lack of low-cost sensing
technology and devices, lack of
communication infrastructure
in countryside

Smart animal farming This smart system will operate
remotely for monitoring the
animal farms

It will detect any misshaping
and protection or such type of
like fire

Environmental monitoring Environment monitoring
includes population, impressive
sciences, geographic research,
monitoring of flood and fire

Less number for monitoring
station and least develop
management platform, less in
developed on manufacturing
the high accuracy sensor chips,
the unified industry standard

Table 1 shows the comparative study of various areas of IoT, their utilization,
requirements, and challenges.

4 Related Work

In this section, a survey on various techniques for efficient management of IoT with
sensor cloud is presented. The analysis is discussed as follows.

Madden et al. [23] described the industrial vision correctly. Sensors have limited
constraints such as intermittent connectivity, energy and memory constraints etc.
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Maintaining record of historical information is difficult for sensor data streams.
These limitations show that the traditional database instrumentation is unsuitable for
queries over sensor. They presented the Fjords architecture for query management
over sensor data streams and limiting the resource demands. This architecture also
helps to maintain the high query throughput.

Gnawali et al. [24] discussed CTP report, which is a variable rating protocol from
the wireless sensor networks. CTP usually uses three techniques to give effective,
robust, and reliability routing for high-equilibrium network condition. CTP’s link
estimator has accurate platform-independent interface. Second, CTP usually uses the
algorithm to time to manage traffic, sending few visual signals in stability topology
yet quickly adaptive to changes. Finally, CTP activates the technology with data
traffic quickly to discover and fix routing failures.

Sudarshan et al. [25] demonstrated that the mobile sensor is a rising technology
which is being researched in large in the past decade. This research survey paper
studies the concept of mobile sensor integrated with the cloud service. It informs the
different mobile sensor availability and their classification. It studies the necessary
and limited mobile sensor network in terms of store computed power efficiency and
scalable.

Estrin Deborah et al. [26] explained that sensed data can be stored at cloud so that
it can be retrieved by any handheld devices like mobile phones anytime and from
anywhere to analyze the system. Any user can fetch the data using his mobile phone
or computer as per the permissions granted to him by the IoT system. Thus it helps to
many expectations of daily lives. Present data capture leveraged data processing and
personal data overleaps are the essential components for these emerging systems.

Alessio et al. [27] described that IoT has now become part of our life. They
explained that cloud and IoT are merged together to serve a varied number of appli-
cation scenarios.

Nair [28] explained thatWSNs are used broadly in different areas. They discussed
a model for power-aware scheme.

Dash et al. [29] presented wide range of critical applications that get and process
data of remote sensor systems from the real world.

Dinh et al. [30] told that a volatile increase of the mobile application and envi-
ronment communication in mobile computing is the cause of the evolution of sensor
cloud.

Dash et al. [31] explained that there is an expanding pattern of utilizing distributed
computing circumstance for the capacity of information process. Cloud computing
gives applications, platforms, and foundation over the internet. It is another mech-
anism to get the shared assets. Remote sensors have been viewed as the most fun-
damental innovation for the twenty-first century which is spatially distributed in
the sensor network for information transmission. Secure and easygoing access of
information in distributed computing is very expansive.

A comparative study of the literature survey of related work is shown in Table 2.
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Table 2 Comparative study

Authors Year Contribution Remarks

Madden et al. [23] 2016 Explained the industrial vision
correctly

Architecture from the decision
multiple queries over many
sensors and should be limited
sensor resources demand get
through maintaining high
query throughout

Gnawali et al. [24] 2009 CTP reports a variable rating
protocol from the wireless
sensor networks

The technology with data
traffic is quick

Sudarshan et al. [25] 2010 Survey of Mobile sensor is a
rising technology

Mobile sensor power
efficiency and scalable

Deborah et al. [26] 2016 Mobile phone and cloud
service collective and analyse
system systematically data

Present data capture leveraged
data processing and personal
data overleap are the essential
components for these
emerging system

Alessio et al. [27] 2016 Technology that is both
already part of our life

Where cloud and IoT are
merged together is predicted
as disruptively

Nair et al. [28] 2011 Environment monitoring
surveillance and military
applications

Management circumstance
management, data
conglomerations, connect
management

Dash et al. [29] 2012 Distributed resources sharing Real-time traffic
accumulation, real-time
environment data monitoring

Dinh et al. [30] 2013 Integrated cloud computing
into the mobile environment

Performs environment
communication in mobile
computing

Dash et al. [31] 2010 Utilizing distributed
computing circumstance

Expanding pattern of utilizing
distributed computing

5 Conclusions and Future Directions

Today, IoT has become part of human life. Many IoT-enabled devices are available in
market and still, in future, there is a large scope for researches related to IoT. Several
IoT applications are based on sensors and cloud. Therefore, for efficient management
of IoT, sensors, and cloud should also be efficiently managed. This paper provides
a review on efficient management of IoT using sensor cloud which is the result of
integration of WSNs and cloud.

There are several other research issues and challenges to work upon such as
security, QoS, cost control, pricing, etc. These challenges provide future directions
to the research.
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Reliability-Based Resource Scheduling
Approach Using Hybrid PSO-GA
in Mobile Computational Grid

Krishan Veer Singh and Zahid Raza

Abstract The inclusion of smartphone/mobile nodes as a part of grid computing
increases the computation limits of the static grid while at the same time adds to
the complexity owing to the associated factors like mobility, limited power, and
weak wireless connectivity. This work presents a hybrid PSO-GA (Particle Swarm
Optimization––Genetic Algorithm) based resource allocation strategy for reliable
execution of jobs within a reasonable time for the computational mobile grid. Before
allocating the task to the resources, the best nodes as per the fitness function are
selected under the given constraints in order to meet the scheduling objectives. PSO-
GA is a hybrid approach, proving to be more efficient and effective than single PSO
or GA. Simulation study supports the effectiveness of the proposed approach.

Keywords Mobile grid computing · Reliability · Particle swarm optimization
(PSO) · Genetic algorithm (GA)

1 Introduction

Advancement in technology cumulatively has helped the researchers to create better
handheld devices with enormous computing capacity at cheaper price. The statistics
shown in Fig. 1 presents research done by Statista––The Statistics Portal to observe
the growth of smartphone users over years supporting the above claims [1]. It can be
observed from the figure that todaywe have around 2.53 billion smartphone users that
can contribute to research if a potential platform is created. This was the motivation
for the development of the concept of Mobile Computational Grid (MCG) that can
combine the huge computing power of these handheld devices across the globe with
desktop grid or on the standalone basis of mobile grid to contribute to the progress
of both science and society.
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Fig. 1 Worldwide number of smartphone users from 2014 to 2020 (in Billions) [4]

Themobile grid system follows all the concepts of existing grid systems [2–5]. The
penetration and utility of these handheld devices coupled with the advent of the IoT
paradigm promise to be enormous in future thus calling for the proper exploitation of
the underutilized capacity of this whole mobile computational workforce to be used
as a grid [6, 7]. MCG includes the grid infrastructure when computing nodes are
mainly mobile nodes but even existing grid of desktop computers can be included to
contribute toward a more effective system. The application of mobile grid includes
the research projects to even day-to-day applications, e.g., translating book into any
other languages, music, medical services, data mining, creating a big picture for
better rescue and help operation of a calamity affected [8, 9].

Being an NP class of problem, various Quality of Service (QoS) parameters have
been used. This encouraged us in this work to look into the problem considering the
reliable job allocation for the MCG while considering the other domain constraints.
Accordingly, this work proposes a hybrid PSOGA method to schedule the tasks on
the available MCG resources by keeping in mind maximization of the job execution
reliability in the system.

2 Scheduling Model

The work is based on certain assumptions for better real-life simulation scenario. We
consider the following assumptions to simulate the proposed approaches.

– Sufficient bandwidth is available and no network congestion when a node moves
to another cell.

– Nodes participating in grid infrastructure have a better battery life cycle and have
a constant decay rate.
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– Nodes with a minimum of 1 GB RAM are considered for smooth processing of
the request.

– Mobile node entering fromanother cell is not eligible for allocation if theirmobility
score, user behavior, and battery status are unknown.

– Nodes moving at a higher speed are not considered for allocation due to frequent
cell change and a handshake, which increases its power consumption rate and
hence decreases the system reliability.

– Smartphone battery stays at least for a day even if it participates in grid infrastruc-
ture and amidst mild user behavior.

– One job module can be assigned to only one node. However, the task can be
distributed among various nodes distributed as modules.

2.1 Reliability Expression

We follow the approach proposed by [10–12] to calculate the node probability during
the task execution and hence compute the reliability of the grid system. In order for a
task T assigned to the nodes in the MCG to execute, it must be operational during its
execution and each path must be functional during the inter-module communication
(IMC) between the two processing nodes. The reliability of a processor Pk during
the time interval t follows Poisson distribution and is calculated as shown below:

Rk(X) = e− ∫ t
0 λk (t)dt (1)

The expression reduces to e−λk t , if we assume that the failure rate λk is constant
during the operation. The total execution time for the module to pk can be written as

∑n

i=1
xik eik (2)

Thus, the reliability Rk(T, X) for the execution of the task to the processors Pk can
be estimated as

Rx (T, X) = exp
(
−λk

∑n

i=1
xik eik

)
(3)

where

m: number of modules in the task,
T: Tasks assigned to the processor
λk : The failure rate of processor
X: Matrix represents an assigned task to a node
eik : Execution time of task ti on processor pk
xik : an element of X,
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x =
{
1 i f taskti is assigned to no depk

0, otherwise
(4)

Equation 2 gives the total time required to execute the task ti on processor pk. Let,
Lkb be the path between the two processors pk and pb. The reliability of the commu-
nication link between these two processors during t time interval can be calculated
as

Rkb(X) = e−μkbt (5)

where t is the total time elapsed in transmitting the IMC and is evaluated as

Rkb(T, X) = exp

(

−μkb

∑n

i=1

∑n

j=1
xik x jb

(
ci j
wkb

))

(6)

where

μkb: the failure rate of the path Lkb.
ci j : the IMC between the task ti and tj, cij = cji, and cii = 0, ∀ 1 ≤ i, j ≤ n and
wkb: the transmission rate of path Lkb.

The system is reliable when both its involved components are fully operational
during the execution. Accordingly, the system reliability with the task allocation X,
as the total system reliability can be calculated as

R(X) =
n∏

k=1

Rk(X)

n∏

k=1

n−1∏

b>k

Rkb(X) (7)

= exp(−COST (X)) (8)

3 Fitness Function

In Eq. (8), COST(X) function is the required fitness function that needs to be opti-
mized. A negative sign indicates that in order to maximize the reliability R(X), we
need to minimize the COST(X) function expanded from Eq. (8) as shown in Eq. (9).
The first component in the COST(X) represents the unreliability caused by the exe-
cuting nodes of various reliabilities and the second term gives the unreliability caused
by the possible link failures during the IPC between the two processors calculated
using Eqs. 3 and 6. The COST(X) can then be written as

COST (X) =
n∑

k=1

m∑

i=1

λk xikeik +
n−1∑

k=1

∑

b>k

m∑

i=1

m∑

j=1

μkbxik x jb

(
ci j
wkb

)

(9)
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4 The Proposed Model

The infrastructure of MCG consists of N number of mobile nodes including the likes
of smartphone, laptops, tablet, etc., with processing capacity pk (1 ≤ k ≤ N) and
connected through possibly weak wireless network. All these devices are dynamic
in nature due to their mobility or due to the connectivity issues. Mobile devices
like smartphone are mobile in nature assumed moving with velocity v and powered
by a limited power source with a battery status denoted as BP. All these features
and constraints have some benefits and restrictions at the same time. These issues
if not properly taken care of leads to the failure of either computing nodes or the
entire mobile grid system. To address this, we propose a reliability-based resource
scheduling model in which n number of mobile nodes are selected to schedule the
task comprising of modules. The resources are selected considering the following
points:

• First, the resources are categorized on the basis of the available battery power in
clusters of good, moderate, and poor resources.

• Depending on the usage pattern and mobility of nodes we divide the available
nodes into these three above-mentioned categories [10].

• Considering the above conditions, we select the good and moderate resources
(nodes) among available, leaving the poor resources so as to avoid the possible
failure of job execution which otherwise would lead to the delay of results or no
result at all.

• PSOGA is then applied to look for the best mapping of these tasks on the mobile
grid on the selected resources as mentioned above. The process terminates with
the allocation of the tasks on the selected cluster of resources as suggested by
PSOGA in order to optimize the QoS which in this case is reliability.

4.1 Hybrid PSO-GA

This work proposes the use of hybrid PSO-GA. The hybrid approach begins from the
initialization step where the population or swarm of particles and their corresponding
velocities are randomly generated over the search space. However, the initial position
is randomly chosen from the number of available processors xi0 ∈ [1, n], i.e., the
values lie in the range (xmin = 1 and xmax = n) representing the corresponding
lower and upper boundary values, respectively, where n is the total no. of usable
processors under the given constraints. The velocity vector is used to update the
current position of each particle in the swarm from the memory gained from each
particle known as particle best (pbest ) and knowledge gained from the whole swarm
(known as global best (gbest ). Calculation of velocity is shown as Eq. (10) in which
the first part is the momentum that improves the ability of global search and second
part corresponding to the cognitive influence that helps in learning from individual
experiences.
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vi(t + 1) = w.vi(t) + c1 ∗ r1 ∗ (pbest−xi(t)) + c2 ∗ r2 ∗ (gbest − xi(t)) (10)

The last part is known as the social influence which is the process of learning from
the experiences of others representing the information sharing and social cooperation
betweenparticles.Here, c1, c2 are acceleration constants and r1, r2 are randomnumber
between (0, 1). The pseudocode of the proposed hybrid algorithm is shown in the
above section [13–15].
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5 Experimental Study

This section presents the experimental study of the proposed model and the obser-
vations through the simulation study performed using MATLAB R2010b simulator.
Simulation experiments use random values to generate population and other parame-
ters but within the certain predefined range. The initial set of population is randomly
generated. The values and the range of the parameters used are as shown in Table 1.

The experimental study shows that the hybrid algorithm outperforms the PSO and
GA under various conditions. The experiments were run five times and the average of
the results have been presented. The experiments were performed with varying Job,
Nodes and Iteration counts and the results are presented as Figs. 2, 3 and 4. By varying
the job size and changing the processing nodes in each case, the hybrid algorithm
reports a better performance. As can be seen in all the results, the hybrid approach

Table 1 Parameters used No. of processing nodes 50–100

Job Size 40–100

Lambda 0.00005–0.0010

Mu 0.00015–0.00030

Population size 30, 50, 100

Generation count 50–100

User behavior 0–40, 40–60, 60–100

Battery status 0–40, 40–80, 80–100

Fig. 2 Fitness variations with Job Size = 30, Processing Nodes = 50 and Iteration Count = 100
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Fig. 3 Fitness variations with Job Size = 50, Processing Nodes = 100 and Iteration Count = 100

Fig. 4 Fitness variations with Job Size = 100, Processing Nodes = 100 and Population Size = 50

using PSO-GA eventually results in a saturation value of the Fitness in terms of
reliability to be better valued than that of PSO or GA alone. The saturation in all the
approaches was observed to be attained till iteration count of 100. For the reduced
population size of 50 as reported in Fig. 4, the results were observed to converge
faster in close to 50 generations. Further, the model also observed to perform even
better by varying the processing nodes and increasing the job size. The same pattern
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of results was observed for other data sets as well. From the experimental study it is
also observed that the proposed PSOGA approach saturates faster than GA or PSO
used alone as suggested in the literature too for similar hybrid models.

6 Conclusion

This work studies the reliability-based job allocation on the MCG. To study the
reliability, the work considered the battery power and usage pattern of the node
being two crucial factors in deciding the suitability of the nodes considered for
allocation and thus deciding the reliability of the system. A hybrid evolutionary
approach combining PSO andGA is used to schedule the tasks on the selectedmobile
grid resources to attain the allocation pattern resulting in maximum reliability of the
job execution. The system performance is evaluated through simulation study with
the results being compared with basic PSO and Genetic Algorithm. Results indicate
that the proposed hybrid approach outperforms the single evolutionary approach of
PSO or GA when used alone.
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Internet of Things (IoT) Enabling
Technologies, Requirements,
and Security Challenges

Shadab Alam, Shams Tabrez Siddiqui, Ausaf Ahmad, Riaz Ahmad
and Mohammed Shuaib

Abstract Internet of Things (IoT) is an emerging technique for connecting heteroge-
neous technologies related to our daily needs that can affect our lives tremendously.
Many architectures and applications have been proposed and implemented using
IoT platform from a simple supply chain to complex life support systems. There are
many obvious benefits of such networks but these systems can cause great danger to
finance and life if compromised. Such issues are hindering the mass adaptation of
IoT. This requires a strong architecture that can provide strong user authentication,
access control as well as privacy and trust to the users of the system. The IoT network
is a heterogeneous network connecting many small hardware constraint devices and
alsowhere traditional security architectures and techniques cannot be applied. There-
fore, it requires a different set of specialized techniques and architecture to provide
security to the IoT network. This paper focuses on the security requirements, current
state of art as well as future directions in the field of IoT.
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1 Introduction

Internet of Thing (IoT) is gradually entering and affecting our lives and this trend
will further increase rapidly in the coming years. IoT is not a new thing but only in
the past few years academia and industry have given more attention.

There is no specific or single definition of IoT but different groups and organiza-
tions have defined differently. Things can be defined in respect of IoT as different
objects having the capability to sense, interact, and communicate with each other
and environment. IoT is the interconnection of these things. According to a study
by Gartner, there will be 25 billion IoT devices by the year 2020 [1]. These devices
or things are heterogeneous in terms of size, capability, technology, interoperabil-
ity, and attributes. These devices may vary from high capacity Super Computers to
devices with minimal capacity like RFID or NFC Tags.

According to another market survey report by IHS Markit, there will be 30.73
billion IoT devices that will further increase to 75.4 billion in 2025 [2]. To make
a connection of these things we require special infrastructure and middleware to
incorporate these devices into existing vast “Internet” network. Due to resource
constraint, many traditional security techniques will not be of any help in these
devices and require special attention. This paper examines the existing infrastructure
available in the field of IoT, security requirements with security techniques and
envisages the future requirements to make IoT safe secure for wide adaptation and
security of this infrastructure.

2 IoT Definition

The term “Internet of Things” was coined by Kevin Ashton in 1999 for an idea to
include RFID tags in supply chain management to track objects [3]. Since then, the
term Internet of Things or in short generally referred to as IoT has evolved a lot
and still changing so much that it has in itself became a major area of research and
development. Internet of Things can be broadly defined as a network of “Things”
and people which will allow connectivity among them at any time and any place
where these things may be using homogeneous or entirely heterogeneous network
and services [4].

“Thing” can be defined as an object which can be uniquely identified and it can
be accessed anytime from anywhere [5]. The primary function of the IoT network is
to uniquely identify “Things” and connect these things to the internet for collecting
information, communication, and processing. Such networks are created in order
to fulfill a certain objective. Such network minimizes the human intervention in
fulfilling desired objectives.
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3 IoT Enabling Technologies

3.1 Sensor and Actuator

A sensor is a device that detects any change or event in its environment and generates
a corresponding output signal [6]. There are various types of sensors based on their
applications like proximity sensor for detecting presence of any object in a specific
range. Thermal sensor for sensing the temperature of an object or environment,
acoustic sensor for sensing the sound, automotive sensor for sensing speed and fuel
in automobile, optical sensor for sensing absence and presence of light, electric and
magnetic sensor, etc [7, 8]. The sensed information is used to generate some specific
output signal automatically that is used by actuators for control or movement of a
specific device or system. An actuator is a device that receives a specific signal from
the sensor and generates motion corresponding to these signals [9].

Sensors and actuators are the backbones of the IoT infrastructure that are used to
sense information and take automatic decisions based on these inputs that help in a
high level of automation.

3.2 Machine-to-Machine (M2M) Communication

Machine-to-machine (M2M) communications is a new concept that makes automatic
data transfer and communication amongdifferentmachines possible. Thesemachines
can be sensors, actuators, computers and processors, and a different mobile device of
varying capacity [10, 11]. Such automatic communication networks amongmachines
are more intelligent and less dependent on the human intervention that makes it very
useful in IoT applications.

3.3 Radio-Frequency Identification (RFID)

Radio-Frequency Identification (RFID) is a wireless technology that uses elec-
tromagnetic signals for sending and detecting an object. The RFID system has
three components namely; Transponder (Tag), Antenna and a transceiver (with
decoder) [12].

Since its inception in 1906, RFID technology has evolved a lot and its application
is very common nowadays and considered as an option to replace barcodes which
can be further used to detect and uniquely identify an object for a comparatively
long distance. Tags can be read-only tags that are prewritten and cannot be further
modified and Write tags that have the facility to edit the information stored in it
that can be uniquely identified based on the ID stored in them. Tags can be further
classified as active and passive based on electromagnetic signals and battery power.
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Passive tags are dependent on the electromagnetic signal generated by the reader but
with limited range. Active tags have their own power and can themselves generate
signals that increase their range.Althoughmuch advancement has beenmade inRFID
technology security is still an issue in these tags because traditional encryption and
other security technologies cannot be applied on such tags due to the absence or very
limited power and processing ability [13]. RFID tags will be a major part of the IoT
network and need to be secured for a secure IoT. Many solutions have been proposed
[14] and need to be standardized to be applied in the IoT network for application in
RFID security.

3.4 Near-Field Communication (NFC)

Near-field communication (NFC) technology uses the magnetic induction field and
operates at 13.56MHz radio range that enables contactless communication between
two devices at a very short range of less than 10 cm [15].

The communication can be active or passive based on that if the device creates
its own radio-frequency (RF) field or not, respectively. Passive devices don’t have
a power supply like smartcards but active devices usually have their own power
source [16]. There are many security concerns like eavesdropping, data corrup-
tion, data modification, man-in-the-middle attack, etc. are common in any wireless
communication protocol and NFC is also susceptible to these. Many security solu-
tions have also suggested such issues [17] but still, there are many open questions
that need to be answered before the large-scale adoption of these devices in IoT
infrastructure [18].

3.5 Wireless Sensor Network

Wireless Sensor Network (WSN) is a network of wirelessly connected sensors and
actors that sense the environment and perform an action in a distributed and collabo-
rative manner. InWSN, the sensor collects information about the physical world like
temperature, sound, pressure, health information, etc., and actors take appropriate
decisions and perform actions based on the information collected by the sensors [19].
These sensors can be homogeneous or heterogeneous, static or dynamic, location-
aware or unaware and have basic data processing abilities. The WSN should be
scalable and it can be proactive or reactive based on its reaction to the environmental
changes. A reactive Wireless Sensor Network can immediately react if any changes
occur in the sensed environments [20]. This gives flexibility to the actors to perform
activities from a remote location. Wireless Sensor Network is a basic component of
the IoT network but there are many security considerations that need to be reviewed.
There can be two approaches for integrating WSN into IoT network by either giving
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access directly to wireless devices or using amiddle layer in form of the base a station
or gateway [21].

3.6 6LoWPAN

6LoWPAN is a networking technology that combines the Internet Protocol Version
6 (IPv6) Low-power Wireless Personal Area Networks (LoWPAN). This technol-
ogy enables the devices with constrained hardware resources to connect with the
internet and communicate. This supports mesh topology and a very good level of
reliability at the same time very low power consumption that makes it ideal for IoT
applications [22].

4 IoT Requirements

The most important IoT requirements are: [23].

• Interoperability: In IoT, there will be wide-ranging devices with heterogeneous
technologies involved and there should be somemechanism for these technologies
and devices to operate and communicate with each other efficiently.

• Evolvability: There is no standard for IoT devices and network till now and not
seems possible in the near future. Even if the IoT architecture is somewhat stan-
dardized then still there will scope for new technologies and devices. IoT should
be in a position to evolve itself in due course of time and accommodate newer
technologies.

• Scalability: IoT network is about 20 billion devices and it will rapidly increasewith
more and more standardization and security solutions in this field. The network
should be scalable to any number of devices without affecting the performance.

• Availability: Many critical days to the functioning of human life will depend on
the IoT network that requires 24 × 7 availability.

• Performance: Generally the system have to trade-off between low power and high
performance but IoT requirements are different. IoT system should give high per-
formance at low power consumption.

• Resiliency: Resiliency refers to the system’s ability to recover from any possible
failure, resist the external threats and adapt according to the environmental changes
in which it operates [24]. Providing resiliency feature in the ever-changing IoT
infrastructure is very difficult and a major area of research in future.

• Security and Privacy: The most important requirement of any network is security
and privacy. This becomes more critical due to the networking of many resource
constraint devices where traditional security and encryption standards cannot be
applied and need a totally different architecture to provide security and privacy to
such networks.
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5 IoT Security Challenges

There are various security challenges and limitations related to IoT, which are affect-
ing large-scale adaption. In this section, these challenges and limitations have been
discussed in detail as well as possible solutions to overcome these challenges.

5.1 Resource-Constraint Devices

Devices connected in the IoT network are resource constraints and very little capa-
bility for storage and capability. This is a major issue for designing or applying any
security framework. Standard security frameworks, cryptographic algorithms can-
not be applied in such case. Specific security mechanism and framework have to be
designed and applied which can be run on a very low level of hardware configura-
tion but at the same time can sustain a high level of brute-force attacks and other
cryptanalysis techniques. Middleware based frameworks are a possible solution to
address such security requirements [25].

5.2 Low Energy/Power Requirements

The devices in the IoT network are resource constraints as well and they need to
run on wireless mode for long service hours with limited power consumption. This
restricts also to use protocols with little computational and power requirements.
6LoWPAN is one of the major techniques to support IoT requirements with low
power consumption. Other solutions are low-power-embedded devices, RFID and
NFC tags, but RFID and NFC tags have many security concerns that need to be
addressed.

5.3 Heterogeneous Devices (Interoperability)

Various different types of devices with varying configurations and capability are
connected and ad hoc networks are created that make it very difficult to devise a
mechanism for interpretability. A lot of standardization works have been done by
various organizations and issues but still, no global standard in place for interop-
erability of IoT devices and the majority of the task are de-facto or organization
specific.
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5.4 Bandwidth

High level of connectivity and a very large number of connected devices creates a high
volume of communication and data that needs high bandwidth of Internet of speed.
In the majority of countries, internet speed is still very slow. New 5G technologies
may address these issues and until high bandwidth data rate is not achieved, the IoT
technology will remain confined to a very small area of this world. These issues
will be automatically handled in the near future with the implementation of new and
evolving internet technology providing cheap and fast internet connection.

5.5 Scalability

The growth of IoT devices are tremendous and billions of devices are connecting in
this network with passes of time. Therefore, the IoT base network should support a
high level of scalability to incorporate such huge growth of IoT devices.Middleware-
based architecture can be a possible solution that will separate the application layer
with the physical layer implementation and number of devices connected. Such a
network can be scaled be improving the middleware resource architecture.

5.6 Data Volumes

Billions of connected devices will generate a very large and complex data that has to
be stored and interpreted for the automation of various activities. Big Data applica-
tions have to be applied in these networks while considering the security and privacy
issues. Hadoop platform is a possible major solution for IoT-based big data analytics
solutions.

6 Conclusion

In this paper, a broad introduction and definition of IoT have been given. This paper
analyzed various enabling technologies for IoT growth and its applications. This
paper further presents the various requirements and security challenges for IoT and
presented various possible solutions to these challenges.Middleware-based solutions
can counter major challenges that deal with the infrastructure-based solution at the
same time. Hadoop platform can provide a solution for big data analytic requirements
for analyzing the data. In this way, it can be inferred that IoT security challenges
and issues can be easily resolved by using the existing frameworks and technologies.
There are sufficient technological advancements available that if applied can provide
a secure, efficient, and reliable IoT-based solutions.
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Impact of Network Load for Anomaly
Detection in Software-Defined
Networking

Ashish Gupta, Bharat Didwania, Gaurav Singh, Hari Prabhat Gupta,
Rahul Mishra and Tanima Dutta

Abstract Software-DefinedNetworking (SDN) introduces a newnetwork paradigm
for separating the control plane and data plane. The control plane manages the packet
flow in the data plane of the network. The anomaly detection in the context of SDN
is to identify potentially harmful traffic. If an anomaly occurs because of malicious
packets in SDN, inspecting the payload of packets is an effective way to recognize
abnormal traffic. In this paper, we consider different bandwidths and topologies of the
network for the detection of an anomaly in SDN. We also evaluate the performance
of the SDN on the same network. We have implemented different tree topologies
on OpenFlow controller using Mininet network emulator. We considered OpenFlow
messages as a performance metric for evaluating the performance of the network
with different tree topologies.
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1 Introduction

Software-Defined Networking (SDN) is a mechanism of improving network effi-
ciency, management, and security by separating the control and data plane of the
network [10, 11]. In the traditional networking concept, two important functions are
as follows: first decide how to process incoming packets, e.g., to which physical port
the packets will forward, and then output the data to the predecided port. In SDN,
these two mentioned tasks are decoupled into data plane functions and control plane
functions. The separation of control plane and data plane makes a vertical decentral-
ization of the traditional network. The forwarding decision (control plane) is made
by a controller, which manages and operates a network through open interfaces. The
controller located above the data plane maintains a centralized view of the entire
network, which provides a decisive advantage over the current network architec-
tures. The logically centralized architecture supports programmability of the control
plane that allows bifurcation of control plane functionality from network devices
like routers, switches, etc., to specified controller instances running in a software as
shown in Fig. 1.

The controllers in SDN have granular control over the switches to handle data
and the ability to automatically prioritize or block certain types of packets. This
increases network efficiency without investing in expensive and application-specific
network switches. Multiple types of network technologies are designed for SDN
that can make the network more agile and flexible to support the visualization of
the server. It also supports storage infrastructure of the data center. In short, SDN
can be defined as an approach for designing, building, and managing networks that
creates a decentralization by separating the control plane from the data plane of the
network. In other words, it is the separation of the network infrastructure and the
control functions of the network.

Fig. 1 Illustration of the
SDN Architecture with
anomaly detection
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Figure1 shows that the control plane act as a middleware between the network
devices at the bottom and the network applications at the top. In SDN, flow manage-
ment is a crucial task for making the network intelligent. The network intelligence
by controlling the flows in the network is provided by the brain of the network, i.e.,
controllers. The switches and routers in SDN are not provided with any intelligence
and they therefore simply accept rules from the controller for forwarding the packets.
SDN mainly uses two interfaces, i.e., southbound and northbound interfaces. The
southbound interface is used to pass information from the SDN controller to routers
and switches. Similarly, the northbound interface is used to relay information from
the SDN controller to applications and services that are running over the network.
OpenFlow is a protocol used in SDN for providing centralized control functionality
to the switches and traffic flows in a given network.

The growing popularity and recent advancements in SDN enable the inclusion of
management plane along with control and data planes. The software services that
can help in remotely monitoring and configuring the controller function are part of
the management plane. It includes the definition of the policies of the network and
its execution on the control plane, where data is forwarded by the data plane.

With the invention of the SDN, there is an architectural and structuralmodification
in the traditional network. The logical centralization of SDN helps in dynamically
adjusting the data traffic from a single point of control, i.e., controller. In SDN,
the single point control is beneficial in providing the vertical decentralization of
network and increasing the network efficiency but it is a vulnerable point for attack.
The person who can get the access of the controller can demolish the entire network
performance.

The intrusion detection in SDN is one of the critical attacks where less attention
from the researcher is paid despite a huge amount of work done in the area of
Openflow. The work emphasized on anomaly detection in SDN is covered in [4, 6,
7, 12]. In [4], the authors have used the Openflow architecture for detecting DDoS
attack. In [12], the authors used various anomaly detection algorithms in experiments,
where the algorithm was validated in both Small Office/Home Office (SOHO) and
purely home networks. In [5, 6], the authors have used the OpenFlow protocol for
enhancing the Remote Triggered Black Hole (RTBH) routing approach such that it
can help to overcome theDDoS attack. The authors in [16] proposed an algorithm that
is capable of dynamically changing the measurement granularity in both spatial and
temporal dimensions for balancing the trade-off between error monitoring overhead
and accuracy of anomaly detection. The author in [15] has elaborated attack scenarios
and implementing them as SDN applications. They have used machine learning
algorithms that are evaluated for their aptitude to detect anomalies in the SDN control
plane.

• Our Contributions: In this paper, we consider different bandwidth of the net-
work for detection of an anomaly in SDN. We also evaluate the performance of the
SDN on the same network with different tree topologies. We have implemented
tree topology on the OpenFlow controller using Mininet network emulator. We
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considered OpenFlow messages as performance metrics for evaluating the perfor-
mance of the network with different tree topologies.

The rest of the paper is organized as follows: In the next section, we discuss
anomaly detection approaches in SDN. The experiment parameters, performance
metrics, and results are given in Sects. 3 and 4 conclude this paper.

2 Anomaly Detection

The aim of the anomaly detection technique is to identify potentially harmful traffic
in the computer network. Anomalies in the computer network are defined as the
patterns in data that do not resemble a well-defined notion of normal traffic flow in
the network [8, 9, 13, 15]. If an anomaly occurs because of malicious packets (e.g.,
originating frommalware), inspecting the packet’s payload is an effective way to rec-
ognize abnormal traffic. Two types of payload-based classifiers exist—Deep Packet
Inspection (DPI) andStochastic Packet Inspection (SPI). Thesemethods provide very
accurate results; however, the computational costs are high. Thus, approaches that
merely need header fields instead of packet payload are required. However, building
a strict model which is able to isolate the normal network traffic is very difficult.
Hence, detecting anomalies in network traffic is a complex task. Traffic classification
can also be employed to detect anomalies in a network.

In this paper, we are using rule-based traffic filtering as a subset of common
protocols. We consider that the packet which has to pass through the centralized
SDN controller must satisfy at least one filtering rule. In the case of filtering rule
satisfaction, the flows are installed on the data plane. These installed rules help
in packet forwarding inside the network in the future course of action without any
involvement of the controller. In our experiment, we include non-IP packets and TCP
packets. The controller computes an anomaly count based upon the arrival pattern
of each byte of the data packet in the network. A predefined threshold is calculated
for matching each packet against it. If the frequency of arrival of the packet is more
than the threshold, then it is declared as an anomaly. Figure1 illustrates a packet
passing through the SDN controller. The anomaly detection process works with the
SDN controller. The packet flows in the switch if the anomaly detection conditions
are satisfied.

3 Experimental Results

In SDN, various types of OpenFlow messages have different impacts on user traffic.
The accuracy and granularity of network flowmeasurement play an important role in
anomaly detection in a network. In this paper, we investigate an easier and effective
mechanism for implementing SDN in Mininet.
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3.1 Experimental Setup on Mininet

In the proposed anomaly detection method, we used Mininet network emulator ver-
sion 2.2.1 for creating network topologies in SDN [1]. Mininet is written in Python
programming language and creates Open vSwitch version 2.0.2. We used POX con-
troller that is a Python programming language based open source SDN controller.
We created three tree topologies onMininet. The first topology (Topology 1) consists
of two OpenFlow virtual switches, two hosts, and a controller. The second topology
(Topology 2) consists of three OpenFlow virtual switches, six hosts, and a controller.
The third topology (Topology 3) consists of three OpenFlow virtual switches, four
hosts, and a controller. Figure2 illustrates all three topologies. The controller was
made to run on a separate Internet Protocol (IP) address to avoid unnecessary traffic
and for the proper capture ofOpenFlowmessages.We usedWireshark for capturing
the traffic.

Fig. 2 Illustration of
different tree topologies that
are considered for
experimentation
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3.2 Dataset and Traffic Generation

We are using CAIDA dataset [14] in order to generate network traffic that aims to
evaluate our anomaly detection method. Since the dataset size was huge, we split
the dataset into smaller files using Wireshark. We replaced the IP addresses in
the dataset with the IP addresses of the hosts in Mininet topology using bittwiste.
The dataset was replayed using tcpreplay [3] at different speeds in mbps. In order
to delete the flow tables of the switches after each and every packet, we modified
the POX controller [2] code so that the controller may receive all the packets in
l2_learning.py.

3.3 Impact on Packet Transmission

We run tcpreplay for different speeds in packet transmission and count the number
of packets received by the controller. For anomaly detection, we have to use the
minimum possible speed of traffic in order to check all the packets. We can get
control messages for all the packets as the controller is deleting the flows after each
packet. We set the bandwidth of topology links in miniedit at different bandwidths
and calculated the number of packets received by the controller. We have considered
three topologies as shown in Fig. 2. The packet dataset was replayed at different
speeds using tcpreplay. The number of packets received was determined by using
Wireshark and we observed that:

1. Below the set threshold bandwidth, the number of packets received increased by
increasing the speed of replay.

2. Above the set bandwidths, the number of received packets remained almost the
same.

We used three different topologies for analysis which were with varying depths
and complexities. The results illustrate that with the increase in the complexity of
the topology, the number of received packets also increases for the same speed of
replay. We used i per f command to cross-check whether the bandwidths were set
with accuracy.

Figure3 illustrates the impact of the network topologies (Topology 1, Topology 2,
and Topology 3) and network speed on the OpenFlow messages. Part (a) and Part (b)
of Fig. 3 illustrate that the OpenFlow messages count increases with an increase in
the network data flow speed. The figure shows that Topology 1 requires less number
of messages than Topology 3. This is because Topology 1 consists of less number
of switches. The figure shows that the low network speed requires less number of
OpenFlow messages. An interesting observation from the results is that less number
of switches (i.e., Topology 1) require less OpenFlowmessages and therefore the time
complexity of anomaly detection will decrease.
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Fig. 3 Impact of network
topologies and speed on the
OpenFlow messages
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4 Conclusion and Future Work

In this paper, we considered different network topologies to evaluate the perfor-
mance of SDN. We have implemented the topologies on OpenFlow controller using
the Mininet network emulator. We implemented the anomaly detection process on
OpenFlow SDN controller. The process is written in Python programming language.
We have used a standard database to evaluate the performance of SDN. We con-
sidered OpenFlow messages as performance metrics for evaluating the performance
of the network. The results show that the number of OpenFlow messages increases
with the speed of the network. We also observed that the network topology plays an
important role in improving the performance of SDN. As a future work, we plan to
detect anomalous packets by implementing machine learning algorithms in the SDN
controllers. We will train our model on network dataset and merge this model with
an SDN controller.
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An Extended Playfair Encryption
Technique Based on Fibonacci Series

Mohd Vasim Ahamad, Mohd Imran, Nazish Siddiqui and Tasleem Jamal

Abstract The rapid advancement in networking technologies leads to the sharing
of information by millions of users at a much higher rate. Information sharing over
unprotected network may lead to compromise of the sensitive and confidential infor-
mation to unauthorized person. Cryptography is one of the several ways to guard
sensitive and confidential information. Before sharing the information over the Inter-
net, it must be encrypted to preserve its confidentiality. Encryption is a process of
converting readable information into scrambled form so that no unauthorized person
can make use of it. In this paper, the Playfair encryption technique is taken into
consideration for encrypting the information to be shared. In its simplest form, the
Playfair encryption technique generates a 5× 5 key table by taking a key as input and
encrypts the diagraphs of actual message. The key generation process is improved
by modifying it with Fibonacci series. The Fibonacci series is used create a random
key, which is passed to generate 5× 5 key table. This key table is used to encrypt the
actual message using rules defined by Playfair encryption algorithm. In this paper,
the limitations of 5 × 5 key table are removed by using an 8 × 8 key table, which
provides much higher level of security to the message being encrypted.
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1 Introduction

The recent evolution in communication and internet technologies results in sharing
of information among users in a secure way in the form of files, emails, e-commerce
activities, transaction, etc. [1, 2]. To share the confidential information over such an
unprotectedmedium, users need to be ensured that no unauthorized user can read this
information. To ensure the security of private or confidential information, encryp-
tion techniques can be used. Encryption can be defined as the method of converting
the readable message into unreadable or scrambled message [3]. In cryptography,
the encryption method inputs the original message to an encryption algorithm and
converts the message into an unreadable form using a secret key [4, 5]. This unread-
able or scrambled message is called as the ciphertext [6]. The authorized recipient
can recover the original message by decrypting the ciphertext with the help of the
secret key [7, 8]. A secret key, or simply a key, is a combination of alphanumeric
text optionally having special symbols too [9, 10]. The secret key is given as input
to the encryption algorithm with plain text as another input. With the help of the
secret key, the plain text is transformed into the ciphertext. It is also decrypting the
ciphertext to recover the original message. The study and application of encryption
and decryption are called as the cryptography. Figure 1 shows how a message is
encrypted to produce ciphertext and decrypted to recover the original message.

2 Related Work

In [11], the authors analyzed and modified the Playfair encryption algorithm. They
used 8*8 key table to overcome the limitations of 5× 5 key table and used LFSR to
generate the random numbers. The authors in [12] modified Playfair encryption with
Fibonacci series. They converted the plain text into the ciphertext by interchanging
each character in plain text with Fibonacci number generated characters. In [4], the

Fig. 1 The encryption
process
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authors have modified the Playfair encryption with Fibonacci series. They generated
a random key of fixed length by generating the next six termswith respect to the input
Fibonacci term.Further, the keygenerated by the previous step is placed into 5×5key
table and original message is encrypted using the Playfair encryption rules. In [13],
the authors used 6 × 6 matrix covering 26 alphabets and digits from 0 to 9, instead
of using 5 × 5 which covers only 26 alphabets. There are many versions of Playfair
encryption algorithms are being used for protecting confidential information. The
motivation behind this work is to provide more security to confidential information.
To achieve this, the Playfair Encryptionmethod ismodifiedwith the help of Fibonacci
Series generated secret key. The Playfair encryption algorithm needs a secret key to
generate a 5× 5 key table, which transforms the plaintext into ciphertext. This secret
key is generated with the help of Fibonacci series. To generate more complex secret
key, the 8 × 8 key generation table is used which accommodate 26 uppercase, 26
lowercase alphabets, 10 digits, and two special symbols.

3 Playfair Encryption Technique

Encryption is a method for transforming the original and readable message into a
scrambled message. Substitution and transposition are the two basic approaches to
encryption techniques. In substitution based encryption, letters and other symbols
of plaintext are replaced by other letters, digits or special symbols. The substitution
based encryption techniques involve the replacement of a plain text symbol with a
ciphertext symbol. Examples of substitution based encryption techniques are Caesar
cipher, Playfair, Hill cipher, and One-Time Pad. In transposition-based encryption,
the mapping of the plaintext with the cipher text is done by performing some sort of
permutation on the plaintext letters.

Playfair encryption technique is one of the approaches used in substitution-based
encryption technique [6]. Unlike simple substitution methods, which encrypt single
letter at a time, Playfair encrypts pair of letters at a time. Playfair encryption is a
kind of block cipher which can encrypt message with no limit on the number of
characters [6, 7]. It encrypts and decrypts digrams (two characters) at a time. The
cryptanalysis on Playfair needs to break 600 possible digraphs in comparison with
simple substitution, which requires to break just 26 possible options [8]. The first step
of Playfair encryption is to generate a 5× 5 key table having 26 uppercase letters (I/J
is placed in a single column). To generate the key table, a secret key is selected. This
secret key helps to encrypt the digrams using Playfair encryption. While generating
the key table, each non-repeating letter of secret key is placed in a separate cell of
the 5 × 5 grid starting from the left top of the grid [8, 9]. Then remaining letters are
placed in alphabetical order. Table 1 is demonstrating the key table generation with
the secret key “CRYPTO”.
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Table 1 5×5 Key table

C R Y P T

O A B D E

F G H I/J K

L M N Q S

U V W X Z

Now, the key table is generated and is ready to encrypt the plaintext in the form
of digrams. Let us assume, the sender wants to communicate the message “SECRET
WORK” to the receiver. Firstly, this message is converted into the blocks of two char-
acters (digrams) as “SE CR ET WO RK”. It is clear from Fig. 1 that an encryption
algorithm needs plaintext and a key to generate the ciphertext. Figure 2 is demon-
strating the steps of Playfair encryption technique which accepts the key table and
digrams of plaintext and converts it to ciphertext. Using the Playfair encryption rules,
the digrams of the plaintext can be transformed into the ciphertext with the help of
key table. The Fig. 3a–e showing the ciphertexts of each digram using the Playfair
encryption algorithm. The plaintext digrams “SECRETWORK” is encrypted using
Playfair encryption rules as shown in Fig. 3.

In Fig. 3a, both the letters of digram “SE” belongs to the same column, and hence
first rule is applied and the ciphertext “ZK” is generated. In Fig. 3b, letters “CR”
falls in the same row. Here rule 2 is applied and “RY” is generated as ciphertext.
Figure 3c, b, because the letters “ET” belong to the same row. Following the rule
2, “TZ” becomes the ciphertext. Figure 3d, e follow rule 3, because the letters in

Fig. 2 Rules of Playfair encryption



An Extended Playfair Encryption Technique Based … 139

Fig. 3 a–e Playfair encryption example

digrams “WO” and “RK” form a rectangle. Using rule 3, the ciphertexts “UB” and
“TG” are generated, respectively. So, the plaintext “SECRET WORK” is encrypted
using the Playfair encryption technique and the ciphertext “ZKRYTZ UBTG” is
generated.

4 Proposed Work

In this paper, the goal is to use the Playfair encryption algorithm to encrypt the textual
messages. To encrypt a message (plaintext), it is provided as input to the Playfair
encryption algorithm with a secret key as another input. The Playfair encryption is
a manual symmetric key encryption algorithm which allows sharing the same secret
key to both the sender of the message and the receiver.

Generally, the secret key in the Playfair encryption algorithm is selected before-
hand. It can cause the selection of very common secret key or compromise of secret
key while sharing to the receiver end. To eliminate these issues, this paper aims to
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Fig. 4 The proposed algorithm

generate a secret key using Fibonacci series terms. It will generate the random secret
keys each time the algorithm is executed. The proposed method comprises three
stages namely the key generation, the encryption, and the decryption. The proposed
method can easily be visualized in Fig. 4, inwhich rightmost box (step 1–5) shows the
key generation step. The encryption algorithm (step 6) takes the generated secret key
and plaintext as input and generates ciphertext (step 7). The ciphertext and the secret
key is provided to the decryption algorithm (step 8), which recovers the plaintext.

4.1 The Key Generation Using 5 × 5 Key Table

The Playfair encryption, like other encryption algorithms, needs a secret key to
encrypt the plaintext provided as input. Generally, in simple Playfair encryption, the
secret key is selected beforehand manually. In this paper, the secret key is generated
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on the run using Fibonacci series terms. The steps to generate the secret key is
discussed as follows.

• Select a small integer number.
• Check this number for the valid Fibonacci term, if not, provide error message.
• If it is a Fibonacci term, generate the next six terms of the Fibonacci Series.
• Once the Fibonacci terms are generated, convert them into ASCII range of alpha-
bets.

• These seven alphabets become the secret key for the Playfair encryption.

Once the secret key is generated, it is placed into the 5× 5 key table as discussed
in Sect. 3 and shown in Table 1.

4.2 The Encryption Using 5 × 5 Key Table

The Playfair encryption with the help of 5 × 5 key table is discussed in Fig. 2 of
Sect. 3.

4.3 The Decryption Using 5 × 5 Key Table

ThePlayfair cryptography approach is amanual symmetric approachwhich considers
the same secret key for encryption and decryption. In this approach, the decryption
approach is just the opposite of the encryption algorithm. The steps of the decryption
algorithm are discussed in Fig. 5.

4.4 The Key Generation Using 8 × 8 Key Table

The main limitation of constructing 5 × 5 key table is that it considers I and J as
one character, which affects the encryption and decryption. It accommodates only
capital letters in 5× 5 key table. Due to this limitation, the only simple combination
of capital letters can be used while generating the secret key. The 5 × 5 key table
also lacks to include digits which strengthen the encryption of plaintext. Another
limitation of 5 × 5 key table is that it doesn’t incorporate space. To deal with the
above-mentioned issues, this works also includes the generation of 8 × 8 key table.
It contains 26 lowercase letters, 26 uppercase letters, 10 numerical digits, underscore
(_) to represent space, and $ to accommodate the repeating alphabets. Considering
“Cryto123” as the secret key, the 8 × 8 key table can be generated as follows.
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Fig. 5 The decryption process

4.5 The Encryption Using 8 × 8 Key Table

The primary steps of encryption algorithm using 8× 8 key table is similar to that of
5× 5 key table as discussed in Fig. 2. The following additional steps are used when
space and duplicate letters are encountered in the plaintext.

• If a digram contains a letter and a space, put underscore (_) in place of the space.
(e.g. Plaintext: ENCRYPT IT, Digrams: EN CR YP T_ IT)

• If a digram contains duplicate letters, put the dollar sign ($) in place of the last
letter. (e.g. Plaintext: GREETINGS, Digrams: GR E$ TI NG S_)

4.6 The Encryption Using 8 × 8 Key Table

The initial steps of decryption algorithm using 8 × 8 key table is similar to that of
5× 5 key table as discussed in Fig. 5. The following additional steps are used when
space and duplicate letters are encountered in the ciphertext.

• If a digram of ciphertext contains underscore (_), it is replaced by space.
• If a digram of ciphertext contains $ (dollar sign), then replace it with just a previous
letter recovered from cipher text digram.
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5 Results and Discussion

The Playfair encryption algorithm receives two inputs namely the secret key and the
plaintext to be encrypted. The extended Playfair algorithm discussed in this paper
generates the secret key using Fibonacci terms as discussed in Sect. 5. The secret
key is placed into the 5 × 5 key table according to the rules discussed in Table 1 of
Sect. 4. In addition to the secret key, the plaintext is supplied to the extended Playfair
encryption algorithmand the ciphertext is generated.The results of all steps are shown
in the Fig. 6. To deal with the limitations of 5 × 5 key table, the 8 × 8 key table
is introduced which contains uppercase and lowercase letters, digits, underscore,
and dollar sign. This helps in creating more complex secret key and strengthen the
encryption approach. The secret key consisting of uppercase and lowercase letters,
and digits is generated and placed into an 8 × 8 key table according to the rules
discussed in Table 2. Figure 7 shows the results of each step using 8 × 8 key table.

Fig. 6 Playfair encryption and decryption using 5 × 5 Key table
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Table 2 The 8 × 8 Key table

C r p t o 1 2 3

A B D E F G H I

J K L M N O P Q

R S T U V W X Y

Z a b c d e f g

h i j k l m n q

s u v w x y z 4

5 6 7 8 9 0 _ $

Fig. 7 Playfair encryption and decryption using 8 × 8 Key table
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6 Conclusion and Future Directions

Cryptography is a study and application of methods to secure the information shared
through a potentially vulnerable medium. It also ensures that no unauthorized person
can get the information being shared. Encryption is a method for transforming the
plaintext into a scrambled message (ciphertext). Playfair encryption technique is a
kind of block cipher which can encrypt message in the form digrams (two characters)
at a time. The Playfair encryption algorithm needs the secret key and the plaintext as
inputs. The approach discussed in this paper generates the secret key using Fibonacci
terms so that random and secure secret key can be generated. The secret key is placed
into 5× 5 key table and the plaintext is provided to the extended Playfair encryption
algorithm to generate the ciphertext. The limitation, of not having the combination
of uppercase & lowercase letters, digits and special symbols in 5 × 5 key table,
the need for 8 × 8 key table arises. It helps in generating more complex secret
key and strengthen the encryption approach. The secret key consisting of uppercase
and lowercase letters, and digits is generated and placed into an 8 × 8 key table. It
also incorporates the underscore symbol to represent space, and $ to accommodate
the repeating alphabets. Using the extended Playfair encryption technique, one can
generate stronger secret key and accommodate the spaces and repeating letters in
plaintext. Researchers can use other efficient methods instead of the Fibonacci terms
to generate stronger secret keys. Another improvement in this direction can be the
inclusion of other special symbols, and punctuation marks.
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An Automated System for Epileptic
Seizure Detection Using EEG

Bilal Alam Khan, Anam Hashmi and Omar Farooq

Abstract Epileptic seizures are usually investigated using EEG. The dynamic and
statistical properties of brain waves of an individual with seizure are different from a
normal person’s brain waves. This paper exploits these underlying properties of EEG
using Lyapunov exponent and approximate entropy and proposes a novel statistical
feature namely Gini’s coefficient. In this paper, we propose an automated system for
detecting seizure using statistical andmachine learning algorithm. The data used was
publicly available with five different classes (normal to seizure). Linear discriminant
analysis (LDA) was used to classify the extracted features. The proposed method
gives the best accuracy of 100% in detecting seizure from the EEG.

Keywords Epileptic seizure · EEG · LDA · Gini’s coefficient ·Machine learning

1 Introduction

Epilepsy is one of the most common and debilitating neurological disorders. It is
described by periodic and unprovoked transient disturbances of perception resulting
from the excessive synchronous discharge of neurons in the brain [1]. According to
WHO,0.6–0.8%of theworld population is affectedby epilepsy and almost 80%of the
affected people are found in developing countries [2, 3]. The electroencephalogram
(EEG) is themost widely used and recognized technique for the investigation of brain
signals in general and epileptic seizures in particular [4]. EEG is usually performed in
the neurophysiological laboratory for short period analysis of brain waves. However,
for better quality, completeness, and comprehensiveness of the data, the observation
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of seizure activity of the humanbrain bymulti-channelEEG is doneover a longperiod
(more than 24 h) in critically ill patients [5]. Thus, the size of the generated data is
enormous and thismakes the analysis labor-intensive, time-consuming, cumbersome,
and error prone. Even the most qualified neurologists find it challenging to identify
seizure because of the enormity of the data and because of the added ocular and
muscular artifacts [6].

Tomitigate this problem and to help the well-trained healthcare providers, seizure
detection using computer algorithms has become an area of interest; especially the
field of analyzing signals using machine learning tools has caught the attention of
various new researchers.

In the past fewdecades, a lot ofwork has been done in the field of seizure detection,
different algorithms have been developed, new feature extraction strategies have been
used and new methodologies are proposed as well. These include time, frequency,
and time–frequency domain analysis. Amplitude, sharpness, and duration fall under
the category of Time-based features. To exploit the frequency-based characteristics
of the signal, time domain signals were mapped into the frequency domain using
techniques that include fast Fourier transform, power spectral density, etc. [7, 8].
However, there is a shortcoming to these methods; the assumption that the EEG
signals are stationary. EEG signals are naturally nonstationary, thus challenging the
assumption [8]. Hence, a new method was developed where the signal is divided
into windows of equal length and exploits both time domain as well as frequency
domain features of EEG [9]. Thismethodwas termed as short-time Fourier transform
(STFT). The window used in this method should be sufficiently small enough to
make the assumption of stationarity applicable. Alongside these methods, it has
been shown that EEG has nonlinear characteristics and this particular characteristic
has received significant consideration as well by the community of neuro-scientists
[10]. Predominantly, empirical mode decomposition (EMD), Fractal dimensions and
entropy have been assumed to study and extract those underlying nonlinear attributes
of the EEG which can be used for seizure detection [8].

In this study, we propose a hybrid model in which the advantages of the above-
mentionedmodels are adoptedwhile eliminating their shortcomings for the detection
of an epileptic seizure. In addition, we propose the use of a novel feature, Gini’s
coefficient, for extracting distinguishing information from the EEG.

The structure of this paper is as follows. A short account of the data used in
this work was provided in Sect. 2, where feature extraction techniques used were
expounded after which the explanation of chosen features and clarification of the
classification stage used in this study. Section 3 presents a brief summary of the
experimental results, followed by the comparison with standard published work.
Lastly, Sect. 4 describes the conclusion of this work.
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2 Materials and Methodology

2.1 Data Used

The data used in this study was taken from publicly available and provided by
Andrzejak et al. [11], University of Bonn [11]. The dataset comprises of 500 seg-
ments of 23.6 s each and is equally distributed into groups A, B, C, D, and E. These
groups comprised of normal, inter-ictal, and ictal EEG signals recorded using a single
channel. The placement of the electrodes was done in accordance with the standard
10–20 electrode placement system. EEG recorded over healthy volunteers was con-
tained in set A and set B. The EEG recording of these volunteers was performed
with opened eyes in set A and with closed eyes in set B while they were relaxing.
Sets C, D, and E consisted of EEG recordings of five patients with a background
of having seizure activity. Set C was recorded over the hippocampal zone and set
D consisted of EEG recorded over the epileptogenic zone of the brain. However,
both sets C and D have EEG recording from non-seizure (inter-ictal) interval. EEG
segment recorded during seizure (ictal) activity is contained in set E. For creating a
database, EEG was recorded using a 128-channel system and stored on a disk with
a 12-bit analog to digital converter. The original analog EEG signal was sampled at
a frequency of 173.61 Hz and therefore, the corresponding bandwidth according to
Nyquist criteria would be 86.85 Hz.

2.2 Features

Figure 1 shows EEG signals of five different classes (A–E) based on normal, inter-
ictal, and ictal criteria. Set A and set B correspond to the normal class. EEG wave-
forms of these two appear to be random and do not have any specific patterns while
EEG waveforms of set E is recurring and follows a specific pattern. These distinc-
tive properties of the data used, make the choice of approximate entropy natural to
this study. Lyapunov exponent has also been considered in this study because of the
dynamic characteristics of EEG signals before and after the seizure are known to be
chaotic. Furthermore, the use of a novel statistical feature, namely, Gini’s coefficient
has been proposed.

In addition, it is known that EEG is a nonstationary signal and thus its statistical
properties changes with time. However, windowing the EEG into small segments
makes the assumption stationarity applicable. Therefore, the technique ofwindowing
the signal into small windows is employed. Additional explanation of these features
and the methodology used has been mentioned in the following sections.

Lyapunov Exponent
Lyapunov exponent is a numerical measure for differentiating amidst the several
kinds of trajectories relying on the initial conditions [12]. It is a measure of the
degree at which the orbits diverge one from other. Chaotic systems exhibit aperiodic
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Fig. 1 EEG waveforms showing different classes

behavior because phase space trajectories diverge at an increasingly high rate, which
is equivalent to the exponential function. A negative exponent denotes the advance-
ment of the trajectories to a mutual stationary point; a zero exponent implies that
the trajectories are on a stable attractor. Finally, chaotic attractor trajectory points
are suggested by a positive exponent [13]. There are two methods of calculating
Lyapunov exponent, either from the equation of motion of the dynamic system or
from the time series itself using local Jacobi matrices. The first one provides the
approximation for the largest Lyapunov exponent (LLE) only. The second method
can provide all the Lyapunov exponents. This study uses the algorithm byWolf et al.
to find the LLE [14].

The algorithm is described as follows.
Considering recorded EEG (y(t)) as the time series in discussion and are mapped

to the phase space. It is a specified time series with k-dimensions and time axis t and
is given by

y(t), y(t + 1.t), . . . , y(t + (k − 1)t) (1)

The location of the nearest neighbor with respect to the initial point:

y(t0), y(t0 + 1.t), . . . , y(t0 + (k − 1)t) (2)

L (t0) gives the initial separation between two points. After some time t1, the length
changes to L (t1). The average logarithmic rate of divergence of two initially neigh-
boring trajectories is given by
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λ = 1

tm − to

M∑

k=1

log2
L(tk)

L(tk − 1)
(3)

EEG signals corresponding to the normal (inter-ictal) recording is known to be ran-
dom, dynamic, and chaotic. However, EEG recording of the ictal state is regular,
less random, and thus lose chaotic nature. Thus, the choice of Lyapunov exponent
appears to be natural in the analysis of EEG signals pertaining to the seizure activity.

Approximate Entropy (ApEn)
Entropy is the measure of the rate of information or randomness [12]. Usually, high
variability or randomness corresponds to a high value of entropy while an increased
symmetry gives a low value of entropy. It is broadly categorized into embedding and
spectral entropy. Spectral entropy is calculated from the spectrum of the signal while
Embedding entropy are calculated directly from a time series, i.e., Kolmogorov–
Sinai entropy and approximate entropy etc. [13]. In this study, approximate entropy
has been used to extract relevant features.

Approximate entropy is a technique that is used to describe the unpredictability
of both deterministic as well as stochastic signals [15]. Approximate entropy will
have a higher value for irregular time series than one with symmetrical patterns. It is
estimated by relating the similarity of the samples by pattern length (m) and similarity
coefficient (r). The formula of Approximate entropy is shown mathematically:

ApEn = ln (Cm(r))/Cm(r + 1)) (4)

where
Cm(r) is the pattern mean of length of m
Cm(r + 1) is pattern mean of length m + 1.

Cim(r) = nim(r)

N − m + 1
(5)

Gini’s Coefficient
The Gini Index, also known as the Gini Coefficient, is used to measure inequality in
wealth distribution and is still studied in relation to wealth distribution as well as in
other areas.

As described by Hurley and Rickard, “Inequality in wealth” in signal processing
language is “efficiency of representation” or “sparsity” [16].

In this study, Gini’s coefficient is calculated using a method that is equivalent to
the Lorentz curve definition. The method used is the relative mean absolute differ-
ence, which is a measure of statistical dispersion. It is equal to the average absolute
difference of all pairs of samples in a data, taking the sum of these differences and
normalizing them with the twice of the average [17].

Mathematically, Gini’s coefficient (G) is given by
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G =
∑n

i=1

∑n
j=1

∣∣xi − x j

∣∣

2
∑n

i−1

∑n
j−1 x j

(6)

where,
xi denotes the ith sample in data.
It is a very common feature in economics to studywealth distribution; however, its

use in the signal-processing field has been very limited. Gini’s coefficient is primarily
used to study the sparsity of the signal. However, in this study, it has been used only
as a time domain feature.

3 Methodology

The EEG data used consisted of five groups of 100 segments of 23.6 s. The sampling
frequency was 173.61 Hz, thus producing signal 4097 (23.6 × 173.61) data points.
These segments are distributed over five groups namely A, B, C, D and E. Each
group consisted of 100 files, each of 4097 data points. Thus, the size of the matrix
corresponding to each group will be [100 × 4097].

In this study, a window of 1 s was taken and was slid over the entire length of
the signal. For each second window, 173 data points are analyzed and three features
were calculated on them and the entire process is performed until the end of the
signal length. The three features that were extracted include Lyapunov Exponent,
Approximate Entropy, and Gini’s coefficient. This process was performed for all the
data in a group and thus a matrix of size [23 × 100] for each feature, is obtained.

For each column of that matrix, themedianwas calculatedwhich provided a better
summary of the data. This gave us our feature vector of size [23× 1]. Thus combining
the feature vectors amatrix is obtained of size [23×3]. Thiswhole process is repeated
over five sets (A–E). These feature vectors are then divided into training and test set.
The distribution of training set and test set comprised of 70% and 30% of features
respectively. Fourfold cross-validation was used to reduce overfitting. Training data
was used to train the classifier. After that, the trained classifier classified test set into
their respective classes.

The nonlinear feature Gini’s coefficient has not been used for the seizure detection
to the best of our knowledge. In addition to this, the median also provides robustness
to this method.

4 Classification

In this study, Linear Discriminant Analysis (LDA) based classification was used. The
notion of LDA is to map feature vectors ‘J’ from a p-dimensional space to vector ‘K’
in a q-dimensional space using linear transformation so that the separation between
the classes becomes maximum. Scatter matrices are used to formulate optimization.
The most widely used optimization for LDA is
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J1(m) = tr
(
S−1
2y S1y

)
(7)

J2(m) = det
(
S−1
2y S1y

)
(8)

where tr(A) denotes the trace of the matrix and det(A) denotes the determinant of
the matrix, and Siy is the scatter matrix in dimension y-space [18].

LDA was first trained on the training data and it was used to fit the training data
according to the above-described method. Then the test data, which was the part of
the same distribution over which LDAwas trained, was tested for classification using
the same.

5 Results

After the classification was performed using LDA, accuracy was calculated as a met-
ric to quantify the capturing potential of the various features used. The classification
accuracy has been reported in Table 1. The division of Table 1 is in accordance with
the division prepared by Alam and Bhuiyan and followed by Khan and Farooq [19,
20]. The table has been divided into five cases, at the start; both case 1 and case 2
describe the binary classification. However, with a modification that case 1 describes
classification between normal, set A and seizure affected (ictal) person, set E while
case 2 describes classification between inter-ictal, set D and seizure (ictal), set E.
Furthermore, case 3 and case 4 both corresponds to three-level classification. Case 3
shows classification between normal, inter-ictal and ictal. This case 3 corresponds to
the classification between set A, set D and set E. Case 4 shows the similar classifica-
tion but with a subtle difference that sets of healthy subjects (opened eyes and closed

Table 1 Comparison of results between this work and the work done by Alam and Bhuiyan [19]
as well as by Khan and Farooq [20]

Classifiers Results from Alam
and Bhuiyan [19]

Results from Khan
and Farooq [20]

This work

No. of
features

Accuracy No. of
features

Accuracy No. of
features

Accuracy

Case 1: [A], [E] 3 100 4 100 3 100

Case 2: [D], [E] 3 100 4 100 3 100

Case 3: [A], [D], [E] 3 100 4 100 3 100

Case 4: [(A, B)],
[(C,D)], [E]

3 80 4 80 3 100

Case 5: [(A, B, C, D)],
[E]

3 100 4 100 3 100

Case 6: [A], [B], [C],
[D], [E]

– – 4 100 3 94.28
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eyes) set B and set A are combined, inter-ictal subjects set C and set D (epileptogenic
zone and hippocampal zone) are combined. Lastly, in case 5, again the binary clas-
sification was performed. However, again with a slight difference that four classes
namely normal (A and B), inter-ictal (C and D) are combined and classification was
done between the combined set and ictal set E.

The accuracy as reported for binary classification for both the case 1 and case 2
is 100%. The same accuracy of 100% has been reported for ternary classification
for case 3 and case 4. As can be observed from the table, this study has achieved
better results than both the studies performed by Alam and Bhuiyan [19] as well as
by Khan and Farooq [20]. The same accuracy of 100% has been reported in case 5 as
well. Alongside this, the number of features used in this study is less than what has
been reported by Khan and Farooq, still demonstrated equal or higher performance.
In addition to that, this study uses the median, which has been shown in various
literature to be more robust to outliers than mean which was reported by Khan and
Farooq. To further validate this method, a five-level classification has also been
performed and compared with results from Khan and Farooq. The accuracy came
out to be lesser than what has been reported by Khan and Farooq yet is sufficiently
high enough to be used in the real world. The degradation in accuracy was because
of misclassification between the opened eyes (set A) and closed eyes task (set B).

Results in Table 1 describes a very good classification accuracy for almost all
levels. This suggests that this method can be used for detecting a seizure from an
EEG signal. However, for clinical purposes, only two-level classification is usually
required and this method has been proven to be as accurate as the other two meth-
ods used in comparison and much more computationally effective than them. The
computational advantage over the methods used in comparison comes from the fact
that Alam et al. [19] used EMD for decomposition of the signal and Khan et al. used
wavelet decomposition and both of the methods are known to show poor computa-
tional performance.

6 Conclusion

In this study, nonlinear features such as Lyapunov exponent and approximate entropy
were used to extract the underlying information from a dynamic EEG. In addition
to that, a novel feature, i.e., Gini’s coefficient was proposed. This study has shown
that the proposed features were successful in capturing the relevant distinguishing
information. Particularly, this study proves the proposed assertion that Gini’s coeffi-
cient can be used for extracting distinctive information from the EEG signals of. This
is evident from the results. Gini’s coefficient is usually used as a metric to measure
sparsity; this can be further used to study the sparsity of a seizure affected EEG signal
in the time domain.

The proposed method is computationally less expensive and has performed better
than the other methods reported in this study. Furthermore, the use of median has
added robustness to this method. However, it has been reported in various literature
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that the performance of approximate entropy degradeswith increment in the length of
time series. Therefore, the use of this particular feature may degrade the performance
of the system.

In addition to that, the data under consideration have already been preprocessed
and cleaned. This is not the case with clinical data, which contains muscular artifacts,
ocular artifacts, and noise as well. These unwanted artifacts might increase the num-
ber of false-positive cases and thereby degrading the performance of the algorithm.
More validation is required in order for this method to be effective.
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Addressing Security and Privacy Issues
of Load Balancing Using Hybrid
Algorithm

T. Subha

Abstract In today’s world, the need and urge for use of cloud become more popular
among the public users. The cloud provides services like freeware to the end-users.
The resources that the cloud users use will be in form of shared pool. If any resources
are requested by the end-users, they are provided in a shared pool. Nowadays, the
resources are requested only in dynamic basis. Upon the requisition by the user, the
resources are provided to them. From these shared pools of resources, the cluster head
or master node is selected by using Advanced Ant Colony optimization algorithm.
The status of each and individual nodes should be known to neighbor nodes and
master nodes; these can be achieved by using “Heartbeat messages”. The status and
movement of an individual node can be known by using thesemessages. The services
requested by end-user and they are provided to them in very secure manner using
DMZ (De-militarized zone) technique. The DMZ provides very higher security, that
is, three layers of security, with different algorithms at each layer. In this paper, we
address data leakage security issues and dynamic load balancing issues.

Keywords Ant colony · Cloud · De-militarized zone · Data leakage · Heartbeat
messages · Hybrid algorithms · Load balancing · Optimization

1 Introduction

Nowadays everything has been changed to the internet. Cloud is a technology was
evolving today to fulfill the user’s need. They provide services to user’s using internet.
Shared resources are provided to end-user upon their individual requisition of that
particular resource available in a pool [1]. Themost prominent characteristics of cloud
involve they want to store huge amount of data, so their storage capacity should be
higher.We can extend the computing environment as dynamic basis, so elasticity and
adapt to dynamic change in environment play a vital role here. The user can request
any amount of data. Four types of infrastructure that cloud environment provides
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based upon user’s usage of services, they are: 1. Private cloud infrastructure (owned
and used privately), 2. Public cloud infrastructure (publicly accessible), 3. Commu-
nity cloud infrastructure (community-based group), 4.Hybrid cloud infrastructure
(combination of public and private cloud) [2]. Cloud offers three types of services
such as Software as a Service––SaaS, Infrastructure as a Service––IaaS, Platform as
a Service––PaaS [3]. Saas examples are Google online office, Google docs, Gmail,
E-mail cloud, etc. In Iaas resources such as network, servers, software are provided
to customers based on demand by the cloud service provider. Google App Engine
is an example for PaaS [4]. This kind of provisioning of resources reduces capital
investment and operational costs for industries and individual customers yielding
better performance.

2 Load Balancing in Cloud

2.1 What Is Load Balancing?

Since the users of the cloud are huge in numbers. They store vast and wide range
of data. For processing the data and storing the data, the cloud environment needs
higher storage space [5, 6]. To attain higher performance, loads of individual nodes
get shared among all nodes in particular cloud environment. The sharing of loads
makes the nodes more efficient and retrieves the result faster. They follow certain
algorithms to attain these balancing of loads in cloud environment [7]. It also ensures
whether all the nodes or processors are sharing the load approximately at any point in
time [4]. It provides solution for various issues in cloud computing. Load balancing
is majorly categorized into provisioning of resources allocation and scheduling of
tasks in distributed environment [8].

2.2 Objectives of Load Balancing

• Availability of resources based on demand.
• Efficient utilization of resources in spite of heavy or light load.
• Energy-saving under the circumstances of low load if the usage value of resources
falls below the threshold.

• Cost optimization or minimization.

Finally, customers expect a complete satisfaction, high efficiency in terms of
provisioning a computing resource based on the best allocation strategies [9].
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2.3 Working of Load Balancing

It is the process of mapping the resources to different entities based on demand.
Resource shall be allocated in such a way that no node must be overloaded and shall
ensure no wastage of cloud resources in terms of memory, bandwidth processor, etc.

2.3.1 Resource Provisioning/Allocation

Mapping is being carried out in 2 levels as mentioned below.
Mapping of the virtual machine to the host Virtual Machine resides on the

physical servers. Several Virtual machine instances are mapped on to the host based
on its availability and processors capabilities. The provisioning policy determines
how processing cores can be assigned to a virtual machine and it is responsible for
the host that assigns Processing core to virtual machine [10] (Fig. 1).

Mapping of application/ task to the virtual machine Application/task requires
processing power to complete their execution which takes place on the virtual
machine. The virtual machine is responsible for providing the processing power
to the tasks that are mapped on to it. It is done based on the configuration and
availability.

Fig. 1 Architecture of load balancing (referenced from [10])
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2.3.2 Task Scheduling

This is the next level of activity after provisioning of resources in load balancing.
It defines how the allocated resources are made available to the customers or end-
users. It delegates the available resources fully until job completion (or) delegates
the resources on a shared basis.

2.4 Issues in Load Balancing

There had been many security issues encountered in cloud storage. Security and
privacy of the data stored in cloud storage have been addressed in [11]. There are
several technical challenges such as server consolidation, security, fault tolerance,
relocation of virtual machines, availability of resources, scalability, etc., have been
encountered in load balancing. But, Load balancing is being identified as the central
issue in cloud computing [12, 13].

This chapter discusses load balancing and its various issues. It is identified
that a system is required to address the security issue in load balancing.

3 Algorithms for Load Balancing

Algorithms for sharing the load are majorly categorized into static algorithms for
load balancing and dynamic algorithms for load balancing. The descriptions of all
these algorithms are explained as follows:

3.1 Static Load Balancing Algorithm

All the nodes in the cloud environment are in still (static) state. The communica-
tion among all nodes is taken by means of passing messages. Every node in cloud
environment will pass the message regarding the current status of node among the
neighboring nodes and master nodes. These message transfers take place at initial
time of communication. So at time of user communication, the current status of the
node is not known.

Only the nodes previous state at the time of initialization is known and based
on that, the communication takes place [12]. Tasks are assigned to processors in
the compile-time itself before the execution of a program starts. These are non-
preemptive scheduling algorithms and factors such as execution time of each task,
requirement of resources should be known in prior. These algorithms are not suitable
for systems that may change the load dynamically [14].
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3.2 Dynamic Load Balancing Algorithm

In a changing load environment, all nodes are movable (dynamic). No node will
be in a static state. All nodes initially register with the master node regarding their
individual ID and maximum load they can manage. This communication takes place
viamessages.Themessages are sendingperiodically to neighboringnodes andmaster
nodes knowing the current status of individual nodes. By knowing the current status
of individual node, it is easy to share the load amongnodes [4]. Theworkload is shared
either in a centralized or distributed manner in dynamic load balancing method.

Centralized algorithms are simple to implement and suffer from bottleneck prob-
lem and single point of failure [15]. The major drawback of this method is node star-
vation and resource allocation. Only the higher load balancing node will be given
high priority and provide resources at the time. So low-priority node will not get
the resources when they are required. This leads to Individual node starvation and
resource allocation problem. Although this drawback, they are negligible, nowadays
all organizations use dynamic load balancing algorithm.

3.3 General Algorithms for Load Balancing

This section briefly discusses the different types of load balancing algorithms that
are used to share the load among nodes. In load balancing techniques, all the nodes
transfer the load to nearest node by using certain algorithm. Let us see the overview
presented in [16, 17]. The main advantage of this algorithm comes into the scenario
of dynamic load environment the nodes in this environment share their load among
all the nodes by knowing their status. In all cloud networks initially the master node
or head can be elected using optimization algorithm. This master node knows the
status of an individual node by periodically updating their individual status. The
various load balancing algorithm as follows.

3.3.1 Ant Colony Optimization Algorithm

This load balancing algorithm is based on ant colony optimization. It tries to balance
the workload of the entire system by minimizing the makespan of the tasks. Many
computational problems are solved using this probabilistic technique. Like the ant
find the optimum path to find the foods, communication and data transfer took part
in optimum way. This methodology has been integrated into CloudSim simulator
toolkit. It outperforms FCFS and basic ant colony optimization algorithm [18].
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3.3.2 Advanced Ant Colony Optimization Algorithm (AACO)

The nodes of the similar task are grouped together to form a batch. The nodes send
the status along with the maximum load it can handle. These communications are
taking place by “heartbeat messages”. They also generate UID to all nodes at session
initialization. The threshold level of node is found using the node load. The higher
capacity node can be elected as master node. If any priority node fails or misbehaves
then the next priority node takes the responsibility of next higher priority nodes. The
updation of every node status is initiated from every node to master node and find
the optimum path to reach the master node [19, 20].

3.3.3 Round-Robin Algorithm

This scheduling algorithm selects the virtual machines randomly for placement.
The controller in the data center does the assignment of VM’s on a rotation basis.
Initially the VM placement for first job request is chosen randomly. Then the VM for
following requests has been assigned in a round-robin order, i.e., in circular order.
The drawback of this scheme is execution time requirement of each process is not
taken into account. The incoming job request needs to wait if the VM is not available
for placement [21].

3.3.4 Throttled Load Balancing Algorithm

Here load balancer maintains the status of the VM (Available/Busy) in the index
table. If any job request arrives, the data center sends a request to the load balancer
for the VM availability. It scans the table until it finds the first available VM from
the top. Then it communicates the VM id to the data center and updates the table.
Further data center acknowledges this reply from load balancer. The load balancer
sends -1 as a result if VM is not found suitably [22, 23].

3.3.5 Modified Throttled Algorithm

It works like throttled algorithm except that the index table is scanned from the first
index that is previously assigned for the incoming job request for VM. The next VM
present for the previously assigned VM is selected for placement. But this scheme
is not always beneficial [24].

3.3.6 Min-Min Scheduling Algorithm

This algorithm begins with scanning all the tasks. It assigns the resource to the task
that has the lowest completion time. Likewise, all the tasks are assigned resources



Addressing Security and Privacy Issues of Load Balancing … 163

based on the minimum completion execution time. The existing load of a resource
is not considered for allocation before a resource is assigned to a job. So it does not
achieve proper load balancing [25].

3.3.7 Min-Min Scheduling Algorithm with Load Balancing

This is a variation of Min-Min scheduling and uses this as a base for VM alloca-
tion. It consists of a request manager, service manager. Request manager receives a
request for a task. Then request manager assigns it to a second-level service manager.
Service manager divides the assigned task into subtasks and assigns it to processor
for execution by taking the following factors such as CPU availability, transmission
rate and memory into account [26]. But it is not suitable to assign large computation
tasks.

3.3.8 Load Balance and User Priority Aware Improved Min-Min
Scheduling Algorithm

This improved algorithm initially starts execution by min-min algorithm. Next, it
finds the tasks with minimum execution time from the heavily loaded resource. Then
it checks with the makespan. If the value is less, it redistributes the task to the one
that produces it. Hence the overloaded resources are freed. Idle or under loaded
resources are utilized. A modification to this algorithm named user priority aware
load balancing is proposed. In this, it assigns the resource based on the priority
[25, 27].

3.3.9 Co-Operative Scheduling Anti Load Balancing Algorithm

There are many algorithms proposed for load balancing in the cloud. This model
considers the response time of jobs as the only criteria to compute the node capability.
It takes weight of the node, threshold, overloaded resources and migration cost into
account while assigning VM. The task with highest load will stay long on the host.
It achieves better performance [8].

4 Cost-Effective Load Balancing Algorithm

The following section describes the various cost-effective load balancing algorithms
for cloud computing.
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4.1 Optimal Cost Scheduling Algorithm

Round-robin algorithm is used to schedule the task based on cost. This, in turn,
optimizes the cost [28]. In this, the resources are grouped as packages and placed
inside a VM.When the resource is requested the VM that has the package is allotted.
This tries to minimize the cost of execution at the service provider.

4.2 Power-Aware Load Balancing Cost Scheduling Algorithm

Every active compute node has the utilization parameter based on the service. It
calculates the utilization value (i.e., percentage) of all active nodes in a network. If
the percentage goes above 75%, a new VM has been instantiated and assigned a very
low utilization percentage. Otherwise, if it is able to adapt a VM size, new VM is
booted on a computer [29].

4.3 Estimated Task Finish Time Cost Scheduling Algorithm

This algorithm performs load balancing by estimating the finish time of the task
before the job allocation. In this method, both the current load of the VM plus the
time taken to finish the execution of a task is considered. This overcomes the problem
of static load balancing algorithms [30].

4.4 Optimal Peak Hour Performance in Data Centers
Algorithm

Peak hour performance load balancing algorithm verifies that the loads are equally
distributed among all the nodes or processors during peak hours also. Because the
requests received at peak hour is very high comparatively during normal hours.Hence
faster response time has been ensured in this algorithm [31].

4.5 Power Consumption Management Scheduling Algorithm
(Bee-MMT)

Artificial bee colony algorithm and Bee-MMT algorithm can be used to find overuti-
lized nodes. It switches back and forth between the overutilized and underutilized
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host based on the decisions taken by MMT scheduling algorithm [32]. It makes the
underutilized node state to sleep after migrating all the tasks to another host.

4.6 Particle Swarm Optimization Task Based System
Scheduling Algorithm

This load balancing algorithm uses particle swarm optimization (PSO) algorithm.
It identifies the extra task on an overloaded VM and transfers it into new VM. It
does not migrate the entire workload rather only the extra tasks [33]. The pausing of
VM is also avoided in the case of migration for a heavily loaded VM. It improves
performance and reduces the time taken for processing compared with traditional
load balancing approaches. Also the customer’s last activity is presumed instead of
lost from VM. It achieves customer satisfaction and improves QoS.

4.7 Cluster-Based Load Balancing Scheduling Algorithm

The computing nodes are grouped into clusters in cluster-based load balancing algo-
rithm. It comprises inter-cluster communication node (ICC), master and slave node.
All the computing elements are termed slave nodes. All the slave nodes are con-
nected to one master node. They update the recent values of following details like
storage, processing capability, and bandwidth to their master node periodically [34].
All these details are maintained in a table by master node. An individual entry in a
table represents a load of each and every slave nodes in a network. The same load
balancing distribution is carried out in two methods [35, 36]. In first method, load
is shared within the master nodes. The decision is taken based on the calculation of
performance factor. In the second part, the load is distributed from master node to
slave node based on round-robin algorithm. Finally, the algorithm achieves better
execution time, waiting time, turnaround time, and high throughput [37].

This chapter helps to understand the different available load balancing algo-
rithms and QoS parameters to be improved. It also specifies the advantages and
disadvantages of every algorithm. It provides a way to design a new security
algorithm for solving security issues in load balancing.

5 Proposed Hybrid Load Balancing and Security
Algorithm

We propose our integrated load and security algorithm in this section. This algorithm
aims in finding themost secure area of transmission in the cloud and provide optimum



166 T. Subha

Fig. 2 Proposed Architecture of load balancer for secure data transmission

load balancing scheme. They provide the integration of both load balancer and secure
data transmission. The load balancing technique is taken care by intermediate router
and secure transmission is achieved by means of DMZ (De-militarized zone). The
DMZ forms a three-layer of security from the client node to server node. Therefore,
upon user requisition the secure data transfer is provided to them.

So far we had seen regarding various load balancing algorithms, Layer 1 deals
with Honey pot IDS, layer 2 deals with the blowfish algorithm, and layer 3 deals with
T coloring concept for segregation of nodes. Honey pot act as an intrusion detection
system, they check the malicious traffic and alert the system administrator. Thereby
they get alert from future attack. The honey pot is a bribed component for promising
nodes. They compromise themselves and behave in favor of administrator for IDS.

Layer 2 deals with blowfish security algorithm, blowfish deals with an encryption
algorithm and most efficient and flexible one. It works under two methods, namely,
key expansion and data encryption (Fig. 2).

Layer 3 deals with T coloring concept in which the nodes get segregated and
divide the files into various parts, so that intruders find difficult to trace and locate. T
coloring concept introduces splitting the files among the nodes. The nodes are placed
under certain conditions no two nodes are in an adjacent direction.

The proposedmethodology of hybrid load balancingwith a security algorithm can
be implemented anywhere in parallel and distributed clouds. It is purely applicable
to the areas such as health care, resource allocation in cloud, storing data in cloud,
analytics, etc., where enormous amount of sensitive and private data are generated.
Hence it requires the guarantee of data usage in a proper way i.e. it should not be
tampered or altered.

6 Conclusion

As cloud computing plays an important role in today’s world, we have illustrated the
advantages of load balancing and various types of load balancing algorithms appli-
cable to homogeneous and heterogeneous environment in detail. The comparison of
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different static and dynamic load balancing algorithms is listed in table. This paper
mainly addresses the security issues of load balancing. A methodology has been
proposed to combine load balancing concepts with security algorithm to overcome
this. Our proposed approach achieves optimum load balancing by finding a secure
area for transmission. It is achieved via DMZ and a three-layer security mechanism.
So, our system can attain higher performance throughput and less fault tolerance
rate by integrating various IDS and IPS rule. Further, data leakages in cloud are also
avoided by this technique. In future work, we propose to build various three-layer
security mechanism to attain higher security rates in cloud domain in real time.
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Key Management Scheme for Secure
Group Communication

Om Pal and Bashir Alam

Abstract Multicast or group communication enables the distribution of the con-
tent in a one-to-many fashion. In multicast communication, the major challenges are
dynamicity of group, forward and backward secrecy of the data. There are issues
like single-point failure in centralized Group Key Management (GKM), false partic-
ipation attack in participatory GKM, member dynamicity in Logical Key Hierarchy,
etc. To address the various issues of centralized, participatory and LKH GKM; in
this paper, we proposed a Key Management Scheme for Secure Group Communi-
cation. In the proposed scheme, network members share the computational load of
the server and scheme achieves the forward and backward secrecy. The proposed
scheme is well suitable for one-to-many mode communication.

Keywords Multicast communication · Group key management · Key distribution ·
Key management

1 Introduction

In present days, most of the cybersecurity applications use the Group Key (GK)
for encrypting and decrypting the common information. In such systems, Group
Controller (GC) or any member of the group multicasts the common information
to other members or sub-members of the group. Multimedia transmission, distance
learning, video conference, data replication, defense systems, distributed network,
cloud computing, multi-party games, etc., are some areas where common informa-
tion is transmitted in one-to-many mode. In multicast communication, due to single
encryption of common information, bandwidth is saved, timely delivery of data is
ensured, quality of service is improved.
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With various benefits of multicast communication, there are also many chal-
lenges which include communication overhead, scalability, forward secrecy, back-
ward secrecy, storage cost, key initialization cost, computational overhead, etc. In
dynamic multicast communication, members join and leave the group frequently
and due to frequent leave and join request, maintaining the forward and backward
secrecy of the group are major concerns for any Key Server. To achieve the forward
secrecy, it is ensured that leaving member should not be able to decipher the future
messages of the group. In backward secrecy, it is ensured that new member should
not be able to decipher the past messages.

Authors have presented various Group Key Management (GKM) Schemes in
the literature which includes Logical Key Hierarchal structure based schemes, cen-
tralized, de-centralized, contributory and participatory schemes. To overcome the
limitations of the Logical Key Hierarchy (LKH) architecture, VijayKumar et al. [1]
proposed a centralized group key distribution scheme. In this scheme, some com-
putational parameters are multi-casted and using these received parameters, existing
members of the group, derive the updated group key. This scheme suffers with prob-
lem of forward secrecy. Leaving member is able to read the future messages if the
key (Kl) of leaving member, completely divides the key (Ki) of any existing mem-
ber of the group. Another drawback of this scheme is that Group Controller suffers
with high computational overhead during the updation of existing key. During the
updation of existing key, it is ensured that all keys (Ks) should be greater than μ.

To overcome the limitations of the scheme [1], in this paper we proposed the key
management for multicast communication. To minimize the fail attempts, we used
two multiplicative algebraic groups. We limit the range of ψ by selecting � ε zpr1*
and restricting q < pr2. Range of ski is higher than both parameters ψ and � due to
selection of ski from zpr2*. Due to the above advantage, we applied the ceiling pr1
<= �pr2/4 �, pr2 > ζ and ζ <= � pr2/4 �. Due to this change, unnecessary computation
at GC side is avoided.

In scheme [1] leaving member can compute the inverse of ‘a’ and using it, leaving
member can decrypt the future messages of the group. To maintain the forward
secrecy, it is necessary that ski must not be a factor of any of the other keys. In our
proposed scheme, we eliminated this attack.

2 Related Work

Many solutions have been proposed for key management in secure group commu-
nication [1–22]. VijayKumar et al. [1] have presented a solution for key distribution
using extended Euclid algorithm. The authors have significantly reduced computa-
tional complexity. However, the forward secrecy is not maintained in the protocol.
VijayKumar et al. [2] proposed a Chinese remainder theorem based group key man-
agement scheme. The computational complexity of scheme is reduced up to O(1).
Storage complexity is also reduced. However, the group initialization requires very
high computations. Based on RSA cryptosystem Kumar et al. [5] proposed a key
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management protocol. The authors have reduced the computation, communication
and storage complexities. Moreover, the protocol is secure against various attacks.

Iuon-Chang Lin et al. [23] proposed a multicast communication scheme based
on RSA public cryptosystem. The proposed solution does not require rekeying after
any changes in group membership. However, the protocol is not scalable for large
groups. Kumar et al. [8] have proposed a non-interactive key agreement protocol for
group communication. The authors reduced computation complexity. Using Chinese
remainder theorem, Kumar et al. [17] have proposed a RSA based public-key cryp-
tographic protocol. The protocol is secure against the factorization attack. Sharma
et al. [18] have presented distributed key management scheme using elliptic curve
cryptography. The protocol reduced computational complexity up to some level.
However, mass join and mass leave operations not supported by the protocol.

Pal et al. [16] presented the one-to-many mode communication scheme for condi-
tional access system. In this scheme, onlyGroupController is able to pass the Control
Word (CW) to the members of the channel. However, there is no one-to-many mode
communication among the members of the group. In the real world, there are many
applications where one-to-many mode communication is desirable for each mem-
ber of the group. In this paper, the authors extended the scheme [16] and using the
extended scheme, members of the group can communicate with each other securely.
Any member of the group can send the common message to other members of the
group in one-to-many mode.

In centralizedGKM,most of the key computationworks are done by the server. So,
there are the issues in centralized GKM like single-point failure, the computational
delay is proportional to number of existing members, etc. In participatory GKM,
there are chances of man-in-middle attack, false participation attack, delay in Group
Key computation, etc. In LKH architecture, more computational overhead and delay
are involved if common data is sent to the group in which members belong from
various sub-group of the LKH architecture. To overcome the various limitation of
GKM, VijayKumar et al. [1] presented the group key distribution scheme. However,
scheme [1] suffers with problem of forward secrecy. To address the various issues of
centralized, participatory and LKH GKM; in this paper, a Key Management Scheme
for secure group communication is proposed.

3 Proposed Group Communication Scheme

Let there be a Group Controller (GC), which prepares the setup for the network.
To initialize a setup for ‘n’ members, Group Controller selects a number ζ and two
prime numbers pr1, pr2 whereas pr1 <= � pr2/4 �, pr2 > ζ and ζ <= � pr2/4 �. Over
primes pr1, pr2, the algebraic groups zpr1* and zpr2* are formed. GC selects a random
element α from zpr2*.
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3.1 Member Join

Using the public key of new user Ui, GC sends the random key ski ε zpr2* to user Ui

for joining the network. GC reselects the ski if ski < ψ or LCM of secrete keys of
existing users is completely divisible by the secret key of the joining member.

Using the following steps, GC computes the Group Key (GK) and distributes GK
to new and existing members of the network.

1. GC selects � ε zpr1* randomly and computes the threshold parameter ψ = � +
ζ. Here ψ is directly proportional to �.

2. GK = α� mod pr2.
3. GC computes the value λ using the multiple (prod) of existing secrete keys and

secret key of new member: λ = prod × ski. Initial value of prod is 1.
4. Using the extended Euclidian algorithm [21], GC derives the value of a:

a × Ψ + b × λ = 1 (1)

5. GC multicasts values α, a, pr2 and ζ.
6. Any existing or new user computes the GK using the following steps (Let Ui

computes GK)

(i) ψ = a−1 mod ski
(ii) � = ψ- ζ

(iii) Finally Ui computes: GK = α� mod pr2.

3.2 Member Leave

There is a need to maintain the forward secrecy whenever any member leaves the
network. To maintain the forward secrecy, GC recomputes the GK and distributes it
to the remaining members of the network. Let leaving user is Ui. GC takes a new �

ε zpr1* randomly and computes a new threshold parameter ψ = � + ζ. GC updates
the GK using the following steps:

1. GK = α� mod pr2.
2. New value of λ = prod/ ski.
3. Using the extended Euclidian algorithm [21], GC derives the value of a:

a × ψ + b × λ = 1 (2)

4. GC multicasts parameter ‘a’ to remaining members.
5. Remaining members computes GK using following steps (let remaining user Ur

computes GK)
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(i) ψ = a−1 mod skr
(ii) � = ψ-–ζ
(iii) Finally Ur computes: GK = α� mod pr2.

4 Security Analysis

Users derive the GK using its secrete key and other parameters sent by GC through
multicast. For joining phase, GC multicasts α,a, pr2 and ζ. The intruder may capture
the multicast parameters and he/she may try to deduce the GK using the received
parameters. To obtain GK, confidential parameter� is required so without having�,
intruder cannot obtain GK. Now intruder may try to deduce � but for this parameter
ψ is needed. To obtain the parameter ψ from transmitted value ‘a’, there is a need
for secrete key of any existing member. So, intruder can derive GK only if he/she
has secrete key of any existing member of the network. Without having the secret
key, intruder cannot obtain the GK.

Proposed scheme achieve the forward secrecy. In case of any member leave from
the network, GC excludes the secrete key of leaving member from the database and
it updates the value of λ. Due to new value of λ, leaving member cannot get the
modified value of ψ therefore, intruder cannot compute the � which is mandatory
to compute the GK.

Proposed scheme also achieves the backward secrecy.Whenever any newmember
joins the network, GC updates the value of GK and distributes the updated GK to
the new and existing members of the network. The new member does not have the
old GK therefore; new member cannot decrypt the past messages of the network.

To obtain � from zpr1*, the intruder may try to apply bruit force attack but it is
not feasible to obtain � from zpr1* due to large size of the algebraic group zpr1*. Let
size of the � be 128 bits then total trials would be 2127. Let one trial be completed
in 1 μs then average time to guess � would be around 4.46 × 280 years. Therefore,
it is concluded that guessing of GK is not feasible through bruit force attack.

5 Applications and Future Scope

Scheme is useful in various fields like multimedia transmission, distance learning,
video conference, data replication, defense systems, distributed network, cloud com-
puting, multi-party games, etc. Against the one-to-one encryption, common data can
be sent in one go to the group members. Due to single encryption of data, bandwidth
may be saved, delay in delivery of common data may be reduced.

Group Key is a special kind of symmetric key. Group Key can be used for encryp-
tion of common data. Proposed GroupKeyManagement scheme can be incorporated
in emerging technologies like Blockchain for securing the sensitive records for the
consensus mechanism. The scheme is also useful for IoT systems for sending the
data in one-to-many communication mode.



176 O. Pal and B. Alam

6 Conclusion

In this paper, we analyzed the group key management schemes, major challenges of
the key management schemes like forward and backward secrecy. We analyzed the
scheme proposed by VijayKumar et al. [1] and to remove the limitation of scheme
[1], we proposed a new key management scheme. Security analysis of the proposed
scheme is also done andwe concluded that our proposed scheme achieves the forward
secrecy and backward secrecy of the data and it reduces the computational load of
the server. Scheme is well suitable for one-to-many mode communications.
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Lightweight Hardware Architecture
for Eight-Sided Fortress Cipher in FPGA

Nivedita Shrivastava and Bibhudendra Acharya

Abstract In the lightweight domain, various ciphers and their different imple-
mentations are introduced to deal with the problem of security in resource scare
environment. Eight-sided fortress (ESF) is a lightweight Feistel cipher which uses
substitution–permutation network based round function with Serpent Substitution-
box(S-box). This work presents a study and comparison of the various hardware
architectures of ESF to combat issues of security in an extremely constrained resource
environment. For the design of hardware, different techniques of S-box implementa-
tion are used. Comparison and evaluation of ESF S-box implementation techniques
is done on the basis of latency, throughput, area utilization, and power consumption.
It is observed that the Random Access Memory (RAM)-based S-box design gave
the best results with the requirement of minimum area for its implementation. This
makes it the preferred architecture for resource-limited applications.

Keywords ESF · BRAM · Synchronous · LUT · Feistel

1 Introduction

With the advancement in various tiny computing devices like radio frequency iden-
tification tag and sensor network nodes, there is a rise in demand for encryption
techniques for these highly resource-constrained environment applications. Small
embedded devices found their use in many of the applications [1]. For this pur-
pose, various hardware architectures have been proposed which aim in providing an
optimal trade-off between security, area requirement, and power consumption. This
gives rise to the field of lightweight cryptography. Various existing and efficient cryp-
tographic ciphers like data encryption standard (DES) [2] and advanced encryption
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standard(AES) [3] are not apt for highly resource-limited applications [4]. Therefore,
for this lightweight domain, various other algorithms have been proposed which are
mainly categorized as block ciphers and stream ciphers. Some of the famous block
ciphers are RECTANGLE [1], PRESENT [5], PRINT [6], HIGHT [7], LED [8],
LBLOCK [9], KLEIN [10], and Eight-sided fortress (ESF) [11] while some of the
famous stream ciphers are Grain [12] and Trivium [13] (Fig. 1).

Various implementation techniques are used for designing the hardware of these
lightweight ciphers so as to achieve an optimum trade-off between security, resource
consumption, privacy, and power consumption. Some of the implemented techniques
are round-based architecture, iterative architecture, serial architecture, parallel archi-
tecture, pipelined, and many more. Ciphers are implemented in two main forms:
Feistel network based and substitution—permutation network (SPN) based. Imple-
mentations based on Feistel ciphers generally provide slow diffusion which may
lead to increased security concerns. So, to combat this problem, traditional Feistel
ciphers use more number of encryption rounds as compared to ciphers based on
SPN which requires lesser number of rounds [14]. There are certain merits of Feistel
ciphers as well. The first one is that they use simple, small, and easy to implement
round functions. The second one is that they generally require the same program for
the implementation of both encryption and decryption part, thus reducing resource
requirement and making it useful for various lightweight applications.

In this work, a new hardware implementation technique for S-box implementation
in case of the ESF algorithm is proposed. Comparison and evaluation of S-box
implementation technique is done in this paper on the basis of hardware requirements
for its implementation infield programmable gate array (FPGA), power consumption,
and latency of architecture. In this work, the target algorithm is ESF which is a
Feistel network based cipher with SPN round function which uses Serpent S-boxes

<<7
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L0 R0

K1

K32

Key
Scheduling

iKey clk load

Fig. 1 Eight-sided fortress algorithm [11]
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for performing the substitution. The round-based architecture of ESF cipher is taken
into consideration for implementation as well as for the purpose of calculation and
evaluation of results. Along with this technique, key retrieval methods based on
memories are used and evaluated to get the optimum results for the implemented
architectures.

This paper is organized into six sections. Section 2 summarizes basics of ESF algo-
rithm and explains details of the round function, substitution layer, and permutation
layer used in the implementation of ESF cipher. Section 3 describes the proposed
hardware architecture of ESF cipher for round-based architecture with different S-
box implementation techniques and key retrieval mechanism. Section 4 shows the
results of the work along with a comparison with other works in the field. Section 5
is about evaluation and discussion of the results obtained for all the implemented
architectures and finally, Sect. 6 is the conclusion of the work.

2 ESF: Algorithm

ESF is a Feistel network based cipher which uses SPN-based round function. ESF
takes 64-bit plaintext as input and uses a key length of 80 bits. It performs 32 rounds
of the encryption, as shown in Fig. 2. The encryption process of ESF for a single
round can be summarized as given below:

• 64 bits of input plaintext of ESF is divided into two parts, leftmost 32 bits and right-
most 32 bits. Rightmost 32 bits are processed via round functionwhose description
is given in the next section while leftmost 32 bits are shifted left by 7 bits.

• Thereafter, processed rightmost 32 bits are XORed with 7 bits shifted leftmost
bits.

• In the end, swapping of the leftmost and rightmost bits is done.

Rightmost 32-
bits

Round function Output

 Permutation Layer

Round Key

Serpent S-Box Layer

32

32

4 4 4 4 4 4 4 4

32

Fig. 2 ESF round function [11]
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• And finally, after completion of all 32 rounds, the final ciphertext is obtained. The
right part gives (Least significant bit) LSB side bits while the left part gives (Most
significant bit) MSB side bits of the ciphertext.

2.1 Round Function

Rightmost 32 bits are processed via a round function which is generated as shown
in Fig. 2 and whose description is given as follows:

• First, rightmost 32 bits of intermediate data is XORed with 32 bits of the subkey
generated for that round.

• 32 bits are then transferred to Serpent S-boxes which are basically eight different
4-bit S-boxes that are connected in parallel and process and substitute all the 32
bits of the plaintext.

• Then, bitwise permutation is performed on the 32 bits obtained from the S-boxes.
• Thus, we obtain the round function for a single round. The same process is repeated
to obtain the round function for all of the 32 rounds.

2.2 ESF Substitution Box

The round function of ESF is based on the SP network. To employ a nonlinear
substitution layer in the round function, ESF uses Serpent S-boxes which basically
consist of a set of eight different S-boxes {S_0; S_1; S_2; S_3; S_4; S_5; S_6; S_7}.
Table 1 shows values of these S-boxes in hexadecimal format. These are basically
4 × 4 S-boxes, i.e., they accept input and produce an output of 4 bits. They work on
32-bit intermediate data in parallel with a group of 4 bits for each of the S-boxes. As
these are 4 × 4 S-boxes, their cost of implementation is quite less as compared to
S-boxes of 8 bits. To process 32-bit intermediate data from the set of 4 × 4 S-boxes,

Table 1 Serpent S-box used in ESF implementation in hexadecimal format [15]

S0 3 8 F 1 A 6 5 B E D 4 2 7 0 9 C

S1 F C 2 7 9 0 5 A 1 B E 8 6 D 3 4

S2 8 6 7 9 3 C A F D 1 E 4 0 B 5 2

S3 0 F B 8 C 9 6 3 D 1 2 4 A 7 5 E

S4 1 F 8 3 C 0 B 6 2 5 4 A 9 E 7 D

S5 F 5 2 B 4 A 9 C 0 3 E 8 D 6 7 1

S6 7 2 C 5 8 4 6 B D 9 1 F D 3 A 0

S7 1 B F 0 D 8 2 B 7 4 C A 9 3 5 6
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S_0 S_7S_5S_4S_3S_2S_1 S_6

Fig. 3 16-bit Permutation layer for ESF

data is taken in groups of 4 bits and processed in parallel from eight different S-boxes.
Thereafter, processed values of S-boxes are sent to the permutation layer.

2.3 ESF Permutation Box

32-bit data obtained from the series of Serpent S-boxes are then sent to the per-
mutation layer. Figure 3 shows an ESF P-box (Permutation box). ESF follows the
PRESENT permutation layer. It works on bitwise permutation. The following equa-
tion shows the working of the PRESENT permutation layer which is followed in
ESF as well.

Let “x” be input data, “y” be output data, and “i” denote the byte position. Then
the equation to implement bitwise permutation is as follows:

For 0 ≤ i ≤ 4

x4i‖x4i+1‖x4i+2‖x4i+3 ⇒ yi‖yi+8‖yi+16‖yi+24 (1)

2.4 ESF Key Schedule

ESF accepts key of 80-bit length. For each of the 32 rounds, a subkey of length 32
bits is generated through the key scheduling part of the architecture. For i= 1, 2…31,
key register K is updated according to the following steps:

• Left Shifting: Values stored in the key register K being shifted left with an offset
of 13 bits.

• Bits from position 72–79 are sent to S-box for substitution operation. Serpent
S-box0 is used for this purpose: [k79k78k77k76]= S0[k79k78k77k76]; [k75k74k73k72]
= S0[k75k74k73k72]

• Keybit fromposition43–47 isXORedwith a 5-bit round counter. [k47k46k45k44k43]
= [k47k46k45k44k43]ˆ round_counter
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• The leftmost 32 bits of the current content stored in the key register “K” are taken
as output which is basically subkey “Ki+1” for that round.

3 Hardware Architecture of ESF

Various techniques for the implementation of Serpent S-boxes are proposed. These
techniques are also combined with Block Random Access Memory (BRAM) and
Read Only Memory (ROM)-based key retrieval methods to evaluate the optimum
trade-off between parameters. All these techniques are implemented and evaluated
for the round-based design of ESF.

3.1 Using Boolean S-Box

Using Table 1, Sum-of-Product based Boolean expressions of all the eight different
S-boxes are obtained using the Karnaugh map technique. With the help of these
expressions, S-boxes can be easily implemented using basic gates only, i.e., NOT,
OR, and AND. Figure 4 shows the design with Boolean S-boxes implemented in a
round-based ESF design. Two 32-bit registers are used for storing the leftmost and
rightmost values of the plaintext. An 80-bit key register is used to store the value of
subkeys. Each cycle of encryption is completed in a single clock cycle thus giving a
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latency of 32 for 32 rounds of encryption. Since we are using Boolean expressions
to design S-boxes, this design is named as Boolean S-box based architecture of ESF
cipher.

3.2 Using RAM-Based S-Box

The next variation in S-boxes implementation technique is by using BRAM for the
implementation of eight Serpent S-boxes. Figure 5a shows the architecture for RAM-
based S-box architecture. For all the eight different S-boxes, the contents are stored
in BRAM of FPGA instead of using slices because of which, slices available in
FPGA are free to be used for any other purpose. Since the implemented S-boxes
are RAM-based, extra clock cycles are required to retrieve and process data from
the RAM, for which in each round, an extra clock cycle is required, resulting in
adding an extra cycle per round, and hence increasing the latency and throughput
of the design. BRAM can be used instead of distributed RAM of FPGA for which
synchronous S-boxes are designed. In BRAM, each S-box output data is stored as
4-bit hexadecimal data for all 16 values, i.e., each S-box needs 4× 16 bits ofmemory.
Thus, for 10 S-boxes (two extra S-boxes for key scheduling mechanism), 640 bits
of memory is required. Input values of S-boxes are sent to BRAM as address. Data
which is stored in that address is basically values which will come after performing
the substitution. That value is retrieved and sent to the output port of the RAM. All
the values are stored and retrieved in hexadecimal format only. Since S-boxes are
also synchronous, extra circuitry is used to aid in controlling and proper functioning
of the hardware. To synchronize the design, extra clock cycles are required for each
round, thus, increasing the latency of the architecture from 32 to 64.
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In the next architecture, BRAM is used for both S-box designing and for retrieval
of subkeys for each of the ESF 32 encryption rounds. Figure 5b shows the hardware
architecture of the design. For the implementation of this design, only eight S-boxes
are required as the key scheduling part is replaced by a RAM module having pre-
generated subkeys as stored data. With proper address as input, keys for each of the
32 rounds can be retrieved for the processing. In this way, resource consumption is
reduced. But this makes the architecture vulnerable to related key attack [14]. In this
architecture, also synchronous S-boxes are used so that FPGA uses only BRAM for
its implementation. Thus, extra circuitry is required for controlling the circuit.

The next technique which is studied is by using asynchronous memory module in
which BRAM is not used for key storage. Pre-generated subkeys are stored in ROM-
based memory module from where they are retrieved for respective rounds while the
S-boxes are implemented using BRAMs only. To achieve this, the key schedule is
designed for asynchronous operation while S-boxes are designed for synchronous
operations. Thus, the architecture uses LUTs and slices instead of BRAM for the
implementation of key storage and retrieval part.

4 Results

Results are evaluated and compared in two different FPGA platforms, i.e., Spartan-3
andVirtex-4. Comparison of all the architectures is done on the basis of resource con-
sumption which is evaluated by considering the number of flip-flops, LUT, number
of BRAM and slices used in the implementation of the architecture in the respective
platform. Table 2 shows a comparison of resource consumption for the implementa-
tion of the various architectures.

Comparison of the proposed architectures is also done with the PRESENT cipher.
In the case of Spartan-3 FPGA, the comparison is done with two architectures of the
PRESENT cipher which are designed on basis of different types of techniques used
for the implementation of S-boxes namely espresso-based S-box and LUT-based
technique for the design of S-box.

Table 3 shows the power requirement for the implementation of various architec-
tures in different FPGA. It also shows the latency and throughput of the architectures
for both Virtex-4 and Spartan-3 FPGA. Here also, results are compared with the
optimized PRESENT design.

5 Evaluation of Results

Resource Consumption: It is observed that the least number of resources is used
when BRAM-based key retrieval mechanism along with BRAM-based S-box (C3)
is used. As shown in Fig. 6, the design shows a decrease in the number of LUTs,
registers, and slices as intermediate data and S-boxes are stored in BRAM of FPGA.
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Table 2 Comparison of re source consumption for different architectures

Design State
(Bit)

Key
(Bit)

BRAM Slice LUT Flip-flop Fmax
(MHz)

xc3s400-5fg456

Boolean S-box
Architecture(C1)

64 80 – 144 255 149 100.040

RAM-Based S-Box
Architecture(C2)

64 80 10(64-bits
each)

142 217 150 73.292

BRAM-Based Key
Architecture(C3)

64 80 9(64-bits
each)

102 134 70 166.373

ROM-Based Key
Architecture(C4)

64 80 8(64-bits
each)

113 188 70 88.833

Espresso-Based
PRESENT(C5) [16]

64 80 – 176 253 152 258

LUT-Based PRESENT
(C6) [16]

64 80 – 202 350 154 240

xc4vlx25-12ff668

C1 64 80 – 143 257 149 224.459

C2 64 80 10 142 105 150 152.764

C3 64 80 9 101 134 70 226

C4 64 80 8 113 190 70 172.586

PRESENT-80(C7) [17] 64 80 – 124 190 153 375.66

PRESENT-128(C8) [17] 64 128 – 152 265 201 364.56

Table 3 Comparison of power and performance in different architectures

Design State
(Bit)

Key
(Bit)

Latency
(Cycle)

Dynamic
power (W)

Static
power(W)

Total
power (W)

Thr.
(Mbps)

xc3s400-5fg456

C1 64 80 32 Negligible 0.060 0.060 200.08

C2 64 80 64 73.291

C3 64 80 64 166.373

C4 64 80 64 88.833

C5 64 80 32 516

C6 64 80 32 480

xc4vlx25-12ff668

C1 64 80 32 0.020 0.233 0.253 448.918

C2 64 80 64 0.022 0.331 0.353 152.764

C3 64 80 64 0.012 0.331 0.343 226

C4 64 80 64 0.012 0.331 0.343 172.586

C7 64 80 32 0.012 0.232 0.244 180.77

C8 64 128 32 0.015 0.233 0.248 171.56
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Fig. 6 Results obtained for different architectures in a Spartan-3 FPGA b Virtex-4 FPGA

Also, this technique gives the best maximum operational frequency among all archi-
tectures for both the FPGA. As compared to LUT-based PRESENT (C6), C3 shows
49%, 62%, and 56% reduction in slices, LUTs and registers, respectively. For both
FPGA, C3 requires the least resources followed by C4, C2, and C1 as data and S-
boxes are stored in BRAM. In FPGA, ROM is designed using LUTs and slices, so on
changing the key schedule from BRAM-based (C3) to ROM-based (C4), the number
of LUTs and slices are increased, while registers remain the same. It should be kept
in mind that C3 and C4 are prone to side-channel attack.

Performance and Power Consumption: Implementation in Spartan-3 FPGA
requires less power than Virtex-4. For Spartan-3, all designs require the same power.
In Virtex-4, least power is required by C1, followed by C3 and C2. C3 and C4
require the same power consumption. To synchronize the circuit, the latency of the
architecture is increased in case of BRAM-based designs (C2, C3). For Boolean
S-box design (C1), latency is low and resource utilization is more. Throughput (thr.)
depends on latency and maximum operational frequency (FMax.) of the design. It
also varies with the FPGA device used for the implementation. Best throughput is
given by C1 when implemented in Virtex-4 FPGA, followed by C3, C4, and C2.
While for Spartan-3 FPGA, design C5 and C6 give good results followed by C1, C3,
C4, and C2.

6 Conclusion

ESF is a lightweight Feistel cipher with SPN round function. In this work, differ-
ent S-box implementation techniques are presented and evaluated. The designs are
implemented in different FPGAs and results are compared on the basis of resource
consumption and power requirement. Best results are obtained when BRAM is used
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for the implementation of both S-boxes and key retrievalmechanism (C3). ForVirtex-
4 FPGA, C3 required the least resources and had good throughput results. C1 gives
the best throughput in Virtex-4 platform. This results in reduction of LUTs, slices,
and registers. These resources can be used for some other purpose in the same FPGA
device.

Further studies are required to study the relationship between latency and area
of the architecture. There is room for designing of other architectures of ESF like
pipelined, serial, parallel, etc. This will lead to the establishment of the trade-off
between different resource requirements and performance. A detailed evaluation
will be required to study resourcefulness of the design.
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Two-Dimensional Hybrid Authentication
for ATM Transactions

M. F. Mridha, Jahir Ibna Rafiq and Wahid Uz Zaman

Abstract Advancement of information technology leads toward a world with pro-
cess automation to perform a task more efficiently and avail the services with ease.
Banking sectors are not an exception and are moving from traditional manual bank-
ing system to an electronic entity. The basic functionality of a bank, out of many, is
to deposit money into user accounts and retrieve as per account holder’s necessity.
However, as time is precious, eventually account holders may not expect to spend too
much time in the queue for depositing or retrieving their money. That is why the need
for ATM comes into the picture to make the user’s life easier. However, it comes with
some questionable possibilities for false attacks as well. Thus, a proper user authen-
tication mechanism is needed to overcome these fraudulent activities. Our proposed
method gives a new dimension to this authentication which is a hybrid version of
an existing authentication system for the ATM transaction by using a Graphical pat-
tern password along with current PIN code supplied from the bank. This Graphical
password is a version, which has been invented by Google’s Android pattern unlock
system. In our proposedmechanism,we combine bothGraphical pattern and PIN and
incorporated security to enhance reliable transactions. More specifically, the secret
encryption key is generated from a PIN using the PRESENT algorithm. Finally, the
ciphertext is created using digit stream from the Graphical pattern and secret encryp-
tion key. This hybrid process to detect intrusion will significantly enhance security.
Our primary focus is to develop a robust and flexible user authentication system to
avoid common authentication problems. The proposed approach needs no additional
hardware and device dependency.

Keywords ATM transaction · User authentication · Graphical password · PIN
code · Encryption · ATM security
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1 Introduction

In the last two decades, information technology has grown in a very vast scale, as an
effect of using computerization on a mass level. The technological innovation along
with the optimized cost drives us toward the massive growth of the computer system,
and thus digitalization is involved in every sector. As time passes by, computer
processing power is increasing, and subsequently, prices are reduced along with
physical sizing, resulting in computer processing available on every possible field
from medical science to space discovery. This digitalization improves our way of
living and helps us to compute more things within the shortest possible time. As
a result, the manual working system replaces the computerized machine-enabled
systems to serve more than the traditional systems. However, similar to other good
systems, there are some dark sides of the digital system which also become available
to the people who are using this digital system to fulfill their evil wishes. In the
real world to protect against crime, law-enforcement agencies work relentlessly.
Similarly, contingency plans are taken in case of a compromise of data in the virtual
world.

The financial sector is one of the critical areas where the effect of digitaliza-
tion can observe visibly. For example, in the traditional banking process, a massive
number of accounting books needs to keep track of the transactions, every time an
accounting book needs to open manually to update transaction information for a par-
ticular account. It was a severe time-consuming process; imagine a branch with 1000
account holders; each requires at least 10 of this kind of accounting books to keep
all accounts related information. So, whenever someone is depositing/withdrawing
from the account, it requires to find that particular accounting book and specific
accounts to update a row. The whole process of finding just one account usually
involves multiple people to work, and they have to synchronize in between to serve
people efficiently. Also, human error factors in updating information were a big con-
cern along with isolation of that error. So, especially account searching and updating
transaction information in the new digital system gives comfort to the administrators
and their respective users. Now a bank officer with a computer can answer more than
100 customers in a day not only about the account balance but also about all the
information available on that account. Central banking server and banking system
automation together achieve this efficiency. Another useful feature of the banking
digitization is the invention of Automatic Teller Machines (ATM) which makes a
banking transaction live on a 24 × 7 basis and facilitates their account holders in
such a way that in case of emergency, irrespective of day or night time, an account
holder can withdraw money as per their predefined account limit. With the advance-
ment of ATMs, now cash deposit into those ATMs are also available.

Despite all these excellent features, there are some dark sides of the automatic
banking system which are being used by some fraudsters to steal money from
accounts. These fraudsters attack the digital system in many ways and try to fool
the system so that the system can consider those imposters as legitimate account
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holders for the transaction. ATM fraudulent transactions [1] are increasing day by
day because from ATM we can receive hard cash which cannot be tracked later.

Several remediation steps have been taken [2] to improve user authentication.
Our proposed method uses a hybrid approach to authenticate proper banking users.
This method includes an existing PIN code along with a newly developed Graphical
pattern systemwhich is inspired byGoogle’sAndroid pattern unlock system [3]. Like
Google’s Android pattern, we have taken a large 4 × 4 grid [4, 5] plotted with dots
on the screen. To take user input, we have considered a touch-based input panel. Our
proposed system tweaks the backend calculation by assigning a fixed number into
each dot and resolves the user input pattern into a stream of digits. Users then input
their existing PIN code supplied by their respective bank on the input panel which
is considered as an initial key for asymmetric encryption [6] algorithm, PRESENT,
to generate a secret key and apply encryption process to that digit stream before
transmitting it to the bank server. Bank server will then again reconstruct the digit
stream from the coded received message by using the same encryption algorithm
and prestored PIN code from the particular account. This derived digit stream is then
checked against the stored digit stream on that account and allows/denies further
transaction upon the results.

The rest of the paper is organized as follows. Section 2 provides the related
research works on a particular field of interest (i.e., ATM user authentication and
security). Section 3 describes the proposed method briefly: A overview of the whole
method, B Steps required to perform the whole authentication process, C Graphical
pattern system, D Encryption algorithm, and E Results and benefits of the proposed
method. Finally, Sect. 4 concludes the paper with future works.

2 Related Work

Many research works have been carried out due to growth and acceptability of
E-banking system toward its users to make transaction secure. In our study, we
have seen that many different kinds of account holder authentication systems have
been proposed to enhance the identification of legitimate account holders. These
authentication methods are mainly based on Biometrics like Fingerprint, Iris, Face
detection, and Vein [7–10]. Despite the effectiveness of these biometric authentica-
tion techniques, there is also a chance of copying these parameters by an imposter.
So, later researchers found that a single authentication system is not good enough
to achieve the goal and thus multifactor authentication has been introduced [2, 11].
These multiple authentication processes force users to enter two or more authentica-
tion parameters during a transaction to complete the account holder validation. Some
of the authentication parameters are prestored during the account opening stages like
PIN code, Biometrics (Fingerprint, Face, Iris) and some parameters are produced and
supplied in real time during the transaction (like one-time code through the token
devices, smart cards, and SMS on the phone).
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Also, the increasing number of IoT devices can lead toward a new possibility of
a user’s authentication system, sometimes even without using the ATM cards [12].
There are cell phones, smartwatchs, smart goggles, or even car keys that can be used
as a part of token-based user authentication. So, we assume that in the near future, the
old traditional PIN code based authentication or single authentication system is going
to be extinct and new fusion systems with a combination of Biometrics, IoT devices,
and other forms of authentication parameter will be added for authentications. As
a consequence, the main focus of this paper is to develop a robust and flexible
user authentication system to avoid common authentication problems. The proposed
approach needs no additional hardware to carry and requires no device dependency.

3 Proposed Methodology

3.1 Short Summary of Proposed Architecture

In this paper, we propose a hybrid approach for the user authenticationmethod unlike
the single PIN code based inputs or Biometrics input. We proposed a user authen-
tication system which is a combination of two different user inputs. For doing this,
we have considered the ATM with a touch screen based user input panel. Although
we know that keypad-based ATMs are the most common systems in use, due to the
technology advancement, availability, and low price of touch screen based devices,
they are growing in numbers and thus ATMs with a touch panel are also increasing
day by day. Our authentication method combines two-level user inputs which have
two parts. First, users have to input the Graphical pattern password which should
be similar to drawing a pattern by connecting some dots on ATM screen (similar
to screen password on Android mobile phones). For collecting user inputs, we are
considering a 4 × 4 grid and mapping it with a predefined number for each cell.

3.2 Details of Functional Steps

The following steps are derived from Fig. 1 to describe the whole authentication
process.

Step-1: User swipes their Debit/Credit card into the ATMmachine card slots and
the ATM reads and collects necessary user details from the card.

Step-2: Information gathered from the card will be sent back to the card provider
merchant (e.g., Visa/MasterCard/Amex) for identifying the actual recipient bank
server.

Step-3: Recipient bank server will check the card information and account details
for accepting further inputs and thus notifying the particular ATM machine about
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Fig. 1 Graphical pattern
password initial input panel

further user inputs. For stolen card/expiry card/account disabled case, the bank server
will send a denied message to show proper notification for the users.

Step-4: Upon getting the initial account validity from the bank server, the ATM
machine will prompt for entering the first phase Graphical pattern password, which
will show a 4 × 4 grid with dots connected by touching one dot to another to create
a pattern.

Step-5:Grid conversion functionwill translate the pattern into a digit streamwhere
each of the grid cells will be mapped by a predefined two-digit decimal number. The
digit stream is then stored locally on the ATM machine on a temporary basis and
moves forward for the next step inputs.

Step-6: In this phase, second dimensional user input is taken which is nothing but
the old PIN code (4/6 digit) assigned by the bank server. This PIN code is also a 4/6
digit decimal number.

Step-7: Now an encryption key generation function will generate the key. In our
case, we have considered the PRESENT symmetric cryptography algorithm along
with 80 bits key size.

This same algorithm is also used later on to encrypt themessagewith the secret key
generated from the PIN code inputs from the users before sending it to the respective
bank server.

Step-8: The PRESENT encryption algorithm will encrypt the previously stored
digit stream which is converted from Graphical pattern inputs by using the secret
key derived from the previous step. The PRESENT algorithm will consider a 64-bit
block at a time

to apply encryption and will start sending the coded message through the ATM
network infrastructure toward the bank server.

Step-9: The bank server will receive the transmitted packet from the ATM and get
the fragmented encrypted bits. After collecting all the fragmented payload, the bank
server will start decrypting the payload using the same secret key as generated by
the same encryption PRESENT algorithm through the use of stored PIN code from
that particular user account.

Step-10: The bank server will reconstruct the digit stream from the encrypted
message sent earlier by the ATM machine and check with the prestored digit stream
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on that particular account. Here, we have considered the stored digit stream which
was entered during the initial account opening process by the user himself. During
the account opening time, the user will input their own Graphical pattern password
through any Tablet/Touchable user interfacing device from designated branches and
that Graphical pattern password is then converted to a digit stream for storing on the
respective user account for future authentication.

Step-11: The bank server will validate the user authentication by sending allow
notification to the ATM machine for further transaction inputs or sending denied
message to terminate the particular session if those two-digit streams do not match
with each other.

In this architecture, the existing network infrastructure for ATMs will be used and
there is no need for any change on the backend connections. We have considered
that during the account opening, the respective bank branches will collect the user
Graphical pattern password by using any touchable input devices and also to avoid
common guess on Graphical password constraints like a minimum of five touch
long-pattern password will allow or include minimum one overlapping on cell, etc.
For the ATM machine, we have considered the touch-based screen as a user input
panel with traditional card swiping slots, cash dispensers, print paper outlets, etc.

3.3 Graphical Pattern User Password System

In our proposed authentication system, we have combined two user inputs: Graphical
pattern drawing with the existing PIN code. These Graphical pattern password input
systems are derived from the invention of the Graphical password-based authentica-
tion from Google’s Android Pattern un(lock) system [3]. The concept was to draw
something on the screen which can relate to some fixed coordinates of pixels acting
as a point of touch (looks like dots symbols to represent) to create a pattern which
will be matched against the stored one.

Here, in this paper, we are using a similar Graphical system but we have tuned
the underlying mechanism in a different way which is flexible and reprogrammable
for changing.

In Fig. 2, a grid with dots on specific pixels has been depicted. Here, each dot
contains some fixed pixels from the screen, plotted with round symbols like a dot and
is represented with two-dimensional coordinates (x, y). Between one dot to another,
there are some fixed gaps which will help to draw a line by connecting dots in an
order to create a pattern.

3.4 Lightweight on-Premise Data Encryption System

To maintain the confidentiality of the pattern password, we are proposing encryption
method upon the digit stream which has been derived right after the pattern drawing.
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Fig. 2 Drawing a pattern
password on the input screen

For data encryption, we have considered a symmetric encryption method which is
lightweight because we are only dealing with a series of numbers and considering
processing on-premises ATMs which have limited processing capacities. To achieve
this, we considered PRESENT as the encryption algorithm [13], which is a kind of
block cipher category. The PRESENT algorithm developed by Orange Labs in 2007
is 2.5 times smaller than the AES algorithm [13].

Symmetric encryption algorithm requires the same key for both encryption and
decryption process. However, there is a significant concern about how the encryp-
tion key is delivered through the network as it is not safe if someone can steal the
key during transmission. That is why we considered a way to prevent this. Using
the existing PIN code supplied from the bank to the specific user acts as a source
of an initial key which is reused with the PRESENT encryption algorithm gener-
ates 80-bit secret key. With this newly derived secret key, the digit stream which
was derived earlier can be encrypted. As the same PIN code is prestored with the
particular user account, the bank server can regenerate the secret key and decrypt
the coded message transmitted from the ATM with that particular user account. So,
here the account PIN code is considered as a session key for a particular transaction
to regenerate the real encryption secret key. The PRESENT algorithm works with
a 64-bit block size with a round function iterated 31 times. Each round consists of
three sub-functions: addRoundKey, pLayer, sBoxLayer. addRoundKey is XOR of
64-bit round key and the state. A pLayer is a bitwise permutation. sBoxLayer is
64-bit nonlinear transformation.

3.5 Determine the Strength of a Pattern

Distance metrics should be clearly outlined. For our work, we have assumed one
horizontal or one vertical movement is weighted as one. Similarly, two such steps
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are counted as two. For, diagonal distance, we merely apply Pythagorean theorem.
Hence, one diagonal distance is the square root of 2 = 1.41, and two diagonal
distances are the square root of 8 = 2.83. For a Knight in Chessboard, we have one
diagonal and one horizontal or one vertical step such that the weight is (1.41+1). Let
us consider a pattern of nine digits (5→1→9→4→6→7→3→8→2). Using this
weighting technique, we get 17.7. So the higher the weight we get, the better we
secure our pattern.

Our security can be breached through shoulder surfing, phishing, or guessing.
Because the first falls within the user’s responsibility, we consider guessing a threat.
We have used the Divide and Conquer Algorithm to test the strength of our pattern,
which is a recursive function to determine the correct number. However, the more
guesses it takes, the stronger our patter is. The recursive function is summed up in the
following diagram. Because the pattern is a variable and to compromise the whole
pattern, intruders have to decode each digit in one step; we can quickly enhance the
robustness of our pattern.

In our proposed method, some underlying benefits can be marked which help
the bank to identify its rightful account holder. Our main focus was to develop a
flexible format of user authenticationwhich can be quickly adopted andwould require
minimal changes from the existing system to operate. Below are some salient points
which show the proposed method’s benefits regarding the flexibility and usefulness.

1. Easily reprogrammable to change the mapping function, which can give priv-
ilege to the banks to redesign as per their demand and makes the mapping differ-
ent/unique from one bank to another. So, just changing the number allocation makes
the resulting digit stream completely different.

2. Digit stream generation is so flexible that a user can choose any size of the
pattern which in turn only requires a few digits of numbers to store. For example, a
pattern with 50 consecutive touches produces only 100-digit long number stream to
store.

3. In research, it has been shown that with a 4 × 4 Grid, we can have
4,350,069,823,024 number of the possible patterns [5]. So, a wide variety of pat-
terns is possible and not just 4 or 6 digits long PIN code to choose.

4. During account opening, a user enters the pattern which is just like their pass-
word. So, it provides better comfort to the user regarding authenticity instead of only
PIN code which is generated and supplied by bank servers.

5. A crucial secret generation with the existing PIN code will not only reduce the
risk of key transmission but also does not need any changes at the existing banking
system.

6. Using an on-premises encryption method can maintain the integrity of user
data which is helpful if the ATM network does not facilitate by default encryption
on data transmission.
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4 Conclusion

Banking transaction system becomes digital by the use of ATM instead of disburs-
ing money from the bank directly. This digitalization of manual money withdrawal
process possesses a severe security risk of fraudulent transaction and possibilities of
non-authentic users’ access. As the system is automated, it is not possible to identify
the individuals by asking their identity or by observing the activities/body languages
of a non-authentic user. Proper identification is achievable through human interven-
tion. So the effort should be focused to make the authentication challenges multiples
and confidential/ challenging to guess or replicate. In this regard, we propose to use a
different mechanism for authentication which aggregates the existing authentication
parameters with the new system to create a hybrid system. We firmly believe that
our proposed mechanism enhances the banking transaction to be more reliable and
secure.

This system may also be implemented with the Internet banking system/mobile
banking system and might be integrated with another new kind of authentication
systems like NFC-based devices or IoT-based devices which can remove the need
of using a plastic ATM card. Also, the proposed method should explore with the
POS transactions system. Some of the shared Graphical password risks like shoulder
surfing, natural guess ability should be carefully considered tomake themethodmore
robust and efficient before deploying at a mass level. Finally, some critical issues
regarding the performance, user adaptability and usability, and security of the system
need to be explored.
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Artificial Neural Network Based Load
Balancing in Cloud Environment

Sarita Negi, Neelam Panwar, Kunwar Singh Vaisla
and Man Mohan Singh Rauthan

Abstract With heavy demand for cloud technology, it is important to balance the
cloud load to deliver seamless Quality of Services to the different cloud users. To
address such issues, a new hybridized technique Artificial Neural Network based
Load Balancing (ANN-LB) is introduced to calculate an optimized Virtual Machine
(VM) load in cloud systems. The Particle Swarm Optimization (PSO) technique
is used to perform task scheduling. The performance of the proposed ANN-LB
approach has been analyzed with the existing CM-eFCFS, Round Robin, MaxMin,
and MinMin algorithms based on MakeSpan, Average Resource Utilization, and
Transmission Time. Calculated values and plotted graphs illustrate that the pre-
sented work is efficient and effective for load balancing. Hybridization of ANN and
iK-mean methods obtains a proper load balancing among VMs and results have been
remarkable.

Keywords Cloud computing · ANN · iK-mean · Clustering · Load balancing

1 Introduction

In the research computing world, (in 2000) a new trend Computing Technology has
arrived to change the working approach of computer and Internet users. From the
history of utility computing (or Computer utility, a computing resource package that
includes computation, services, storage, and computer resource in rent), researchers
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have found that cloud is the most sophisticated, reliable, and service-oriented tech-
nology. Abstraction and Virtualization are the two major concepts of the cloud. In
Abstraction, the cloud hides implementation information from the user as data stored
in locations that are unknown and in Virtualization, resources are pooled and shared
by various users on the metered basis [1].

Uncontrolled growth of DataCenters (DC) may lead to a lack of availability of
resources. In such case, a load balancing policy can handle the cloud resources and
make resources available to each Host and VM. Scheduling of tasks and load balanc-
ing in virtual machines (VMs) is the NP-hard problem hence a suitable scheduling
technique is required to solve VM allocation problems [2]. The data that cloud pro-
vides to the user must be scheduled and balanced among VM and Hosts [3]. Live
migration of VM is a better approach to slow down the processing cost [4] whereas
cloud computational cost can be minimized through proper utilization of resources
[5]. Utilization of resources may be achieved through proper mapping and allocation
of tasks to VM and VM to Host [6]. Scheduling of tasks to single user and multi-
user has different aspects of delay bounds for the tasks. Such delay bounds can be
deduced by using offloading policy in edge cloud [7]. VM and task scheduling in
cloud computing provide flexibility, scalability, load sharing, etc. Proper scheduling
of resources improves load balancing such as VMmigration [8, 9] and taskmigration
[10, 11]. VM and task migration can have great impact on cloud performance. The
various approaches of task migration techniques are non-live migration, post-copy,
live migration, pre-copy, and triple TPM etc., [10]. VM live migration and its impact
should be low as higher migration increases the processing cost [12].

Management of cloud resources demands the implementation of efficient load
balancing techniques. Various categorizations of load balancing have been defined
for the traditional computing environment: Static,Dynamic, andMixedLoadBalance
[8]. As cloud provides the highmobility of nodes, the spatial distributed nodes need to
be balanced using Centralized, Distributed, and Hierarchal Load Balancing methods
[13]. This paper focuses on the concept of soft computing based technique, viz,
Artificial Neural Network (ANN). The objective of the research is to introduce the
process initiated by the VM manager using ANN-based Back Propagation Network
(BPN) method. BPN calculates the load of each available VMs and improved K-
mean (iK-means) clustering method performs clustering of VMs into underloaded
VMs and overloaded VMs. Incoming user tasks that are admitted to cloud at runtime
are allocated to underloaded VMs using the PSO algorithm.

The organization of the paper is as follows: Previous work on load balancing in the
cloud environment has been discussed in Sect. 2. Section 3 highlights the proposed
system model. Section 4 elaborates the implementation of the proposed model while
Sect. 5 explains the evaluated outcomes of the proposedwork. Finally, the conclusion
and future scope are covered in Sect. 6.



Artificial Neural Network Based Load Balancing … 205

2 Literature Review

Many researchers worked in load balancing to improve Quality of Service (QoS) of
cloud computing. The researches have suggested different methods for load balanc-
ing. In this section, various load balancing algorithms are discussed in detail.

Hamsinezhad et al. [10] add up task and VM migration schemes to achieve effi-
cient load balancing in a cloud environment. The work has shown the migration
methods on task by combining Yu-Router and Post-Copy migration methods. The
algorithm decreases the migration time, overhead, and transmitted data rate. The
authors have explained migration in a mesh network that partitions the network into
the subnetworks (Psub). The migration of Psub is given in Eq. (1). Number of stages
(S) for the migration of subtasks to the D.M is calculated using Eq. (2).

psub = (d/p × w/q × h/r) (1)

S = max(d/p × w/q × h/r) (2)

where the size of the network is represented by (p × q × r) and (d × w × h) is the
number of nodes distributed on the network. The research work of [10] reduces task
transmission time and data overhead but delay overhead is still a drawback of the
algorithm. These drawbacks motivate to introduce a new approach that enhances the
transmission time of tasks.

To minimize the workload between servers, an application live migration method
has been introduced for large-scale cloud networks [14]. The application live migra-
tion takes place by three events, i.e., workload arrival, workload departure, and work-
load resizing (varying resource size). Li et al. [14] introduced a concept of workload
in an encapsulation of application and the underlying operating system of VM. The
server node that is running VM is referred to as open box and the server node lack-
ing of VMs is referred to as close box. The arrival of workload is further assigned
to an open box. The work shows “how application (task) migration can perform
remapping of workloads to the resource node”. This migration reduces the num-
ber of open boxes. The size of workload has been divided into subintervals 2 M-2
and is represented in levels. The approach seems to be energy efficient but large
number of migrations can lead to high processing time. The use of three different
algorithms, i.e., workload arrival, workload departure, and workload recycling may
increase complexity of the network. The proposed approach reduces complexity by
introducing supervised learning approaches for load balancing.

Devi et al. [15] introduced an Improved Weighted Round Robin (IWRR) load
balancerwhere all the tasks are assigned to theVMsaccording to the IWRRscheduler.
After completion of each task, the IWRR load balancer checks if there is a need for
load balancing. If the number of tasks assigned to VM is higher, then the IWRR load
balancer identifies VMs load. IWRR estimates the possible completion time of all
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tasks assigned to that VM. The number of task migrations is significantly reduced
in IWRR load balancer due to widespread identifying of the most suitable VM for
each task. When overloaded VM drops below its threshold value, the task can be
migrated from overloaded to underloaded VM. In order to identify the VMs having
the highest and lowest load, load imbalance factor is calculated using the sum of
loads of all VM, load per unit capacity (LPC), and threshold (Ti), which are defined
in Eqs. (3), (4), and (5), respectively.

L =
∑k

i=1
li (3)

LPC = L∑m
i=1 ci

(4)

Ti = LPC × Ci (5)

where the number of VMs in a DataCenter (DC) is represented by i and Ci represents
the node capacity. VM load imbalance factor is defined by

VM load

⎧
⎨

⎩

< Ti − ∑k
v=1 li, Underloaded

> Ti − ∑k
v=1 li, Overloaded

= Ti − ∑k
v=1 li, Balanced

(6)

The drawbacks of the reviewed literatures motivate to introduce a new method of
finding VM load using intelligence artificial neural network method. The obtained
load is further clustered into underloaded and overloaded VMs; thus the tasks are
assigned to underloaded VMs. The introduced model focuses to enhance resource
utilization, transmission time, and makespan.

3 System Model and Proposed Work

3.1 Artificial Neural Network Based Load Balancing
(ANN-LB)

In this system model, it is assumed that there is a set of a physical machines
PM = (PM1, PM2…, PMM) where each PM holds the set of virtual machines VM =
(VM1,VM2….,VMj). For the execution, a number of tasks (t1, t2…,ti) are assigned
to VMs, respectively. VMs use their resources and run parallelly and independently.
Load balancing has always been necessary to remove imbalance execution of a task.
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The heavy load on the current VMs leads to unbalanced DCs and resource underuti-
lization. Such issues can be resolved by introducing the clustering process on VMs
in each PM based on current load of VMs. Based on the load, VMs are grouped.

3.1.1 Back Propagation Network (BPN)

The Back Propagation Network (BPN) is used to support several VMs all together
for load calculation with the aim to reduce clustering time. A supervised learning
ArtificialNeuralNetwork basedBPN is one of the best neural approaches.Rumelhart,
Hinton, and Williams introduced the BPN in 1986. It has the facility to propagate
errors toward the back from the output layer units to the hidden layer units.

The role of BPN is to calculate the load of VMs which is further realized by
improvedK-means (i-Kmean) for VM clustering. In the first step of the algorithm, all
VMs with their information are fed into the BPN to evaluate their current processing
load on VMs. BPN algorithm performs weight calculation during the learning period
of the network. It works on different phases: input Ai feed-forward, error back-
propagation, and weight updation (vij and wjk). The feed-forward phase is the testing
phase of BPN in which a number of hidden layers are used in the network to achieve
the desired output. It is important to train BPN for calculation of the VMs load. There
are various learning factors and activation functions that are responsible to train BPN.
The use of large number of weights in BPN may slow down the convergence of the
network. Hence, a Momentum Factor (η) is used to save the previous information
of weights for weight adjustment and for better solution. It enhances the weight
updation stage and makes fast convergence. Equations (7) and (8) are the weight
update expressions of the output layer units and the hidden layer units, respectively.

wjk(tk + 1) = wjk(tk) + α(δk)bk + η
[
wjk(tk) − wjk(tk − 1)

]
(7)

vij(tk + 1) = vij(tk) + α
(
δj

)
ai + η

[
vij(tk) − vij(tk − 1)

]
(8)

where wjk is the output weight between jth hidden layer unit and kth output layer
unit and, vij is the hidden weight between ith input layer unit and jth hidden layer
unit.tk is the targeted value of the network. To get trained output from the BPN, an
activation function is used which increases monotonically. BPN mostly uses binary
sigmoid function (or unipolar) that reduces computational burden during the learning
process as defined in Eq. (9),

f(x) = 1/(1 + e−λx) (9)

where λ is the steepness parameter.
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The capacity of VM includes a number of processors, Million Instruction Per
Second (MIPS) and bandwidth of that VM. The capacity and target (expected output)
of BPN is calculated using the following expression:

Cvmj = (
vmpj × vmmipsj + vmbwj

)
/100 (10)

Cvmj is the capacity, vmpj, vmmipsj, and vmbwj are the number of processors, MIPS,
and bandwidth on jth VM, respectively. Cvmj is used as an initial weight (vij) on
hidden layer units and calculated using Eq. (10). The initial load Ilij on each VM
denoted as VML = VML1, VML2…VMLj is obtained by the summation of the total
length of all tasks (task length as TL = {TL1, TL2…,TLi}) on jth VM expressed in
Eq. (11),

Ilij =
∑i

1
TLijj ∈ VM, i ∈ task (11)

Eok =
(
TLij/vmmipsj

)

((Ilij/vmmipsj)/Total Number ofVMs)
(12)

where TLij is the ith task length on jth VM. Eok is the expected (target) load of jth
VM to update the network weights through errors expressed in Eq. (12). Algorithm 1
illustrates each step of BPN that calculates the optimized load of VMs.

ALGORITHM 1: Back Propagation Network

Step1: Start For each VM (VM = VM1, VM2…VMj), receive vmpj, vmmipsj,
vmbwj, and TL information.

Step2: Initialize input dimension, number of hidden units, number of output units,
maximum epoch, learning rate (α), weight Wi, and Tk.

Step3: Calculate vij using Eq. (10). Set voj = 1 andwok = 1. The weights on output
layer wjk are set as random values between 0.0 to 0.1.

Step4: Calculate hidden input from input layer units (Ai),

hinj = V0j +
∑n

i=1

(
aivi j

)
(13)

hj = F
(
hinj

)
(14)

where hinj refers to the hidden input signal,v0j is the bias weight to hidden
layer, ai is the ith input unit, vij is the input weight from ith input unit to
jth hidden unit, and hi is the output of the ith hidden unit using Eq. (9).

Step5: Calculate output from the hidden layer,

bink = w0k +
∑p

i=1

(
hjwjk

)
(15)
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bk = F(bink) (16)

where bink is the ouput layer input signal,w0k is the bias weight to output
layer, wjk is the input weight from jth hidden unit to kth output unit, and
bk is the output of the kth output unit calculated using Eq. (9).

Step6: With the target pair Eok as Tk from Eq. (12), compute error-correcting
factor (δk) between output layer units and hidden layer units.

δk = (tk − (bk))F(bink) (17)

Binary sigmoid activation function from Eq. (9) is used to reduce the com-
putational burden.

Step7: Calculate delta output weight �wjk and bias correcting �w0k terms,

�wjk = α(δkhj) (18)

�w0k = α(δk) (19)

Step8: Calculate error terms δj between the hidden and input layer,

δinj =
∑m

k=1

(
δkwjk

)
(20)

δj = δinjF
(
hinj

)
(21)

Step9: Calculate delta hidden weights �vij and bias �v0j based on δj,

�vij = α δjtk (22)

�v0j = α δj (23)

Step10: Update output weight and bias unit using Eq. (7).
Step11: Update hidden weight and bias unit using Eq. (8).
Step12: If the specified number of epochs are reached or Bk = Tk, goto Step13,

else goto Step3.
Step13: Calculated load of VMj.
Step14: End

3.1.2 Improved K-Mean (iK-Mean)

The calculated load obtained from BPN forms the input to the iK-mean cluster
algorithm. The algorithm uses minimum distance data points of the cluster center.
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The procedure of the algorithm starts with an initial K cluster centers. The algorithm
calculates the minimum distance to classify the nearest cluster center of all data
points with each K selected number of centers. Next, the mean value of data to the
center value is modified. The process repeats until new center value becomes equal
to the previous center value. Finally, C1 (underloaded cluster) and C2 (overloaded
cluster) are formed where C1 = VMU = {VM1U,VM2U…VMiU} and C2 = VMo =
{VM1o, VM2o…VMio}.

3.1.3 Particle Swarm Optimization (PSO)

Incoming user tasks are allocated to underloaded VMs to maintain load balancing.
Task scheduling is performed by the PSO algorithm. PSO is a biological concept
based algorithm that is inspired by flocking of birds. A swarm-based intelligence
algorithm approach uses self-additive global search technique to achieve optimized
results. It initializes the particle (P). These are the potential solutions that move
into the problem space by subsequent current optimum particles. In PSO, each P is
represented by velocity and position which are obtained using Eqs. (24) and (25),
respectively. Each P adjusts its velocity and position according to its best position and
the position of the best particle (global best) in the entire population at each k iteration.
Fitness value (FV) is the problem specific and used to measure the performance of
a particle.

VP[k + 1] = w*VP[k] + Y1 ∗ rand1 ∗ (pbest − XP[k]) + Y2 ∗ rand2 ∗ (gbest − XP[k])
(24)

XP[k + 1] = XP[k] + VP[k + 1] (25)

where VP[k + 1] and VP[k] is the present velocity and earlier velocity of P, respec-
tively. XP[k + 1] and XP[k] are existing and earlier locations of P. Two cognitive and
social acceleration coefficients values are Y1 andY2 respectively and rand1, rand2
(between 0 and 1) are used as self-regulating random numbers in the velocity com-
putation. The population shows the particles in the search space.Best particle position
in the population is denoted by pbest and gbest. The pbest is the best particle that
has reached best outcome whereas best particle in global search space is denoted
as gbest. w represents inertia weights that are used to balance best local and global
search of particles. The value of w is a positive linear or nonlinear of time or a pos-
itive constant. Large w supports global exploration whereas small w supports local
exploration. Particles are initialized randomly. The velocities synchronize P move-
ment. At any point of time, the position of each P is influenced by its pbest in the
search space. The whole working of the PSO algorithm is listed in ALGORITHM 2.
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ALGORITHM 2: Particle Swam Optimization

Input: Initialize required parameters
            User tasks T= {t1, t2, t3……ti},k=0 and Under loaded VMU = {VM1U,VM2U…..,VMiU} 

Output: Optimal mapping between T and VMU.
begin

Set particle dimension number of tasks in T
Initialize particles randomly (velocity Vi, location Xi) with pbest and gbest 
for each ti  T 
while (k<epoches) 
          Calculate FV for each particle  and update Xi

 if current FV<pbest 
Assign pbest  Xi

 else 
                 Keep pbest 
endif 
for each pbest 
Assign gbest highest pbest 

if present gbest< fitness value
Allot gbest  Xi

else 
Keep previous gbest 

endif 
Assign  VMU to particle with highest gbest 
Assign ti to VMU

ti++ 
end while

end for
end

4 Implementation

The proposed Artificial Neural Network based Load Balancing (ANN-LB) algo-
rithms have been implemented for improved cloud load distribution among under-
loaded VMs. CloudSim tool has been used to simulate algorithms. The implemen-
tation is performed on 2.20 GHz processor with 16 GB memory.

BPN algorithm is used for load calculation of eachVM.To describe the theoretical
functioning of the BPN, we include five different tasks that are allocated to five
different VMs. The calculation is done for one epoch set to check the leniency of
the BPN algorithm. Even if VMs and tasks may increase, the working procedure
will remain the same. After performing BPN algorithm, the final calculated loads
of VM0, VM1, VM2, VM3, and VM4 are 0.199, 0.198, 0.203, 0.199, and 0.201,
respectively. VMi load obtained from BPNwill form the input to iK-Mean algorithm
to perform clustering between VM1, VM2…,VMi into clusters C1 (Underloaded
VMs) and C2 (Overloaded VMs) C1 = {0.199, 0.198, 0.199} C2 = {0.203, 0.201}.
Once the clustered VMs are obtained, the PSO algorithm schedules the runtime tasks
to the underloaded VMs. In the above-given case, initially we have five VMs and five
tasks. The tasks in the dynamic time will be assigned to VMs that belong to C2. The
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PSO technique initializes particles. These particles are nothing but the tasks taken
from the task list that are further assigned to the VMs. Using Eqs. (24) and (25),
each particle is initialized randomly with their velocity and position, respectively. A
particle represents allocation of user tasks to the VMs that have available resources.
This method manages load among VMs and gives load sharing facility to the cloud
environment.

5 Result and Discussion

In the result section, experimental observations are analyzed to examine the results of
ANN-LB algorithm. The proposed methods have been compared with CM-eFCFS,
RR (Round Robin), MaxMin, and MinMin algorithms. The illustration of cloud
metrics and achieved results is analyzed in the following section:

MakeSpan (M) is the completion time of VM that can be calculated from the initial
scheduling procedure time up to the final task completed. In thiswork,M is calculated
using Eq. (26).

M = max
(
CTj

)
(26)

This metric obtains the task completion time. The objective is to minimize the M
to achieve faster execution. Figure 1 illustrates the total MakeSpan for CM-eFCFS,
RR, MaxMin, andMinMin. Obtained results assured that introduced ANN-LB algo-
rithm has achieved 16%, 28%, 28%, and 52% less MakeSpan than CM-eFCFS, RR,
MaxMin, and MinMin, respectively.

Transmission Time (TXT) is the time utilized to transfer the ith task (ti) on VMj. It
is the ratio of ith task size and jth VM bandwidth. TXT is calculated using Eq. (27).

TXT = Sizei
BWj

(27)

Fig. 1 Calculated
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Fig. 2 Analysis on
transmission time
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where Sizei refers to the ith task size and BWj is the bandwidth of jth VM. Figure 2
clearly shows the graph representation of TXT for CM-eFCFS, RR, MaxMin, and
MinMin algorithms. The obtained result shows that the proposed algorithmmaintains
1.16, 7.04, 1.41, and 7.04% less TXT than CM-eFCFS, RR, MaxMin, and MinMin
algorithms respectively which show better result.

Average Resources Utilization (AU) shows the efficiency of the system to utilize
allocated cloud resources. Resource utilization should always be as high as possible
to reduce wastage of resources. AU of an algorithm is evaluated using Eq. (28),

AU =
∑

j∈VMs
CTj/MakeSpan × NumberofVMs (28)

Figure 3 depicts the average resource utilization (AU). The obtained results clearly
depict that ANN-LB algorithm attains higher utilizationwhich is approximately 93%
and 97% for 10 and 15 number of tasks, respectively. The obtained simulated results
are better than CM-eFCFS, RR, MaxMin, and MinMin algorithms.

Fig. 3 Comparative analysis
on average resource
utilization
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6 Conclusion

The well responsive load-balancing technique plays the key role for a cloud comput-
ing environment that brings improvement for dynamic cloud. This paper, introduced
a hybrid approach of Artificial Neural Networking and Improved K-mean clustering-
based technique to achieve load balancing (ANN-LB). The role of BPN is to train
the system and to get an optimized load of VMs. These optimized loads of VMs
are further clustered into underloaded and overloaded. Dynamic tasks are assigned
to underload VMs using PSO-based task scheduling approach. We performed the
implementation in CloudSim tool and found that the effort has shown improvement
of cloud metric, i.e., Resource Utilization, Transmission Time and MakeSpan. The
ANN-based BPN approach has been remarkable for dynamic cloud environment. In
future, we are planning to expand the proposed work for the dynamic load balancing
by taking other performance parameters.
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Maximum Power Point Tracking Using
a Hybrid Fuzzy Logic Control

Amruta S. Deshpande and Sanjaykumar L. Patil

Abstract This paper proposes the design of a hybrid controller for a solar pho-
tovoltaic system to withdraw the maximum power. This controller combines the
advantages of fuzzy controller and proportional–integral controller. The fuzzy logic
control does not require the exact knowledge of the plant model while proportional–
integral control reduces the offset value and gives easy architecture. Simple and
efficient controller development are the main objectives behind the work. Enhanced
tracking efficiency in the presence of varying environmental conditions is one of the
main advantages of the controller. The controller is simulated for various irradia-
tion and temperature conditions and the outputs are compared with fuzzy logic and
traditional perturb observe controller.

Keywords Maximum power point tracking · Boost converter · Perturb and
observe

1 Introduction

The demand for energy is becoming a prime challenge which can be partially solved
by efficient utilization of solar energy. The photovoltaic (PV) panel tracks maximum
energywhen aligned properlywith sunlight conditions.Maximumpower point track-
ing (MPPT) controllers are used to overcome the low conversion efficiency problem
of the solar panel. The fast convergence and low losses are the two important features
of the MPPT algorithm. The comparison and review of the different power tracking
algorithms help to find the power maxima of a solar module. Sensor availability,
cost, selection, and application points can be considered while selectingsstab a suit-
able MPPT technique [1]. Traditional perturb and observe (PO) and the incremental
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conductance (IC) algorithm are the most popular algorithms. PO algorithm is easy
to implement but the drawback of the algorithm is oscillations around a steady state
which can be minimized by using variable step MPPT algorithm [2]. For finding the
power maxima, irradiation, temperature, and shading conditions are very important.
PV voltage and current deviation provide important information-related maximum
power point (MPP) tracking or global maximum power point (GMPP) tracking [3].

The traditional tracking algorithms are easy to implement, but intelligent con-
trollers attract most of the researchers due to their flexibility. The fuzzy logic systems
(FLS) work with less accurate plant model. To implement the fuzzy controller, cor-
rect data knowledge set is required, which can be generated from an expert database.
Fuzzy logic control can be effectively used for industrial applications, equipment,
medical diagnostic, communications, image processing applications, automation
applications, finding the maximum power of photovoltaic panel, physical tracking
of the solar panel, etc. Fuzzy rule base can be developed with the knowledge of lin-
guistic and numerical data [4]. Tracking performance of the fuzzy-based algorithm
is superior to conventional algorithms in varying load conditions in various practical
applications [5]. Modified hill climbing algorithm with fuzzy was developed for the
PV system to achieve faster convergence speed, fewer swings around required MPP
under steady state, and no difference from actual MPP for different weather condi-
tions [6]. Fuzzy logic can be combined with a genetic algorithm (GA) to identify the
MPP of the solar panel. Performance of GA optimized fuzzy control is more robust
than simple fuzzy control [7].

Particle swarm optimization (PSO) can be used along with fuzzy logic to optimize
membership function of fuzzy sets. It improves the transient time and MPP track-
ing accuracy [8]. PSO can be used in the improvement of the fuzzy-based MPPT
algorithm. The fitness values of the asymmetrical fuzzy logic are higher than tra-
ditional perturb and observe and symmetrical fuzzy logic control [9]. Fuzzy based
variable step-size method gives good tracking performance due to simple member-
ship function [10]. Fuzzy logic and sliding mode control combination gives high
efficiency with constant DC link voltage of a grid-connected PV system [11]. The
Neural network can be effectively used to predict the different input values of the
panel. The Neuro-fuzzy based algorithm estimates the climatic parameter and cal-
culates the maximum power of a solar panel with improved power efficiency and
MPPT response time [12]. The adaptation in proportional–integral–derivative (PID)
control is carried out in which gain is scheduled with the fuzzy algorithm. Improved
tracking is observed with a two- level fuzzy PID system under changing atmospheric
conditions and different PV sources [13].

Though the combination of the different algorithms with fuzzy improves the per-
formance of the controller, these algorithm implementations are muchmore complex
than the simple PID controller. The proposed controller combines the advantages of
fuzzy control and proportional integral called FLSPI. The development of the sim-
ple and efficient controller compared to a traditional controller is the main objective
behind the work. The fuzzy control calculates maximum voltage from the knowl-
edge of solar panel error and error change. PI controller decides the actual value
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of the converter duty ratio by adjusting the gain values of the controller. Controller
performance is plotted for standard, varying irradiation and temperature conditions
and compared with conventional PO and fuzzy controller.

2 PV System

The PV system comprises the solar PVmodule and the dc–dc boost converter. MSX-
64 SOLAREX PVmodule specifications are considered for theMATLAB/ Simulink
simulation. The solar module is made up of 36 solar cells with 64W of maximum
power (Pmax ). The circuit diagram of themodel is shown in Fig. 1. The PV cell output
current Ipv is given by Eq. (1) which requires knowledge of photo current Iph , diode
current Id .

Ipv = np.Iph − np.Id (1)

Iph = Isc + Ki [Tc − Tref ] G

1000
(2)

Is = Irs(
Tc
Tre f

)3[exp(q.Eg

kA
(

1

Tref
− 1

Tc
)] (3)

Id = Is[exp( q(Vpv)

AkTcns
) − 1] (4)

where Iph is a photocurrent, Isc is a short-circuit current, q is the charge on electron,
k is the Boltzmann’s constant, series and shunt resistances are defined as Rs and Rsh .
Ki is the short circuit current temperature coefficient, Eg is the band gap energy, G
is the solar irradiation, Irs is the diode reverse saturation current and A is the ideality
factor of a solar cell diode, Tc and Tref are the surrounding temperature and reference
temperature of a solar cell in Kelvin. The series and parallel cells are represented by
np and ns . The PV system specifications are given in Table1. Change in irradiation
and temperature condition causes the variation in I-V and P-V characteristic curve.
The simulation is carried out for standard and various conditions of temperature and
irradiation.

Fig. 1 Simplified model of a
solar cell
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Table 1 PV Panel and converter specification

Parameters Symbols Values

Power maxima Pmax 64 W

Voltage at maximum power Vmax 17.5 V

Current at maximum power Imax 3.66 A

Open-circuit voltage Voc 21.3 V

Short-circuit current Isc 4 A

Boost inductor L 150 μH

Input capacitor C1 100 μF

Output capacitor C2 470 μF

Resistance R 50 Ω

Operating frequency F 50 kHz

2.1 Boost Converter

The boost converter or step-up converter is used for the simulation. The simulation
parameters are shown in Table1. Figure2 shows the schematics of the dc–dc boost
converter. Panel output is connected to the converter and the pulse width modula-
tion(PWM) generates the appropriate pulse waveform with the calculated duty cycle
to control the MOSFET switch in the dc–dc converter. The duty cycle is generated
by the MPPT control algorithms.

3 Maximum Power Point Tracking

3.1 Perturb and Observe

To maximize the solar module power, voltage or current perturbation is required.
If the change in voltage and power is positive, then the positive perturbation in the
voltage is added and vice versa. At maximum power point (MPP), the ratio of change
in power and change in voltage remains zero [1]. Maximum power is closer to MPP

Fig. 2 Dc–dc boost
converter

Vin 1C 2C

L

S

D

R
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with smaller steps in voltage perturbation, but the major disadvantage is the time
required to reach the equilibrium.

3.2 Fuzzy Logic

To apply effective control for the plant, several issues like the mathematical model,
controller limitation, disturbances, and plant knowledge are important. Fuzzy logic
system (FLS) addresses these issues by forming the rules from imprecise data. Rules
can be developed with the help of computers. There are an enormous number of
possibilities that lead to lots of different combinations of mapping which required a
careful understanding of fuzzy logic and elements that constitute the FLS.

3.3 Fuzzy Logic with PI

The proposed algorithm consists of the fuzzy logic systemwith proportional–integral
(FLSPI) control for MPPT which is developed in the subsystem. Figure3 shows the
architecture of the fuzzy controller. Fuzzy controllers consist of various process
stages like an input, a processing, and an output.

3.3.1 Fuzzification

Crisp data is converted into fuzzy data by a process called fuzzification with the help
of an expert’s database. For the fuzzy system, inputs are change in error and error, out-
put is panel voltage variation. Inference mechanism involves in the decision-making.
It executes various rules present in rule base to draw a conclusion. Figure4 shows
the membership function (MB) of a fuzzy set developed for the proposed control.
The error E, change in error CE are the two inputs used for the fuzzy algorithm. The
equations for CE and E are given below,

CE = e(k) − e(k − 1) (5)

Fig. 3 Fuzzy controller
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Fig. 4 Oscillations in the PO algorithm aMembership for CE, bMembership for E, cMembership
for panel voltage

E = P(k) − P(k − 1)

V (k) − V (k − 1)
(6)

The normalization operation is carried out on each input. Input and output consist
of five membership functions: negative big, negative small, zero, positive small,
and positive big represented by (NB), (NS), (ZS), (PS), and (PB), respectively. MB
allows representing a fuzzy set graphically. The universe of discourse and degrees
of membership [0,1] are represented on X-axis and Y-axis, respectively. Rule base
consists of rules which are applied to the data given by the fuzzifier to give the output.
A total of 25 rules are developed in the rule base. The example of the rules is given
below. IF CE is NB and E is NB, then voltage output is PB (Table 2).

Table 2 Rule base for duty ratio

E

N B NS ZS PS PB

CE N B PB PS ZS N S N B

NS PB PS ZS N S N B

ZS PB PS ZS N S N B

PS PB PS ZS N S N B

PB PB PS ZS N S N B
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3.3.2 Defuzzification

In the defuzzification process, the output signal from the membership function is
converted into crisp value. Center of gravity (COG) approach is one of the simple
and commonly usedmethods for defuzzification. The block diagram of the presented
system is shown in Fig. 5. The maximum point is calculated either by calculating
maximum voltage Vmpp or maximum current Impp. The fuzzy rule gives the output in
terms of the maximum voltage. The output voltage is compared with the voltage at
the peak power Vmpp. The input to the PI controller is the error which is the difference
between the fuzzy controller output and voltage at the peak power.

4 Simulation Results

In this section, comparative study between PO, FLS, and FLSPI control algorithm is
carried out. Simulink model of a PV system is developed for the series combination
of 36 solar cells. Figure6 gives voltage, current, and power output variation for the
standard input condition 1 with irradiance 1000 W/m2 and a temperature of 25 ◦C.
Figure7 gives voltage, current, and power output variation for the test scenario in
which irradiation is varied from 300 to 800 W/m2 and temperature conditions are
constant at 25 ◦C. Figure8 gives voltage, current, and power output variation for the
test scenario in which the temperature is varied from 25 ◦C to 45 ◦C and irradiation
conditions are constant at 1000 W/m2. The response of the PO controller, FLS con-
troller, and FLSPI controller is plotted with black, red, and blue color, respectively.
The simulation results show that the reduction in the irradiation value reduces the
output power while the increase in the temperature of the PV cell decreases the out-
put power. Also, the response of the FLSPI system is faster than the traditional PO
and FLS algorithm. The power output of the converter for the variation of the input
is given in Table3. For standard input condition, the output power (converter input)
at MPP is 64 W. For PO, observed power is 61.15W and for FLSPI, it is 63.75 W.
Therefore, the efficiency of the PO algorithm is 95.54% and efficiency of the FLSPI
algorithm is 99.60%.

Fig. 5 Fuzzy PI controller
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Fig. 6 a Input condition 1 with constant irradiation and constant temperature b Variation of con-
verter output voltage c Variation of converter output current d Variation of converter output power
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Fig. 7 a Input condition 2 with changing irradiation and constant temperature b Variation of
converter output voltage c Variation of converter output current d Variation of converter output
power
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Table 3 Observation table

Irradiance (W/m2) Output power (W)

PO FLS FLSPI

1000 58.7 59.2 60.1

800 45.5 47.5 50.3

600 33.3 35.4 35.4

400 21.0 23.0 23.0

200 10.7 10.7 10.8

Temperature (◦C) Output power (W)

PO FLS FLSPI

25 58.7 59.2 60.1

35 56.5 57.6 58.4

45 54.5 55.0 55.9

55 52.5 52.1 53.7

65 50.5 51.0 51.5
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Fig. 8 a Input condition 3 with constant irradiation and changing temperature b Variation of
converter output voltage c Variation of converter output current d Variation of converter output
power

5 Conclusion

In this paper, the FLSPI controller proposed for photovoltaic system gives the
improved efficiency compared to the existing (PO and FLS) algorithms. The com-
bination of intelligent and conventional control covers the advantages of both the
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methods. The results confirm the improvement in the efficiency through the solar
array simulation. The proposed MPPT technique tracks the maximum power with
higher (99.68%) efficiency, fast response than conventional MPPT techniques in
the presence of changing environmental conditions. Auto-tuning of the membership
function is the future scope of the work.
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Differential Evolution Algorithm Using
Enhance-Based Adaption Mutant Vector

Shailendra Pratap Singh and Deepak Kumar Singh

Abstract Nature-inspired optimization is the field of study for planning, simula-
tion, and execution of problems using scientific methodologies. In this paper, a novel
mutation-based modified differential evolution (DE) algorithm has been proposed.
Enhance-based adaptionmutation operator helps in avoiding the local optimumprob-
lem. The proposed approach is named as enhance-based adaption (EBA) in the exist-
ingmutation vector to providemore diversity for selecting effectivemutant solutions.
The proposed approach providesmore promising solutions to guide the evolution and
helps DE escaping the situation of the local optimum problem. Comparisons with
other DE variants such as CPI-DE, TSDE, ToPDE, MPEDE, and JADEcr estab-
lish that the proposed Environment adaption-based operator is able to improve the
performance of differential evolution algorithms.

Keywords Differential evolution algorithm · Enhance-based adaption factor ·
COCO platform

1 Introduction

There are various nature-inspired algorithms used to solve real-world optimization
problems such as Particle Swarm Optimization (PSO) [1], Genetic Algorithm (GA)
[2] and many more, but none of them guarantee to have an optimum solution bet-
ter than DE. After rigorous studies and research, engineers and scientists were able
to design a robust algorithm that acquires low cost and better convergence rate.
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Evolutionary algorithm is designed to fulfill the global optimization problem [3, 4].
The anatomy of EA has been inspired by nature which conducts exploration and
exploitation process through reproduction and selection operator. DE is an evolu-
tionary algorithm, and a stochastic population-based optimization algorithm devel-
oped by Storn and Price [3, 5] and is considered to be the most recent technique
to solve real-valued optimization problems [6, 7]. DE exhibits many advantages:
first, it is much simpler than any other evolutionary algorithm. Its simplicity attracts
researchers from other fields to solve their domain-specific problem since the main
body of the program takes only four to five lines of code. Second, DE has a few
parameters to work with F, NP, and Cr which influence the performance, the wrong
selection of mutation operator and control parameters can lead algorithm, trapped in
local optima instead of moving toward global optima. Third, overall performance is
still better than other evolutionary algorithms in terms of convergence speed, accu-
racy, and robustness. Fourth, it requires less storage space complexity to handle
large-scale and higher dimension problems.

Storn and Price [3, 5] introduced differential evolutionary (DE) as a “Simple and
efficient heuristics for global optimization over continuous spaces”. In four phases,
the D-dimension searches the global optimum solution in the actual parameter space,
i.e., initialization, mutation, crossover, and selection. This process is explained in
Algorithm 1.

Algorithm 1 Basic Differential Evolution
1: procedure DEA
2: initialization of population

αi,G = {α1,i ,G ,α2,i ,G , .......αD,i ,G }
3: fitness value of the population
4: itr = 1
5: while FunEvs < MaxFunEvs
6: Apply generate a donor vector (mutation strategy):

γi,G = αbest,G + δ1 · (αr i1,G
− αr i2,G

),
7: Apply crossover generate the trail vector
8: Apply the better fitness function according to the selection strategy
9: itr = itr + 1
10: end while
11: end procedure

Most of the articles on differential evolution [8–14] discussed problems of stag-
nation. These algorithms are either single objective or multi-objective to provide the
solution for the problem of stagnation. The provided solution by these algorithms are
based on Homeostasis and adaption-based mutation and increase the convergence
speed. These algorithms also performed better than other optimization algorithm on
standard benchmark functions. In this paper, a new “Differential Evolution algorithm
using Enhance-based adaption mutant vector (EABMO-DEA)” has been discussed.
EABMO-DEA is a new variant of DE that is introduced to solutions from merg-
ing to locally optimal solutions and also to maintain the diversity and increase the
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convergence rate of the algorithm. The algorithm is tested for performance by com-
paring it with other sophisticated algorithms. Analysis conducted on performance
posits that EABMO-DEA algorithm performs better than other modern DE algo-
rithms.

The evaluation of the performance of EABMO-DEAhas been conducted onCEC-
2015 benchmark functions and it has been observed that EABMO-DEA better per-
forms than other optimization algorithms on standard benchmark functions. The rest
of this paper is organized as follows: in Sect. 2, the proposed approach Enhance-
based adaption based operator is explained, Sect. 3 describes experimental result and
analysis by comparing variants of DE, and in Sect. 4, conclusion and future work of
this paper are described.

2 Proposed Approach: DE Algorithm Using
Enhance-Based Adaption Mutant Vector

Improvements introduced in the performance of DE variants are actually dependent
on control parameters, reproduction operator, and selection procedure. These oper-
ators use the exploitation and exploration procedure of the global search around the
candidate of population. In the same way, an Enhanced-based adaptation technique
is designed by multiplying with each corresponding target vector, thus, retaining the
diversity from the initial generations till the end. The designed strategy multiplies
these vectors to derive more area for exploration while others make use of it for
exploitation. This improved mutation strategy is named after their basic mutation
strategy which is the common procedure for creating new enhance-based adaption
variant of DE. The algorithm improves the convergence speed, maintains the diver-
sity of global search, and also reduces the fitness evaluations. The convergence speed
is improved due to introduced better candidate in the search procedure exploration
and exploitation so that it does not stagnate in mutation.

An Enhance-based adaption (EBA) means finding and maintaining better solu-
tions in the search space. Equations (1) and (2) sustain the internal system of the
search space through the designed adaptation technique. These equations maintain
(adapt the environment of the population) the environment of search space in a given
area:

E AB1 = random_vector ∗ E AF (1)

E AB2 = current_vector ∗ E AF (2)

where current_vector represents the current population of global search space and
random_vector represents the given population in the search area. An enhance-
based adaptation factor (EAF) is a persistent adaptation variation which works
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according to the designed fitness function. For this proposal, the chosen value of
EAF is 0.1–1.2.

The EBAs maintain the diversity and convergence rate when it is stuck in a local
optimum problem, then the sufficient requirement to provide diversity is achieved
by introducing EAF value to (0.1, 1.2).

To generate Enhance-based adaption based mutation operator of DE/best/1,
Enhance-based adaption are multiplied by an the existing strategy. First, a random
difference vector is created and then the Enhanced adaption (EA) is multiplied to
the basic mutations strategy in mutation operators. We define the general mutation
operator in Eq. (3), and multiply the enhance adaption factor (EAF)-based mutation
operator in Eq. (4).

γ i,G = αbest,G + δ1 · (αr i1,G
− αr i2,G

) (3)

Generate the new mutant vector:

γ i,G = αbest,G + δ1 · (EABr i1,G
− EABr i2,G

) (4)

where αbest denotes the best vector of the current population. EABr i1,G
and

EABr i2,G
will be generated from the entire search space. This process is explained

in Algorithm 2.

Algorithm 2 EABMO-DEA
1: Population based initial values of parameters as

δ1 = rand/3, where rand value (0 to 1)
Cr = 0.4;
AF = 0.1 to 1;

2: PopSize = 50*D
3: Initialize of fitness function of population (randomly)
4: itr = 1
5: while FEs < MaxFEs
6: Apply Enhance-based adaption based mutation operator and generate donor vector:

γi,G = αbest,G + δ1 · (EABr i1,G
− EABr i2,G

)

7: Apply crossover operator and generate trail vector using eq (2)
8: Apply Selection operator
9: itr = itr + 1
10: end while

3 Experiment and Analysis

The proposed method of EABMO-DEA has been evaluated using Black-Box Opti-
mization Benchmarking (BBOB) in the COCO platform for the 24 [1, 4, 15, 16]
noiseless test functions. These functions are based on BBOB, which is five groups
in the benchmark function are given below:
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1. Group1: (f1–f5) is the first benchmark function that is called the separable Func-
tions.

2. Group2: (f6–f9) is the second benchmark function that is called the moderate
conditioning.

3. Group3: (f10–f14) is the third benchmark function that is called the high condi-
tioning.

4. Group4: (f15–f19) is the fourth benchmark function that is called the adequate
global structure.

5. Group5: (f20–f24) is the fifth benchmark function that is called the multimodal
functions.

3.1 Environment of Testing Framework for Benchmark
Functions

EABMO-DEA is tested using the COCO framework. The area of search space is
[5, −5]D , that is, the vector can have a mutant and crossover- based vector within
the domain [−5, 5]. Most of the benchmark functions have optima in the domain
[−4, 4]. The test is done to reduce the problem. Function evaluation of 15 time
instances of each ceremony is taken. Termination conditions are either more than
10−8 functionality evaluation or precision. EABMO-DEA uses different standards,
whose value is explained as the population size which is taken as 50. The control
parameter is explained in Algorithm 2. The table represents the symbols for the pro-
posed algorithm and environment of the Testing Framework. The environment of the
Testing Framework used the minimum and maximum number of functional evalua-
tions (FEs). The function that applies to the benchmark functions of the algorithm
is 10000*D, where D is the dimension like 10-D of different search space.

The environment experiments were done on a personal computer with Intel Core
i7-8850H Processori7 CPU with a speed of 2.60 GHz, and RAM (memory) 8 GB,
operating system Windows 10 Pro 64 bit and x64- based processor.

3.2 Result Analysis

The proposed method is compiled and compared with standard DE algorithms like
JADEcr [17], ToPDE [18], MPEDE [19], TSDE [20], and CPI-DE [21] on 10 dimen-
sions (10D), which justifies the rationale for the improvement of the convergence
speed for all the work result analysis (f1–f24). This function is used to test against
the standard target function 10−8 and the result of the proposed method is found to
be better than the other existing modern algorithms in terms of the minimum number
of function evaluations. Statistical representation of functions including“Function
Evaluation (FES)” and “Best Search” are shown in Table1.
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3.3 Effect of Various Parameters on the Performance
of the Algorithm

NP (Population size) is an important parameter for any DE algorithm. The size of
the population is dependent on the introduced dimensions, that is, smaller to higher;
these dimensions are used in capturing the target value for a given function. This
is due to the design of the adaptation operator. If we take a large size, we may do
exploration and exploitation around many local areas. The number of generation is
important for a DE algorithm. For this proposal, 50 number of generations may work
efficiently with any number of populations.

The function of mutant factor (δ1) and crossover Cr are fixed, but it is tuned if
we are not getting better results according to the optimization problem. Thus, we
obtain better candidate solutions that improve the convergence speed and maintain
diversity.

4 Conclusion

In this paper, enhance-based adaption mutation operator using differential evolution
strategy has been seen to have enhanced performance on the 10 dimensions. Enhance-
based adaption (EBA) helps in avoiding the local optimum problem. This problem
is solved by taking the value of EAF from 0.1 to 1.2; this value is chosen according
to the fitness function to improve the convergence rate in the search space. The
comparison with the existing standard DE algorithms such that CPI-DE, JADEcr,
TSDE, MPEDE, and ToPDE on 10 dimensions (10D) have been made and it shows
enhanced performance in the context of EABMO-DEA.

The proposed approach performed almost very well in all kinds of functions (f1–
f24). This proposed algorithm with very low downfall has been seen in very high
dimensions. This algorithm is used as a future work to enhance the dynamics of EAF.
The concept of the improved dynamics of EAF will be effectively applied in order
to improve the performance of the proposed algorithm on higher dimensions.
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Standard Library Tool Set for Rough Set
Theory on FPGA

Vanita Agarwal and Rajendrakumar A. Patil

Abstract Rough Set Theory is a powerful Artificial Intelligence based tool used for
data analysis andmining Inconsistent Information Systems. In the presence of incon-
sistent, incomplete, imprecise or vague data, normal statistical-based data analytic
techniques lag behind. The various software used for the analysis of inconsistent data
using Rough Set Theory runs on x86 kind of processors for various operating sys-
tems. Unlike the other software implementations, the main objective of undertaking
this experimentation is to describe a new and standard library tool set for the compu-
tation of inconsistent data usingRough Set Theorywhich is completely synthesizable
on FPGA. Further, the authors have also studied the effect of implemented design
on Zybo FPGA for understanding the area, timing, and power efficiency criteria. A
Rough Set Theory based Data Analytic Engine can be used as a potential candidate
for knowledge discovery and data mining of inconsistent data in IoT applications at
fog and/or edge interfaces. This paper defines the standard library tool for Rough Set
Theory on FPGA.

Keywords Rough set theory (RST) · Internet of things (IoT) · Inconsistent
information systems (IIS) · Field programmable gate array (FPGA)

1 Introduction

An Inconsistent Information System signifies inconsistent, incomplete, vague and/or
imprecise data. In 1982, Prof. Pawlak Z. proposed Rough Set Theory (RST) [1–3]
for reasoning/mining inconsistent data by evaluating equivalence relations between
two sets of inconsistent data and partitioning it on the basis of concepts generated.
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Rough Sets can perform better than statistical analysis when the underlying data
distribution that deviates significantly from a normal distribution is inconsistent, or
in cases where the sample size is very small [4]. Rough Set can also be used for
data-limited Machine learning techniques, i.e., it needs a small number of training
examples. It does not require lots of data sets to train, unlike the neural networks.
Rough Sets can be used for large scope computing, scientific, and financial analysis,
Fault tolerability (Missing Attributes [5]), etc. Several researchers have explored
usage of Rough Set Theory for various applications [6–14].

The ultimate aim is to design a Data Analytic Engine using Rough Set Theory for
Internet of Things (IoT) Applications at fog and/or edge interfaces [15]. Toward the
software development for the adaptation in the design of Data Analytic Engine, the
authors in this paper describe a newand standard library tool set forRoughSet Theory
which is completely synthesizable on FPGA. For achieving complete synthesis, the
authors have avoided several data structure constructs like linked lists which are pure
software constructs and cannot be synthesized on FPGA. For authenticating their
results, authors have used their own new library tool set and compared the output
using the ROSE software for analyzing inconsistent data. A small inconsistent data
set and its analysis is discussed in further sections comparing the output generated
using the proposed new library tool and the ROSE software. The authors have also
studied the effect of the implemented design onXilinx Zybo FPGA for understanding
the area, timing, and power efficiency criteria.

The remainder of this paper is organized as follows. Section2 highlights the
various software and hardware implementations for Rough Set Theory. Section3
discusses various Rough Set Theory Constructs used for mining inconsistent data.
Section4 discusses the experimentation done for defining the standard library tool
set for RST and its adaptation in the design of Data Analytic Engine. Section5
highlights the results obtained using the ROSE Software matches with the outputs
obtained through Vivado HLS 2017.2. In the end, the paper concludes by defining
the standard library tool for Rough Set Theory on FPGA.

2 Related Work

For computation purposes of Rough Set Theory (RST), various software such as
ROSE [16], RSES, WEKA, ROSETTA, Rough Sets [9, 17] are available which can
be used. While ROSE and ROSETTA can run only on Windows platforms, Rough
Sets, RSES, and WEKA can run on Windows/Linux/Mac platforms. These software
are not completely synthesizable on FPGA because they use a linked list and other
data structures in their construction of the library set. Software approach provides
flexibility; however, it becomes slow when a large amount of data (trillions of data
for IoT) needs to be handled during processing due to storage of raw data represented
as information tables. Hardware implementation can provide efficient handling of a
large amount of data.



Standard Library Tool Set for Rough Set Theory on FPGA 239

In the past, several researchers have discussed the concept of Rough Set processor
initiated by Pawlak [19], and then that ofMuraszkiewicz and Rybinski [20]. Later on,
Lewis et al. [21] explored the self-learning hardwaremodel based on RSTConstructs
using the Xilinx board.

Kanasugi [22], Kanasugi and Matsumoto [23] and Kanchan et al. [18, 25]
tried designing the Rough Set coprocessor by computing the discernibility matrix.
Sun et al. [24] tried using the genetic algorithm-based attribute reduction system.

Maciej Kopczynski et al. [26–28] computed short reduct and core based on dis-
cernibility matrix on FPGA.

Most of the abovementioned hardware implementations involve the sharing of the
main memory of the computer. This kind of implementation in real time can cause
huge computational workloads on the main machines due to the inconsistent nature
of data in an IoT environment at fog and/or edge interfaces. The authors propose
to offload the main machine for data analytic by adding a separate coprocessor or
a hardware accelerator [15]. For experimentation, Xilinx Zybo FPGA kit has been
selected due to its rich features.

3 Rough Set Theory to Analyze Inconsistent Information
Systems

An information system consists of the universe U, condition attributes (simple
values), and decision attributes (decision). U is a universal, non-empty finite set
representing the objects/instances/cases. The attribute set is a non-empty finite set
representing the attributes/features. The rows represent objects while the columns
represent attribute values belonging to these objects [29]. Condition attributes are
independent variables and decision attribute is a dependent variable and is denoted
by d. A representative Inconsistent Information System case study is taken in Table 1
showing Patient Diagnostic System in an IoT environment. An information system
is called inconsistent when the same condition attribute values lead to different
concepts.

Table 1 Inconsistent information table showing patient diagnostic system

Patient Blood sample Muscle pain Temperature Malaria

P1 Yes Yes Normal Yes

P2 Yes Yes Very high No

P3 Yes Yes High Yes

P4 Yes Yes Normal No

P5 No No High No

P6 No Yes Very high Yes
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Table 1 contains universe U of elements, e.g., Patient.

Attributes = Blood Sample, Muscle Pain, Temperature, Malaria, etc.
Condition attributes = Blood Sample, Muscle Pain, and Temperature
Decision attribute = Malaria

The subsections given below show various constructs for computation of rules
using RST.

3.1 Elementary and Crisp Set

Equivalence relations can be defined on Condition and Decision attributes. Elemen-
tary Set is defined by the equivalence relations on Conditional Attributes and Crisp
Set is defined by equivalence relations on Decision Attributes. Equivalence relation
in a set satisfies reflexive, symmetric, and transitive properties.

3.2 Approximation

In the algebraic space, Rough Set Theory approximates the given concept(s) using
lower and upper sets of the concept(s)

1. Lower approximation andpositive region (L A): The elements that certainly belong
to the set.

2. Upper approximation (UA): The elements that possibly belong to the set.

The boundary region: Boundary region = UA − L A.

3.3 Accuracy of Approximation

It is the measure of how closely the Rough Set is approximating the target set.
Accuracy measure αR(X): the degree of completeness of our knowledge R about the
set X [29]. αR(X) = UA/L A.

3.4 Rule Generation

During Rule generation, the decision rules that are minimal and yet describe the data
accurately are obtained.
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3.5 Reduct and Core

A reduct is a set of sufficient condition attributes equivalent to the original data.
Rules can be derived from reduct. The common reduct is defined as the core.

4 Experimentation

Authors in this paper have defined the standard library tool set (source code) for
Rough Set Theory for adaptation in the design of Data Analytic Engine. Python/C
can be the language of choice as the definition of library tool is non-processor-specific
for IoT environment, and can be used for any hand-held portable gadgets.

The library (source code) for RST is defined using C language. Various constructs
of RST such as elementary set, crisp set, lower approximation, upper approximation,
core and reduct are designed using C. Our C code is different from others so that it
can be completely implemented on hardware. Data structures such as linked list
and others were completely avoided.

The code was compiled and debugged, and the output was generated using GCC
compiler. The outputs match with the ROSE software outputs. The codes were also
run on DSP and embedded hardware platforms like DSP TMS320 C6713 and ARM
CortexM4boards, respectively.Code profilingwas also performedonboth the boards
[30]. The Code profiling results showed that many NOP operations were executed
and the processor was stalled for a long time, remaining idle. So we could conclude
that specific instruction set for the support of Rough Set Theory is required.

The adaptation of the library tool set is done through simulation and synthesizing
from C to Verilog using Vivado HLS 2017.2 and Vivado 2017.2. Vivado HLS maps
the Elementary Set Source Code to the corresponding logic module. The body of the
function specifies the calculation of the Elementary Set values from the input values
in each function invocation. A relation between Blood Sample and Temperature as
shown in Table1 is considered to generate the concept value. This simple example
maps to a control path with six states and the data flow module with no side effects
in the data flow between the input and output.

5 Results and Discussion

The proposed work is divided into two parts. The first part defines the standard
library tool set (source code) for Rough Set Theory and the second part adapts
the source code in the design of Data Analytic Engine. The first part is justified
by looking at the ROSE software outputs and C source code compiled output.
Tables2, 3, and 4 show the approximation result, Core result, and Rule induced using
the ROSE software. Tables5, 6, and 7 show the Approximation results and Table8
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Table 2 Lower and upper approximation generated using rose software

Class No of objects LA UA Accuracy

N 3 2 4 0.5000

Y 3 2 4 0.5000

Table 3 Core generated using rose software

Decision Core

D1 Bloodsample

D1 Temperature

Table 4 Rules generation using rose software

Rules Relation Similarity

Rule 1 (Musclepain = 0) ⇒ (Malaria = 0) [P5]

Rule 2 (Bloodsample = 1) & (Temperature = 2) ⇒ (Malaria = 0) [P2]

Rule 3 (Bloodsample = 0) & (Musclepain = 1) ⇒ (Malaria = 1) [P6]

Rule 4 (Bloodsample = 1) & (Temperature = 1) ⇒ (Malaria = 1) [P3]

Rule 5 (Temperature = 0) ⇒(Malaria = 0) OR (Malaria = 1) [P4, P1]

Table 5 Approximation result with relation blood sample and temperature using vivado HLS
2017.2

Class LA UA

Y [P3, P6] [P1, P3, P4, P6]

N [P2, P5] [P1, P2, P4, P5]

shows the Core result generated usingVivadoHLS 2017.2 which has the inbuilt GCC
Compiler. The Approximation result in Table5 shows the Approximation for one
relation between Blood Sample and Temperature. Approximation results from other
relations are also tabulated. In Table8, B represents Blood Sample and T represents
Temperature.

The ROSE software generated results as shown in Tables2, 3, and 4 match with
the Vivado HLS generated result as shown in Tables5, 6, 7, and 8. Thus our imple-
mentation of standard library tool set is justified.

Various rules that can be generated from Lower and Upper Approximation under
the relation Blood Sample and Temperature using the proposed library set are as
follows:

1. If Blood Sample is Yes (Bloodsample= 1) and Temperature is High (Temperature
= 1), then Malaria is Yes (Malaria = 1)—Rule 4 in Table4 for Patient P3.
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Table 6 Approximation result with relation blood sample and muscle Pain using vivado HLS
2017.2

Class LA UA

Y [P6] [P1, P2, P3, P4, P6]

N [P5] [P1, P2, P3, P4, P5]

Table 7 Approximation result with relationmuscle pain and temperature using vivado HLS 2017.2

Class LA UA

Y [P3] [P1, P2, P3, P4, P6]

N [P5] [P1, P2, P4, P5, P6]

Table 8 Core generated using vivado HLS 2017.2

Decision Core

D1 Bloodsample

D1 Temperature

2. If Blood Sample is Yes (Bloodsample = 1) and Temperature is V. High (Tem-
perature = 2), then Malaria is No (Malaria = 0)—Rule 2 in Table4 for Patient
P2.

Rules inducted from other relations like Blood Sample andMuscle pain orMuscle
pain and Temperature using the proposed library set are as follows:

1. If Blood Sample is No (Bloodsample = 0) and Muscle pain is Yes (Musclepain
= 1), then Malaria is Yes (Malaria = 1)—Rule 3 in Table4 for Patient P6.

2. If Muscle pain is No (Musclepain = 0), then Malaria is No (Malaria = 0)—Rule
1 in Table4 for Patient P5.

3. If Temperature is Normal (Temperature = 0), then Malaria can be Yes (Malaria
= 1) or Malaria can be No (Malaria = 0)—Rule 5 in Table4 for Patient P4 and
P1.

The secondpart of the proposedwork is justifiedby observing the synthesized
and implemented timing and utilization reports. Table9 tabulates the synthesis
report when xc7z010clg400-1 (Zybo) FPGA kit was used. Table10 tabulates the syn-
thesis and implementation utilization reports for the above implementation. Tables9
and 10 show the timing and area utilization report for the proposed library set. The
report also shows that the implemented design requires less hardware than the syn-
thesized design. From Table9, it is also evident that DSP48E has not been utilized.
Therefore MAC operations are not a part of RST calculations. We obtained similar
results during code profiling on DSP TMS320 C6713 where the Multiplier unit was
never used [30].
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Table 9 Vivado HLS 2017.2 Synthesis report generated using xc7z010clg400-1 (Zybo) FPGA

Synthesized parameters Elementary
and crisp set

LA − UA Reduct,
boundary,
accuracy

Core

Estimated clock period (ns) 6.56 5.32 0 4.74

Worst case latency (clock Cycles) 1800 1711 0 15

No. of DSP48E used 0 0 0 0

No. of FFs used 549 639 0 66

No. of LUTs used 682 1155 0 143

Table 10 Vivado 2017.2 synthesis and implementation utilization report generated

RST constructs Synthesized design Implemented design

LUT FF LUT FF

Elementary and crisp set 661 524 472 524

LA and UA 551 503 308 503

Reduct, boundary, accuracy 0 0 0 0

Core 11 13 11 13

These timing and area utilization report can only be optimized for the proposed
library set for Rough Set Theory, but there is not much scope for optimizing hardware
by following this procedure (synthesizing the C program). For the best and worst-
case analysis, authors suggest hardware-based design and optimization for the Data
Analytic Engine.

6 Conclusion

Rough Set theory can be used as a novel data mining technique for analyzing incon-
sistent, incomplete, imprecise or vague nature of Big Data. In this paper, the authors
have proposed a new and standard library tool set (source code) for Rough Set
Theory for the computation of inconsistent data in IoT environment at fog and/or
edge interface. The proposed tool set is completely synthesizable on FPGA. The
proposed library set has been defined for adaptation in the design of Data Analytic
Engine/Coprocessor/hardware accelerator. The outputs obtained by synthesizing the
proposed library set for Rough Set Theory using Vivado HLS 2017.2 is authenticated
with the outputs obtained using the ROSE Software. From the implemented area uti-
lization reports and timing reports, authors suggest for looking at hardware-based
design and optimization for the best and worst-case analysis as future scope of work.
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A Comparison of the Effectiveness
of Two Novel Clustering-Based
Heuristics for the p-Centre Problem

Mahima Yadav and V. Prem Prakash

Abstract Given a set of n demand points, the objective of the p-centre problem
is to identify a subset of the demand points having p � n nodes (called centres)
such that the maximum distance of any demand point to its nearest centre is mini-
mized. The problem is NP-hard and finds application in facility location. This paper
presents two novel heuristics for the p-centre problem that requires O(n3) time. One
of these is a deterministic heuristic that uses a minimum spanning tree-based clus-
tering approach, and the other is a randomized heuristic that uses greedy clustering.
Bounds on the computational time requirements of both heuristics are proved. The
relative performance of the two heuristics is evaluated in the course of several com-
putational experiments on a wide range of benchmark problems used in the literature
for the p-centre problem.

Keywords p-centre · Heuristic · NP-hard · Facility location · Randomized

1 Introduction

Consider an undirected, weighted graph G = (V, E), where the set V represents
the vertex set of n = |V| vertices, and the set E represents the set of edges between
these vertices. Also, let the length of the shortest path from vertex vi to vertex vj be
denoted by d(vi, vj). The goal of the p-centre problem is to find a subset W of V that
contains exactly p nodes, or vertices, such that the largest distance from a vertex x
∈ {V−W} to its closest vertex w ∈ W is minimized, that is, to find the subset W =
{w1, w2,…,wp} of V that minimizes maxi∈{1...n}

{
min j∈{1...p}d

(
vi , v j

)}
.

The p-centre problem is NP-hard [1]. An application of the problem arises in
facility location, in which the goal is to select p facilities on a network in such a
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manner that the maximum distance between clients and their corresponding near-
est facilities are minimized. The problem also finds application in wireless com-
munication systems, wherein a set of p-base stations need to be placed so as to
provide maximum possible coverage. Several constrained real-world problems that
require locating facilities like police- and fire-stations also map into the p-centre
problem [2].

Thisworkpresents twonovel fast polynomial-timeheuristics for thep-centre prob-
lem with provable bounds on computational time. The first of these is a deterministic
heuristic that uses a Minimum Spanning Tree (MST)–based clustering approach,
whereas the second is a randomized heuristic. The relative performance of the two
heuristics is studied in the course of several experiments on several standard bench-
mark problems used widely in the literature.

The rest of the paper is organized as follows. Section 2 gives a brief overview
of earlier work in the literature for the p-centre problem. Section 3 describes the
proposed novel heuristics, and provides some relevant theoretical results. Computa-
tional results are presented and discussed in Sect. 4. Concluding remarks are made
in Sect. 5.

2 Related Work

Some exact approaches are given in the literature for special cases of the p-centre
problem, c.f. the works of [3–5]. Several metaheuristic strategies are also proposed
for solving the p-centre problem. Caruso et al. gave an algorithm [6] that solves a
succession of set-covering problems using some preset parameters to find a solution
to the p-centre problem.Mladenovic et al. [7] presented a couple of tabu search-based
algorithms and a variable neighbourhood search-based approach. A scatter search-
based approach is given in [8]. Chen and Chen [9] gave a novel relaxation algorithm.
A bee colony optimisation (BCO) approach, called BCOi (BCO with improvement)
is given by Davidovic et al. [10]. Jayalakshmi and Singh [2] proposed an artificial
bee colony (ABC) algorithm and an invasive weed optimisation (IWO) algorithm for
the problem.

3 Proposed Novel Heuristics

The two novel heuristics proposed in this work are described in greater detail in
this section. The first heuristic presented here is a deterministic heuristic that uses
an MST-based clustering approach to create p-clusters of demand points. From each
cluster in turn, the heuristic then identifies one of the p-centres, chosen as the demand
point that minimizes the maximum cost/distance from all other demand points in that
cluster. The second heuristic takes a randomized approach to the selection of the p-
centres. It then uses a greedy approach to create p-clusters and further improve the
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choice of p-centres. In order to reduce the probability of poor random choices of p-
centres, the heuristic repeats these steps n times and returns the best result obtained.
Similar clustering based and randomized approaches have been successfully applied
in heuristic design for other problems in the literature (c.f. [11–15]).

3.1 p-Centres-Based Minimum Spanning Tree Clustering
(pCMSTC) Heuristic

The p-centres-based Minimum Spanning Tree Clustering (pCMSTC) heuristic is a
deterministic heuristic that solves the p-centre problem in O(n3) time. The heuristic
begins by constructing amatrix,Dof the shortest distances between each pair of graph
vertices. This is accomplished using the well-known All Pairs Shortest Paths (Floyd-
Warshall) algorithm [16]. Thereafter, the heuristic iterates a fixed number of times.
The number of iterations is determined by two empirically chosen parameters, the
threshold_value and step_size. The threshold_value represents theminimum number
of nodes that a cluster should have and is varied from 1 to n/p, where n = |V| is the
number of nodes, and p the number of central vertices, or centres. The step_size is
a small integer constant in the range [1, 30] that is experimentally determined for
different instance sizes. In each iteration, a minimum spanning tree is constructed
from D using Kruskal’s algorithm [17]. Then, p−1 edges are removed in decreasing
order of edge weight from theMST, so as to obtain p-clusters. Care is taken to ensure
that the number of nodes in each cluster has greater than or equal to threshold_value
nodes. The centre of each cluster is then computed by iteratively setting each cluster
vertex in turn and setting as cluster centre, the vertex for which the highest edge
weight to any other vertex of that cluster is minimal. Once all the p-cluster centres
are identified, the value of minp is computed. If this value is lower (better) than
the global best value (bestminp), then it replaces the bestminp. This entire process
is iterated in a fixed number of times (as determined by the threshold_value and
step_size parameters) and the best value of objective function (bestminp) returned
by the heuristic. Pseudocode for the heuristic is given in Fig. 1, and the computational
time requirements are proved in Lemma 1.

Lemma 1 The pCMSTC heuristic requires O(n3) computation time on an input
graph G = (V, E) having n = |V| demand points.

Proof The time required for constructing the matrix D is O(n3), since this step of the
heuristic (step 1) is implemented using the All Pairs Shortest Paths (Floyd-Warshall)
algorithm. The computation cost of constructing an MST (step 2) using Kruskal’s
algorithm is O(mlogn), for m edges and n demand points. The inner loop (steps
5–12) iterates on the edges of the MST and removes p–1 edges in descending order
of weight. After removing each edge, a check is made to ensure that the number of
nodes in the resultant sub-trees satisfies the threshold limit. This step is performed
using a simple depth first traversal of the sub-trees, and has linear complexity. For a
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Fig. 1 Pseudocode for the
pCMSTC heuristic

Algorithm : pCMSTC(p)  
Let e represent an edge in the constructed MST
      p represent the number of centres 
      n represent the number of demand points (nodes) 

threshold_value represent the threshold value i.e,     
      number of nodes in a cluster  

step_size represent the step size  
      nc be the number of clusters  
1.   Construct all pairs shortest distance matrix D
2.   Build MST from D 
3.   threshold_value = 1; nc =0 
4.   repeat
5.         repeat
6.           for each e MST do
7.               Remove e from MST or (current longest edge) 
8.               if (nodes in subtree < threshold_value)  
9.                   Restore e in MST 

10.             else
11.                 nc = nc+1  
12.      until nc = p-1 
13.      for each cluster Clusteri do (0 i p – 1)
14.         Set as cluster center, the vertex s.t. 
 max. {dist(u,v)},  is minimized.
15.      minp  value of objective function 
16.      if minp < bestminp then
 bestminp  minp  
17.     threshold_value = threshold_value + step_size
18.  until threshold_value = n/p 
19.  Return bestminp 

≤ ≤

total of n−1 edges, the running time of the inner loop works out to O(n2). Updating
cluster centres (steps 13, 14) are performed by repeated depth first traversals within
each cluster and takes no more than O(n2) time overall. The outer loop (steps 4–18)
is run a constant number of times, as determined by the choice of the step size. Hence
the overall computation time taken by the algorithm is O(n3). �

3.2 Randomized Greedy p-Centres (RGpC) Heuristic

TheRandomized Greedy p-centres (RGpC) heuristic takes a randomized approach to
solve the p-centre problem. The heuristic starts by randomly choosing p-centres from
the vertex set V, and initializing each as the central vertex of its own cluster. Each
of the remaining vertices is assigned to the cluster whose central vertex is reachable
via the lowest cost path. Thereafter, within each cluster, each vertex of the cluster is
set as the cluster centre in turn, and the vertex for which the maximum cost to any
other node in the cluster is minimal is confirmed as the cluster centre. The objective
function is then computed, and replaces the global best result if it is lower/better.
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Algorithm: RGpC(p) 
Let e represent an edge in the tree 
      p represent the number of centres 
      n represent the number of demand points (nodes) 
      nc be the number of clusters 
1.   i =0 
2.   repeat
3.       Randomly select a set P, (|P|=p), from vertex set V 
4.       Create p clusters, with the central vertex of each initialized to a  
          different vertex belonging to the set P of centers 
5.       for each vertex do
6.           Assign u to the cluster for which cost(u, c) is minimal,  
 where c is the corresponding cluster center 
7.       for each cluster Clusteri do (0 i p – 1)
8.           Set as cluster center, the vertex 
 s.t. max. {dist(u,v)},  is minimized. 
9.      minp  value of objective function 
10.      if minp < bestminp then
                bestminp  minp 
11.      i = i+1 
12.  until i = n 
13.  return bestminp 

≤ ≤

Fig. 2 Pseudo-code for the RGpC heuristic

This procedure is repeated n = |V| times, and the global best solution obtained is
returned by the heuristic. This heuristic also takes O(n3) computation time. Pseu-
docode is given in Fig. 2, and bounds on computation time proved in Lemma 2.

Lemma 2 The RGpC heuristic requires O(n3) computation time, where n = |V| is
the number of demand points represented by the input graph G = (V, E).

Proof Selecting p random vertices as cluster centres and assigning the remaining
|V| – P vertices to their respective clusters (steps 3–6 of pseudocode) require time
that is asymptotically linear in n.Updating the cluster centres (steps 7–8) is performed
by repeated depth first traversals within each cluster, and takes no more than O(n2)
time overall. Hence the time required for the inner loop is O(n2). The outer loop
(steps 2–12) runs a total of n times, thus bringing the total computation time of the
heuristic to O(n3). �

4 Experimental Work

The proposed heuristics are tested on several standard test problems used widely in
the literature for the p-centre problem. These are listed in the Beasley OR Library
[18] as instances of the uncapacitated p-median problem and comprise 40 sparse
graphs with random edge weights. Each instance has a fixed number of demand
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Table 1 Results obtained on 40 benchmark instances having up to 900 demand points

S. No. Inst. size (V ) No. of centres (p) Objective function value

pCMSTC heuristic RGpC heuristic

1 100 5 144 127

2 100 10 128 112

3 100 10 120 109

4 100 20 103 92

5 100 33 85 73

6 200 5 104 92

7 200 10 80 77

8 200 20 75 73

9 200 40 71 60

10 200 67 42 70

11 300 5 64 62

12 300 10 72 72

13 300 30 55 49

14 300 60 50 47

15 300 100 37 44

16 400 5 52 49

17 400 10 48 47

18 400 40 50 50

19 400 80 38 35

20 400 133 30 35

21 500 5 45 42

22 500 10 53 47

23 500 50 34 33

24 500 100 33 39

25 500 167 24 44

26 600 5 44 41

27 600 10 42 39

28 600 60 36 57

29 600 120 24 36

30 600 200 21 40

31 700 5 34 31

32 700 10 40 72

33 700 70 28 24

34 700 140 23 41

35 800 5 36 32

(continued)



A Comparison of the Effectiveness of Two Novel Clustering-Based … 253

Table 1 (continued)

S. No. Inst. size (V ) No. of centres (p) Objective function value

pCMSTC heuristic RGpC heuristic

36 800 10 38 42

37 800 80 30 26

38 900 5 31 40

39 900 10 32 74

40 900 90 26 23

points associated with it, and this number varies between 100 and 900. Specifically,
there are five instances each of 100, 200, 300, 400, 500 and 600 demand points; four
instances each having 700 demand points, and three instances having 800 and 900
demand points. The number of centres varies between 5 and 200. Both heuristics
were implemented in C and tested on a computing system with an Intel core i5
processor and 4 GB of RAM.

The results of the computational work are presented in Table 1. In each row
of the table, columns 1–3 represent the instance number, the number of demand
points and the number of facility centres (p), respectively. The highest cost from any
demand point to its nearest facility is given under the objective function value column
(no. 4) for the pCMSTC and RGpC heuristics.

On the smaller problem sizes, the RGpC heuristic obtains better (lower) results,
vis-à-vis, the pCMSTC heuristic for almost all values of p (number of centres) con-
sidered. The pCMSTC heuristic performs better only when the number of demand
points is very large. For instance, on 100 node instances, the RGpC heuristic obtains
better results in all cases. On the 200, 300, 400 and 500 node instances also, it con-
sistently performs better for almost all the instances, losing out to the pCMSTC
heuristic only in the last case for each size of node instance, when p is very large.
However, as the problem size grows larger, the heuristics obtain competitive results.
The pCMSTC heuristic obtains better results on three of the 600 node instances, and
both heuristics obtain better results on two instances each of the 700 and 800 node
instances. On the 900 node instances, however, the pCMSTC heuristic obtains bet-
ter performance than the RGpC heuristic. Overall, the randomized RGpC heuristic
obtains better results on 27 instances, whereas the deterministic pCMSTC heuristic
does better on 13 instances.

5 Conclusions

The p-centre problem is NP-hard and arises in problem domains such as wireless
communications and facility location. This work evaluates the performance of two
novel heuristics that take different approaches towards solving the p-centre problem.
The first of the proposed heuristics, called pCMSTC, uses a deterministic, MST
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clustering-based approach, while the second, called the RGpC heuristic, takes a
randomized approach. The performance of the heuristics is compared to several
benchmark problems. TheRGpCheuristic clearly performsmuch better on the small-
to-medium sized test instances, particularly when the number of centres (p) is not
high in comparison to the number of demand points. For such instances, the pCMSTC
heuristic is seen to be more suitable when p is large. On large problem sizes, both
heuristics are seen to be competitive, with the pCMSTC heuristic possibly obtaining
slightly better performance as the problem size grows quite large.
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Half-Life Teaching Factor Based TLBO
Algorithm

Ruchi Mishra, Nirmala Sharma and Harish Sharma

Abstract Teaching-learning-based optimization algorithm (TLBOA) is a significant
metaheuristic algorithm. It is a proficient approach for solving multidimensional,
linear, and nonlinear optimization problems. It is based on teaching-learning (TL)
process that searches for a global optimum through two modules of learning: (a)
teacher-phase (TP) and (b) learner-phase (LP). For avoiding the premature conver-
gence of TLBOA, half-life teaching factor is discovered in this paper. The proposed
strategy is known as half-life teaching factor based TLBO (HLTLBO) algorithm.
The performance of HLTLBO is calculated over 20 benchmark functions and com-
pared with various state-of-art algorithms namely, TLBOA, global-Best inspired
biogeography-based optimization (GBBO), particle swarm optimization (PSO), and
covariance matrix adaptation evolution strategy (CMA-ES). The obtained outcomes
validate the authenticity of the discovered HLTLBO.

Keywords Teaching-learning-based optimization · Swarm intelligence based
algorithm · Optimization

1 Introduction

Teaching-learning-based optimization algorithm (TLBOA) is basically a nature-
inspired algorithm (NIA). Nature has been a source of inspiration for technological
development. This results in the development of NIAs. It is a proficient approach
for solving complex real-world optimization problems. Mainly NIAs is split into
two types: swarm intelligence (SI) based optimization algorithms and evolutionary
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algorithms. SI-based optimization algorithms are those which are inspired by the
collective behavior of social insect colonies and other animal’s societies. TLBOA is
invented by Dr. Rao et al. [1] in the year 2011. It is a teaching-learning (TL) pro-
cedure inspired algorithm based on the effect of the sway of a teacher (supervisor)
on the outturn of learners (scholars) in the class. The grades of the scholars which
totally depends on the standard or caliber of a supervisor are considered in terms of
an outturn of this algorithm. The supervisor is the person who trains scholars and
helps them to acquire knowledge so that scholars score goodmarks and grades. Inter-
action with the other scholars is also helpful for improving their marks and grades.
TLBOA describes through two modules of learning: (a) teacher-phase (TP) (where
supervisor teaches scholars) and (b) learner-phase (LP) (where learning is through
the synergistic good communication among the scholars). Researchers have been
working to enhance the functioning of TLBOA [2–4]. It is reported in the literature
that TLBOA has premature convergence problem [5].

In the above context, this article proposes a modified variant of TLBOA. A half-
life formula based teaching factor is introduced in the TLBOA. This factor reduces
the step size of the solutions and helps in reducing the premature convergence. The
algorithm is titled as half-life teaching factor basedTLBO(HLTLBO) algorithm.This
proposedvariant is comparedwithTLBOA,global-best inspired biogeography-based
optimization (GBBO) [6], particle swarm optimization (PSO) [7], and covariance
matrix adaptation evolution strategy (CMA-ES) [8]. The obtained outcomes prove
the authenticity of the discovered approach.

The other sections are organized as follows: In Sect. 2, TLBOA is discussed.
In Sect. 3, we introduce our discovered HLTLBO algorithm and for measuring the
performance of HLTLBO algorithm, a comparison has been made with various algo-
rithms in Sect. 4. At last, Sect. 5 includes the conclusion of the proposed work.

2 Teaching-Learning-Based Optimization Algorithm

TLBOA illustrates the classroom deportment of supervisor and scholars. The func-
tioning of TLBOA is alienated into two parts, TP and LP [9] which is elucidated
beneath.

2.1 Teacher-Phase

During this phase the supervisor trains scholars so that scholars can achieve better out-
comes regarding grades andmarks in subject matters. The supervisor is a person who
is highly educated, experienced, and knowledgable. The very first step of TP is to ini-
tialize the total number of scholars (population) and total subjects (design variables).
Let “M ” be the total subjects, “N” be the number of scholars (k = 1, 2, 3, . . ., N), and
Mji be the mean result of the scholars in a particular subject matters “j” (j = 1, 2, 3,
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. . ., M) at any iteration (it) Xi. The supervisor will put maximum efforts to increase
knowledge level of class, whereas scholars gain knowledge regarding the caliber of
teaching delivered by a supervisor and the caliber of scholars present in the class-
room. Considering this facet, the difference between the outcome of supervisor and
scholar’s mean result in particular subject matters is elucidated by

Difference−Meanji = Ri × (MT − TF × Mji) (1)

where MT is defined as best scholar in subject matter j. Ri is the randomly selected
no. in the Range [0, 1] and TF is the Teaching factor which adjudicates the value of
mean to be changed. TF is not a parametric quantity of the TLBOA, it can be either
1 or 2 and it is adjudicated randomly with equal chances as

TF = round [1 + R(0, 1){2 − 1}] (2)

The position update equation of the old solution in TP is articulated by

Xnewvalue = Xoldvalue + Difference−Meanji (3)

where Xnewvalue is the updated value of Xoldvalue. Xnewvalue is acceptable, when its
outcome is better thanXoldvalue. If the outcome is not better than theXoldvalue,Xnewvalue

is neglected. After that, selected values in TP are reckoned as input to the LP.

2.2 Learner-Phase

LP is the next phase of an algorithm where a particular scholar gain knowledge from
other scholars too if they have some improvement ideas related to subject matters.
Any two scholars Xp1 and Xq1 are randomly selected from the population “N”, such
that p1 �= q1. The updated parameter Xnewvalue is described by the Eq.4.

if f (Xp1) < f (Xq1)

Xnewvalue = Xi + Ri × (Xp1 − Xq1)

else

Xnewvalue = Xi + Ri × (Xq1 − Xp1)

(4)

The TLBOA is pictured through a flowchart given in Fig. 1, in which first initializes
the total number of scholars and this flow go forward toward the TP and the outturn
of TP is farther provided as input for LP that emits the most excellent value of the
objective function.
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Fig. 1 TLBO algorithm

3 Half-Life Teaching Factor Based TLBO Algorithm

It is reported in the literature that TLBOA suffers from the problem of premature
convergence [5]. To overcome the above problem, an updated TF is proposed that is
inspired by Half-life formula. The proposed algorithm is known as half-life teaching
factor based TLBO (HLTLBO) algorithm.

Half-life formula is the time required for the amount of something to fall to half
its initial value. The mathematical representation of half-life is given below

t 1
2

= ln2

λ
= 0.693

λ
(5)

where, t 1
2
is half-life and λ is disintegration constant. This formula is used in TF to

reduce the distance to its half, between the position of the supervisor and the scholars
or more specifically, it can be described as an innovative approach to minimize the
time required by the scholars to grasp the knowledge, provide by their supervisor.
Based on the Eq.5, the TF is calculated as per the Eq.2

TF = 0.693

λ
= 0.693

[((MaxIt − it)/MaxIt) + 1] (6)

where it is the current generation andMaxIt is the total count of generations. As per
the Eq.2, the value of TF which is inspired from Eq.5 increases in a fast rate during
the early iterations and after a lapse of few iterations, it decreases in a slow rate that
helps us in avoiding the premature convergence.

Figure2 depicts the value of TF with respect to iterations.
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Fig. 3 DM for test functions; a DM for first dimension, b DM for second dimension, and c DM
for third dimension

A three-dimensional problem of Parabola/Sphere is considered as an example for
calculating the difference mean (DM) (DM represents the step size for the solutions)
as per the Eq.3. Figure3a–c shows the graphs that represents the DM for all the three
dimensions.
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It is clear from Fig. 3 that during last iterations, the value of difference mean
has been reduced so it is clear that step size will also reduce and convergence speed
becomes fast. It avoids the premature convergence of the algorithm. The fundamental
contribution of discovered variant avoids premature convergence of TLBOA.

4 Experimental Results

4.1 Considered Test Problems

To estimate the competence of an anticipated algorithm HLTLBO, 20 various global
optimization problems (fun1 to fun20) are chosen fromCEC2005 [10], CEC2008 [11],
and CEC2013 [12]. These problems have different complexity levels. Test problems
fun1 to fun20 are reckoned along with their offset values shown in Table1.

4.2 Experimental Setting

To estimate the functioning of the propounded algorithm HLTLBO, a comparison is
made among TLBOA [1], GBBO [6], PSO [7], and CMA-ES [8]. To test them over
the considered problems, an experiment environment is created where

• Totalrun = 30,
• Population size N = 50,
• MaxIt = 5000,
• TF = 0.693

[((MaxIt−it)/MaxIt)+1] ,• Ri = R[0, 1].

4.3 Results Comparison

Table2 endows with a report of the comparison made between the well thought-out
algorithms. Table2 presents a record of the standard−deviation (SD), mean−error
(ME), success−rate (SR), and average count for function evaluations (AFEs). For
reaching the termination criteria by the algorithm, AFEs is called in 100 runs and
for achieving the optima by the algorithm, acceptable−error (AE) is called in 30
runs. After calculating the outcomes, it can be accomplished that HLTLBO performs
better than TLBOA [1], GBBO [6], PSO [7], and CMA-ES [8] regarding proficiency,
reliability, and accuracy. Further, a nonparametric test named as Mann–Whitney U
rank sum test [13] and various statistical tests like AR-test and Boxplots [14] are
constructed to analyze the results more intensively.
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Table 1 Test problems: TP, D: dimension, AE: acceptable error
S.no Test problem Objective function Search range D AE

1 De Jong f4 fun1(x) = ∑D
i=1 i.(xi)

4 [−5.12, 5.12] 30 1.0E−05

2 Griewank fun2(x) =
1 + 1

4000

∑D
i=1 x

2
i − ∏D

i=1 cos(
xi√
i
)

[−600, 600] 30 1.0E−05

3 Rosenbrock fun3(x) = ∑D
i=1(100(xi+1 −

x2i )
2 + (xi − 1)2)

[−30, 30] 30 1.0E−02

4 Rastrigin fun4(x) =
10D + ∑D

i=1[x2i − 10cos(2πxi)]
[−5.12, 5.12] 30 1.0E−03

5 Ackley fun5(x) =
−20 + e + exp(− 0.2

D

√∑D
i=1 xi

3)

[−1, 1] 30 1.0E−05

6 Alpine fun6(x) =
∑D

i=1 (|xi sin xi + 0.1xi|)
[−10, 10] 30 1.0E−05

7 Cosine mixture fun7(x) = ∑D
i=1 xi

2 −
0.1(

∑D
i=1 cos5πxi) + 0.1D

[−1, 1] 30 1.0E−05

8 Exponential fun8(x) =
−(exp(−0.5

∑D
i=1 xi

2)) + 1
[−1, 1] 30 1.0E−05

9 Zakharov fun9(x) = ∑D
i=1 xi

2 +
(
∑D

i=1
ixi
2 )

2 + (
∑D

i=1
ix1
2 )

4
[−5.12, 5.12] 30 1.00E−02

10 Brown3 fun10(x) =
∑D−1

i=1 (xi2
(xi+1)

2+1 + xi+1
2xi

2+1
)

[−1, 4] 30 1.0E−05

11 Schewel prob 3 fun11(x) = ∑D
i=1 |xi| + ∏D

i=1 |xi| [−10, 10] 30 1.0E−05

12 Axis parallel
hyper-ellipsoid

fun12(x) = ∑D
i=1 ix

2
i [−5.12, 5.12] 30 1.0E−05

13 Sum of different
powers

fun13(x) = ∑D
i=1 |xi|i+1 [−1, 1] 30 1.0E−05

14 Step function fun14(x) = ∑D
i=1 (�xi + 0.5�)2 [−100, 100] 30 1.00E−05

15 Rotated
hyper-ellipsoid

fun15(x) = ∑D
i=1

∑i
j=1 x

2
j [−65.536,

65.536]
30 1.0E−05

16 Shifted sphere fun16(x) = ∑D
i=1 z

2
i + fbias,

z = x − o, x = [x1, x2, ....xD],
o = [o1, o2, ...oD]

[−100, 100] 100 1.0E−01

17 Shifted Griewank fun17(x) = ∑D
i=1

z2i
4000 −

∏D
i=1 cos(

zi√
i
) + 1 + fbias,

z = (x − o), x = [x1, x2, ....xD],
o = [o1, o2, ...oD]

[−600, 600] 100 1.0E−01

18 Dekkers and Aarts fun18(x) = 105x21 + x22 − (x21 +
x22)

2 + 10−5(x21 + x22)
4

[−20, 20] 2 5.0E−01

19 Meyer and Roth fun19(x) =
∑5

i=1

(
x1x3ti

1+x1ti+x2vi
− yi

)2
[−10, 10] 3 1.95E−02

20 Pressure vessel fun20(x) =
0.6224x1x3x4 + 1.7781x2x23 +
3.1661x21x4 + 19.84x21x3

x1 = [1.1, 12.5]
x2 = [0.6, 12.5]
x3 = [0, 240]
x4 = [0, 240]

4 1.0E−05
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Table 2 Comparison of the results of test functions, TP: test problem

TP Algorithm SD ME AFE SR

fun1 HLTLBO 2.13E−06 6.16E-06 2696.67 30.00

TLBOA 2.18E−06 6.41E−06 2803.33 30.00

GBBO 1.16E−06 8.86E−06 23302.00 30.00

PSO 1.25E−06 8.49E−06 6450.00 30.00

CMA-ES 1.96E−06 7.37E−06 20908.00 30.00

fun2 HLTLBO 1.18E−06 8.14E−06 4210.00 30.00

TLBOA 1.35E−06 8.06E−06 4403.33 30.00

GBBO 8.46E−04 7.61E−01 200000.00 0.00

PSO 2.81E−03 7.60E−01 200000.00 0.00

CMA-ES 0.00E+00 7.59E−01 200128.00 0.00

fun3 HLTLBO 4.21E−01 2.45E+01 200050.00 0.00

TLBOA 1.32E+00 1.57E+01 200050.00 0.00

GBBO 4.12E+02 1.88E+02 200000.00 0.00

PSO 1.48E+01 2.18E+01 200000.00 0.00

CMA-ES 7.53E+02 3.09E+02 200128.00 0.00

fun4 HLTLBO 5.38E+00 7.05E+00 179663.33 8.00

TLBOA 5.11E+00 1.06E+01 197860.00 1.00

GBBO 1.02E+01 3.90E+01 200000.00 0.00

PSO 1.49E+01 5.28E+01 200000.00 0.00

CMA-ES 9.05E+00 1.54E+02 200128.00 0.00

fun5 HLTLBO 6.69E−07 8.49E−06 7203.33 30.00

TLBOA 6.46E−07 8.77E−06 7570.00 30.00

GBBO 5.20E−03 2.67E−02 200000.00 0.00

PSO 8.26E−01 7.79E−01 107158.33 15.00

CMA-ES 3.49E−07 9.46E−06 64150.33 30.00

fun6 HLTLBO 7.68E−07 8.91E−06 7106.67 30.00

TLBOA 6.00E−07 8.74E−06 7406.67 28.00

GBBO 2.90E−03 8.40E−03 200000.00 0.00

PSO 5.51E−04 1.40E−04 86393.33 19.00

CMA-ES 6.26E−07 9.26E−06 71597.00 30.00

fun7 HLTLBO 1.12E−06 7.73E−06 3843.33 30.00

TLBOA 1.51E−06 7.81E−06 4030.00 29.00

GBBO 2.93E−01 8.77E−01 200000.00 0.00

PSO 4.28E−01 9.95E−01 200000.00 0.00

CMA-ES 7.61E−07 8.98E−06 32296.00 27.00

fun8 HLTLBO 1.33E−06 7.55E-06 2983.33 30.00

TLBOA 1.15E−06 7.72E−06 3103.33 30.00

GBBO 6.25E−07 9.50E−06 6537.67 30.00

PSO 2.50E−06 7.47E−06 7320.00 30.00

CMA-ES 1.18E−06 8.61E−06 22933.33 30.00

(continued)
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Table 2 (continued)

TP Algorithm SD ME AFE SR

fun9 HLTLBO 1.10E−03 8.70E−03 23110.00 30.00

TLBOA 7.35E−04 9.10E−03 23990.00 29.00

GBBO 1.10E−03 1.00E−02 137120.00 27.00

PSO 3.63E−04 9.50E−03 52337.00 30.00

CMA-ES 4.56E+01 1.76E+02 200128.00 0.00

fun10 HLTLBO 9.90E−07 7.21E−06 3736.67 30.00

TLBOA 1.45E−06 7.41E−06 3960.00 30.00

GBBO 5.02E−06 1.78E−05 199925.00 1.00

PSO 1.75E−06 8.16E−06 7933.33 30.00

CMA-ES 1.25E−06 8.40E−06 32221.33 30.00

fun11 HLTLBO 7.19E−07 8.77E−06 7650.00 30.00

TLBOA 6.73E−07 8.97E−06 8036.67 30.00

GBBO 6.80E−03 3.32E−02 200000.00 0.00

PSO 4.47E−02 1.32E−02 158420.00 7.00

CMA-ES 5.08E−07 9.40E−06 73331.67 28.00

fun12 HLTLBO 1.41E−06 8.35E−06 4430.00 30.00

TLBOA 1.46E−06 7.04E−06 4653.33 30.00

GBBO 2.41E−04 5.22E−04 200000.00 0.00

PSO 1.45E−06 8.28E−06 38152.33 30.00

CMA-ES 8.90E−07 8.89E−06 38152.67 25.00

fun13 HLTLBO 2.67E−06 5.37E−06 1916.67 30.00

TLBOA 2.55E−06 6.38E−06 1920.00 30.00

GBBO 2.26E−06 7.49E−06 4306.33 30.00

PSO 2.04E−06 7.49E−06 5243.67 30.00

CMA-ES 3.27E−06 7.05E−06 51777.33 25.00

fun14 HLTLBO 0.00E+00 0.00E+00 2286.67 30.00

TLBOA 0.00E+00 0.00E+00 2360.00 30.00

GBBO 0.00E+00 0.00E+00 52217.00 0.00

PSO 1.92E−06 0.00E+00 15567.33 30.00

CMA-ES 0.00E+00 0.00E+00 16377.67 30.00

fun15 HLTLBO 1.24E−06 7.88E−06 5023.33 30.00

TLBOA 1.24E−06 8.27E−06 5236.67 30.00

GBBO 2.50E−03 5.40E−03 200000.00 30.00

PSO 1.09E−11 7.56E−06 7300.00 30.00

CMA-ES 9.50E−07 8.56E−06 42998.33 30.00

fun16 HLTLBO 5.49E−07 9.21E−06 25896.67 30.00

TLBOA 1.26E−06 8.80E−06 200050.00 0.00

GBBO 2.34E−06 7.96E−06 190210.33 4.00

PSO 1.75E+02 1.75E+04 200000.00 0.00

CMA-ES 1.91E−06 7.26E−06 96653.67 30.00

(continued)
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Table 2 (continued)

TP Algorithm SD ME AFE SR

fun17 HLTLBO 8.12E+01 6.67E+02 150.00 30.00

TLBOA 1.06E+02 6.28E+02 200050.00 0.00

GBBO 9.85E+01 6.16E+02 171.33 30.00

PSO 9.83E−06 3.62E+02 310.33 30.00

CMA-ES 1.61E+02 4.12E+02 171.33 30.00

fun18 HLTLBO 6.96E+03 9.94E+03 376.67 30.00

TLBOA 5.95E+03 8.34E+03 383.33 30.00

GBBO 6.04E+03 3.91E+03 575.00 30.00

PSO 1.17E+03 1.32E+03 910.00 30.00

CMA-ES 7.10E+03 1.06E+04 35219.67 30.00

fun19 HLTLBO 2.11E−03 1.45E−02 153.33 30.00

TLBOA 1.41E−03 1.37E−02 200050.00 0.00

GBBO 5.21E−18 1.26E−02 200000.00 0.00

PSO 5.20E−18 1.26E−02 200000.00 0.00

CMA-ES 2.59E−06 3.56E−06 2000128.00 0.00

fun20 HLTLBO 4.05E+38 1.94E+39 150.00 30.00

TLBOA 5.49E+38 1.84E+39 150.00 30.00

GBBO 6.50E−04 2.00E−03 200000.00 0.00

PSO 1.69E−16 8.34E−16 20020.00 30.00

CMA-ES 1.20E−16 8.36E−16 91779.67 25.00

4.4 Statistical Analysis

The Boxplots are generated for the average count for function evaluations (AFEs)
for performing the overall comparison. Basically, Boxplots are used for showing the
empirical distribution of the data effectively. TheBoxplots forHLTLBO,TLBOA [1],
GBBO [6], PSO [7], and CMA-ES [8] are presented in Fig. 4 which clearly pictures
that HLTLBO is very effectual regarding a function evaluations because interquartile
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Fig. 4 Boxplots graph for AFEs
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range is very low and also amedian is very low forHLTLBO as compared to TLBOA,
GBBO, PSO, and CMA-ES.

Further, measuring the convergence speed regarding average count for function
evaluations (AFEs), acceleration test (AR) has been executed. AR is calculated as

AR = AFEALGO

AFEHLTLBO
(7)

Here, ALGO ∈ {TLBOA,GBBO,PSO, and CMA − ES} and the value of AR is
greater than 1 which shows that HLTLBO is more faster than other algorithms.
Table3 shows a differentiation between the HLTLBO and TLBOA, HLTLBO and
GBBO, HLTLBO and PSO, and HLTLBO and CMA-ES regarding AR.

A well-known nonparametric test named as Mann–Whitney U rank sum test
is performed at a five percent significance level (α = 0.05) between HLTLBO—
TLBOA, HLTLBO—GBBO, HLTLBO—PSO, and HLTLBO—CMA-ES presented
in Table4.

Table 3 Acceleration rate (AR) of HLTLBO compared to the TLBOA, GBBO, CMA − ES, and
PSO

Test problems TLBOA GBBO PSO CMA-ES

fun1 1.0395549811 8.64103821211 2.39184175045 7.75327555356

fun2 1.0459223998 47.5059382423 47.5059382423 47.5363420428

fun3 1.0000000000 0.99750062567 0.99750062567 1.00038990255

fun4 1.1012820334 1.11319319499 1.11319319499 1.11390563856

fun5 1.0509023667 27.7649237749 14.8762147177 8.90564557112

fun6 1.0422138835 28.1425889862 12.1566603553 10.0746247182

fun7 1.0485684547 52.0381617696 52.0381617696 8.40312236267

fun8 1.0422346411 2.19139668378 2.45363131233 7.92626736098

fun9 1.0380787538 5.93336218090 2.26469061011 8.65980095223

fun10 1.0597680548 53.5035677654 2.12310434322 8.62301507922

fun11 1.0505446667 26.1437908497 20.7084967322 9.58583878433

fun12 1.0504138375 45.1467262863 8.61226485334 8.61234011298

fun13 1.0017391133 2.13913039766 2.73582605689 27.0142603824

fun14 1.0320699558 22.8354224076 6.80787160634 7.16224480811

fun15 1.0424684944 39.8142006623 1.45321832423 8.55972135087

fun16 7.7249324138 7.34497360233 7.72300166344 3.73228214355

fun17 133333.66666 1.14222200000 2.06888866677 1.14222222223

fun18 1.01769893655 1.52654853755 2.41592898977 93.5035316369

fun19 1304.67419678 1304.34810965 1304.34810964 13044.3158792

fun20 1.00000000000 1333.33333334 133.466666667 611.864444667
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Table 4 Comparison based on AFE and the Mann–Whitney U rank sum test at (“+ve” indicates
HLTLBO is better, “−ve” indicates HLTLBO is worse and “=” indicates that there is no noticeable
difference)

Function no HLTLBO versus
TLBOA

HLTLBO versus
GBBO

HLTLBO versus
PSO

HLTLBO versus
CMA-ES

fun1 +ve +ve +ve +ve

fun2 +ve +ve +ve +ve

fun3 +ve +ve +ve +ve

fun4 +ve +ve +ve +ve

fun5 +ve +ve +ve +ve

fun6 +ve +ve +ve +ve

fun7 +ve +ve +ve +ve

fun8 +ve +ve +ve +ve

fun9 +ve +ve +ve +ve

fun10 +ve +ve +ve +ve

fun11 +ve +ve +ve +ve

fun12 +ve +ve +ve +ve

fun13 +ve +ve +ve +ve

fun14 +ve +ve +ve +ve

fun15 +ve +ve +ve +ve

fun16 +ve +ve +ve +ve

fun17 +ve +ve +ve +ve

fun18 +ve +ve +ve +ve

fun19 +ve +ve +ve +ve

fun20 +ve +ve +ve +ve

5 Conclusion

In this paper, half-life teaching factor is incorporated with teaching-learning-based
optimization algorithm (TLBOA). This discovered algorithm is named as half-life
teaching factor based TLBO (HLTLBO) algorithm. HLTLBO has been proposed
for avoiding premature convergence of the algorithm. Half-life formula is incor-
porated into the teacher-phase (TP) of the TLBOA. By using 20 benchmark func-
tions, the performance of HLTLBO has been evaluated. Comparison of the HLTLBO
with TLBOA, global-best inspired biogeography-based optimization (GBBO), par-
ticle swarm optimization (PSO), and covariance matrix adaptation evolution strategy
algorithm (CMA-ES) demonstrates that the HLTLBO is more competitive than other
considered algorithms.
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Multilingual Data Analysis to Classify
Sentiment Analysis for Tweets Using
NLP and Classification Algorithm

Pragati Goel, Vikas Goel and Amit Kumar Gupta

Abstract The analysis of sentiments consists in identifying and classifying the
opinions, attitudes, and sentiments of people expressed in original sentences. The
advancement of social media, different critics, forum discussions, blogging, and
working on social networks can be divided into different ways. Users who generate
huge amounts of sentiment data on the website are in large quantities in the form of
tweets and status updates. The sentiment analysis of this data is useful for market
analysis and product research organizations. They are increasingly using public opin-
ions in these media for their decision-making. In this paper, we propose an approach
for analyzing the sentiment or opinion in an efficient manner. For this, we have
proposed a technique that focuses multilingual data analysis to classify sentiment
analysis for the tweets.

Keywords Opinion mining · Sentiment analysis · Applications · Opinionated
data · Social media

1 Introduction

Today in this “Data Era”, there is a rapid increase in the amount of user gener-
ated data on social media platforms like Facebook, Twitter, LinkedIn, Instagram,
and many more. Many opportunities and new open-door organizations have been
motivated people for reviews about their products and services. That is why social
media generates a lot of sentiments and abundant information from tweets, news,
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blog postings, andmore. Due to slang andmisspellings, it is very difficult to compare
Twitter’s sentiment analysis with general emotional analysis. The maximum number
of letters allowed by Twitter on a regional basis is 140. Various approaches such
as knowledge-based approaches and machine learning approaches are available to
analyze the emotions of sentences. In this article, we try to analyze Twitter posts
(tweets) using an automatic learning approach. The analysis of emotions will prob-
ably identify the influence of information on emotional classification. We present a
new feature vector to classify the polarity of tweets as Positive and Negative.

In this paper, we propose a method for opinion analysis. The study explains
how to make the machines read and interpret the language that people use, i.e.,
natural language is NLP. Yet the word does not exist in the machine world. Machines
represent words by the sequences of numbers, which are associated with a character
while displaying them on screen. The Sentiment Analysis is the name of the problem
in which the machine gets capability to analyze and predict with maximum precision
possible the sentiment that will be obtained by a person. But as per our research, data
analysis is one of the major critical problems for sentimental analysis. So we have
proposed a technique that focuses multilingual data analysis to classify sentiment
analysis for the tweets. Naïve Bayes classification algorithm is used for opinion
analysis in the proposed technique.

The main objectives of this paper are as follows:
First, we want to figure out what classifiers and highlights deliver the best out-

comes for this specific notion grouping assignment. We characterize the Twitter
information by trying different thingswith a regulated classifier (i.e., GullibleBayes).

Second, decide if posts are “certain”, “negative”, “both”, “nonpartisan” or junk
(“n/a”). Moreover, we likewise give an account of arrangement that comes about
for posts labeled on the execution (“standard”, “vernacular”, or “n/an”) and the
investigations are accomplished in double phases: main phase utilizes highlight sets
containing the most incessant expressions of the Stanford NLP, and another step
utilizes include sets with the most useful expressions of the quantity, as estimated
utilizing a data theoretic.

Third we speculate that multilingual information is harder to order (i.e., create
bring down precision comes about). We aim to investigate and discover efficient
algorithms and a method that may use to convert maximum data into once language
so that we can fill the research gap. The most crucial one is multilingual sentimental
analysis. This ismandatory becausewe have 6600 languages and every single opinion
matters a lot. But tradition sentimental is only working on the English data.

Another theory is that the principal methodology (i.e., with highlight groups
comprising of maximum continuous arguments) produces bring down outcomes
than another methodology (i.e., through include sets encompassing the maximum
enlightening words), since a continuous word is not really a significant component
for assessment arrangement.

The rest of this paper is organized as follows. A related study explains the envi-
ronment of research work in sentimental analysis. In the methodology section, the
proposed scheme for sentimental analysis is presented. The performance of the
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proposed technique is evaluated and analyzed in the performance measurement
section. Finally, this article concludes by comparing the proposed technology in
the conclusion section with existing technology, and the scope of the future will be
described in the future research section. Related work discusses the surroundings of
research work in sentiment analysis. In Methodology section, a proposed scheme
for sentiment analysis is presented. The performance of the proposed technique is
evaluated and analyzed in Performance Measure section. Finally, the paper is con-
cluded with the comparison of proposed technique with existing technique in the
Conclusion section and future scope is mentioned in the Future Work section.

2 Related Work

Sentiment Enquiry is the intensive exploration of how assessments and points of view
can be identified with one’s feeling and disposition appears in common dialect regard
to an occasion. Late occasions demonstrate that the slant examination has come up to
incredible accomplishment, which can outperform the positive versus negative and
manage entire field of conduct and feelings for various groups and subjects. In the
field of feeling examination utilizing distinctive methods great measure of research
has been done for expectation of social assessments.

Christianini andTaylor published and shared knowledge about SVM, an automatic
learning algorithm. The authors have succeeded in thoroughly explaining how to
approach SVM algorithms and algorithms to implement them to solve practical
problems [1].

Kopel et al. specified that it was essential to obtain an extreme value of extreme
information by using an unclarified message. Similarly, the author argues that only
progressive and destructive publications do not provide an adequate understanding
of fair publications. Thinking about unbiased positions is a clear contrast between
progressive messages and destructive messages. The authors found that one of the
corpora containing most of the neutral documents did not give emotions that could
be used as counters to test both the positive and negative results of the document [2].

Go et al. introduced a methodology for the automatic classification of emotions of
Twitter messages. Each of the query term messages has been categorized as negative
or positive. There, authors used remote monitoring to display feelings results on
Twitter using the appliance’s learningprocedure.Maximumentropy, SVM, andNaive
Bayes algorithmwere applied to learning data, including emoticons,with an accuracy
of over 80%. The authors also discussed pretreatment steps that have resulted in
greater accuracy [3].

Pak et al. conduct phonetic examinations and design emotional classifiers to clas-
sify the positive, negative, and equitable findings of the archives. In order to train
emotional classifiers, the authors proposed an approach to automatic collection of
corpora. To analyze diffusion dissimilarities between neutral, negative and positive
sets, we used Tree Tagger [4].



274 P. Goel et al.

Tan et al. said that users shared similar opinions which are likely to be connected.
The authors proposed the model that were generated from either by following the
network that has been made by tagging different users with the help of “@” or by
analyzing the network of Twitter follower/followed [5].

Geetika et al. proposed an understanding of themachine learning semantic inspec-
tion procedure to characterize sentence auditing and article auditing with respect to
Twitter information. The important thing was to study many audits to use the cur-
rently named Twitter dataset. A simple bye bye strategy gives better results than
maximum entropy and SVM. Semantic inspection when WordNet is followed by
methodology, the accuracy has been increased from 88.2 to 89.9%. The training
information index can be expanded to improve the process of recognizable proof of
vector-related sentences, and WordNet can be extended to the study summary [6].

Abinash Tripathy et al. revealed that the opinion examination was the most unde-
niable branch of dialect preparation. The goal can be a type of (positive) or feedback
(negative) feedback, as well as the connection of the outcomes gotten by applying
Naive Bayes (NB) and transporter vector (SVM) position counts. These estimations
are utilized to describe investigations prompting a positive or negative review. The
datasets considered for the preparation and testing of their study designs are named
according to the member film dataset and the correlation with the results available
in the existing literature constitutes a critical examination [7].

Bac Le et al. investigated that twitter is a miniaturized scale blogging website in
which clients can post refreshes (tweets) to companions (supporters). It has turned
into an enormous dataset of the purported slants and acquaints an approach with
determination of another list of capabilities. In view of Information Gain, Bigram,
Object arranged extraction strategies in supposition investigation on long-range infor-
mal communication side additionally proposes an assumption examination display
in view of Naive Bayes and Support Vector Machine. Its motivation is to break down
conclusion all the more successfully [8].

Praveen Kumar et al. have depicted that a suitable conclusion examination can be
performed on any zone by get-together, an example gathering of spectators evalua-
tions from Twitter. Such inspections make valuable contributions to film associations
and creators, TV action guidelines, and other things, and recognize that they add a
negative influence to the way people feel about their area. By quickly discovering
negative examples, they can learn about spectator satisfaction by relying on informed
decisions about the most competent strategies targeting specific parts of their own.
The calculations normally used for content game plans, such as Naive Bayes, SVM,
decision trees, and random forests, have been redesigned. In evaluating these differ-
ent counts, the authors found that Model J48 calculations had the highest analyzes
of this dataset with 20 sporadic trees [9].

Bhavitha et al. center on the few machine learning procedures which are utilized
as a part of breaking down the slants and in conclusionmining. The authors presented
a detailed examination of the various machine learning procedures and subsequent
contrasts, as well as their precision, points of interest and limitations of all methods.
From research, they can deduce thatmanaged learning strategies such asNaive Bayes
and support vector machines are considered standard learning techniques. Vector
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Machine Support offers incredible accuracy over various classifiers. The vocabulary-
based methodology should be powerful because it requires a manual report. Larger
entropy gets even better performance but is more experienced than fitting [10].

Shah et al. have proposed a new algorithmwhich can be called a hybrid algorithm.
It uses three techniques for sentiment analysis. With the help of this movie reviews,
product reviews, spam detection, and knowing consumer needs can be fulfilled [11].

Singh and Goel studied various machine learning algorithms for Twitter senti-
ment analysis and three-lexicon-based techniques for sentimental analysis. The study
explores the different machine learning techniques in order to identify its usage and
to increase interest in this research area [12, 13].

3 Proposed Approach

Twitter is a multilingual data source. This feature of Twitter is not used in the pre-
vious works and only English language tweets have been considered in the dataset.
We have developed a language-independent system which will enhance the dataset
by converting multilingual tweets into English language with the help of Google
Translator API.

Second the tweets were in the unstructured textual format and were converted
to meaningful data by using the preprocessing step. This processed data is further
worked upon and converted to numerical vectors using dictionary modeling and
feature extraction. On this labeled dataset set finally, Naïve Bayes classifier is applied
and confusion matrix is generated to measure the performance.

4 Methodology

During the literature survey, we observe that many authors just want to increase the
accuracy by using different algorithms (Naive Bayes, max entropy, and SVM and
Decision tree). We observe that Twitter is the source of many language communica-
tions but existing system can only have facility of English data analysis.

(a) This is the first improvement of the system. We are trying to develop language-
independent system. This is done using Google translator API.

(b) We apply all preprocessing step in order to filter dataset.
(c) We apply Stanford NLP for data modeling and training.
(d) We apply Naïve Bayes for machine learning.

Every author tried to increase the accuracy by following the tradition way. In
the tradition way, we train the machine by limited number of sentence. But there is
serious problem occur that machine knowledge is limited because of having limited
data training. So in our approach we proposed a solution with Stanford NLP which
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is the modeling of English language. This library is having very good knowledge
and all possible combination for training.

This system proposes to develop functions for the users so that they do not
encounter problems when they use missing data, one-way contacts, one-way con-
tacts, etc. Because we collect data on Twitter to develop this project, users will not be
bothered by search, which is based on keywords. As wemaintain a feature extraction
method that generates a generic output, we can directly implement a classification
method. The feasibility study is a complete process of analysis and complete system
design. The search begins with the classification of the problem definitions. The fea-
sibility is to judge whether it is worth it or not. The analyst develops a logical model
of the system only when an accepted definition of the problem is generated. Research
alternatives are carefully analyzed. Figure 1 shows the flow of our proposed work
and the various steps of our proposed work.

Naive Bayes (NB) Classifier: This classifier is based upon the feature theorem
of Bayes and is a probabilistic classifier. It makes use of the properties of Bayes
theorem assuming the strong independence between the features or characteristics.
One of the upside of this classifier is that it requires little measure of preparing
information to ascertain the parameters for forecast. Rather than calculating the
complete covariance matrix, best variance of the characteristics is computed due to
independence of features.

The conditional probability is P(e|a) for each class “a”(positive, negative) given
a literary evaluation or review “e”. The following equation can be used to compute
this value according to Bayes theorem:

P(a|e) = P(e|a) ∗ P(a)/P(e) (1)

To further compute the term P(e|a), the break up is expressed in the following
equation where it is assumed that fi’s are conditionally independent given e’s class.

PNB(a|e) = P(a)
(∑

P(fi)|a
)ni(e)

/ (P(e) (2)

In this formula, f represents a feature and ni(e) represents the count of feature
fi found in tweet e. There are a total of m features. Parameters P(a) and P(f|a) are
obtained through maximum likelihood estimates.

5 Performance Measure

The opinion classification can be done using the following equations for precision
and accuracy which are evaluated using four indexes [7].

Precision: The classifier’s precision value is evaluated herewhich is the proportion
of number of accurately anticipated positive surveys to the aggregate number of audits
anticipated as positive.
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Fig. 1 Flow diagram of
proposed work

Precision = tp/ (tp + fp) (3)

Accuracy: It is one of the utmost communal presentation calculation parameter
and it is intended as the percentage of number of properly expected analyzes to the
aggregate number of reviews present in the quantity. The formula for calculating
accuracy is given as follows:

Accuracy = (tp + tn)/ (tp + tn + fp + fn) (4)
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Table 1 Result of parameters
for Naive Bayes

Algorithm used Dataset Precision Accuracy %

Naïve Bayes 2000 0.78 79.4

Table 2 Precision and
accuracy for Naive Bayes
Classifier

Author Twitter dataset Precision Accuracy

Proposed 2000 0.78 79.4

Geetika Gautam
et al.

2000 0.44 88.6

Hailong Zhang
et al.

2000 0.65 68.75

• True Positive (tp) which is correctly classified as positive.
• False Positive (fp) which is incorrectly classified as positive
• True Negative (tn) which is correctly classified as negative.
• False Negative (fn) which is incorrectly classified as negative.

Table 1 shows parametric result of Naïve Bayes classifier with respect to accuracy
and precision with dataset of 2000. Accuracy has been achieved at 79.4 and Precision
0.78.

6 Comparative Analysis

In this section, the comparative analysis of result obtained by our proposed method
for the same dataset size with the output obtained in other research papers is done.
Also Naïve Bayes classifier is applied on the dataset in all the manuscripts.

Various authors have worked on Naive Bayes (NB) classifier. We compare our
work with Geetika et al. [6] and Zhang et al. [14] who had also taken the same dataset
of values.

Table 2 depicts work of Geetika Gautam et al. has high accuracy, as compared to
others. Table 2 also depicts that our proposed method has better precision value as
compared to the other two research papers.

Figure 2 shows the bar graph for precision as per the values of Table 2 depicting
highest precision for the proposed work.

7 Conclusion

In our examination, we havemade an effort to perform sentiment analysis for conclu-
sion investigation for the tweets as negative or positive.We have brought information
from Twitter utilizing machine learning strategies.
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Fig. 2 Graph of precision for Naive Bayes Classifier

We have implemented Naïve Bayes (NB) algorithm and the results show that our
proposed algorithm has outperformed in precision factor. In case of accuracy, our
proposed algorithm is better than Hailong Zhang et al. work but less than Geetika
Gautam et al. work. This may be due to single language and multilingual tweets.
This may be further improved in future. Through the support of outcomes we can
presume that machine learning calculation is finest for arrangement of assumption
examination.

8 Future Work

Twitter has a limit of 140 characters per tweet and is used by a large number of people
to express their views so it provides result of better quality. Other than Twitter, we
will intend to expand our research work for other social media platforms too like
Facebook, Instagram, etc. Also, other steps can be included in preprocessing like
considering emoticons and domain name of URL, etc. If quality of data is improved,
classification algorithms will be able to produce better quality of results. Future work
will involve investigation of other approaches for preprocessing tweets because they
have to be more thoroughly filtered to achieve the higher accuracy, precision, etc.

Another experiment thatmay be carried out is the replacement of the abbreviations
with their full meaning. It obviously will increase the size of the training corpus but
may add more sense to the tweet.
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Pedestrian–Autonomous Vehicles
Interaction Challenges: A Survey
and a Solution to Pedestrian Intent
Identification

Pranav Pandey and Jagannath V. Aghav

Abstract Autonomous Vehicles are on rise around the globe, millions of them are
already there on road with medium levels of automation but still there is a long way
to go for full autonomy. One of the biggest roadblocks for autonomous vehicles to
reach full autonomy is driving in urban environments. To make autonomous vehicles
fully autonomous, they require the ability to communicate with other road users
(pedestrian, vehicles, and other road users) and understand their intentions. Social
interaction is a complex task, there are uncountable scenarios that happen on roads
that require human interaction both verbal and nonverbal. Deciding whether a person
standing on the sidewalk is about to cross the road, or they are just waiting near the
sidewalk is a difficult task for an autonomous vehicle, and it could be a matter of
life-and-death in case of a vehicle driving at very high speed. So, it is very important
for self-driving cars to identify true intentions of on-road pedestrians and understand
social interaction norms. In this paper, we go through some of the challenges in
Pedestrian and Autonomous vehicles interaction that autonomous vehicles might
facewhile driving in an urban environment; after that we propose a novel architecture
for identifying pedestrian’s intention using pedestrian’s detection, pose estimation,
and classification algorithms while discussing different methods of each.

Keywords Self-driving cars ·Machine learning · LIDAR · Automotive

1 Introduction

Fully automated vehicles are still a long way to go and one of the biggest roadblocks
we see today is to teach them social interaction. Social interaction plays an important
role in resolving various potential ambiguities in traffic and to drive properly in real
world. There are a lot of challenges that needs to be addressed to create a system
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that can interact socially [1]. Road crashes kill about 1.3 million people around the
globe every year and the count of severely injured people is at around an estimated
50 million [2]; this count has been increasing continuously for last few years. The
main road users that are under concern are—pedestrians, cyclists, and motorcyclists
because they travel on foot or on light vehicles which make them vulnerable to
accidents and heavy damage. Avoiding vehicle to pedestrian crashes on road is one
of the most important aspect of self-driving cars and toward that end there is already
a huge on-going research in field of detecting pedestrians on road—but that is only
one part of the solution, to efficiently know where the pedestrians are on the road
and where they will be going in future as the vehicle travels is the key to avoid
fatalities and for that we also need to identify the intention of the pedestrians on
road and know if someone is about to come in the path of the self-driving car or not.
Given that autonomous vehicles may commute without any passengers on board,
they are subject to malicious behavior, similar to those observed against a number of
autonomous robots used in malls. Understanding the true intention of these people
can help the vehicles act accordingly [3], and then take the precautionary measures.
In this paper, we will first briefly look into how an autonomous vehicle works, and
then we will see some challenges in pedestrian–autonomous vehicles interaction,
and toward the end we will propose a solution to identify pedestrian intent in real
time.

2 Challenges

2.1 Gesture Recognition

Humans are very quick in recognizing other people’s gestures and behaviors on road
and can take action accordingly, and autonomous vehicles need about same level of
this ability to run easily on roads [4]. There are subtle signals that humans take for
granted: the body language of a traffic control officer, for example, or a bicyclist
trying to make eye contact. The challenge here is that how do you teach a car to
understand spoken commands and hand signals from law enforcement employees
that it has not seen ever before or dealt with gesture from other drivers, how do you
teach a computer–human intuition? Perhaps, endless road training is the only way to
teach the vehicles about social interaction among humans. This is one of the biggest
challenge in autonomous vehicles today, and we will discuss it in detail about this
issue later in this paper.
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2.2 Reliably Recognizing Traffic Norms Where the Traffic
Signals Are not Working

With the advancement of computer vision, Autonomous vehicles can now recognize
traffic lights reliably. But the problem starts in the case of a power failure or places
where traffic lights are malfunctioned, the vehicle should be able to correctly interact
with other vehicles drivers and follow the traffic norms to run smoothly. Here again, it
is a question of human autonomous vehicles interaction—how to teach autonomous
vehicles to interact with other human driving the vehicles and run properly on these
types of intersections.

2.3 Lane Cutting and Making Turns to Join Roads
with Fast-Moving Traffic

Think about cars merging from a side road onto a busy highway with toll both.
Humans are good at this task of entering into a new road lane, they know that by
making eye contact only they can assert their need and the other driver will give them
way to merge from the side road onto the highway, and all of this decisive interaction
takes place in a split of a second. How exactly should people have this interaction
with a self-driving car? It is something that has yet to be established.

2.4 Judgment Calls

Making judgment calls is a difficult task even for humans and a wrong call can affect
many lives. Sometimes drivers face scenarios where when they have to come to a
sudden halt due to some obstacle on road which can be programmed easily, but the
difficult task is to program the car what to do if there is some obstacle on road and
it is a busy highway—should it stop and let other cars collide from back and cause
a pileup of cars or should it hit the obstacle; the autonomous vehicles will take a lot
of time taking this type of decision based on the likelihood of both the scenarios.
What is more, self-driving vehicles will not necessarily be able to decide between
swerving and hitting a child on the road and hitting a pile of junk that is blocking the
lane.

2.5 Kangaroos on Road

Apart from humans, the autonomous vehicles also need to interact well with the
animals all around as they are very common on roads around the globe, and among
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animals there is a very curious case in Australia where KANGAROOS create a lot
of problems for autonomous vehicle testing as conducted by Volvo. According to
Volvo the kangaroos jump from one place to another for movement and while they
are in the air it is difficult for vision system of the autonomous vehicles to detect the
correct distance of the kangaroo as they appear to be far away because they are in
air, and when they land back they suddenly appear to be very close to the car which
confuses the system and can cause problems in life-and-death situations.

3 Dealing with Pedestrians

3.1 Pedestrian Detection

Pedestrian detection is a challenging task because pedestrians appear in different
types of clothing which might not be easily identifiable, they might have different
possible articulations, also there can be some occlusion due to accessories the pedes-
trian uses or other things present on roads [5], sometimes in crowded paces there is
also frequent occlusion on pedestrians between themselves which makes it a difficult
task to identify pedestrians correctly [6] in the real world by self-driving cars [7, 8].

In the figure (Fig. 1) we see a typical flowchart of how an autonomous vehicle
identify whether an object present in the image obtained by the camera is a pedestrian
or not [9, 10]. Pedestrian detection is one of the well-researched domains in the field

Fig. 1 Flowchart of typical pedestrians
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Fig. 2 Pedestrian detected in INRIA dataset [25]

of autonomous vehicles [11] and there are many different approaches followed by
different big players in the fields of self-driving car—like Waymo (formerly Google
self-driving car project), Uber, Daimler, and General Motors (Fig. 2).

From the above-stated challenges, it is clear that it is very important to provide
autonomous vehicles with human intuition so that the vehicles can make decision
and understand other humans on foot or any other vehicle.

After studying Pedestrian Detection literature, we believe that it can be classified
into three major families [12, 13, 14]:

(1) Deformable Parts Model(DPM) [15]
(2) Deep Networks
(3) Decision Forests

From Fig. 3 we can see that Decision Forest Model reach best performance in the
task of pedestrian detection [16] (Note: Most of the models are trained on INRIA
and Caltech-USA dataset, but we plan to train our model on Daimler dataset).

3.2 Pedestrian Intent Identification

Pedestrian intent identification is one of the most important and the most challenging
task for a self-driving vehicle to address, as it can make a huge difference for the
vehicles in becoming a reality and coming on roads at a large scale. In the literature
we have studied [3] most of the work in pedestrian intent identification is based on
two works—using Kalman Filters [17] and Head Pose Estimation with Pedestrian
movement dynamics [18, 19]; Kalman filtering, also known as Linear Quadratic
Estimation (LQE), is an algorithm that uses a series of measurements observed over
time, containing statistical noise and other inaccuracies, and produces estimates
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Fig. 3 Different pedestrian detection algorithms performance

of unknown variables that tend to be more accurate than those based on a single
measurement alone, by estimating a joint probability distribution over the variables
for each timeframe [20].

Other commonly used method is using Head Pose Estimation and Pedestrian
Dynamics like position and velocity for path prediction [21]. Also, most existing
solutions work on stereo vision cameras, which require high processing power and
response time is high. In our system, we will use Daimler Pedestrian Path prediction
dataset which is also a stereo vision dataset, but we will be using photos from only
one side of the camera [22, 23] and design a monocular vision-based system which
will be robust and require less processing power.
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4 Proposed System

4.1 Aim

The aim of this proposed system is to create a novel architecture for pedestrian intent
identification and path prediction which can be applied to autonomous vehicles and
plethora of other instances, it will help in avoiding accidents by correctly predicting
the pedestrians path and checking the chances of the pedestrian getting into the path
of the autonomous vehicle and taking precautionary measures to avoid any kind
of catastrophe that could arise due to careless behavior of the pedestrian or driver,
driving under the influence of alcohol and other drugs or any other similar situation.

4.2 System Design

We use pedestrian detection algorithms to first identify the pedestrians present in the
image taken by the vehicle and make a bounding box around the pedestrians, then we
will apply pose estimation algorithms to identify the pose of the pedestrian by placing
a skeleton figure on the pedestrian present in the image. After getting the skeleton
figure, we extract features from that figure that are essential for the next step. After
this we run classification algorithms, which will classify the pedestrian in one of the
four classes present, i.e., crossing, stopping, bending, and starting; this will be our
final output. As the output, we get the correct pedestrian intention, classified as one
among four—stopping, crossing, bending, and starting which will help the vehicle
to take decision instantly and avoid any bad situation.

4.3 Architecture

The proposed architecture consists of three main modules

(1) Pedestrian Detection
(2) Pose Estimation
(3) Pedestrian Intent Classification

First the camera takes video of the real world and the video is divided into frames
and then each frame is sent to pedestrians detection module where the image is
processed and then thepedestriandetection algorithm identifies the pedestrianpresent
in the image and bounding boxes are created around the pedestrians, then the image
with bounding boxes around the pedestrians is feed to the next module where the
pedestrians present in the image are analyzed by pose estimation algorithm to identify
them and place skeleton system on the pedestrians for their exact pose estimation,
then finally this skeleton structure containing image is fed to the last module where
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we use classification algorithm to classify the detected pose among the four classes
that we have used for training to correctly identify the pedestrians intentions.

Steps for identifying pedestrians’ intentions 

4.4 Algorithm

Result: Pedestrian Intention: crossing, stopping, bending, or starting.

Initialization;
While driving do:
Take video;
Divide in Frames;
Detect Pedestrians;
Estimate Pose;
Classify Pose is one of the four classes;

End

5 Conclusion

In the literature, different algorithms used for Pedestrian Detection and Intent Iden-
tification are discussed. We have seen that pedestrian detection is a well-researched
area and there are algorithms which perform very well using decision forests based
model and also DPM and deep network models, so will be using those existing
models only for pedestrian detection, then we will use pose estimation algorithms—
DensePose which is state-of-the-art pose estimation algorithm and try to fit skeleton
models on detected pedestrians. We will try to design algorithm which will work on
monocular vision as most existing solutions work on stereo vision cameras only as
discussed above which requires high processing power and due to which response
time is high, which gives us a very less distance for safety response. In our proposed
system, we will use Daimler Pedestrian Path prediction dataset [24] which is also a
stereo vision dataset, but we will be using photos from only one side of the camera
and design a monocular vision-based system which will be robust and require less
processing power and then try to use different types of classification algorithms to
attain high accuracy. In future research works we will try to classify the pedestrian
intents in many other classes rather just only in the four classes we do here, as pedes-
trian show complex behaviors on road and cannot be always among the four classes
we have used here.
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Code Profiling Analysis of Rough Set
Theory on DSP and Embedded
Processors for IoT Application

Vanita Agarwal, Rajendrakumar A. Patil and Jyoti Adwani

Abstract Rough set theory is a powerful artificial intelligence based tool used for
data analysis and mining inconsistent information systems. In the presence of incon-
sistent, incomplete, imprecise, or vague data, normal statistical based data analytic
techniques lag behind. This paper discusses the code profiling for rough set theory on
DSP and ARMprocessors. This work was undertaken to understand the performance
of rough set theory on existing processors for mining/analyzing inconsistent nature
of IoT application at fog/edge interface.

Keywords Rough set theory (RST) · Internet of things(IoT) · Inconsistent
information systems (IIS)

1 Introduction

The Internet of Things (IoT) architecture comprises of devices at cloud, fog, and
edge interfaces for computing and data analytic. The cloud platform can work with
hardware platforms with huge computational requirements, processing capabilities,
workloads, etc. Unlike cloud based devices, the fog and specially the edge interface
along with the sensor networks is limited in computational capabilities, process-
ing capabilities with an emphasis on power/energy consumption when dealing with
inconsistent information systems in IoT applications.

The authors have undertaken the code profiling analysis, with an objective to
understand the performance of data analytic for inconsistent nature of IoT data on
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various hardware platforms used in IoT infrastructure. The IoT based smart system
is diverse with Arduino/PIC/ARM /Intel Galileo as potential candidates for 8/16/32
bit processors.

The reminder of this paper is organized as follows: Sect. 2 highlights the existing
literature about Rough Set Theory (RST). This section also shows that rough set the-
ory has been used by several researchers in the past for analyzing inconsistent data.
Section3 discusses the experimentation done for the code profiling of RST on DSP
and ARM processors. This section also highlights the frequency counts of occur-
ring of various assembly level instructions for RST on DSP and ARM processors.
Section4 highlights the generated rule sets from different applications of IoT. At the
end, the paper concludes by justifying a need for developing specific instruction set
for rough set theory.

2 Related Work

An inconsistent information system signifies inconsistent, incomplete, vague, and/or
imprecise data. In 1982, Prof. Pawlak Z. proposed Rough Set Theory (RST) [1–3]
for reasoning/mining inconsistent data by evaluating equivalence relations between
two sets of inconsistent data and partitioning it on the basis of concepts generated.
Since then, RST has been used in a variety of applications for machine learning,
decision analysis, data analytic, data mining, patter recognition [4–10]. For compu-
tation purposes of Rough Set Theory (RST), various software such as ROSE [11],
RSES, WEKA, ROSETTA, Rough Sets [5, 12] are available which can be used on
x86 processors.

Rough set theory can also be considered as a potential candidate for analyzing
inconsistency in IoT applications at fog/edge interfaces due to its specialized features
for missing data, redundancy isolation for data storage, and information overloading
for the next generation IoT hardware exploration [13].

3 Experimentation

As IoT environment is usually non processor specific and many types of hand held
portable gadgets are used, C language was used for defining the source code for
RST. Various constructs of RST such as Elementary Set (ES), Crisp Set (CS), Lower
Approximation L A, Upper ApproximationUA, Core, and Reduct have been designed
using C language. Our C code is different from others and can be completely imple-
mented on hardware. Data structures such as linked list and others were com-
pletely avoided. The inconsistent data set considered for our experimentation is
shown below in Table1. The % Coal, sulfur, and phosphorus are the conditional
attributes and Crack found is a decision attribute. The objects of study are the six
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Table 1 Inconsistent information table for quality monitoring of pipes in a factory environment

Pipes % Coal % Sulfur % Phosphorus Crack found

1 High High Low Yes

2 Avg High Low No

3 Avg High Low Yes

4 Avg Low Low No

5 Avg Low High No

6 High Low High Yes

pipes as shown. An information system is called inconsistent when the same
condition attribute values lead to different concepts.

The code was compiled and debugged and output was generated using GCC
compiler. The outputs match with the ROSE software outputs. The codes were also
run on DSP and embedded hardware platforms like DSP TMS320 C6713 and ARM
Cortex M4 boards, respectively. Code Profiling was also performed on both the
boards [14].

3.1 Code Profiling of RST Algorithm on DSP and ARM
Processor

The code profiling exercise was undertaken on TMS320C6713 (TI DSP processor)
development board usingCCS5.1 andSTM32F411(ARMCortexM4F) development
board using CooCoX IDE [14]. Various inconsistent data sets were considered of
varyingnumber of conditional anddecision attributes andvaryingnumber of samples.
Table2 shows the code profiling results of one such sample data set for integer and
float data. The data set under consideration consisted of only six objects (i.e.,Universe
U of elements). Version 1 basically had integer data and version 2 had float data.

The frequency of occurring of assembly level instructions for elementary set, crisp
set, L A, andUA (Rough Set Technique Constructs) on DSP TMS320C67X have been
mentioned in Tables2 and 3. Figures1 and 2 show the plot of frequency vs assembly
instructions generated for various rough set technique constructs (Reduct, Boundary,
Accuracy, and Core, respectively) on DSP TMS320C67X.

The frequency of occurring of assembly level instructions for elementary set, crisp
set, L A, and UA (Rough Set Technique Constructs) on ARM Cortex M4 have been
mentioned in Tables4 and 5. Figures3 and 4 show the plot of frequency vs assembly
instructions generated for various rough set technique constructs (Reduct, Boundary,
Accuracy, and Core, respectively) on ARM Cortex M4.

The assembly instructions generated for various rough set constructs were tabu-
lated separately in four categories .L, .M, .S, and .D as shown in Table6 to further
classify them as data processing/load store type/branch instructions.
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Table 2 Frequency count of assembly instructions generated for elementary set on DSP
TMS320C67x

Instruction Version 1 Version 2

ADD.L1X 9 4

MV.L1X 17 13

ZERO.L1 1 1

ADD.L1 – 4

ZERO.L2 5 3

CMPGT.L2 10 8

ADD.L2 18 10

MV.L2 17 13

CMPEQ.L2 7 15

MV.L2X 2 2

ADD.L2X – 2

MVK.S1 8 8

MVKH.S1 8 8

SHL.S1X 8 6

MV.S1X – 2

B.S1 – 25

B.S2 – 3

MVK.S2 30 24

MVKH.S2 26 22

LDW.D1 35 20

STW.D1 33 10

ADDAD.D1 6 6

ADDAW.D1 6 –

STW.D2 105 69

LDW.D2 74 51

ADDAW.D2 17 –

ADDAD.D2 6 4

NOP 181 186

This study has helped the authors in identifying the instructions for analyzing
inconsistent data. This study also gave a preliminary understanding of the need for
designing new and dedicated instruction sets for the support of rough set theory.
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Table 3 Frequency count of assembly instructions generated for L A, UA on DSP TMS320C67x

Instruction Version 1 Version 2

ZERO.L1 3 4

SHL.L1X – 1

MV.L1X 3 7

NOP 250 389

ADD.L1 1 1

CMPEQ.L1X 1 –

ZERO.L2 11 13

CMPGT.L2 8 8

INTSP.L2 – 2

ADD.L2 21 19

MV.L2 15 9

CMPEQ.L2 13 11

XOR.L2 6 6

MV.L2X 3 3

ADD.L2X 2 2

CMPLT.L2 13 10

B.S1 49 49

MVK.S1 4 4

MVKH.S1 4 5

CMPEQ.S1X 2

ADDK.S1 – 3

SHL.S1X 1 –

MVK.S2 25 25

MVKH.S2 25 25

ADDK.S2 16

SHL.S2 4 4

SPDP.S2 – 5

CMPEQSP.S2 – 2

MV.S2 1 1

LDW.D1 1 3

ADDAW.D1 – 2

STW.D1 – 1

ADDAD.D1 1 1

STW.D2 78 82

LDW.D2 93 93

ADDAW.D2 2 21

ADDAD.D2 2 2
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Fig. 1 Plot of frequency count versus assembly instructions generated for Reduct, Boundary, and
Accuracy on DSP processor

Fig. 2 Plot of frequency count versus assembly instructions generated for core on DSP processor

3.2 Discussion

The code profiling analysis of rough set theory suggests that the available platforms
are not possible solutions for implementation of RST algorithm (for real-time appli-
cation) due to numerous reasons.
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Table 4 Frequency count of assembly instructions generated for elementary set and crisp set on
ARM cortex M4

Instruction Version 1 Version 2

Push 3 3

Sub 3 3

Add.w 6 6

Add 20 30

Mov 17 22

Ldmia.w 4 4

Ldmia 4 4

Stmia 4 4

Stmia.w 4 4

Ldr 66 116

Movs 11 20

Str 5 22

Bl 2 17

Adds 12 12

Pop 2 2

b.n 6 6

Lsls 22 26

Lsrs 4 14

Cmp 8 9

Bne.n 3 4

Str.w 5 5

Ble.n 4 3

Bx 1 –

Beq.n 1 1

Nop 1 2

1. The DSP Platform is mainly used for digital signal processing applications. There
is no provision for optimized calculation for rough set constructs that is set theory
based specialized hardware. Similarly, in the case of ARM processor (basically
used for embedded applications), there is no provision for the calculation of set
elements. This is visible by several NOP instructions that are generated, wasting
processor time, and power.

2. Rough set theory does not use Multiply and Accumulate (MAC) (.M unit) kind
of calculations as shown in Table6. So, possibility of silicon wastage can occur.

3. Lot of time is wasted in loading and storing of data. When the data size increases,
it becomes a time-consuming process.
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Table 5 Frequency count of assembly instructions generated for L A and UA on ARM cortex M4

Instruction Version 1 Version 2

Push 2 2

Add 5 34

Ldr 146 83

bl 14 25

Mov 35 27

Sub 24 1

Pop 2 1

bx 2 –

Word 16 –

str 47 14

b 10 –

lsl 31 –

cmp 24 20

bne 7 –

Beq 8 –

ble 4 –

Blt 5 –

Mov.w – 1

Movs – 31

Lsrs – 15

Str.w – 33

b.n – 12

Lsls – 31

Vldr – 41

Ldr.w – 78

Vmov – 2

Vcvt.f32 – 2

Vcmp.f32 – 4

Bne.w – 1

Beq.n – 10

Adds – 30

Vstr – 1

Subs – 13

Ble.w – 4

Nop – 3

Bne.n – 4

Blt.n – 5

Add.w – 13

Ble.w – 4
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Table 6 Classification of assembly instructions generated for elementary set and crisp set on ARM
cortex M4

Sr. no. Rough set theory constructs .L .M .S .D

1 Elementary and crisp set ADD.L1X MVK LDW

MV.L1X MVKH STW

ZERO SHL.S1X ADDAD

CMPGT ADDK ADDAW

CMPEQ SHL

ADD MV

MV

2 LA, UA ZERO B LDW

CMPGT MVK STW

MV.L1X MVKH ADDAD

ADD ADDK ADDAW

MV SHL.S1X

CMPEQ.L1X SHL

XOR

MV.L2X

ADD.L2X

CMPLT

3 Reduct, accuracy, boundary ZERO B LDW

MV.L1X MVK STW

CMPEQ.L1X MVKH ADDAW

MV SPDP

MV.L2X

ADD

CMPLT

CMPEQ

INTSP

4 Core ZERO B LDW

CMPEQ.L1X MVK STW

CMPGT MVKH LDB

ADD STB

MV

MV.L2X
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Fig. 3 Plot of frequency count versus assembly instructions generated for Reduct, Boundary, and
Accuracy on ARM cortex M4 processor

Fig. 4 Plot of frequency count versus assembly instructions generated for core on ARM cortex M4
processor

3.3 File Sizes

Table7 shows the file sizes of code and output for various rough set technique con-
structs. This study suggests that output file generated is high when only six objects
have been considered. As more and more data needs to be analyzed, the output file
size will tremendously increase. This puts enormous computational load on existing
hardware platforms due to requirements of extra memory. Therefore, the authors rec-
ommend a specific processor for analyzing inconsistent data for IoT with the support
of specific instruction set for rough set theory.
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Table 7 Generated files and their sizes

RST constructs DSP C6713 Cortex M4

.C (KB) .out (KB) .C (KB) .out (KB)

ES, CS 3 133 3 57

L A , UA 2 137 4 5

Reduct, Boundary, Accuracy 2 137 3 57

Core 2 129 2 57

4 Generated Rule Set for Data Sets From Different
Applications of IoT

Using rough set technique, Table8 tabulates the generated rule set for different data
sets from the literature (standard examples fromROSE software [11]). Various exam-
ples of different number of conditional attributes have been taken. Figure5 shows a

Table 8 Generated rule set for data sets from different applications of IoT

Different data sets Conditional
attributes count

Decision attributes
count

Decision attributes
for which rules have
been generated

Generated rules
count

ENGINE 127 2 D1 7

CAR 44 6 DEC 56

BUSH 32 2 D 44

GLASS 11 7 Type of glass 161

PASSENGER
COMFORT

22 1 D1 13

Fig. 5 Plot of frequency versus assembly instructions generated for core on ARM cortex M4
processor
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plot of frequency versus assembly instructions generated for Core on ARM Cortex
M4 processor.

The number of rules generated depends on the elementary sets obtained. We have
not shown the relationships here. It is available in standard textbook [15].

5 Conclusion

This study shows that there is no provision for optimized calculation for rough set
theory on DSP and ARM processors. For the first time, the authors have proved
by experimentation that there is a full justification for developing hardware copro-
cessor for supporting specific instruction set architecture for handling inconsistent
information systems using rough set theory for IoT application. As edge based hard-
ware is constrained in computational processing requirements, a support of specific
instruction set can definitely suffice the power/energy requirement for dealing with
inconsistent information system in IoT applications.
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Design and Analysis of IoT-Based System
for Crowd Density Estimation
Techniques

Ajitesh Kumar and Mona Kumari

Abstract In this paper, we present an IoT-based solution that can reduce the com-
plexity of crowd estimation. About the human crowd estimation many techniques
are in existence but nowadays more work is going on in this field because this is
era of IoT and most of the organization is shifted toward IoT-based system. So in
our proposed system we are using the Raspberry Pi-3 which are having quad-core
processor that can be very useful and gives better result and accurate number even
when the humans are very close to each other. This IoT-based model can easily
be implemented in crowded areas and monitor the same. The camera module in this
model also helps to differentiate between human and other bodies. As this is a mobile
model, it can be easily fixed on the walls of street light and in the time of darkness or
in night the camera captures clear images for process in the presence of street light.
So that this model gives better result almost 70% better result in compare to exiting
approaches.

Keywords Zigbee · Crowd density · Raspberry Pi-3 · IoTBCET · RFID

1 Introduction

Our objective of this work to reduce the complexity of crowd estimation by using
IoT-based system with Raspberry Pi that can easily count humans. The IoT-based
localization is a process of counting the humans by their position and movement
within a network by using mathematical techniques [1, 2]. The system is able to
perform by location sensing, using RFID or target tracking, and sometimes both
[3, 4]. Crowd counting and monitoring are very useful to avoid the accident. This
device handling technique plays a very important role in estimating crowd and gives
a very good result in when compared to the existing approaches. In this approach,
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Fig. 1 Shows the crowded area

everyone have mobile devices and our system received signal between receiver and
sender which are very useful data for our approach. So that the objective of this
paper is to be very clear that we develop a system and discuss the significant factors
affecting the RFID identification (Fig. 1).

Once the effectiveness of human crowd is understood then we easily get the
information from all users.

The system can estimate in real time and based on RFID, (IoT based) the previous
proposed methods cannot count the number of people and track the crowds in real
time. If the number of individuals increases, the system degrades drastically [5].

A large group of people is called crowd, who are available in a particular area.
In general, places like airport, daily market, bus stations, railway station are very
necessary and it is a difficult task to identify the unwanted person over thousands of
people. It is very difficult for human to count the head and identify over thousands
of gathering manually [4].

2 Literature Survey and Research Gap

In smart-system-based counting, people are usually avoided in all aspects and they
are not agreed to share the personal location in the system which is main challenge
for head counting. Most of the systems used the data which are given by people in
crowd and are not guaranteed to share so that we gives the some inceptive or some
offers to the crowd so that they can share the information which are very necessary
to head counting [6, 7].

Discussion on Some Similar Technique:
A Wi-Fi based where they allow crowd to play a geographical game and based on
that they collect the information from the users. They allow playing only in Wi-Fi
enabled area so that crowd may be bound and also it will be a challenge for that [8].



Design and Analysis of IoT-Based System … 309

Table 1 Shows comparative study of different techniques

Sensing facilities Related work/platform Main features

Participatory WISP-based [9] -RFID Provides framework on crowd based
system, provide geographical data on
mass event gathering

Hand phone crowd monitoring Provide collaborative Wi-Fi and
Bluetooth system

Nonparticipatory Electronic Frog Eye-Wi-Fi [4] Utilizes channel-based state
information to estimate crowd density

Wi-Counter [11] -Wi-Fi Provide three-phase iterative

Related works on the field RFID-based system are discussed below in the table
(Table 1):

Crowd dynamics for analysis is also very complex topics nowadays [9]. In this
paper, an effective technique is used and gives better results over DOE.

In the DOE they used the crowd dynamic factors that can reduce the overall
complexity. So this technique is useful in nondance areas. The Zigbee chipset used
in the model is dramatically changed on the result as discussed and shown by others
in their papers [9, 10]. In the work of RF-based H-CDE is shown in the table they
said in their paper that RF-tagged devices are used but the major challenge in this
regard is to be difficulties of tagging the RF tag in the crowded areas [11]. Maybe
the person is not interested to involve or participate in this model so it is necessary
to ask everyone about the benefits of this model [12].

The visual sensors that have been widely used are wireless sensor network, com-
puter vision, smart camera, sensor fusion and few more; and the nonvisual sensors
are Call Data Records, Wi-Fi Signals Measurement, Smart Eva track, Social Net-
work, and Bluetooth, etc. Automatic crowd understanding has a massive impact on
several applications including surveillance and security, situation awareness, crowd
management, public space design, intelligent, and virtual environments [13, 4].

The motivation behind this approach is non-accurate values in the existing
approaches and we are going to use Raspberry Pi in the place of Arduino Uno
because Wi-Fi facilities are available with Raspberry Pi.

3 Proposed Model and Experimental Framework

The proposed system uses the Raspberry Pi-3 model B RASP-3 motherboard with
the Wi-Fi facilities for faster process. This motherboard has four USB ports and one
HDMI port is built with the 64-bit processor. It is like a quad-core CPU with micro
SD slots. It takes less power for operation and easily build up the process.

RFID tags are very useful and can be easily tagged on the items. And nowadays
every mobile system have Wi-Fi that is useful for identification of movement of
human in the crowd (Figs. 2 and 3).
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Fig. 2 Figure a shows the experimental setup where all elements are static in nature and in figure
b and c the crowd having movements within a given area

Fig. 3 Block diagram of the system



Design and Analysis of IoT-Based System … 311

This is a block diagram of the system where we use batteries which are charged
by harvesting (Fig. 4).

In this system, we also using the camera-based image identifier so that we can
easily differentiate between human and other bodies like robot, etc. (Fig. 5).

That shows the dense population in one place that creates a problem on camera-
based system that cannot measure the exact image so that we need IoT-based system
that are used the human system RFID tags. This shows how we differentiate the
human body and other items. This is very useful technique for identifying such type
of process (Fig. 6).

Fig. 4 Shows camera module

Fig. 5 Shows dance areas
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Fig. 6 Shows working
module

Table 2 Shows level and
factors with count level

Factors Level 1 Level 2 Level 3

Crowd size (Human) 5 10 15

Crowd pattern Scattered Lumped –

Location (m) 10 20 30

Number of tags 1 2 3

4 Results & Discussion

For better understanding of this proposed model we need some Experimental setup
(Table 2).

We observe three different scenes of the crowd and seen eight different positions.
The camera height was varied from 29 feet to 80 feet and the tilt of camera was
varied from 30 to 40° and the most crowded scene is up to 50 people (Table 3, Figs. 7
and 8).

5 Conclusions

So in this proposed system we can count crowd of people accurately in real time.
In this proposed model, we are easily counting the humans in dance areas by using
RFID tags and the cameramodule can easily identify the human body. There are some
occasional problems with existing method that can be resolved in this approach. The
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Table 3 Shows number of
frames with shape error per
frame

Group size
(No. of
peoples)

No. of
frames

Heuristic
error per
frame

Shape error
per frame

8 332 1.44 1.17

9 530 1.51 1.30

8 372 1.04 0.85

11 354 1.81 0.72

9 384 0.71 0.83

10 156 1.53 1.24

10 224 1.86 1.03

Fig. 7 Plotting of exact counts over a group of 11 people

experimental result shows that proposed algorithm has better result in comparison
with existing one.

As future aspects, we can work upon the data analytics concepts where we can
test with more object images, and we also work upon the movable devices based on
IoT that can move if system requires.
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Fig. 8 Plotting of exact counts over a group of 11 people in dance areas
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Video-Transmission-Based Condition
Monitoring of Solar Panels Using QR
Code

Akash Singh Chaudhary, Isha and D. K. Chaturvedi

Abstract Sun is a clean and renewable source of energy and produces solar energy
by converting solar radiations into useful electricity through solar cells. Solar energy
is obtained from solar radiations by the phenomenon of photoelectric effect. Solar
panels are installed in open atmospheric conditions and undergo with environmental
effects. These solar panels are subjected to various defects and faults during oper-
ation; therefore, proper condition monitoring is needed. Data loggers are used to
remotely monitor the condition of solar panels, i.e., voltage, current, temperature,
and other atmospheric parameters on the screen of personal computer. QR codes
are normally used in commercial applications for information exchange but in this
research work a novel technique based on QR code is used to view the variations of
values and graphs for different parameters of solar panels via well-designed record-
ing system through an Android app generated for particular QR code. By scanning
the QR code, live variations of graphs and values in video form for solar panel data
can be visualized which are not possible after time of visualization through data log-
ger is lost. Therefore the research work presents a unique technique for visualizing
recorded data in video form for solar panels as off-line whenever needed through a
simple Android mobile generated QR code.
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1 Introduction

Energy obtained by the sun has many advantages compared to conventional sources
and is available in abundance. Solar cells absorb solar radiations emitted by sun
and produce solar energy [1, 2]. A solar photovoltaic module consists of solar cells
which are connected in a well-arranged manner of series and parallel combination
called solar module. The electrical energy output obtained from these solar panels
is used to charge batteries through charge controller and then fed to load through
inverter [3, 4]. During their operation, solar panels are exposed to large change in
their operating temperature, voltage, current, and output power. The overall effect
of these environmental conditions is reflected in terms of their performance and
operating efficiency [5, 6]. The efficiency of solar panels is affected by shading effect
of tree, building or tower [7, 8], degradations, and aging effect in solar photovoltaic
components with reduction in overall power output of complete solar photovoltaic
system. To operate solar panels in a satisfactory region the condition of solar panels
need to be monitored [9–11]. The output voltage, output current, output power,
atmospheric condition, solar irradiance, and other atmospheric parameters can be
remotely monitored through data logging system. Data loggers provide an efficient
online tool for monitoring the live variations of different parameter values of solar
panels showing the corresponding change in their values. These data loggers are
also useful in monitoring the condition of solar batteries remotely with the voltage,
current, state of charging and discharging [12, 13], and in personal computer [14].
These parameter values are stored in MS Excel file format (.csv) in a notepad file in
the personal computer through which data logging is performed with an advantage to
view only the stored values in future. The personal computers receive the information
sent from the solar panel data acquisition box through transmission devices such as
Zigbee andGSM [15, 16]. Data logger use Zigbee andGSM for conditionmonitoring
system [17]. The static graphs can be generated from these values in MS Excel file
from the stored solar data [18]. This transmission of solar panel data has limitations
time delay and data loss in the transmission of recorded data in video form [19].
QR code has numerous applications in transmission and video sharing with reduced
complexity in data transmission [20].

2 Concept of Condition Monitoring Through Data Logger
and Data Transmission Using QR Code

Solar photovoltaic generation system can be classified into two main categories they
are off-grid (standalone) solar photovoltaic generation system and grid-connected
(online) solar photovoltaic generation system. The main components of an off-grid
solar photovoltaic generation system are Solar panels, Solar charge controller, Solar
battery, and Solar inverter. The grid-connected solar photovoltaic generation system
is directly connected to loadwith no solar batteries [21, 22]. Data loggers usewireless
techniques for remote condition monitoring of solar panel on the screen of a personal
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Data Acquisition Box 
with Zigbee

Solar Panels
Solar Data Stored in 
Personal Computer

Transmission Solar 
Panel Data to Personal 

Computer

Fig. 1 Condition monitoring of solar panels through data logger

computer [23, 24]. The advantages of ZIGBEE and GSM are more as compared to
other wireless transmission devices so they are frequently used nowadays [25, 26].
The data received by data logger is stored in personal computer and can be retrieved
later but the live variations of values and graphs of output voltage, output current,
output power, atmospheric and panel operating temperatures, solar irradiance, and
other parameters cannot be visualized online [27]. Each QR code has several applica-
tions in almost every field due their simplicity, easy of transfer, and sharing. Some of
the advantages of QR code are fast scanning, smaller in size, more capacity to store
data, support to many languages (numeric, alphanumeric, kanji etc.), and accessible
through 360° [28]. The QR can store maximum 7089 maximum characters, with
4296 alphanumeric characters, with 2953 binary bytes and 1817 Kanji characters.
The additional advantages of a QR code are that it can store texts, contacts, URL,
shareable link, email, etc. so used in educational institutions, business, medical, and
security [29]. QR code is a two-dimensional barcode having more storage capacity
than one-dimensional barcode because in QR code the data can be stored in both
direction (horizontal and vertical). There are two regions, namely, function pattern
region and encoding region in QR code. The function pattern region contains finder,
separator, timing patterns, and alignment patterns while the information is stored in
encoding section of a QR code. By providing a shareable link to QR code stored
information in it can be shared [30, 31]. These QR codes can be scanned through
a QR code scanner through Android mobile phones to obtain the stored data [32].
The following block diagram shown in Fig. 1 represents the complete mechanism of
remote condition monitoring of solar panels.
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3 Video Transmission and Generation of QR Code
for Solar Panels

The work for the experiment is performed on a personal computer connected to the
solar panels installed at the roof of Electrical Engineering Library, Faculty of engi-
neering, Dayalbagh Educational Institute, Agra. Two solar photovoltaic panels out of
complete solar photovoltaic system are selected. These solar panels are installed in
open atmosphere and are subjected to various environmental conditions. One panel
has no shading effect, no dust, and no defect so it is in healthy condition (Healthy
Panel). The other panel faces shade of tree leaves, has bird dropping, cement deposi-
tions, and hotspots so it is in unhealthy condition (Non-Healthy Panel). The remote
condition of these two panels, i.e., Healthy Panel and Non-Healthy Panel is per-
formed using a data logger. The communication of solar panels data (variations in
output current, output voltage, and output power with atmospheric and panel oper-
ating temperature) is done through a Zigbee. The solar panel data is monitored and
stored in the personal computer connected to Internet. These variations and graphs
can be monitored online and automatically stored in MS Excel sheet (.csv format)
in the personal computer. The research work is done for recording the online solar
panel data in video form through Google Chrome and generating a QR code with the
desired recorded video file of solar panel data. The following Table 1 shows name
plate rating of solar module used in the experiment.

Figure 2 shows complete block diagram of the algorithm used in the experimental
work. The solar panel data for both healthy as well as non-healthy panels are acquired
and stored in.CSV format in a Notepad file in personal computer through Zigbee.

Table 1 Name plate rating of solar panels used in experiment

S. no. Name Value

1. Company Bhel, India

2. Module No. L20220

3. P maximum 220 W Power

4. V maximum power 29 V

5. I maximum power 7.6 A

6. V open circuit 36 V

7. I short circuit 8.3 A

8. Maximum system voltage 1000 V

9. Bypass diode rating (current) 15 A

10. Maximum series fuse current protection 15 A

11. Solar Module STC (Standard test conditions):

A. Insolation 1000 W/m2

B. AM 1.5 spectrum

C. Cell Temp. 25 °C



Video-Transmission-Based Condition Monitoring … 321

Data Acquisition Box 
Healthy Solar Panel

Data Acquisition Box 
Non-Healthy Solar 

Panel (Zigbee)

Non-Healthy Solar 
Panel

Healthy Solar Panel

Solar Data Stored in 
Personal Computer

Generated QR Code
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Gives Desired Solar 

Panel Data

Android Mobile

Cloud storage

Fig. 2 Block diagram of algorithm used for condition monitoring and video transmission of solar
panel using QR code
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Fig. 3 Different parameters value window, notepad file window, and graph window as displayed
by data logger for healthy and non-healthy solar panel, respectively

Data logger window shows the online condition monitoring with online variations
of different parameters in graphical form for healthy and non-healthy solar panels.
Now video recording for these online condition monitoring windows are obtained
with help of Google Drive as cloud storage and a QR code is generated by providing
the shareable link of the Google cloud storage. In the next step, an Android app is
developed which is linked with the generated QR code to access the stored video
transmitted data file of solar panels.

3.1 Video Recording of Solar Panel Data in Personal
Computer

The solar panel data for healthy and non-healthy panels is obtained through data
logger with Zigbee in the personal computer having Internet connection. The video
recording of the variations in values and graphs for different parameters of both
solar panels which are obtained by data logger in personal computer are recorded
by Google Chrome extension (screencastify). After completing the recording, the
recorded video is saved in Google Drive by manual operations on personal com-
puter. Figure 3 shows snapshots of recorded value window on-screen of personal
computer, Notepad file stored in memory of personal computer and graphs of dif-
ferent parameters for solar panels as displayed on personal computer screen through
data logger.

3.2 Generation of QR Code for Recorded Video File

After saving the video recorded file in Google Drive the shareable link is generated
and QR code is generated which is copyrighted for security reasons. The generated
QR code is attached to an Android web application for accessing the recorded video
file by simple scan and registration process. The web application used for generation
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Fig. 4 QR code generated
for remote condition
monitoring of solar panels

and accessing recorded video file through scanning is Unitag. The web application
registers user whenever QR code is scanned and provide a user friendly platform for
remote monitoring of stored video data of solar panels for better visualization. The
live variations of values and graphs for solar panels can be viewed by scanning the
following generated QR code shown in Fig. 4.

3.3 Implementation of Condition Monitoring and Video
Transmission System for Solar Panels Using QR Code

The generated QR code is scanned by the designed web application through Android
mobile phone have QR code scanner. The Fig. 5 shows the snapshots after scanning
the QR code from Android mobile. In Fig. 5 first snapshot shows registration form
after scanning QR code from Android mobile second snapshot shows check mark
and the last snapshot shows that recorded video file is download and ready to play.

4 Results and Discussion

The main objective is to design an off-line condition monitoring system for solar
panels to view the real-time variations of values and graphs that were shown by data
logger on the screen of personal computer during real-time condition monitoring.
The technique used in the research work is useful in remotely monitor the condition
of solar panels by user friendly QR code. The live variations of output current, output
voltage, output power, solar irradiance, operating temperature of solar panels, and
atmospheric temperature with their corresponding graphs are stored in video format
in a generated QR code. This QR code can be transmitted and shared easily through
any communication medium. Moreover, one of the advantages of this technique is
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Fig. 5 Snapshots of registration form, check mark to download data and downloaded window for
solar panels after scanning QR code from android mobile

Table 2 Details of recorded
video file for solar panel data
and generated QR code

S. no. Size Format Resolution

Recorded video
file

5.62 MB (.webm) 1280 × 720
pixels with 30 fps

Generated QR
code

53 KB (.png) 300 × 300 pixels

reduction in size of the content, i.e., the generated QR code need less storage capacity
compared to the recorded video format data. Table 2 shows detail of recorded video
file before and after conversion into QR code.

5 Conclusions

The main objective of the research work is to design a QR code which is used to
visualize the live variations of solar panel data in the form of a recorded video data
file by scanning it through a QR code scanner with an Android mobile. During
experimental work it has been found and concluded that space required to store
a video in QR code is less as compared to normal format because video file is
stored in image format in QR code, whereas normally video file has video format.
The findings have been shown in Table 2 above in results and discussion section. It
represents an efficient and novel technique to transfer the solar panel data through
QR code and experimental work can be extended to remotely monitor the condition
of solar panels for a particular duration. This work used free services of Internet web
application and QR code generation websites; therefore, has limitation of recording
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duration of solar panel data. One major advantage of this technique is to see the
live variations of values and graphs in the same display format as data logger is
showing on the screen of personal computer. Therefore, it is an off-line visualization
method to see the online recorded data by scanning a QR code through Android
mobile phone anywhere and at any time. The research work has been carried out
with the help of free service available from websites such as Google Chrome and
QR code generator. These websites have some limitation for free users so if the
algorithm used in the research work is applied on professional means then a new
condition monitoring strategy may arise in the area of photovoltaic. Main advantage
of such new technique is off-line visualization of real-time variations on values and
graphs which can be stored and easily accessed using generated QR code. Less space
requirement is another advantage of storing solar panel information in QR code.
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Effects of Activation Function and Input
Function of ANN for Solar Power
Forecasting

Isha, Akash Singh Chaudhary and D. K. Chaturvedi

Abstract Artificial Neural Networks are being used in many applications and fore-
casting is one of such application where it solves the purpose like stock market
predictions, sales forecasting, etc., over the past. In this paper, ANN models are
used for forecasting solar power. Multilayer perceptron (MLP) neural network mod-
els have been tested for different combinations of transfer functions and net input
function on different number of neurons and layers for forecasting solar power. The
evaluation and implementation of models are being measured by mean square error.

Keywords Artificial neural network ·Multilayer perceptron · Solar panel ·
Transfer function · Solar power forecasting

1 Introduction

As we know that the energy consumption of the world is estimated to be greater
than twice by the year 2050 and thrice till the century ends. It is much needed that
improvements must be done in current energy scenario because the current energy
networks are not enough in fulfilling this energy demand required in the coming
years in a sustainable way. So it is important to find out substitutes of clean energy
for the future. Solar forecasting solves these challenges. It is important to know the
factors and reasons which trigger the solar power forecasting the most. These fac-
tors include prior idea of the path followed by the sun, the atmospheric conditions,
the process of scattering, and the properties of solar plant, i.e., solar panels which
contributes the most in creation of solar power by utilizing sun’s energy. It is the PV
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panels that participate in the conversion of solar energy to electric power. As men-
tioned earlier the radiations falling on the solar panel and solar panel characteristics
decides the output power. There is a sudden rise in the PV power production industry
because of the increasing number of users registering everyday. Prior solar forecast
knowledge is essential for many reasons like electric grid management, solar power
merchandising, etc. As the use of large-scale grid-connected PV system is increas-
ing, it is important to strengthen the prediction of PV system power output, which
can help the dispatching department to make overall arrangements for conventional
power and photovoltaic power coordination, scheduling adjustment, operation mode
planning [1]. There is a significant change in the current Indian power sector which
reformulated the perspective and attitude of industries in India. Sustained economic
growth continues to drive electricity demand in India. The initiative taken by the
Government of India named “Power for all” has acted as a catalyst for solar power
industries in the country. At the same time, the competitive intensity is increasing at
both the market and supply sides.

The motivation behind using solar forecasting research is to enhance the grid
delivering quality of energy, planning of appliances, and minimization of additional
cost associatedwithweather dependency.Thedifferent types of forecasting technique
studied and used by researchers are based solely on the fact that where it is applied
and executed and for what time period and on what time scale. Among the various,
one method of forecasting is through ANNs. Many studies focused on forecasting
solar irradiance through ANNs [2, 3]. Al-Alawi and Al-Hinai [4] used climatological
variables as inputs to an ANN. Conventional ANNmodels use only a particular type
of activation and aggregation functions in their neural network models. In this paper,
we are using different permutation and combination activations and aggregation
functions in our model.

The sole purpose to perform this study is to investigate and record the results
of Artificial Neural Network for solar power forecasting for different combinations.
ANN network having two hidden layers and one output layer with five input param-
eters like power, temperature, humidity, wind velocity, and pressure for forecasting
solar power is shown in Fig. 1. The effect of change in error is measured on the basis
of the number of neurons, number of layers, and transfer function on different layers
such as hidden and output.

2 Background

2.1 Neural Network

When understanding a neural network it is important to know what neural networks
really are. A neural network can be defined as a large processing network comprising
of processing units and having the natural capability where experience-based data
can be stored for future purpose. An artificial neural network (ANN) is a type of



Effects of Activation Function and Input Function … 331

Fig. 1 A multilayer perceptron network

artificial intelligence technique which resembles the functionality of human brain
[5]. It has elements like that of a human neural system, which comprises of cell
body, axon, and dendrites. Neuron is considered as the integral functional unit of a
human brain. Cell body, axon, and dendrites are the three main regions of a neuron.
Axons act as a channel (fibers serving as transmission lines) for dendrites to receive
information from neurons. The axon dendrite contact organ is called a synapse. The
signal reaching a synapse and received by dendrites are electrical impulses. In partic-
ular, neural networks are nonlinear modeling techniques [6] that learn by example.
In this, data is collected by the user, training is invoked so as to allow the structure
of data to automatically learn. ANN too comprises of elements known as neurons
which communicates via weight connections to interact with each other. Inputs to
artificial neural network are multiplied by corresponding weights. All the weighted
inputs are then segregated and then subjected to nonlinear filtering to determine the
state or active level of the neurons. In ANN, the configuration of neurons is regular
and have highly interconnected topology. There lie one or more layers between input
and output layers of a network. There is no standard method or formula or hard and
fast rule for deciding inputs, network topology, and training method of ANN. Hence,
it is not at all easy, consumes much time, and computer intensive to build an ANN.
However, these are real time usable due to inherent parallelisms and noise immunity
characteristics.
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2.2 Activation Functions

The ANN performs the task of summing up the product of the input signal and the
associated weight for producing an output or activation function.

For the input unit, activation function behaves as an identity function. A mathe-
matical representation of the relationship between input and output in terms of spatial
or temporal frequency is known as a transfer function or network function [7, 8]. The
transfer functions mostly depict sigmoidal shape and can take the nonlinear form
or piecewise linear form or step function form [9]. They are differentiable, contin-
uous, bounded and increases monotonically. A wide range of transfer functions are
there but for our research we have taken the three most used transfer function, i.e.,
log-sigmoid, tan-sigmoid, and linear transfer functions.

The widely used transfer function is the log-sigmoid transfer function (LOGSIG).
The beauty of this is that it takes the input value between + and – infinity and
gives the output between the range of 0 to 1. The log-sigmoid transfer function
is mostly used in multilayer networks that are trained using the backpropagation
algorithm because this function is differentiable [10]. In cases or examples where
exact shape of the transfer function has less weightage as compared to the speed in
such cases hyperbolic tangent transfer function (TANSIG) comes into the picture.
This transfer function has an output range of−1 to+1 and has relation with bipolar
sigmoid and has the equivalency of tanh (n) mathematically. The only difference
between the two is that it runs faster than tanh, and results show minute numerical
differences. It is observed that real-world models mostly show nonlinear input and
output characteristics. There are also some models that show the characteristics
similar to linear characteristics only when they are operated within a certain range
and parameters. Purelin Transfer function is an example whose input and output
behavior is within a range of acceptance in these kinds of situation.

2.3 Aggregation Function

These input functions or aggregation function calculate a layer’s net input by com-
bining its weighted inputs and biases. The MATLAB functions netsum and netprod
are used here.

3 Model Design and Description

While designing an ANN model a number of systematic steps are followed. These
steps include data collection, building the network, training, and testing the model.
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3.1 Data Collection

In this work, average power (W), temperature (°C), humidity (%), wind velocity
(km/hr), and pressure (hPa) from daily data are used during the training and testing
of theNN.Onemonth data is collected after acquisition of power output of solar panel
prepared in the Dept. of Electrical Engineering, Faculty of Engineering, Dayalbagh
Educational Institute (Deemed University), Agra, India. The output power used is
recorded at the interval of every 5 min from 6.00 am to 6.00 pm.

3.2 Network Building and Training

During this point, various parameters of the network are specified like the number of
hidden layers, number of neurons each layer have, transfer function used in different
layers, training function, weights/bias learning function, performance metric used,
etc.

For the training, the past or previous three values of the data are considered and
applied as input and the fourth value of the data is taken as output. The training
pattern is consisting of input vector IN and output vector OUT.

Input vector IN = [I N1(t)I N1(t− T)I N1(t− 2T), I N2, I N3, I N4, I N5]
Output vector OUT = [IN(t+ T)]

Training Pattern = [INOUT]

In this work a comparison is been made on the basis of different number of
neurons, different number of layers, corresponding transfer function of hidden layers,
different layer input functions (aggregation function), and the corresponding mean
square error. Levenberg–Marquardt learning algorithm is used for network training.

3.3 Testing the Network

For the purpose of testing the performance of the network, a new data is exposed to
the model. 18% new sample solar data has been used and applied for testing purpose.

For network performance evaluation training and testing error are observed.

3.4 Neural Network Models

Various neural network models were designed for the purpose of comparisons to be
made. A two hidden layers neural network is built and comparison is made based
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on different combinations of activation functions mentioned below in Table 3. The
models are defined on the combinations made on aggregation functions as detailed
in Table 1. The number of neurons in hidden layers are kept as 5, 10, 15, and 20. The
results of these eight models are shown in Figs. 2, 3, 4, 5, 6, 7, 8, and 9.

Xd = Input pair

d = Number of net

j = hidden unit

Table 1 Different neural models for three-layer network

Models Hidden layer 1
Aggregation function

Hidden layer 2
Aggregation function

Output layer
Aggregation function

Model-1 netprod netprod netsum

Model-2 netprod netsum netsum

Model-3 netsum netprod netsum

Model-4 netsum netsum netprod

Model-5 netsum netsum netsum

Model-6 netprod netprod netprod

Model-7 netprod netsum netprod

Model-8 netsum netprod netprod

Fig. 2 Model 1
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Fig. 3 Model 2 for
three-layer network

Fig. 4 Model 3 for
three-layer network
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Fig. 5 Model 4 for
three-layer network

Fig. 6 Model 5 for
three-layer network
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Fig. 7 Model 6 for
three-layer network

Fig. 8 Model 7 for
three-layer network
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Fig. 9 Model 8 for
three-layer network
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Mathematically, model 1 is defined above. Similarly, other models can also be
defined (Table 2).

We have also recorded the results for one hidden layer network, i.e., a neural
network with inputs, one hidden layer, and one output layer. Four models are defined
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Table 2 Activation function combinations for three-layer network

Three-layer network Hidden layer 1
Activation function

Hidden layer 2
Activation function

Output layer
Activation function

Activation function
combinations

Purelin Purelin Purelin

Tansig Tansig Purelin

Logsig Logsig Purelin

Logsig Tansig Purelin

Logsig Purelin Purelin

Purelin Tansig Purelin

Purelin Logsig Purelin

Tansig Purelin Purelin

Tansig Logsig Purelin

Table 3 Different Neural
Models for two-layer network

Models Hidden layer 1
Aggregation function

Output layer
Aggregation function

Model-1 netsum netprod

Model-2 netsum netsum

Model-3 netprod netprod

Model-4 netprod netsum

in this case as given in Table 3. The results of these models are shown in Figs. 10,
11, 12, and 13.

The combinations of transfer functions for two-layer network are mentioned in
Table 4.

Fig. 10 Model 1 for
two-layer network
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Fig. 11 Model 2 for
two-layer network

Fig. 12 Model 3 for
two-layer network

Fig. 13 Model 4 for
two-layer network
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Table 4 Activation function
combinations for two-layer
network

Two-layer network Hidden layer 1
Activation
function

Output layer
Activation
function

Activation
function
combinations

Tansig Purelin

Purelin Purelin

Logsig Purelin

3.5 Results and Discussion

This section presents the best results achieved through ANN models. The graphs
below show the computed mean square error for different combinations activation
function for different number of neurons and different layer input functions. The
results are discussed for 50 epochs and performance goal is kept as 0.0000001.

The results are discussed for three-layer network where different combinations
of activation functions are applied on two hidden layers. The activation function
for output layer is kept purelin for all the combinations. The combination of input
functions is also observed for three layers, i.e., two hidden and one output. Three-
layer network MSE graphs are shown by Figs. 2, 3, 4, 5, 6, 7, 8, and 9. Results are
also observed for two-layer network having one hidden and one output layer. In this
case also the activation function for output layer is kept as purelin, whereas hidden
layer activation functions are changed. Two-layer network MSE graphs are shown
in Figs. 10, 11, 12, and 13.

The best results are given by Purelin, Tansig activation function for 15 numbers
of neurons when all the three layers, i.e., two hidden and one output have input
function (or aggregation function) as netsum.When different combinations are tested
for different layers it is found that netsum, netprod, netsum combination for two
hidden layers and one output layer, respectively, gives best result for 10 numbers of
neurons when activation functions are Logsig, Logsig for the two hidden layers. It
can be observed from the simulations that as the number of neurons are increased
the error decreases. The highest error is shown by five neurons for Logsig, Logsig
activation function when all the three layers have input function as netprod. When
comparison is made between three-layer network and two-layer network it is found
that error decreases on increasing the number of layers. For two-layer network the
minimum error is recorded for 15 numbers of neurons having hidden layer and
output layer activation function as tansig and purelin, respectively. The input function
combination for hidden layer and output layer is kept as netsum, netprod, respectively.

4 Conclusions

The paper shows the comparison between three-layer network and two-layer net-
work. Different transfer function combinations for two hidden layers in three-layer
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network and one hidden layer in two-layer network are compared for different layers
combination of input function for forecasting solar power. It is observed that feed
forward neural network with Purelin, Tansig activation function for 15 number of
neurons when all the three layers have input function as netsum shows the best result.
This model has the minimum error. The Levenberg–Marquardt training algorithm is
used for ANN forecasting model.
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An Integrated Approach Toward Smart
Parking Implementation for Smart Cities
in India

Ishan Kumar, Prashant Manuja, Yashpal Soni and Narendra Singh Yadav

Abstract This paper discusses an integrated approach toward smart parking imple-
mentation for smart cities in India using radar detection and ultrasonic technology.
The aim of this research is to develop an autonomous parking system which could
reduce traffic congestion and toxic emission from vehicles and also make it easier
for customers to find a place to park during peak hours, hence saving their time. The
autonomous parking system will have minimum amount of human interaction, and
all the data will be sent directly to a cloud server wirelessly using a Wi-Fi module.
In addition to that, the interface will also guide the customer to an available park-
ing space. The paper discusses a system that can perform real-time monitoring of
parking space availability by individual space and can be embedded in software. The
software will raise a system alert when the number of vehicles in transit and more
exceeds. The project can be implemented in various situations in places like schools,
colleges, institutions, etc., and can provide an end-to-end solution for a safe parking
mechanism with low-cost maintenance.
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1 Introduction

A smart city is amunicipality that uses information and communication technologies
to increase operational efficiency, share informationwith thepublic, and improveboth
the quality of government services and citizen welfare [1]. A study was conducted
by INRIX which states that 20% of traffic in urban areas can typically be attributed
to people searching for parking. Most of the existing outdoor parking sensors that
are currently on the market have accuracy limitations, which can negatively impact
a person’s parking experience. Previous technologies also struggled with wireless
capabilities and interference from cellular networks commonly associatedwith urban
environments.

The traditional parking system revolves around the supply and demand in a city
environment. With the growing pace of vehicle usage that is happening across cities,
the parking problem is growing fourfold, and this cannot be managed by way of
physical security guards who monitor this day in and day out. Cost and customer
ease are compromised on a daily basis, and the present system leads to dissatisfaction
in the citizens of these cities.

When parking, it is a quest to find a free spot, especially during peak hours, causing
any individual to drive around for hours on end to just find one. Such situations can
waste a lot of time resulting in the unnecessary amount of toxic emission, extensive
traffic, and impatient drivers.

2 Integrated Approach for Smart Parking

Each parking space is equipped with a centrally powered occupancy sensor that can
detect the absence, arrival, presence, and departure of a vehicle. The sensors are
connected to NodeMCU Wi-Fi Module having its own unique 32-bit service set
identifier (SSID) and password which will be connected to dedicated server which
holds all the details of the occupancy. While the occupancy sensor consists of two
components: proximity sensor and the ultrasonic radar detection system. Both of
these contribute to the detection of the vehicle: the first one detects the presence of
an object while the other confirms it as a vehicle so this way, we can be double sure
about the presence of the vehicle.

When an occupancy sensor detects vehicle activity, both the sensors send a digital
signal to the NodeMCU module which is then converted into packets and sent over
a wireless network with a unique SSID, which ensures that the data being sent to the
correct location. Now the server collects the data and uses the sensors’ messages to
keep track of open and occupied spaces and display then on a Central Screen, which
makes it more user-friendly. The working of a single occupancy sensor is shown in
Fig. 1.
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Fig. 1 Flowchart of proposed solution
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3 Hardware Description

3.1 NodeMCU

NodeMCU is an open-source IoT Platform [2]. It is the motherboard of the whole
sensor system. It consists of firmware which runs on the ESP2866Wi-Fi module and
hardware which is based on ESP-12 module. Both the sensors send the digital signal
to this board which is then sent to the server wirelessly [3].

3.2 Occupancy Sensor

The occupancy sensor consists of two components.

3.2.1 Ultrasonic Radar System

This consists of an HC-SR04 ultrasonic distance measurement sensor mounted on a
servo motor which acts as an axis of rotation for the system. When a car is parked in
a vacant occupancy, the sensor calculates the distance between the vehicle and the
parking boundary; if the distance lies in a certain range of value, this means that the
car is parked properly in the occupancy, and the system sends a digital signal to the
nodeMCU module.

3.2.2 Optical Proximity Sensor

The ultrasonic sensor used in the radar system acts as a proximity sensor and takes
reading of the obstacles continuously in a timespan of 2 ms and sends digital signal
as an output. When a car is parked in occupancy, it detects the presence of a vehicle,
and then, it gives a digital signal to the nodeMCU module.

4 Implementation

The sensor is placed in front of the parking space and then following things is done.

4.1 Approximation of Theta

Car detection through radar is done simply by using the arc length formulae.
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Table 1 Width of cars Car name Width (in meters)

Maruti Suzuki Wagon R 1.475

Hyundai Santro 1.645

Maruti Suzuki Dzire 1.735

Mahindra XUV500 1.89

Toyota Fortuner 1.85

Jeep Compass 1.818

Source https://auto.ndtv.com/

Table 2 Theta vs Arc length Theta (θ°) Arc length (in meters)

60 1.04

70 1.22

80 1.39

90 1.57

100 1.74

110 1.91

120 2.09

That is:

L(arc length) = θ◦

360◦ 2πr

The width of various cars is given above (Table 1).
For this system to work properly with all the cars, the minimum width should be

taken that is 1.47 m.
Therefore, the arc length covered by the radar should be greater than 1.47 m. So

testing was done by changing the value of θ from 60° to 120° with r constant at 1 m
and calculated the arc length.

From Table 2, it is clear that the optimum value of theta in order to detect any
type of car is 90°.

4.2 Detection of Car-like Object

Since the perpendicular distance between the car and radar is 1–1.5 m, we calculated
the distance at the extreme points of the car that is at 45° both sides of the radar when
its perpendicular distance between the car and radar is 1–1.5 m.

From Table 3, it is very clear that for this system to work properly for all the cars,
the maximum distance has to be considered, that is 2.12 m.

https://auto.ndtv.com/
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Table 3 Perpendicular
distance vs Extreme point
distance

Perpendicular distance (in m) Extreme point distance (in m)

1 1.41

1.1 1.55

1.2 1.69

1.3 1.83

1.4 1.97

1.5 2.12

Now the sensor calculates the distance after every 5° of rotation and checks
whether the calculated distance is less than 2.12 m or not, if not it increases a flag
value by 1. After one complete time period, the value of flag is checked. If it is less
than 2, then the radar sends a true signal to the nodeMCU, which means that the
object is a car; otherwise, it sends a false signal.

5 Comparison Between Various Technologies

Previous papers include the use of geographic location sensor [4], which increases the
complexity and decreases the ease of use, while the project discussed in this paper is
easy to use since all the sensors are connected to a single server and every occupancy
sensor can itself respond to the server. This technique decreases the latency in data
transfer using NodeMCU.

Cost efficiency is another aspect in which this project has an edge over the others.
Since all the work is done wirelessly, fewer components are used so production

and installation cost cuts to about half when compared to companies who use RFID
chips and geomagnetic sensors [5].

6 Conclusion

The usage of the above approach will help the market place utilize the technology
as it will develop an autonomous parking system. This will reduce traffic congestion
and toxic emission from vehicles and also make it easier for customers to find a place
to park during peak hours, hence saving their time, as a result of its ease of usage
in the parking solutions segment. The implementation itself will take less time in
comparison to othermodels which exist as of today. Through this approach, customer
can perform real-time monitoring of parking space availability by individual space
from anywhere in the world.
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Distributed Processes Scheduling Based
on Evolutionary Approach

Santosh Kumar, Gaurav Dubey and Shailesh Tiwari

Abstract The main aim of the distributed system is to maximize the utilization of
resources with minimal response time and overall execution time. For this, optimal
scheduling of tasks is desirable, which is also a well-known NP-complete problem.
This paper presents an algorithm to generate an optimal schedule for distributed
system considering the parameters like processor load, peak load, average processor
utilization, and communication cost. Further, algorithms have been experimentally
compared, and the proposed algorithm has performed better than existing algorithm.

Keywords Genetic algorithm · Distributed system · Processor utilization ·
Communication delay

1 Introduction

The distributed system is a collection of interconnected autonomous heterogeneous
computingmachines and coordinated by a software entity called distributed operating
system. The main aim of the distributed system is to maximize the utilization of
resources with minimal response time and overall execution time. For this, optimal
scheduling of tasks is desirablewhich is also awell-knownNP-complete problem [1].
In distributed task scheduling problem, priority of tasks plays an important role for
both heuristic and search algorithms, and it influences the scheduling results overall
execution time. The scheduling in distributed system is a global issue which is done
in coordination with other nodes. Process can be migrated to other nodes to balance
the system load. By transferring the processes from more busy processor to another
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less busy processor, overall load can be balanced. In distributed environment, each
node creates its own strategy to allow or reject tasks.

Scheduling of tasks can be performed in four parts: the selection policy plays
a role that which job to be migrated, the transfer policy decides when to migrate,
the location policy decided partner node, and the information policy maintains the
system state from all nodes [2, 3]. The scheduling can be done either statically or
dynamically and is based on the process characteristics and the current system state
[4]. Static scheduling algorithmsminimize the overall execution time of parallel tasks
by minimizing the communication delay [5]. Static scheduling algorithms need to
predict execution time and communication delay at compile time. To reduce the
communication delay, it prepares coarser-grain processes from smaller tasks. On the
other hand dynamic scheduling algorithms redistribute the tasks among the proces-
sors during run time from deeply loaded processor to evenly loaded processors. Any
load balancing algorithm in dynamic scheduling adopts three policies: information
policy defines the amount of load information for job assignment, transfer policy
finds the condition such as existing load of the host and the size of the job, and
placement policy determines the processor to which a job may be transferred. Thus,
the scheduling of task in distributed systems can be defined as how to execute a set
of tasks T on a set of processors P subject to the constraint of optimization criteria
C. Several algorithms use different location policies such as random location policy,
threshold location policy, and shortest location policy. Random location policy: In
this location policy, the system uses no remote state information. In this way, select
a node randomly and transfer the task to that node, without exchanging any infor-
mation between the nodes. A task transfer becomes useless when the receiver node
highly loaded [6].

2 Related Work

In distributed system, load balancing by distributing the tasks among two or more
sites, network nodes, CPUs, disks or other resources, is needed for maximizing the
resource utilization, throughput, and response time [7, 8]. Balancing of load and task
setup ismultifarious problem inmultiprocessor systems, and this is NP-hard problem
[9]. Several distributed process scheduling algorithms have been proposed. These
methods can be kept in broadly three categories: graph theory-based approaches
[10], mathematical model-based approaches [11], and heuristic-based approaches
[12–14]. Since the scheduling problems are NP-complete [15], heuristic techniques
can provide an optimal solution. GA-based [14, 16–21] and simulated annealing [21,
22] based approaches proposed in the literature for distributed process scheduling.
The main aim of distributed process scheduling is load balancing. Processes are
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created randomly in the system so some processors may be heavily overloaded while
the others lightly loaded even some processors may be idle. The aim of scheduling
processes is to distribute the load on different processors uniformly so that proces-
sors utilization could be maximized and total execution time could be minimized
[23]. In [24], sender-initiated and receiver-initiated approaches using GA for load
balancing in distributed systems have been proposed. Both the approaches result in
redundant request messages leading poor system performance. CPU queue length
has been used as load index [24–26]. Their approach used three time parameters: total
message processing time, total time to transfer messages from the sender to intended
processors covering shortest distance, and total task processing time at each proces-
sor. In [7], GA is used to address the job scheduling problem by using balancing of
load efficiently. Hereafter this algorithm will be referred as NK (Nikravan M. and
Kashani M. H.) algorithm. Scheduling of processes is done based on processor load.
Performance and efficiency are measured for these schedules.

3 Proposed Approach

3.1 Tasks Schedule Representation

Acandidate schedule is a set of taskswhich also represent the candidate solution.Here
T1, T2, T3……..Tn represent the tasks, and indices represent the process identifier
allocated to definite processor. This schedule is generated randomly initially and is
shown in Fig. 1:

Total processes, n.
Total processors, m.
Find set of top-m tasks (schedule of T out of n tasks) to run on m processors.

3.2 Crossover

Crossover creates a new schedule by exchanging some tasks from two randomly
chosen schedules. Here cyclic crossover, shown in Fig. 2, is used since any individual
task can not repeat in a schedule.

TsksaT 10 T2 T23 T4 T5 T16 T7 T28 T19

PID/Chromosome/Schedule(SD) 10 2 23 14 5 16 17 28 19
Processors P1 P2 P3 . . . . . Pm

Fig. 1 Tentative process schedule
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CS1 4 6 8 11 1 10 5 3 7 15 9 2 
CS2 6 5 3 12 4 8 9 7 10 2 1 11 

Before cyclic cross over

After cyclic cross over 

OS1 4 6 8 11 1 10 5 3 12 9 7 2 
OS2 6 5 3 12 4 8 11 1 10 7 15 9 

Fig. 2 Cyclic_Crossover

3.3 Mutation

Mutation is applied to provide diversity in successive generations. In some sched-
ules, a few tasks are flipped by some other randomly selected task. In the pro-
posed approach, two processors pu and pv with minimum and maximum execution
time, respectively, are selected. Then their tasks are swapped so that performance is
improved, and maximum load is reduced [27], e.g., as shown in Fig. 3.

3.4 Fitness Function

A fitness function is used to evaluate a solution which considers parameters like
processor load, peak load, communication cost and average processor utilization [7].

Input

• Total processes, p.
• Total processors, q.
• Initial population size, IPS.
• Total iterations, N.
• Mutation probability, MP.
• N1—Total processes allocated to processor i.
• N2—Total number of new processes allocated to processor i.

CS1 4 6 8 11 1 10 5 3 12 9 7 2 
Load( ) 126 87 343 112 435 166 99 534 44 78 222 218 

Chromosome after mutation 
CS1 4 3 8 11 1 10 5 6 12 9 7 2 

Load( ) 126 87 343 112 435 166 99 534 44 78 222 218 

Mutation of pair of gene 

p1

p1

Fig. 3 Mutation
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• N3—Total number of newly arrived processes.
• N4—Total number of processors.

Communication delay between processors, 0 ≤ T1[N4][N4] ≤ Target_Value.
Data transfer time of unit data, 0 ≤ DTT[N4][N4] ≤ Target_Value.
Execution time, 0 ≤ ET [ p ] [ qm ] ≤ Target_Value.
Data volume, 0 ≤ DV [ 1 ][ p ] ≤ Target_Value.
Selected processor, 0 ≤ SP [ 1 ][p ] ≤ Target_Value.
Existing processor, 0 ≤ CP [ 1 ][ p ] ≤ Target_Value.

3.4.1 Processor Load

It depends on currently allocated processes and that may be allocated later on [7]
and is given below:

Load(Pi ) =
N P∑

j=1

ETj,i +
NN P∑

k=1

ETk,i

where

NP = No. of processes allocated to processor i.
NNP = No. of newly allocated processes to processor i.

3.4.2 Peak Load

It is maximum load allocated to any processor.

PeakLoad(M) = max(Load(Pi ))

where M = maximum execution time; Pi = processor with maximum load.

3.4.3 Communication Cost

It is delay rate between two processors and transfer of d-size data between them and
is given below

Communication Cost =
∑np

i=1
(CDcifi + DT∗

cifid1,i)
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3.4.4 Average CPU Utilization

Average CPU utilization is based on the utilization of particular processor with
respect to total number of processors and is given as below:

Utili zation(Processor i ) = Load(Processori )

Peak_Load
(4)

Avg_CPU_Utili zation(Processor i ) =

no_of _processors∑
i=1

Utili zation(Processori )

no_of _processors
(5)

Cost_of _Schedule(S) = Average_CPU_Utili zation ∗ λ

Peak_Load ∗ Communication_ cos t
(6)

where λ is constant.
Now the proposed algorithm using fitness function of Eq. 6 is given next in Fig. 4.

The algorithm selects top-T schedule as Schedule[0].

Algorithm:
1. Produce Initial Schedules of randomly generated candidate schedule, Schedule[m] 
2. Evaluate each schedule 
 For i=1 to q 

Costi = fitness(Schedule[i]) 
End for 

3. For Generation=1 to G //G is Maximum Genarations 
i. Perform tournament selection 

       i=1 
              while(i<= Crossover_Rate) 

random variable, 0 < r < 1 
CR = Crossover_Rate / 100 

  if r < CR then 
                    Append fitter Schedule to CrossoverSchedule[]  

otherwise 
                     Append less fitter Schedule to CrossoverSchedule[] 

ii. Randomly choose two schedule P1 & P2 from crossover schedule 
iii. Perform crossover between Schedule P1 & P2, Generating Offsprings Off1 & 

Off2 
iv. Append Off1, Off2  to NewSchedule[] 
v. Perform mutation with rate MR 

vi. Schedule[]  NewSchedule[]  
vii. Gen=Gen+1 

4.  return Schedule[0] 

Fig. 4 Proposed algorithm
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(a)

(b)

(c)

Fig. 5 a Peak load versus number of tasks.bCommunication cost versus number of tasks. cAverage
CPU utilization versus number of tasks
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4 Experimentation and Result

Both the algorithms were implemented in JDK1.7. These algorithms were compared
after conducting results. The proposed algorithm performs better on the considered
parameters as shown in Fig. 5a, b and c.

5 Conclusion

In distributed system, process scheduling plays a key function in by and large system
performance and throughput. GA-based approach for generating an optimal schedule
has been proposed. Proposed methodology considers several parameters to address
distributed scheduling problem and optimizes the peak load and communication cost;
also it improves the average CPU utilization and balances the load among different
sites. Further, results illustrate that the proposed approach performed superior to the
existing approach.
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Self-driving Cars: An Overview
of Various Autonomous Driving Systems

V. Shreyas, Skanda N. Bharadwaj, S. Srinidhi, K. U. Ankith
and A. B. Rajendra

Abstract A car that can navigate by itself without being dependent on human for
inputs is known as a self-driving car. There has been a great advancement in automo-
bile industry which is bringing new technologies every day. There are various types
of autonomous cars and they are divided based on their level of automation, which
includes level 0 to level 5. Advanced methodologies are used to build these cars, and
concepts like machine learning and computer vision play a vital role in development
of these cars. The accuracy varies based on lots of factors including both internal
and external factors. This paper presents survey done on various technologies used
in these cars with their results and also about their current trends.

Keywords Autonomous car · Self-driving cars · Autonomous vehicle · Neural
network

1 Introduction

Anautonomous car is capable of learning its environment through sensors and camera
which will then process the data received through these external devices, which
will help in taking decisions. With great development in hardware technology and
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embedded devices, small components can do computations effectively with all forms
of data. There are major car manufacturers including BMW, Google and Tesla that
are building and actively testing these cars. Latest results show that autonomous cars
have become very efficient and already are driven without any human intervention
[1]. Advanced and complicated control systems, algorithms and software take all the
sensory data and information to recognize and identify suitable and right routing paths
[2, 3]. Autonomous vehicles have complicated control systems that can able to take
in sensor data, analyse the data to differentiate different objects in the surrounding
environment and identify vehicles and other obstacles in the environment, which will
be very helpful for planning to the desired destination [4].

The National Highway Traffic Safety Administration has classified autonomous
vehicles as belonging to zero of five levels: i.e. a. no automation, b. assisted automa-
tion, c. partial automation, d. high automation and e. full automation. It is important
that the driver’s attention is needed within level 0 to level 2 modes. Any car that has
been manufactured will be considered to be in any one of those levels and also as
the level increases, the automation also increases but there are no cars which are in
level 5 automation, i.e. high automation, and companies are working towards it. An
autonomous car construction implies a mechanical and electrical design. There are
two solutions: transform a real car into an autonomous car or to design a new vehicle
[5]. Audi expressed that their new A8 would be autonomous up to 60 km/h [6]. The
driver does not require safety checks such as frequently gripping the steering wheel.
The Audi A8 is claimed to be the first production car to reach level 3 automation, and
Audi would be the first car manufacturer to use laser scanners along with cameras
and various sensors for their system [7].

Autonomous vehicles have excellent scope as they tend to do fewer errors com-
pared to human drivers. Road accidents are major cause of death in the world and
most of these accidents happen due to mechanical problems and driver’s distrac-
tion. Several perspectives towards vision-based self-driving rely on certain features
of the road such as lane markers and systems usually have a specific lane detector
[8]. A new study shows that most of the traffic jamming is caused by three major
issues: improper car parking, street dwellers and people walking on the roads [9].
These accidents can be brought down if properly trained autonomous vehicles are
implemented. Apart from saving lives, consumption of fuel rate can also be reduced
with the help of autonomous vehicles. One of the major advantages of autonomous
vehicles is that these vehicles can be used in military and this will help in keeping
troops out of harm. In 2002, DARPA announced grand challenge which focused on
building autonomous vehicles for a prize of $1 million dollars offered to researchers
from top institutes if their vehicles can travel a distance of 142 miles through the
Mojave Desert. This was the first grand challenge that took place and later few more
challenges took place which motivated researchers to build a self-driving car that
can navigate as far as possible.
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In this survey, we try to look at and compare various methodologies used in order
to build autonomous cars which are popular and also efficient with respect to their
performance. There are a good number of concepts and technologies through which
autonomous vehicles can be implemented but choosing the right one considering the
external factors is prominent. Also, this survey focuses on providing information to
the researchers to learn more about trends and technologies in this area since the
scope of this area is vast and is open for contributions.

2 Background and Related Work

The history of autonomous cars begins in 1920s, where experiments were conducted
on self-driving cars. In 1925, radio-controlled car named ‘American Wonder’ was
demonstrated on NewYork City streets. The trend of radio-controlled cars continued
for years, and later in 1980s, vision-guidedMercedes-Benz robotic van was designed
inMunich, Germany. Since then, the major focus has been on development of vision-
based guiding systems which uses computer vision, LIDAR and GPS technologies.
To enhance the research of autonomous system, there are comparisons between
various methodologies and their results shown in Table 1.

The concept of neural network training for self-driving cars was introduced in
early 1990s by Dean Pomerleau, Carnegie Mellon researcher, how raw images of
roads can be captured and trained in order to control the steering of the vehicle based
on the condition of roads. Also, this method was considered to be more efficient
compared to the other methods used for self-driving cars. This was the major turning
point as even to this day self-driving cars use neural network method for training
and implementation purposes. There are various neural network training methods
like convolutional neural network, R-CNN. The working and performance of neural
network vary based on the concepts and more importantly, the input provided. The
neural network representation is as shown in Fig. 1.

Neural network training can be done by live streaming of video or using images but
the drawback is that it is only limited to 2D images, but LIDAR technology changed
everything as it used to gather real-time data of the car surrounding. Spinning light
detection and ranging system (LIDAR) was used in order to gather real-time 360-
degree maps of the surrounding. LIDAR technology made car even more automated
and later cars were using both LIDAR and neural network in order to gather live
data and hence made car more autonomous. With the help of built-in GPS, the cars
were able to navigate around without any trouble as they had everything to navigate.
Also, cars use ultrasonic sensors and odometry sensors for distance measurement
and motion detection, respectively. All these components and car controlling system
were linked and controlled together by a central computer, which enabled a certain
level of automation. Overview of control system is as shown in Fig. 2.
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Table 1 List of various methodologies and their results

Project Name Year Methodology Result

Carnegie Mellon
University’s Navlab
project

1995 Neural networks 98.2% autonomous driving
on a 5,000 km
cross-country journey [10]

Map free lane following
based on low-cost laser
scanner for near future
autonomous service
vehicle

2015 2D laser scanners
LMS151, gyro, encoders

The lane detection using
2D based laser is accurate
and fast. The path planning
based on lane fitting and
prediction is reliable and
intuitive [11]

Distributed embedded
deep learning based
real-time video processing

2016 Object detection
algorithm, YOLO,
DAEDLuS platform

GPU utilization before =
90% Using DAEDLuS
platform = 22% [12]

A prototype of an
Autonomous police car to
reduce fatal accidents in
Dubai

2017 R-CNN, kinetic depth
sensor, OpenCV

Accuracy of 96% and a
mean error of 1.6% with
an error of 4% [13]

Autonomous decision
making for a driver-less car

2017 CNN, AlexNet,
TensorFlow

Final autonomous system
is able to provide speed
and navigation commands
which allows the car to
drive in TORCS without
any collision or off track
driving [14]

Robust lane recognition
for autonomous driving

2017 Viola–Jones object
detection, AdaBoost
training, Hardwareinloop
simulation

The designed system for
autonomous vehicle
guidance can be
successfully used to
control the driving
simulator [15]

Obstacle detection and
classification using deep
learning

2017 R-CNN, region proposal
network, LIDAR

Faster R-CNN was used to
build a vision-based object
detection system for
on-road obstacles [16]

Detecting unexpected
obstacles for self-driving
cars: fusing deep learning
and geometric modelling

2017 Appearance-based
semantic detection,
stereo-based geometric
detection, fusing
appearance- and
stereo-based detection

Detection rate of over 90%
for distances of up to 50 m
[17]

End-to-end ego lane
estimation based on
sequential transfer learning
for self-driving cars

2017 CNN, KITTI Post-processing errors are
less when using end-to-to
end by which it reduces the
re-design and
re-optimization [18]
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Fig. 1 Neural network representation

Fig. 2 Overview of control system

2.1 Convolutional Neural Network

When we consider a neural network, the network is made up of neurons with weights
and biases. CNN is also a neural network,where the neuron takes in several inputs and
calculates a weighted sum of the inputs. This is passed through an activation function
which generates the output. The difference between neural network and CNN lies
in the input given-in neural networks the input given is vector, whereas in CNN the
input given is a multi-channelled image. Image recognition, image classifications,
object detection, face recognition and so on are some of the major application fields
of CNN.

2.2 Regional-Based Convolutional Neural Network

In R-CNN of CNN, it is mainly focused on the single region so that the interference is
minimized as it expects only the single object of which the interest lies will dominate
in the given region. By the method of selective search algorithm, we can detect the
regions in the R-CNN, and it is done by resizing the regions with equal size so that
it can be used in the CNN classifier and also in bounding box regression. Bounding
box regression is needed because the starting proposal might not coincide with the
region that is given by the features of CNN.
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2.3 LIDAR Technology

Light detection and ranging, or LIDAR, is a remote sensing method which uses light
in the form of a pulsed laser. The major components for such a device include a laser,
scanner and a GPS receiver. A sensor in LIDAR is used to continuously fire beams
of laser light and then determine the time taken for the light to return to the sensor.

2.4 AlexNet

Alex Krizhevsky designed a convolutional neural network called AlexNet, which
addresses the problem of image classification. He proposed to take as input an image
from one of 1000 various classes, which produces an output that is a vector of 1000
numbers. The element at the ith position in the output vector is considered as the
probability of input image present in the ith class. As a result, the sum of all elements
of output vector is 1. The input image should be an RGB image of size 256 × 256,
which includes all images in training set and testing set as well. If it is not of that
size, then it has to be converted to the size before being able to use it for training the
network.

2.5 AdaBoost

AdaBoost is an ensemble classifier; ensemble classifiers are made up of multiple
classifier algorithms whose output is the combined result of output of those classifier
algorithms. AdaBoost classifier forms a strong classifier algorithm by combining
various weak classifier algorithms. Using a single algorithm may result in objects
being classified poorly. Combining several classifiers by considering the right amount
of weight for the selected training set for every iteration can result in greater accuracy
for the overall classifier.

2.6 TensorFlow

TensorFlow is an open-source framework that has an artificial intelligence library.
Models are built using the data flow graphs generated by this library. Creating a large-
scale neural network with many layers is easy for the developer to build. The main
application area of TensorFlow includes classification, perception, understanding,
discovering, prediction and creation.
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2.7 Viola–Jones Object Detection

Viola–Jones algorithm is mainly used for the purpose of object detection. The main
property of this algorithm is that the detection fast despite the fact that training is
slow. Haar basis feature filters are used in this algorithm, so that multiplication is not
used.

2.8 Hardware-in-the-Loop Simulation

Hardware-in-the-loop simulation or HIL simulation is a type of real-time simulation
used for testing control systems. In simple words, the physical part of a machine
or system is replaced by a simulation. This provides a rigorous testing method with
great variety of benefits. Actuators and sensors are used to connect the machine with
the control system.

2.9 DEDLUS Platform

It consists of three module: image capture module, data management node and data
processing node. The data management node stores the information passed by image
capture module capture by webcam or camera; it meagre the image with the result
archive by the data processing module and stores it. An object detection algorithm
is run on the GPU by the processing module to process the data.

2.10 Yolo

It is an object detection technique in which it divides the image into different sections
using neural network and predicts the boundaries of each section and then assumes
the weight to different sections and identifies the different objects in the image. Steps
for object detection are depicted in Fig. 3.

Fig. 3 Steps in object detection
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2.11 High Dynamic Range Imaging

A greater dynamic range of exposures in images can be obtained in HDR Imaging
when compared to the standardmethods [19]. The objective here is to present a similar
range of luminance as perceived by humans through their eyes. When compared to
the traditional methods, HDR images represent a greater luminance in scenarios of
real world containing very bright, direct sunlight to extreme shade. A number of
different narrower range, exposures of same subject matter is combined after the
image is captured. The counterpart of HDR, which is the non-HDR cameras capture
images with a limited exposure range, which results in loss of detail in highlights or
shadows.

2.12 Deep Learning

Deep learning is a part of artificial intelligence concernedwith surpassing the learning
approachusedbyhumanbeings to gain certain types of knowledge.At amuch simpler
level, deep learning canbe considered as awayof automating the process of predictive
analytics. Deep-learning algorithms are arranged in a hierarchy of abstraction and
increasing complexity contrary to the traditional machine learning algorithms. The
algorithm in the hierarchy makes use of a nonlinear transformation on its input and
creates as output a statistical model fromwhat it learned. Once the output has reached
an acceptable level of accuracy the iteration is stopped.

2.13 Hebbian Learning Algorithm

Hebbian learning algorithm tries to explain synaptic flexibility, i.e. about how the
synaptic strengths are adapted in brain. If the neurons on the either side of the synapse
have linked output, then the synapse linking two neurons is strengthened. When an
input neuron triggers, the output neuron triggers, and the synapse is strengthened.
By following the resemblance to an artificial system, the weight of tap is increased
with high linking between the two sequential neurons.

3 Approaches and Working

Artificial neural network is inspired by the biological neural network, and ANN itself
is not the algorithm but it is the combination of many different machine learning
algorithms working together to process the given input. This type of system learns to
perform task by considering previous examplewithout being programmed to perform
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a specific task. It is the combination of connected nodes called artificial neurons. The
node receives inputs from an external source or from other nodes and computes the
output. Every node has a weight associated with them and with the combination of
input value and weight, the node produces an output. This output can be an input
to other nodes or can be an output to a system. A typical ANN is the combination
of many layers. Different layers perform different kinds of functions on input. Data
traverse through the first layer or input layer to the final layer or output layer by
traversing through multiple processing layers.

An autonomous car requires five essential functions, i.e., localization, insight,
scheduling, vehicle control and system management in order to autonomously drive
without human involvement [20]. The system consists of three input nodes camera
module, LIDAR, sensors and the combination of these input nodes is called input
layer. The camera module takes an image or a video as input, the LIDAR creates
360-degree map of the surrounding of the car while there are many other sensors
which sense the environment around the car. This process uses the ANN andmachine
learning algorithms for processing the data in the hidden layer. Combination of the
three inputs will be given as the input to the hidden layer through input node and in
each layer many nodes will receive the input from the above layer and will process
the input and pass the output to the next layer as its input. The output data from the
hidden layer are not part of the global output but are only present inside the network.
Based on the weighted combination of its inputs, every single one of these hidden
units computes a single real-valued output. The data processed by the hidden layer is
given as input to the output layer nodes. The output layer nodes are steering, breaks
and acceleration. The steering will control the direction in which the car must move,
while accelerator will provide the speed in which the car must travel and the break
will be applied when it is needed to control the speed of the car or to stop. The
diagram to the above explanation is as shown in Fig. 4.

The system accepts live data from the inputs present in Fig. 4 and will process
them to produce output but there are situations where one of these input devices may
fail to gather data which will only result in failure of the system. This is how the
above system might fail while working. Another possibility is that the system may
fail to process and return the output in time and the delay may sometimes lead to an
accident. There are many other ways which will result in failure but training system
well with all the possible scenarios will result in a strong working system.

4 Conclusion

In this paper, we discuss all the existing and current technologies that are used in
autonomous vehicle development. Autonomous vehicles have a history starting from
early 1920s, and still, there is a huge room for development. Initially, it started with
radio-controlled cars, and now, we have cars at level 4, i.e. high automation, and
we do not need much time to witness level 5 automated cars. The development of
Mercedes-Benz vision-based autonomous van by Ernst Dickmanns and introduction
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Fig. 4 Working of autonomous car

of neural network in computers Dean Pomerleau in 90s changed everything. Later
on, every car that claimed to be an autonomous had vision-based system in them but
it had its own limitation and was later equipped with LIDAR technology which made
cars more autonomous. Along with those technologies, various types of sensors were
used to gather more data, which would make system perform more accurate. Even
after usage of all these technologies and equipment, we are still finding hard time
to reach level 5 automation because there are certain external factors that cannot be
controlled, and those factors do count at times. This shows that still there is a vast
scope for new methodologies and development.
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Internet of Things: Industry Use Cases
(SAP-HCP)

Avaneesh Kumar Vats and Nagsen Wankhede

Abstract Bridge between human and artificial intelligence is the app technology,
which has capability of connecting every physical object to app such that fusion
of physical world and virtual world of software is enabling enterprises and all its
stakeholders to deliver more efficiently which in turn promotes effective decision-
making and simplicity.

Keywords IoT · SAP-HCP

1 Introduction

By connecting people, things, business networks, collection of billion end devices,
and transmitting information about every transaction you do knowingly, unknow-
ingly, and eventually guiding you with options to improve your future transactions.

As shown below, an estimated 34 billion IoT installations will be storming the
market by 2025 (Fig. 1).

Referring to the above source, huge growth is expected by 2025; however, like
any innovation, Internet of Things will have to follow the same path of evolution like
any other technological disruptions. IoT solutions available today had been devel-
oped with specific challenges in mind, and hence face challenges of interoperability.
Various technologies and standards have been applied to build these solutions and
consequently they appear as isolated solutions.

The IoT umbrella encompassing all technologies will only be successful when
standardized process principles are followed by all stakeholders of the food chain of
IoT (UniS), [1].

The article aims to identify the main stakeholders and then their area of operation
from a component and industry perspective for an end-to-end implementation of
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Fig. 1 Estimated IoT devices by 2025. Source https://iot-analytics.com/state-of-the-iot-update-q1-
q2-2018-number-of-iot-devices-now-7b/

Internet of Things services offered to an end user. It is important to emphasize at
this stage that some cool features of a smart device or availability of robust APIs
with great features alone cannot build opportunities for IoTs in the marketplace. The
combination of all features leading to a differentiated value-added service is what
customers are looking for, and hence evaluation of industry-specific use cases is
another area of interest to be explored in this article.

2 Architecture and Process Stakeholders

The enablement of IoT services is not confined to the features available in individual
components but can be achieved by efficient directional data flow through all pro-
cesses linked with the process chain that refer to the main the component in figure
below (Fig. 2).

A brief definition including main features and standards used together with indus-
try stakeholders are provided below:

Smart device is a fusion of smart module and smart object. It has the capabil-
ity of representing an object of physical world to the digital world. Referring to
Architecture Reference Model (ARM) this is also known as augmented entity which
combines physical entity to a virtual entity containing software resources and ser-
vices to transmit information to the Internet Marina Ruggieri [2]. A smart device is
thus capable of communicating with other devices of Internet.

https://iot-analytics.com/state-of-the-iot-update-q1-q2-2018-number-of-iot-devices-now-7b/
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Fig. 2 High-level architecture of IoT considering stakeholder involved

In order to categorize as a physical device, it should have the following components
(Davy) [3]:

1. Power component—Source of power provided to the device, e.g., battery, solar,
electricity, etc.

2. Memory component—Internal memory is in the form of cache, volatile, and
nonvolatile to store information for intelligent processing. Processing compo-
nent—Required for intelligent decision-making.

3. Communication interface—Capability to communicate with other devices
through several protocols used, e.g., Ethernet, USB, Bluetooth, GPRS, GSM,
etc.

The key enablers of smart devices are as follows:
Miniaturization: Remarkable progress made by Microelectromechanical Sys-

tems (MEMS) in recent years has expedited the capability of IoT usage.
Energy requirement: To power the sensor nodes, several energy harvesting tech-

nologies are evolving as battery power is not the most reliable source of energy.
Temperature, light, and vibration are the main sources of ambient energy provider
to power the sensors.

Access network technologies: The range of sensor networks varies from few
hundred meters to several miles and is also commonly known as “the last mile”.
With the growth of smart sensor capabilities, the backbone becomes a bottleneck and
reliance onwireless technologies has increased. Several industry-based standards are
used to cover IoT requirements, e.g., Bluetooth 4.0, IEEE 802.15.4e, WLAN IEEE
802.11.

Network: 6LoWPAN low-power wireless technology based on IPv6 has emerged
to meet IoT requirement.
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3 Industry Requirement

Value-added service

SAP had adopted this to support their customers in the journey of IoT revolution
without disrupting the existing business process to offer the value-added services as
mentioned below.

[A] SAP predictive maintenance

Services can analyze large volumes of operational data and apply predictive insights
in real time to increase asset availability and satisfaction levels.

Stakeholders Value-added services offered

Asset owners • To help asset management
• To plan asset outages

OEMs • To manage warranties
• To manage stocks
• Optimize enterprise asset management and customer service
management

Dealers and after-sales service • Optimize service delivery
• Maximize machine uptime
• Increase service efficiency
• Reduce cost

[B] SAP connected logistics

It helps the logistics hub to monitor inbound traffic at hub so that it can facilitate
communication between all the stakeholders and integrate to backend transporta-
tion management systems. Mobile app facilitates complete hands-free operation like
handheld scanners.

Main features include

• Increased goods throughput and optimized infrastructure for maximum produc-
tivity.

• Automate processes for a huge boost in efficiency.
• Shrink waiting times and the need for manual monitoring.
• Reduce emissions and environmental impact.
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4 Industry Use Cases

SAP connected manufacturing

An example of the power of smart manufacturing was seen when Harley Davidson
worked with SAP to create a factory of the future, which reportedly reduced their
production time from 21 days to 6 h. Data collected from connected smart devices
has been analyzed on application level to boost the operational efficiency which also
predicts the downtime/outages.

SAP connected logistics:

SAP demonstrates the capability of connected logistics is Hamburg Port Authority
(HPA). Expansion of space due to increased demand of containers from 9 to 25
million is addressed here by collaboratingwith SAPandT-Systems to build a logistics
business network.

Leveraging “Telematic” of T-Systems by interfacing telematics data to SAP logis-
tics applications, truck drivers receive real-time information about incidents and
parking conditions on mobile devices and can plan routes accordingly. The intercon-
nected logistics network also improves route planning and reduces transportation
costs.

5 Platform Evaluation

SAP offers a comprehensive solution portfolio using HANACloud Platform to build
IoT solutions [4].

Features of the platform:

1. Processing very high volume of data at real time using in-memory technology.
2. Ability to process machine, device, sensor, and actuator generated data using

SAP*SQL Anywhere with a lightweight database for end devices.
3. Ability to merge IoT-sensor-generated data to business transactions. Services

also include remote device, message, and API management.
4. Enriching decision-making ability by providing predictive and analytical capa-

bility. This includes the following capabilities:

• Text analysis,
• Geospatial processing,
• Operational intelligence,
• Series data processing,
• Graph engine modeling
• Multitenant architecture, and

5. Offers flexibility to extend with third party with Open Standards.
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6 Conclusion

IoT is mainstream now, and more than simply providing real-time connections to
objects or devices, IoT is building into a force of astounding change sweeping across
the business landscape, knocking down the barriers that separated businesses from
their customers, from their employees, and from one another. As no other technology
has done before, IoT is opening up vast opportunities for innovation.

SAP HANA Could Platform for IoT covers a comprehensive IoT solution portfo-
lio. However, there is still much work to be done. Valuable data needs to be identified
and integrated, and partners and customers need to be brought on board within con-
nected networks. The benefits have to be obvious to all.
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Organizational Readiness for Managing
Large-Scale Data Storage in Virtualized
Server Environments

Said Ally

Abstract Storage management is a challenging issue due to exponential growth of
data and computing workloads transacted per day. Although storage virtualization
plays a prominent role in addressing this problem, there exist complexities in the
adoption process of virtualization technologies because the transition from a non-
virtualized to a virtualized environment is not always a smooth process. Using a
survey of 24 public and private institutions in Tanzania, the organizational readiness
for managing data storage in virtualized servers is studied. While there is a satis-
factory awareness level for most adopters of the existing virtual-based data storage
technologies and disk partition techniques, the attention given to securing adopter’s
practices for virtual resource allocation is inefficient for countering virtual machine
attacks. Adopters are prone to starve their virtual machines as soon as their comput-
ing workloads expand. The study reveals a serious ad hoc allocation of virtual HDDs
with high discrepancy between adopters from the same sector and with similar IT
infrastructure, and computing level and demands. Organizations are prompted about
the limitations of their current practices which would hardly bringmaximum benefits
of storage virtualization when expanding from small- to large-scale data workloads.

Keywords Storage · Server · Virtualization · Virtual machine · Awareness ·
Tanzania

1 Introduction

Server virtualization is one of the emerging technologies in which adopters face chal-
lenges in its adoption process. Being widely adopted in developing countries [1, 2]
and rated as the second-most important emerging technology to help achieve IT cost
reductions [3–5], very little is known about the adoption of this technology. Although
virtualization process has been proven to provide significant IT cost reduction [6, 7],
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with several other benefits (such as increased availability, scalability, hardware uti-
lization, security, load balancing, isolation [8], and improved system reliability and
reduced hardware vendor lock-in [9]), it is clear that organizations are prone to fail
to attain the intended economic benefits. One of the major problems in the adoption
of server virtualization technologies is organizational readiness to manage the virtu-
alized systems. The proper management of virtualized servers requires skilled staff
with security expertise in data storage technologies. Currently, it is not clear which
skill components of server virtualization play prominent roles that adopters should
focus on. Also, it is important that a critical assessment of adopter’s practices toward
allocation of storage resources is done to assess organizational readiness for proper
management of server virtualization.

Thus, in this paper, we discuss the organizational readiness for managing data
storage in virtualized servers with focus on skill level and practices toward virtual
resource allocation. The remainder of the paper is organized as follows. In Sects. 2
and 3, critical review of related literature and research methodology is presented,
respectively. In Sect. 4, findings and discussions for data storage technology skills
and practices are presented. A concluding remark of this work is given in Sect. 5.

2 Background

Server virtualization as any other emerging technologies has proven potential impacts
[10] on IT asset optimization [4] due to its ability to consolidate, manage, and effi-
ciently distribute server resources [11]. However, one of the major challenges that
adopters encounter when incorporating an emerging technology is lack of relevant
skills [10, 12]. Data storage technologies and techniques have been considered as the
must-have skills required for efficient implementation of server virtualization project
[13, 14], and hence important sub-themes were derived from these aspects.

2.1 Review of Data Storage Technologies

In virtualized server computing, data storage can be implemented using local or
shared storage. The choice of local or shared storage has significant impact on the
performance of virtual machines and is a key determinant on applicability of some
virtualization services such as live migration and load balancing. A local storage is
normally located within a virtualized server while a shared storage is implemented
using a centralized single storage pool which is accessed by multiple nodes.

Data center architecture for local data storage includes hard disk drives (HDD)
and solid-state drives (SSD) [15, 16] coupled by an intelligent processing unit such
as a multicore graphic processing unit (GPU) [17]. In terms of performance, the
SSDs offer better access performance than HDDs [18]. Basically, SSDs are array of
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semiconductor memory available in static mode and are nonvolatile permanent data
storage in server side [18].

Storage devices in data centers can be connected using parallel or serial advanced
technology attachments (PATA/SATA) disk drive interfaces, network-based iSCSI
storage, and serial attached SCSI (SAS) interface storage [19, 20]. Unlike PATA
which is widely used at PC level, SATA is mostly used at server level [21].

Data storage in virtualization is also viewed by the way data is accessed through
network [18]. Storage systems on network can be implemented using network
attached storage (NAS), direct attached storage (DAS), and storage area network
(SAN). DAS storage connects directly to a single host server or a cluster of servers
instead of directly attached to a network and uses SATA, SAS, external-SATA, and
fiber channel (FC) [18, 21]. SAN operates behind servers to provide a common path
among storage devices and servers for facilitation of block-level communication
between storage and server using a dedicated, high-performanceFCchannel network.
It composes storage device, interconnection network infrastructure (switches), and
servers connected to the network, but it is not accessible by other devices through the
local area network since it uses separate network. NAS serves files by its hardware,
software, or configuration.

2.2 Review of Disk Partition Techniques

Disk partition technique allows the precise separation or partitioning of a physical
HDD into more logical disks for efficient data organization. The logical disks are
isolated from each other to increase security. For instance, a BIOS/boot partition is
separated from the regular root file system so that the GNU GRUB can use it to load
an OS when a GUID partition table (GPT) is contained in a real boot device.

Considering a finite life span of HDDs [18], the stored data are susceptible to
inaccessibility caused by media faults unless the HDDs are grouped as array disks
using RAID technologies. Use of RAID ensures data redundancy and enhanced
performance through making clones of data into two or more disks implemented
at different schemes and RAID levels (0, 1, 5, and 10). However, despite its great
advantages of data backup and reliability at lower cost in an event of system crash,
RAID technology cannot protect the complete data, and it rarely recovers data easily
[18], and hence adopters need to be keen throughout implementation of technology.

Therefore, in this paper, an overview of adopter’s understanding of data storage
technologies and disk partition techniques is presented to explore the organizational
readiness for managing data storage in virtualized servers.
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Table 1 Experience and educational level of respondents

Type of adopter Average years of experience No of respondents for each
education level

Since employed Since virtualized M.Sc. B.Sc. Dip.

Public 8 3 11 20 0

Private 10 6 2 4 1

3 Proposed Approach

3.1 Instruments and Population Samples

The focus of the study is based on nine data storage technologies (DST1 to DST9)
and four disk partition techniques (DPT1 to DPT4) extracted deductively from rel-
evant sources including local-based shared storage using HDD and SSD [22–25]
local-based parallel and serial ATA disk drive interface (PATA and SATA) [25, 26],
network-based iSCSI and serial attached storage (SAS) [27, 28], and the cloud-based
DAS, NAS, and SAN storage [29, 30].

Data were gathered purposively between June and September 2018 using ques-
tionnaires distributed to 38 server admins in 15 public and 9 private entities which
have invested in virtualization systems [31].

The awareness level was rated from 1 to 5 scales indicating not at all aware to
extremely aware [32]. Responses were collected from various sector-based institu-
tions which have virtualized their servers including banks, telecoms, universities,
and government agencies.

3.2 Respondents Demographic Data

Table 1 shows the demographic profiles of the respondents with respect to adopter’s
category, experience in using VMs, and level of education.

The average level of experience of server admins in private adopters was signifi-
cantly higher than in public institutions in using systems virtualization. Most server
admins in the institutions had bachelor’s degrees (24) followed by 13 with master’s
degrees.

3.3 Reliability Tests

Reliability tests for DST and DPT items calculated using Cronbach’s Alpha were
found to be 0.809 for N = 9 and 0.847 for N = 4, respectively, for all 38 server
admins. Being greater than 0.7, both values are acceptable Cronbach’s Alpha values
[33].
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4 Results and Discussions

4.1 Awareness of Data Storage Technologies

Our Likert scale ordinal data was compared using medians as indicated in Table 2.
As shown in Table 2, all items havemedian of four except DST1which hasmedian

of five. The results indicate that the DST aspects are basically known by both public
and private entities in Tanzania. The overall awareness level for the nine DST aspects
is shown in Fig. 1.

Table 2 Data storage technologies

CODE Awareness level

Measured item Median

(N = 38)

DST1 Local-based HDD shared storage 5

DST2 Local-based SSD shared storage 4

DST3 Local-based parallel ATA (PATA) disk drive interface 4

DST4 Local-based serial ATA (SATA) disk drive interface 4

DST5 Network-based iSCSI storage 4

DST6 Network-based serial attached storage (SAS) interface 4

DST7 Cloud-based DAS storage 4

DST8 Cloud-based NAS storage 4

DST9 Cloud0based SAN storage 4

Fig. 1 Awareness level of data storage technologies
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Table 3 Disk partition techniques

CODE Awareness level

Measured item Median (N = 38)

DPT1 BIOS partition table 4

DPT2 GUID partition table (GPT) 4

DPT3 Unified extensible firmware interface (UEFI) 4

DPT4 RAID levels 5

Fig. 2 Awareness level of disk partition techniques

4.2 Awareness of Disk Partitions Techniques

As shown in Table 3, similar to DST aspects, the awareness level of DPT techniques
was found to be acceptable with all items having median of four except DPT5 which
has a median of five.

Figure 2 shows the overall awareness level for the four DPT techniques collected.

4.3 Resource Allocation of Virtual Storage

Allocation of virtualized server resources for data storage needs to be managed effi-
ciently to counter security attack because when resource allocation is not controlled,
VMs can easily be starved due to scarcity of computing resources.

It was found from the study that the resource allocation for data storage in virtual
computing is not dynamicallymanaged due to limitation on the use ofVMcalculators
and resource allocation algorithms such as FCFS, SJF, and UPGT by most adopters.
For instance, there is a high discrepancy in the allocation of virtual HDD allocated
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per VMwith ranges fromminimum storage size of 13 GB to maximum size of 64 TB
for the adopters of similar IT infrastructure and computing workloads. Discrepancy
was also noted when comparing average mean size for the allocated vHDD which is
7,065 GB in public and 2,038 GB in private sectors. Highest values of vHDD were
found in finance (banks) and telecoms (mobile) companies as shown in Table 4.

The averagemean of 16,085GB and 362GB for banks and telecoms, respectively,
is another high discrepancy found when allocating vHDDs for adopters of similar
infrastructure and computing workloads.

Figure 3 shows vHDD allocation for all adopters.
Furthermore, adopters have set maximum permissible virtual HDD that can be

allocated to any VM as a control mechanism for computing resources. Table 5 and
Fig. 4 show maximum permissible vHDD size. However, an interesting observation
from this aspect is the inconsistency between the size of the allocated vHDDs and the
maximum set permissible vHDDs size for adopters of similar services, computing
level, and workloads such as banks and telecoms. Although the average mean of

Table 4 Allocated virtual HDD (in GB) per VM

SN VT adopter Min Max Mean

1 Public 13 64000 7065

2 Private 20 9000 2038

1 Telecoms (Mobile) 700 9000 362

2 Finance/Banks 25 64000 16085

3 Education/Academia 30 30 30

4 ICT firms 13 1000 314

5 MDAs 20 400 257

Fig. 3 Virtual HDD allocation per VM (in TB) among adopters
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Table 5 Maximum permissible V-HDD size (in TB)

SN VT adopter Min Max Mean

1 Public 1 20 3

2 Private 1 128 30

1 Telecoms (mobile) 3 128 45

2 Finance/Banks 1 70 5

3 Education/Academia 2 2 2

4 ICT firms 2 5 3

5 MDAs 1 4 2

Fig. 4 Maximum permissible virtual HDD (in TB) among adopters

vHDDs allocation is considerably much higher in banks than in telecoms, the maxi-
mum set permissible vHDDs size for telecoms leads by far when compared to banks
despite having similar computing infrastructure, services, and workloads. This is a
notable ad hoc practice toward storage management.

The differences in the allocation of virtual HDDs among adopters were measured
using statistical computation of a two-way ANOVA as shown in Tables 6 and 7.

As shown in Table 7, the size of the allocated virtual HDD measured against
organization type, service organization, and their combination was found to be not
significant. This means that there is randomness in the allocation of virtual HDDs.
A clear interpretation from this result is the existence of ad hoc practices in the
allocation of virtual storage resources.
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Table 6 Allocated V-HDD (in GB) per VM by different adopters

SN Public adopters Mean Std. Dev N

1 Finance/Banks 32108.00 36826.016 4

2 Education/Academia 30.00 . 1

3 Telecoms (mobile) 700.00 0.000 3

4 MDAs 256.67 126.754 6

5 ICT firms 427.40 523.094 5

Total 7065.21 20066.125 19

Private adopters Mean Std. Dev N

1 Finance/Banks 61.75 47.444 4

2 Telecoms (mobile) 8000.00 1414.214 2

3 ICT Firms 30.00 14.142 2

Total 2038.38 3718.376 8

Public/private adopters Mean Std. Dev N

1 Finance/Banks 16084.88 29574.114 8

2 Education/Academia 30.00 . 1

3 Telecoms (mobile) 3620.00 4060.419 5

4 MDAs 256.67 126.754 6

5 ICT firms 313.86 469.099 7

Total 5575.78 16969.122 27

Table 7 Allocatedv-HDD (in GB): two-way ANOVA

Source DF Mean square F Sig.

Corrected model 7 487868598.198 2.277 0.073

Intercept 1 239160133.364 1.116 0.304

OrgType 1 310919574.749 1.451 0.243

OrgService 4 358824506.886 1.674 0.197

OrgType*OrgService 2 721489720.121 3.367 0.056

Error 19 214297271.857

Total 27

Corrected total 26

R Squared = 0.456 (Adjusted R Squared = 0.256)



390 S. Ally

4.4 Comparing DST and DPT Awareness for Public
and Private Entities

The mean ranks that resulted from a Mann–Whitney U test were used to assess the
relationship between the DST and DPT awareness level for both public and private
adopters as summarized in Tables 8 and 9.

As shown in Tables 8 and 9, it was found that private adopters have much higher
mean ranks than public adopters for all DST andDPT itemswith exceptions of DST7
and DST9 which represents cloud-based DAS and SAN storages, respectively. The
DAS storage is equally known by both public and private. On the other hand, public
entities are far more aware of SAN storage compared to private adopters.

However, the awareness differences of DST and DPT aspects between public
and private adopters are statistically not significant considering a sample size of N
= 38. When the independent variable (adopter’s type) and the dependent variable
(awareness level) are subjected for testing using a Mann–Whitney U test as shown
in Tables 10 and 11, all p-values were found to be greater than 0.05. The results of
the test are shown in Tables 10 and 11.

Table 8 Mean ranks for data
storage technologies

Item Adopter’s mean ranks

Public (31) Private (7)

DST1 18.53 23.79

DST2 18.50 23.93

DST3 18.24 25.07

DST4 17.85 26.79

DST5 18.61 23.43

DST6 17.87 26.71

DST7 19.50 19.50

DST8 19.34 20.21

DST9 19.68 18.71

Table 9 Mean ranks for disk
partitions aspects

Item Adopter’s mean ranks

Public (31) Private (7)

DPT1 18.47 24.07

DPT2 18.16 25.43

DPT3 17.97 26.29

DPT4 18.90 22.14
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Table 10 Mann–Whitney
test for data storage
technologies

Item Testing association

Mann–Whitney U Asymp. Sig. Exact Sig.

DST1 78.500 0.199 0.265

DST2 77.500 0.220 0.249

DST3 69.500 0.127 0.145

DST4 57.500 0.043 0.053

DST5 81.000 0.267 0.317

DST6 58.000 0.046 0.059

DST7 108.500 1.000 1.000

DST8 103.500 0.844 0.854

DST9 103.000 0.827 0.854

Table 11 Mann–Whitney
test for disk partition
technologies

Item Testing association

Mann–Whitney U Asymp. Sig. Exact Sig.

DPT1 76.500 0.206 0.234

DPT2 67.500 0.107 0.125

DPT3 61.000 0.063 0.076

DPT4 90.000 0.437 0.506

4.5 Discussion of the Results

On average, the results indicate a moderate awareness level for the data storage
technologies and disk partition techniques when implementing server virtualization.
However, this awareness level does not reflect their practices for managing virtual
data storage. For example, one-third of adopters cannot realize some virtualization
services such as live migration and load balancing due to their dependency on local
storage.

On the other hand, adopters whose data were stored on shared storage using
SAN and NAS devices were found to face difficulty in selecting compatible network
devices and efficient connection method that match their computing requirements,
thus affecting server performance due to increased traffic.

Another key interpretation was that adopters currently feel safe because they have
small computing workloads, but with current exponential data growth in virtualized
environment, adopters are susceptible to virtualization sprawl that may easily leave
most of the virtual machines starved due to scarcity of storage space. Additionally,
their moderate awareness level does not match their skill level, and hence a need for
adopters to build in-house capacity remains vital.
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5 Conclusions

This paper has explored organizational readiness for managing large-scale data stor-
age in virtualized environments. With current practices, adopters will find it difficult
to accommodate the exponential growth of data that need to be stored and computed
considering the rapid advancement of data storage technologies and techniques.
Adopters need to invest a lot in relevant required expertise for storage virtualization
to attain a secured and cost-effective virtualized computing infrastructure. To attain
a reliable performance for VMs and consequently circumvent a chance of one VM to
control and consume all the storage space while leaving other VMs starving, there is
a need for the adopters to have clear operational guidelines on the resource allocation
with use of virtualization calculators for efficient estimation of the required resources
while considering hardware specification.

This work can be extended to assess compatibility of storage virtualization tech-
niques for each of the widely used hypervisors.
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Classification of Forest Cover Type Using
Random Forests Algorithm

Arvind Kumar and Nishant Sinha

Abstract Natural resource planning is an important aspect for any society. Knowing
forest cover type is one of them.Multiple statistical andmachine learning approaches
are already proposed in past for classification. In the current work, publicly available
dataset of Forest Cover type (FC) from UCI repository was taken and classified for
the forest cover type, using random forests machine learning algorithm. On ten-fold
cross validation, we got accuracy of 94.6% over 70.8% accuracy of original work
presented at UCI repository. The result is also compared with existing work done
in past and it have been shown that random forests algorithm performed better than
most of existing works.

Keywords Classification · Random forests ·Machine learning · Unbalanced
data · Forest cover type

1 Introduction

To develop strategies for ecosystem, we require descriptive knowledge of available
forest lands.This descriptive information facilitates easy andperfect decision-making
process for resource planners [1]. This type of information may be either collected
by doing fieldwork manually or by doing satellite image processing, remote sensing,
Geographic Information System (GIS), predictive modeling, etc. The fieldwork is
done by human and cost intensive. Whereas predictive modeling techniques are easy
to implement and are of low cost. Again, these predictive modeling may be based
on either statistical modeling or through Machine Learning (ML) techniques [2].
In recent years, researchers have given more attention to generalized approach of
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ensemble machine learning based classification. In ensemble approaches, multiple
classifiers are designed and trained and based on voting process, their results are
combined. Random Forests (RF) are an ensemble approach of decision tree-based
classifier that utilize a improved method of bootstrapping as bagging [3, 4].

Blackard et al. [1, 5], studied and introduced Forest Cover type (FC) dataset,
which is now publicly available at University of California (UCI) Knowledge Dis-
covery in Databases (KDD) Archive [6]. They analyzed this dataset first time using a
feedforward Artificial Neural Network (ANN)model and Linear Discriminant Anal-
ysis (LDA) method based statistical model. Their artificial neural network model got
a classification accuracy of 70.58% and linear discriminant analysis model got an
accuracy of 58.38%. Multiple other researches also studied this dataset and used dif-
ferent techniques for classification and prediction of forest cover type. A summary of
various research is presented in Table4. On the same FC dataset, we use a machine
learning algorithm, named random forests algorithm, and got classification accuracy
of 94.59% in this work.

Section2 of this paper gives details about current work available in literature and
Sect. 3 gives details about dataset and formalizes the problem statement. Section4
introduced the random forests algorithm used in this research work and implemen-
tation details. Section5 gives results and Sect. 6 conclude this research work.

2 Current Work

In this work, for classification of forest cover type, we have used dataset available
on UCI website. As per data details, this dataset contains four different types of for-
est lands which are situated in the Roosevelt National Forest of northern Colorado,
United States [6]. In this proposed work, over 12 cartographic measurement of dif-
ferent parameters summarized in Table1 have been used as independent variable.
There are seven major forest land cover types found in the mentioned area. These
seven classes are considered as dependent variables in proposed work. In original
work [5], two classification approaches were presented by authors

1. A feedforward artificial neural network model.
2. A Linear Discriminant Analysis (LDA) method based statistical model.

Their ANN model got a classification accuracy (70.58%) and linear discriminant
analysis model got an accuracy of 58.38%. There are multiple approaches proposed
by researchers to classify the FC type. Table4 gives a brief of available work done
in the past. This contains authors, their algorithmic approaches, and best found clas-
sification accuracy in their work.
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Table 1 Data attribute information

Attribute name Measurement unit Attribute description

Elevation Meters Elevation

Aspect Azimuth Aspect in degrees

Slope Degrees Slope

Horizontal distance to
hydrology

Meters Horizontal distance to nearest
surface water features

Vertical distance to hydrology Meters Vertical distance to nearest
surface water features

Horizontal distance to
roadways

Meters Horizontal distance to nearest
roadway

Hill shade at 9am 0–255 (Index) Hill shade index at 9am,
summer solstice

Hill shade at noon 0–255 (index) Hill shade index at noon,
summer solstice

Hill shade at 3pm 0–255 (Index) Hill shade index at 3pm,
summer solstice

Horizontal distance to fire
points

Meters Horizontal distance to nearest
wildfire ignition points

Wilderness area (4 binary
columns)

0 (Absence) 1 (Presence) Wilderness area designation

Soil type (40 binary columns) 0 (Absence) 1 (Presence) Type of soil

Forest cover type (7 types) 1–7 Type of forest cover

3 Dataset Description

The dataset used in this work is available on UCI KDD archive [7], which is
taken from United State Forest Service (USFS) and United State Geological Sur-
vey (USGS) data. Four wilderness forest areas found in Roosevelt National Forest
of northern Colorado, United States, have been taken into consideration here. Total
12 cartographic attributes are taken as independent variables and forest cover type is
taken as dependent variable. Table1 gives a brief detail about this. The dataset con-
tains total of 581012 observation points, with 36.46, 48.76, 6.15, 0.47, 1.63, 2.99, and
3.53% data of class 1, 2, 3, 4, 5, 6, and 7, respectively. Table2 contains details about
record count. Thus, the dataset has unbalanced class distribution. Unbalanced data
classification has its own classification complexity. For example, a classifier having
good accuracy may give best prediction for majority classes but worst prediction for
minority classes. As data point for minority lasses are low, accuracy will be still high.
Therefore, a good classifier should have a balance between classification accuracy
over all classes, i.e., minority as well as majority classes [3].
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Table 2 Forest cover type class distribution

Forest type Record count Record percentage

1 Spruce Fir 211840 36.46

2 Lodgepole Pine 283301 48.76

3 Ponderosa Pine 35754 6.15

4 Cottonwood/Willow 2747 0.47

5 Aspen 9493 1.63

6 Douglas-fir 17367 2.99

7 Krummholz 20510 3.53

Total 581012 100.00

4 Random Forests

Random forests (RF) is an ensemble technique used for classification. The term came
from random decision forests that was first proposed by Tin Kam Ho of Bell Labs in
1995 [8]. In RF, we grow multiple trees as opposed to a single tree in decision tree
model. Thus, RF is an ensemble classifier that contains multiple random Decision
Trees (DT). Individual DTs classification output is taken and these values are com-
bined to generate final output of classifier. Random forests considers a small subset of
features for splitting at each classification and regression tree-like classifiers [9]. In
summary, RFs utilized the principle of stochastic modeling to construct a tree-based
classifier. In randomly selected subspace of feature space, multiple classification
decision trees are built. For a m-dimensional feature space, there are 2m possible
subspace, in which a decision tree may be created. The use of stochastic approach is
a flexible way to explore different available possibilities.

Algorithm 1 Random forests algorithm
1: From training set take K-data points randomly.
2: Construct decision trees associated to above K-data points.
3: Choose the number Ntree of trees you want to build and repeat step 1 and 2.
4: For any new data point,

a. Predict the value of Y using each of Ntree trees for the data point in consideration.
b. Assign a new data point across all the predicted Y values.
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5 Results

For predicting forest cover type, we designed a classifier based on random forests
algorithm. For its implementation, python PANDAS library is used for data process-
ing and SKLEARN is used for algorithm implementation. To evaluate the perfor-
mance of proposed work, quality measurement metrics like precision, recall, F-1
score, and accuracy are calculated [10]. There were total 581012 data points. For
performance comparison, ten-fold cross validation is done. Please refer to Table3
for classification summary. We got an accuracy of 94.6% over 70.8% accuracy of
original work. Table4 compares this result with other works done in past and avail-
able in literature. This is clear from this comparison that our results are better in
terms of classification accuracy and other metrices.

Table 3 Result summary

Class F1-score Precision Recall

1 0.95 0.94 0.95

2 0.95 0.95 0.96

3 0.94 0.93 0.95

4 0.87 0.90 0.83

5 0.82 0.93 0.74

6 0.89 0.92 0.86

7 0.95 0.97 0.93

Table 4 Forest cover type classification performance comparison

References Accuracy Approaches

De Almeida et al. [11] 80.50 Dynse K-E92 method

Krawczyk and Wozniak [12] 75.76 One-class classification model
with different incremental
learning and forgetting
procedures

Rojanavasu et al. [13] 72.90 sUpervised Classifier System
(UCS)

Narayan et al. [14] 64.32 k-dimensional tree with
Repeated Bisection technique

Prudhomme and Lallich [15] 67.80 Kohonen Opt technique with
normalization of the attributes

Garcke and Griebel [16] 70.30 sparse grid

Castro et al. [17] 76.00 Fuzzy ARTMAP (FAM) with
data partitioning in regions

Oza [18] 77.87 Bagging with multilayer
perceptrons

(continued)
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Table 4 (continued)

References Accuracy Approaches

Secretan et al. [7] 79.28 No Matchtracking Fuzzy
ARTMAP

Pal and Mitra [19] 67.01 Rough-fuzzy algorithm

Liu et al. [20] 88.00 k-NN classification with IOC
algorithm

Koggalage and Halgamuge
[21]

89.72 Support vector machine
classifier, classification for
class 1, 2 and 5 only

Liu et al. [22] 90.00 Decision tree classifier

Mitra et al. [23] 67.75 k-NN Algorithm

Yang and Webb [24] 68.60 Naïve Bayes with nondisjoint
discretization method

Demiriz et al. [25] 74.75 AdaBoost

Frank et al. [26] 82.50 Loglikelihood pruning

Furnkranz [27] 66.80 R3

Lazarevic and Obradovic [28] 71.00 Progressive sampling
technique with a boosting
algorithm

Lazarevic and Obradovic [29] 73.20 Distributed boosting technique

Kaburlasos and Petridis [30] 70.00 Backpropagation

Blackard [1] 70.58 Artificial neural network

Proposed Work 94.60 Random forests algorithm

6 Conclusion

In this paper, Forest Cover type (FC) data from UCI Knowledge Discovery in
Databases Archive is taken to train and predict forest cover type. To design classifier,
random forests machine learning algorithm is used. The complete suite is imple-
mented in Python. To evaluate proposed work performance, we calculated different
quality measurement metrices. On ten-fold cross validation, we got an accuracy of
94.6% over 70.8% accuracy of original work. In Table4, result is also compared with
other works done in past, which show that RF performed better than most of existing
works.

Acknowledgements The authors would like to thank Mr. Tejalal Choudhary for the helpful dis-
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Impact of Noisy Labels in Learning
Techniques: A Survey

Nitika Nigam, Tanima Dutta and Hari Prabhat Gupta

Abstract Noisy data is the main issue in classification. The possible sources of
noise label can be insufficient availability of information or encoding/communication
problems, or data entry error by experts/nonexperts, etc., which can deteriorate the
model’s performance and accuracy. However, in a real-world dataset, like Flickr,
the likelihood of containing the noisy label is high. Initially, few methods such as
identification, correcting, and elimination of noisy data was used to enhance the
performance. Various machine learning algorithms are used to diminish the noisy
environment, but in the recent studies, deep learning models are resolving this issue.
In this survey, a brief introduction about the solution for the noisy label is provided.

Keywords Noisy labels · Deep learning approach · Non-deep learning approach

1 Introduction

Deep learning is one of the latest emerging areas of machine learning which enables
computer to learn from the experience [12]. In general, the deep learning model
imitates theworkingof humanbrain to process the data for decision-making.The term
learning refers to be an iterative process which helps to enhance the knowledge gain.
So, the capability of good decision-making depends upon the datasets. The dataset
is the collection of real-world data which is used in deep learning model. It is further
classified into two parts: training dataset and test dataset [12]. The training dataset is
used in learning process of model for classification of new samples. Therefore, the
noiseless dataset is an essential requirement for training model. But, the analysis of
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real-world applications always produces a large set of values that will not inevitably
have truth values, known as noisy data. The “Noisy data” referred as mislabeled data
was discovered in 1980s, a [1, 27] and yet the research is also active in current years
[13, 37]. The presence of noise in the dataset obscured the relationship between the
features of an object and its class [14]. This will increase the complexity problem in
classification of dataset.

Noise is categorized into an attribute (feature) noise and class noise [44]. The
modification in observed values are known as feature noise and mislabelling of a
class in the observed labels allocated to an instance are known as class noise [44].
In [30], the non-systematic errors are referred to as noise, in which the values of
attributes, class attributes, or both have been altered. Some authors [37] categorizes
the noise into two parts: symmetric and asymmetric noise. The noise due to uniform
distribution are known as symmetric noise and asymmetric noise occur due to fixed-
rule flipping [37].

The class noise is said to be a label noise if observed labels are polluted, i.e.,
incorrectly labeled [9]. The root of label noise involves data entry error by a spe-
cialist or annotators, inadequate availability of resources or knowledge provided to
tag a label for a particular object, inter-experts advice on the identical article, or
low-budget nonexperts are employed for labeling the data [6]. In [9], the commu-
nication and encoding of data are reported to be mislabeled noisy data, in the real-
world applications, approximately 5% of encoding and communication fault refers to
noise [28]. The existence of noise in the dataset leads to degradation of performance
[26, 42] in classification models. This paper focuses on label noise which is a subset
of class noise. The essential demand is to learn from the accurate data as the noisy
data are the mislabeled data which furnish the wrong information. Thus, the accurate
prediction depends on the learning of a machine with the trustworthiness of labeled
data. But, the probability of getting noiseless data is inadequate in case of real-world
applications, e.g., Flickr provides the image dataset but mostly consist of the noisy
labeled dataset as the data has been indicated by humans.

The main contribution of this paper are summarized as follows:

– We review about the noisy data and their effect in classification problems.
– This paper also focuses on the various approaches to resolve the aforementioned
problem.

The rest of the paper is organized as follows. The next section describes about
the noise, its source, and consequence of noisy labels. Section3 is the related work,
classified into a deep learning approach and non-deep learning approach to resolve
the problem of classification with corrupted labels. We conclude the paper in Sect. 4.

2 Noisy Labels: Definition, Source, and Consequences

Noise is an irregular patterns present in the dataset but is not a part of real data. In
[14], noise is defined as the ambiguous relation between the features and its class.
The ubiquity of noise in the data may alter the essential characteristic of an object.



Impact of Noisy Labels in Learning Techniques: A Survey 405

Due to this, the performance of classification may degrade [14]. There are challenges
due to noise which may affect the intrinsic properties in classification problemwhich
are discussed as follows:

– It may create small clusters of data points of a particular class in the area of domain
which belongs to the different class.

– It eliminates instances located in key areas within an appropriate class.
– It also disrupts the boundary of the classes and increases overlapping among them.

The noise is classified into attribute noise and class noise, which are described as
follows [38, 44]:

– The class noise occurs due to misclassification and inconsistent examples. The
source of class noise also includes contradictory examples and mislabelling of an
instance. In general, it occurs on the boundaries of classeswhere the characteristics
similarity between the datapoints is maximum.

– Attribute noise incorporates unavailable values, error in values, and incomplete
information.An alteration in the values of attributes of an instance are also referred
as attribute noise.
Attribute noise are more harmful than class noise because erroneous attribute
values is uncertain and random.

A lot of work had been done in the field of removing the class noise which results in
improving the classification accuracy. The difficult task is to remove attribute noise
which is still in research. The class labels are intentionally corrupted by an adversary,
which are known as noisy labels [3].

The source of noise are also relevant which are discussed as follows [9]:

– Distribution.
– Data entry error.
– Inefficient data description to tag a class of a instance.
– Subjective error.
– Data communication and encoding problem.
– Nonexperts decision-making.
– Instances of overlapping near boundary.
– Biological artifacts.

The presence of noise is a key issue in the real-world dataset and has many
drawbacks. The consequences of label noise are given by

– Decrement in the performance of classification [21]. Some authors have shown
experimentally that noisy label leads to degradation in performance [26, 42].

– The complexity of learned models is increased, for instance, the increment in the
number of nodes of decision trees [9].

– The examined instances of the possible classes can be changed [9].
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3 Approaches Used to Resolve Noisy Data

The problem of learning with noisy labels is a serious issue in any classification
model. There are following sources such as Mechanical Turk or any crowdsourcing
platform, i.e., Google and Microsoft for obtaining large dataset, but the possibility
of noise in the dataset is very high. Numerous non-deep learning and deep learning
approaches have been proposed to resolve this problem in various applications. Here
is a concise explanation of the related work below and in Table1, summary of some
methods are shown.

3.1 Non-deep Learning Approach

Some non-deep learning strategies have been proposed to deal with noisy label
dataset. These are statistical methods to reduce the noise and enhance the perfor-
mance.

In 1999, the identification of mislabeled noise was proposed for a small dataset.
The author applied ensemble classifiers such as decision tree, linear classifier, and
k-nearest neighbor (KNN) in addition with majority and consensus filtering scheme
[6, 18, 39]. Majority and non-objection are the two threshold systems for classifica-
tion of noise. After identification and correction of noisy labels, the uncomplicated
approach is to eliminate the noise, here in [45], mislabeled data is first recognized
and then eliminated from the large dataset. The error count variables are used to
compute the noisy label instances, and the higher probability occurrence tagged as
the noisy data. Another method was proposed for correcting the mislabeled data [38]
by comparing the polished (clean) dataset with the noisy dataset.

Bagging and boosting are the two strategies for the detection of noisy data in
which weights are assigned to the training sample. The weights are updated on
each turn which are labeled as noisy labels if the count value exceeded a threshold
value [10, 11, 43]. Ada-boosting algorithm is used for identification and detection of
noise by comparison with the clean dataset for only binary classes and in [4], robust
boosting algorithm is integrated with Adaboost for identification of mislabeled data.
A ranking-based method is also used for the detection of noise. An ensemble-based
ranking method is recommended in [34], noisy instances are ranked based on the
occurence of inaccurate predictions done by a learner.

Some research also concentrates on the relabeling of noisy data, which helps in
eliminating the noisy data from crowdsourcing or any website. In [20], the author
proposed a non-deep learning approach that attempts relabeling of noisy labels and
on each round, the noisy labels, as well as predictors, are updated. There is some
probabilistic modeling based method which was provided by [31] for supervised
learning to determine the problem generated by multiple experts data. In this, the
noisy labels are removed by majority votes. The same concept is extended by [41]
for the multi-annotators problem through supervised and semi-supervised learning.
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Table 1 Summary of methods for noisy labels

Statistical method Deep learning method

Surrogate loss Majority and
nonobjective methods
[39]

Robust loss function 1. Defense mechanism
for various
architecture [40]

2. Noisy level
reweight [19]

Bagging and Boosting Data Cleaning Method
[17, 36]

3. Cross-entropy
loss [16]

Data tolerant Method
[4, 7, 29]

4. Global ratio [15]

5. Bootstrap function
[32]

Probabilistic method Cluster based
approach [5]

Modeling the latent
labels

1. Parallel classifier

Noise rate estimation
method

Noise elimination
approach [14]

The additional work done was that a model was proposed to learn from unlabeled
data in the semi-supervised environment as well as to handle missing annotators.

Some approaches are based on noise rate estimation which is shown in [24].
The author applied class probability estimator to learn from altered binary labels by
utilizing the order-statistics on a predicted array of numbers.

3.2 Deep Learning Approach

Different techniques have been proposed to deal with noisy labels in various appli-
cations using machine learning models. In recent years, the deep learning model
overshadows the previous techniques. Noisy data problem is resolved by using deep
learning techniques. It is classified into two methods which is robust loss function
and modeling the latent labels. In [2], CNN deep learning model has been used for
image classification, in which an auxiliary image regularization procedure is used
to depreciate the noisy data. Bootstrapping and importance re-weighting [22, 32]
are the techniques to resolve the dilemma of statistical outliers, i.e., random clas-
sification noise. The bootstrapping [32] method was given by Yarowsky in 1995,
is a self-learning method which helped in handling subjective as well as unlabeled
images. Re-weighting is another technique which is used to alleviate the problem
to depreciate the noisy labels [22]. The information is acquired from a small clean
dataset and with the help of knowledge graph, noisy labels have been updated.

Themethod to protect from acquiring the noisy labeled dataset by deep neural net-
work, defense mechanisms (adversarial attack and distillation) have been proposed.
In [40], the author introduced multiple defense mechanisms to protect the deep
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architecture from learning the noisy data by using robust loss function for adver-
sarial attacks besides using cross-entropy softmax loss function. Above literature is
based on robust loss function to diminish the effect of noise.

Some work has been done in the field of modeling the latent labels to guide the
classifiers accurately. It also helps in establishing a change for adaption from latent
labels to noisy labels. The first work was performed for random and symmetric
noise in which [25] proposed a latent model for aerial images. This approach was
extended for different noise, in [35] used the convolutional neural network to train on
the small and large noisy dataset. Two models have been proposed to minimize the
noisy data which significantly improves the performance. In [8], two-step strategy is
used to train the convolutional neural network. In the first step, the simpleweb images
have been taken from Google image search which is learned by CNN’s to grab the
knowledge. Further, in the following step, Flickr images are used to train, but it is
challenging to train CNN’s with noisy data. Thus, the refining method has been done
before providing as input to CNN. The refining method is based on the similarity
relationship graph; if there is an existence of error, then it is back-propagated through
graph so as to get the accurate classification.

Somemethods are based on electing the samples tomark noisy labels, for example,
in [23], decoupling method is used which maintains two predictors. The updation of
predictors is dependent upon disagreement samples. But, this approach is dependent
upon selecting sample and bias selected sample may lead to an error. Co-teaching
method is given by [13], in which two distinct deep neural networks (DNN) have
been trained concurrently, and in every mini batch dataset, they teach each other. The
updation policy for a noisy label is the same as [23], i.e., on disagreement noisy data
is updated. There is a probabilistic approach to eliminate the noisy data using deep
learning, in [33], an algorithm has been stated which cleans the noisy labels on the
postulate of majority voting method.

In [37], an unsupervised method is used to determine the best stop time before
learning the noisy data. This method is known as limited gradient descent (LGD)
which is applied to both symmetric and noisy asymmetric labels. A reverse sample
is created from a given dataset which is different from the main pattern; the analysis
significantly determines that only large scaled clean patterns are to be learned.

4 Conclusion

The presence of noise in data is a common problem that produces several negative
consequences in classification problems. This survey summarized that the noisy data
is a complex problem and harder to provide an accurate solution. In general, the data
of real-world application is the key source of noisy data. There are two approaches
to handle noisy labels. In the deep learning approach, different architectures are
implemented for the elimination of noisy labels. The method of elimination of noisy
labels in deep learning approach is further classified into a robust loss function and
modeling latent variable. The statistical-based methods have been discussed in the
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non-deep learning approach in which mostly algorithms were based on majority
voting mechanism, bagging and boosting method, noise rate estimation, and the
probabilistic method.

All these approaches improve the performance but can’t eliminate the noisy labels
completely. In recent work, limited gradient descentmethod has been used for getting
the best stop timebefore learning the noisy labelswithout eliminating the noisy labels.
The work on symmetric noise and asymmetric noise has been ignored. In future, the
scope of work could be done in the above field.
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34. Sluban, B., Gamberger, D., & Lavrač, N. (2014). Ensemble-based noise detection: Noise rank-

ing and visual performance evaluation. Data Mining and Knowledge Discovery, 28(2), 265–
303.

35. Sukhbaatar, S., Bruna, J., Paluri, M., Bourdev, L., Fergus, R. (2014). Training convolutional
networks with noisy labels. arXiv:14062080.

36. Sun, J. W., Zhao, F. Y., Wang, C. J., Chen, S. F. (2007). Identifying and correcting mislabeled
training instances. InFutureGenerationCommunication andNetworking (FGCN2007) (Vol. 1,
pp. 244–250), IEEE.

37. Sun, Y., Xu, Y., et al. (2018). Limited gradient descent: Learning with noisy labels.
arXiv:181108117.

38. Teng, C. M. (1999). Correcting noisy data. In ICML, Citeseer (pp. 239–248)
39. Verbaeten, S., Van Assche, A. (2003). Ensemble methods for noise elimination in classification

problems. In International Workshop on Multiple Classifier Systems (pp. 317–325). Springer.
40. Vu,T.K., Tran,Q.L. (2018).Robust loss functions:Defensemechanisms for deep architectures.

In: 2018 10th International Conference on Knowledge and Systems Engineering (KSE) (pp.
163–168). IEEE.

41. Yan, Y., Rosales, R., Fung, G., Subramanian, R., & Dy, J. (2014). Learning from multiple
annotators with varying expertise.Machine Learning, 95(3), 291–327. https://doi.org/10.1007/
s10994-013-5412-1.

http://proceedings.mlr.press/v37/menon15.html
http://arxiv.org/abs/14126596
http://arxiv.org/abs/14062080
http://arxiv.org/abs/181108117
https://doi.org/10.1007/s10994-013-5412-1
https://doi.org/10.1007/s10994-013-5412-1


Impact of Noisy Labels in Learning Techniques: A Survey 411

42. Yao, J., Wang, J., Tsang, I. W., Zhang, Y., Sun, J., Zhang, C., et al. (2019). Deep learning from
noisy image labels with quality embedding. IEEE Transactions on Image Processing, 28(4),
1909–1922.

43. Zhong, S., Tang, W., & Khoshgoftaar, T. M. (2005). Boosted noise filters for identifying mis-
labeled data. Department of Computer Science and engineering, Florida Atlantic University.

44. Zhu, X., Wu, X. (2004). Class noise vs. attribute noise: A quantitative study. Artificial Intelli-
gence Review, 22(3), 177–210.

45. Zhu, X., Wu, X., Chen, Q. (2003). Eliminating class noise in large datasets. In Proceedings of
the 20th International Conference on Machine Learning (ICML-03) (pp. 920–927)



Performance Analysis of Schema Design
Approaches for Migration from RDBMS
to NoSQL Databases

Basant Namdeo and Ugrasen Suman

Abstract State-of-the-art database paradigm allows data to generate from different
types of devices but these data have no fixed format according to RDBMS structure.
Due to industrial need for business expansion, these data need to be restructured into
effective database. Therefore, there is a need for migrating existing data into new
database technology such as NoSQL which can efficiently handle them. NoSQL is
a group of technologies, which does not follow the concept of relational database.
NoSQL stores information in different types of data model such as column oriented,
document oriented, or graph based. Thesemodels have their ownway of storing infor-
mation and schema design. Various research works have been performed in finding
appropriate schema design for migration of data from relational model to NoSQL.
In this paper, we have performed performance analysis of different database schema
design for migration from RDBMS to NoSQL databases. The selected replication
schema design provides better performance in execution time.

Keywords Database migration · Schema design · NoSQL · RDBMS

1 Introduction

Database schema design provides the way to the application and database devel-
oper to efficiently interact with database. A proper data model or database schema
is important for efficient working of software application. As the data is growing
exponentially, new database technology has emerged and business needs have been
changed. With increasing growth of data, legacy database systems such as RDBMS
have failed to fulfill customer expectations. Data is growing rapidly in each instance
of time and users of that data expect reading data as fast as possible. On the other
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hand, RDBMS has some restrictions on storing large amount of data in clusters of
computer because of their ACID nature. RDBMS follows the relationmodel in which
data is stored in tables, and these tables are linked together by foreign key and ref-
erential key. When user wants to read information that is stored in multiple tables,
they have to join the tables in SQL.

Joins are the most common part available in SQL for availing information from
multiple tables, but joins are not supported in most of the NoSQL databases. Exe-
cuting joins are slow in nature. But NoSQL technology relaxes ACID properties,
and works on BASE (Basically Available, Soft state and Eventually consistence)
model [1]. NoSQL stores related information (i.e., linked table data) in one place
and these can be retrieved as a whole and can be stored as a whole in one place. As
a result, schema design plays an important role in NoSQL to retrieve and store the
information efficiently. RDBMS is popularly used in designing effective databases.
On the other hand, NoSQL provides flexibility in database design as compared to
RDBMS. Existing companies are moving toward NoSQL technology from RDBMS
to gain the advantages of NoSQL.

NoSQL is an umbrella term, which is used for a group of non-relational database
management systems [2]. Some of the NoSQL software supports SQL or SQL like
query languages. It provides good horizontal scalability for storing and retrieving
information. NoSQL databases can be broadly categorized into document model,
graph model, and columnar data model [3]. In document model, data is stored in
a collection of documents. Each document typically uses a BSON (Binary JSON-
binary-encoded serialization of JSON-like documents) structure for storing informa-
tion in document. MongoDB and CouchDB use document model. In graph model,
data is stored in graph structure, which has nodes and edges [4]. Neo4j and Giraph
use this model. In columnar data model, key–value are grouped in column family.
Each column family may have different number of key–value pairs. Software such
as Cassandra, hbase, etc. uses columnar model.

In this paper, wemainly focus on performance analysis of different schema design
approaches for migration fromRDBMS toNoSQL databases. The paper is organized
as follows. Section 2 presents the literature survey on various approaches for RDBMS
to NoSQL schema design in document, columnar, and graph databases. Section 3
provides various schema design approaches in NoSQL. Experimental analysis is
performed for different schema design approaches of NoSQL in Sect. 4. Finally, the
conclusion of this paper is presented in Sect. 5.

2 Approaches for RDBMS to NoSQL Schema Design

There are three approaches for migration from RDBMS to NoSQL schema design,
namely, relational to columnar, relational to document, and relational to graph
database. These approaches are discussed in the following subsections.



Performance Analysis of Schema Design Approaches for Migration … 415

2.1 Relational to Columnar

Columnar database uses the concept of wide table, in which at the time of table
creation only column families are defined. Later, when data is stored in the table, each
column family can have different number of column name–value pairs. In this, each
row of table may have different number of column–value pairs in a single column
family. The difficulty with RDBMS to NoSQL, especially columnar database, is
finding or identifying column families, and which information is stored in which
column family.

A workload-driven approach is developed to create schema design for columnar
data stores [5, 6]. The NoSE (NoSQL Schema Evaluator) uses conceptual schema of
database and workload as SQL queries (which we frequently executed on RDBMS)
as input. They have used Binary Integer Program (BIP) method for availing the
optimized database schema. In this approach, workload must be given prior to NoSE
system, and if workload is not properly estimated then column families will not
be created properly. An algorithm is proposed for finding the row-key for a table in
columnar database [7, 8]. Row-key is important in table because it uniquely identifies
a row in table, and in columnar database it is a combination of all the columns of
related tables of RDBMS. In this approach, same table is referenced by more than
one table which causes duplication of data. Also, during data updation we have to
update same information in more than one places.

Li presented a heuristic-based approach for transforming relational data model
to NoSQL, specifically wide column data model [9]. Several rules are formulated
for various tasks, such as what should be column family, how foreign keys should
be handled, etc., for converting relational table into HBase table [10]. Zhao et al.
propose a method for handling multiple nested tables in HBase [11]. However, this
handles the multiple nested tables, but it stores nested table’s information in more
than one location, and this paper does not address the 1-m relation between multiple
nested tables.

Vajk et al. propose an algorithm for denormalizing relational tables, by which
related tables can be grouped into one new table. They provide some possible
schema of database, and later finds cost-optimal schema among them, which will be
imported in column-oriented database Table [12]. Yangua et al. propose some rule for
transforming a multidimensional conceptual model into two NoSQL ones, column-
oriented and document-oriented models [13]. They have performed a comparative
study between both the NoSQL database models.

Above literature survey of relational to columnar database reveals that there are
various ways of schema design in columnar database. Main focus of various authors
is finding columns of relational database tables, which can be grouped to form the
column family.
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2.2 Relational to Document Store

Document-oriented databases store the information in collection of documents. Here,
RDBMS table can be viewed as a collection, and row of table is viewed as docu-
ment. But, as RDBMS table has fixed column design, this model relaxes it. Different
documents have different number of key–value pairs. It stores the related informa-
tion as sub-documents. The problem with RDBMS to NoSQL, especially document
database, is finding or identifying which group of information will be stored as
sub-document or as a separate document.

An algorithm is proposed for converting relational tables into MongoDB [14].
They have designed some rules in an algorithmic format for converting one-to-one,
one-to-many, and many-to-many relation of entity relationship model into document
database. They definewhich tables will be treated as individual document, whichwill
be treated as embedded document, etc. Karnitis et al. provide solution for schema
design of document-oriented database [15]. According to their work, first they find
the meta-model of RDBMS, and then they apply depth-first search and breadth-first
search based algorithms for finding a path from root table to other related tables.
This path is used for creating document template of root table. They classify each
table in RDBMS into four subclasses, namely, simple entity, complex entity, N:N
link, and codifier. According to their subclass, they define table as separate document
or sub-document of parent document. This works good, but this algorithm adds too
many weakly related tables in root node, or say, in main document, and this also
required database expert intervention for refining database schema.

Zhao et al. also proposed a schema conversion model from RDBMS to NoSQL
[16]. They store relational schema information as a graph model, and then convert
this graph into documents model. They give some rules for converting tables, which
have relationship like vertical (A references B, B references C, and so on) and hor-
izontal (A references B1, B2, Bn) extensions. Yoo et al. give solution for storage
problem in schema design in NoSQL by column-level denormalization [17]. Gener-
ally, when transformation of data from RDBMS to NoSQL is performed, table-level
denormalization is considered, but they suggested only non-primary-foreign-key col-
umn information will be duplicated in documents of NoSQL. For deriving of NoSQL
schema, we must have sql query as input or workload, but later if the design of sql
query is changed then this column-level denormalization processmust be done again,
and so NoSQL database schema will be changed.

Above literature survey of relational to document database reveals that there are
various ways of schema design in document database. Main focus of various authors
is finding column’s or related table’s data of relational database tables, which can be
grouped to form the sub-documents of main documents.
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2.3 Relational to Graph Database

Graph database uses the graph model for storing the information. It uses vertex or
node for storing data, and edges for making relation between nodes. Edges can also
store information. A row of a table of RDBMS becomes the node. Relationship,
which is defined by foreign key in relational database, becomes the edges of graph,
and table name becomes label name. Each node stores the information by means of
key–value pair, andmay have different number of key–value pairs for different nodes
of same label name. Following paragraph describes various approaches followed by
various research groups for converting relational database to graph database.

In a simplest way, relational database can be transformed into graph database by
simply converting each tuple of a table into node, grouping set of node by label name
just like table name groups set of tuples. Foreign keys between tables are transformed
into edges of graph, which are connecting two nodes [18]. Park et al. proposed 3NF
equivalent graph 3EG transformation. They used relational database, which is in 3NF
as an input, and give four rules for converting relational database table into graph
database [19]. By taking 3NF database as input, all the nodes in graph database have
only those keys as a property, which are completely dependent on node’s primary key.
Virgilio et al. also proposed an algorithm for converting relational to graph database
[20]. They aggregate key–values of more than one row in one node, so that when user
needs related information, they can get it from visiting only one node. They define
some rules for various cases for grouping different row’s information in one node.
They created group of full schema path, which goes from source node to destination
node, and then find which node’s information will be duplicated in which node.

Above literature survey of relational to graph database reveals that there are vari-
ous ways of schema design in graph database.Main focus of various authors is to find
columns of relational database tables, which can be grouped to form the key–values
of single node, and which key–values can be sub-grouped into a single node and
finds the relationship of nodes.

3 Schema Design Approaches in NoSQL

There are various approaches available for schema design for migration from rela-
tional database to NoSQL databases. NoSQL database approaches have different
nature with respect to various data models [12, 16–18, 20]. The data models such as
one to one (table mapping), all to one, and selected replication are compared with
respect to various NoSQL databases, which are presented in Table 1.

These data models are implemented on various NoSQL databases to measure the
performance of each data model.
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Table 1 Various approaches for schema design in NoSQL

S. No. Data model NoSQL database

Document oriented Column oriented Graph based

1. One to One
(table mapping)

Directly maps
relation table into
collection

Directly maps
relational table into
column-oriented
table

Directly maps
tuple of relational
table into a node of
graph database,
and each node has
only that
key–value pair,
which are in a tuple
of relational table.
Here key means
column name of
tuple, and makes a
relation between
nodes by an edge

2. All to one Create a single
collection, which
has different nested
documents for
each related table
or linked table of
relation table

Create a
column-oriented
table, which has
different column
families for each
related table or
linked table of
relational database

Create a single
node, which has all
other related
node’s information
in it as key–value
pair

3. Selected
replication

Duplicate only
those key–value
pair as nested
document, which
are relevant, and
required for faster
query processing

Duplicate only that
information
(key–value) of
other table, which
are relevant, and
required for faster
query processing
in columnar table

Duplicate related
key–value pair of
one node into other
node by examining
foreign key in
relational tables

4 Experiment Analysis

In order to analyze the performance of above schema design approaches, we have
implemented them in various NoSQL databases. We have used MongoDB for doc-
ument database, Apache Cassandra for column family, and Neo4 J database for a
graph database. We have considered our department’s result database as a relational
database to migrate it in different database schema of NoSQL database. The different
query operations are performed in order to find the suitability of schema design in
NoSQL database. The select, insert, update, and delete query are executed on each
of the schemas. These queries are executed in mongo-shell for MongoDB database,
cql shell for Cassandra database, and cipher-shell for Neo4j database. The relational
database tables are shown in Table 2.
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Table 2 Relational tables for result database

Table name Table columns

StudMast stu_no int, stu_rollno varchar(50), stu_title varchar(10), stu_name varchar(100),
stu_sex varchar(1), marital_status varchar(1), nationality varchar(20),
fat_hus_name varchar(50), mother_name varchar(50),join_dt datetime,course_cd
int,branch_cd int, unv_enroll_no varchar(20),stu_active varchar(1),cur_termno
int, result_scheme varchar(5)

STabulat stab_id int primary key,mtab_id int,sub_srno int, sub_cd varchar(10), int_obt int,
int_res text, ext_obt int,ext_res text,trans_score float, sub_grade text,sub_gradep
int,score_carry text,repeat_main text

MTabulat mtab_id int, sess_id int,sch_ctrlno int,stu_no int,stu_stat text,attempt_no
int,obt_gradp int,tot_credit int,sem_gpa float,cum_gpa float, stu_pcnt
float,stu_division text,gn_entry_flag text,tab_complete text,valid_credit int

SchemMst course_cd int, branch_cd int, term_no int, sch_year int,sch_ctrlno int, sch_name
text, sch_dtl text, sch_active text

SessInfo sess_id int, primary key,sess_name text,sess_active text, prev_sess int

SubjMast sub_cd varchar(10),sub_name varchar(100), sub_type varchar(1), sub_credit int,
sub_total int, int_total int, ext_total int

ExamMark sess_id int, sch_ctrlno int,stu_no int, sub_cd varchar(10), int_obt int,ext_obt int

In these tables, we have created three database models, as shown in Fig. 1 for
one-to-one table mapping, in which we have created a single document or a table
(column family) or a node for its corresponding relational table. Figure 2 explains
all-to-one table model, in which all linked related tables of relational database are
grouped together in single document (Mongodb) or in single big column family
(Cassandra), such as StudMast document contains MTabulat data and MTabulat
document contains STabulat, SessInfo, etc. Figure 3 explains the concept of selected
replication data model, in which only selected data are ground in single document

 Relational Table NoSQL Collection

StudMast

SubjMast

SchemMst

MTabulat

STabulat

StudMast

SubjMast

SchemMst

MTabulat

STabulat

Fig. 1 One-to-one table mapping model



420 B. Namdeo and U. Suman

StudMast

Mtabulat:{ Mtab_id,

Stabulat: { Stab_Id
       ….

SessInfo: { Sess_id

ExamMarks {
   int_obt, ext_obt….

SchemMst:{ sch_ctrlno,...

Fig. 2 All-to-one table mapping model

StudMast

SemDetail:{
       Selected Data of Mtabulat and SchemMst Data

Subject_Result: { Selected Data of 
Stabulat, SessInfo,SubjMast, ExamMarks 
Table
       ….

SessInfo: { Sess_id

SchemMst:{
sch_ctrlno,...

SubjMast:{ Sub_CD,...

Fig. 3 Selected replication model
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Table 3 Select query information

S. No. Query details

1. Find all girls who have SGPA > 8

2. Find Max of SGPA with Student Details and scheme name in each scheme

3. Find a particular student record by its roll no

4. Find all fail student in a particular scheme

5. Find all students master data who are enrolled in a particular scheme

Fig. 4 Comparison for
select query

(Mongodb) or in single column family (Cassandra) or in single node (Neo4j). In this
model, other information may be replicated in separate tables or in separate entities,
such as SessInfo, SubjMast and data is also stored in separate table as well as some
data is stored in StudMast document under SemDetail sub-document.

We have used select, insert, update, and delete queries, and executed on different
NoSQL databases, which have same data values as in relational database. In the
subsequent subsections, we are showing the result and performance of them.

4.1 Select Query

The performance of select query is analyzed on different data models of various
databases by executing various fundamental select queries on it. These queries are
explained in Table 3. The select sample queries for each data model and each NoSQL
database-wise query for finding a particular student’s record by its roll number are
executed. Figure 4 shows time spent in executing bunch of all five select queries on
each system.

4.2 Insert Query

Wehave analyzed the performance of insert query on different datamodels of various
databases by executing various fundamental insert queries on each model of each
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Fig. 5 Comparison for
insert query

Fig. 6 Comparison for
update query

database. We have inserted sample data, such as student master entry in StudMast
table and examination marks in ExamMark table, in each data model. Figure 5 shows
time spent in executing bunch of insert queries on each system.

4.3 Update Query

The performance of update query is analyzed on different data models of various
databases by executing various fundamental update queries on each model of each
database. We have updated sample data in each data model. Figure 6 shows time
spent in executing various update queries in various databases. We also used spark
for updating nested data. In spark, we first extract the nested data in some temporary
variables and then update it accordingly, and then add/insert it into original Cassandra
data table.

4.4 Delete Query

Wehave analyzed the performance of delete query on different datamodels of various
databases by executing various fundamental delete queries on each model of each
database. We deleted sample data in each data model. Figure 7 shows time spent in
executing various delete queries in various databases.

On analyzing the performance of select, insert, update, and delete queries on
various databases of NoSQL, it is observed that selected replication data model
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Fig. 7 Comparison for
delete query

is better than one-to-one and one-to-all data model. Selected replication faces the
difficulties for finding the information such as which columns of relational tables
have to be duplicated into other NoSQL entity.

5 Conclusion

In this paper, performance analysis of various data models, that is, one to one, all
to one, and selected replication of NoSQL database, is performed. A departmen-
tal university database is considered for the performance analysis. Experimental
result shows that NoSQL databases perform better in those schema, where we have
denormalized relational tables and grouped related information into single document
(document-based database) or single big table (columnar database) or node (graph
database). Also, it is observed that the selected replication consumes less time as
compared to other two schema models in NoSQL databases, i.e., MongoDB, Cas-
sandra, and Neo4j.
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A Time Delay Neural Network Acoustic
Modeling for Hindi Speech Recognition

Ankit Kumar and R. K. Aggarwal

Abstract Automatic Speech Recognition (ASR) systems have become more pop-
ular recently for low resource languages. India has 22 official language and more
than two thousands other regional languages, the majority have low resources. The
standard resources are also limited for the Hindi language. In this paper, the imple-
mentation of continuous Hindi ASR system has been done using Time Delay Neural
Network (TDNN) based acoustic modeling significantly improves the performance
of baseline Gaussian Mixture Model-Hidden Markov Model (GMM-HMM) based
HindiASRsystemup to11%.Further improvement of 3%and2%havebeen recorded
by applying i-vector adaptation, interpolated language modeling in this work.

Keywords Automatic speech recognition · Acoustic modeling · TDNN ·
Language modeling

1 Introduction

People can Speak their native language very naturally and effortlessly, which can be
processed with immense pace and easiness. Speech recognition can be employed in
many areas and problems to prove their superiority as an important component of
computer interface. Automatic speech recognition is the procedure of parameteri-
zation of speech signal at front-end and likelihood estimation at back-end [1]. With
the advancement of technology, ASR becomes a more challenging issue because
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of the large-scale real-world applications acoustic environment is much difficult or
different than in the past [2].

Acoustic modeling is the key component of any ASR system. The Development
of the ASR system for the real-world task was made possible with expectation max-
imization (EM) algorithm along with the generative method such as GMM-HMM
[3]. The Accuracy of GMM-HMM system can further be improved by discrimina-
tive training and augmenting the feature (e.g. MFCC) tandem or bottleneck features
generated using Neural Network (NN) [4, 5]. Artificial Neural Network (ANN) has
the potential to learn and build models for overcoming the inefficiency of GMM [3].
TDNN has been proposed as an alternative of conventional HMM and GMM-HMM
[3], subspace GMM [6], Deep Neural Networks (DNN) [7–9], convolutional NN
[9–12], RNN [13, 14] and mattar of deep investigation. To solve the Hindi ASR
problem, we investigate the TDNN based acoustic modeling in this work.

Deep learning and Recurrent Neural Network (RNN) have fueled language mod-
eling research in the past few years. Simplermodels, such as n-grams, only use a short
history of previous words to predict the next word, they are still a key component to
high quality and low perplexity language models [15]. In this work, n-gram language
modeling has been used. To train the language model, we have used SRILM [16]
toolkit. The interpolation of two different n-gram language model is also done and
evaluated on Hindi ASR system.

This paper is organized as follow: Section2 covers the details of the major part of
the ASR system, Sect. 3 describes the Hindi dataset used in this work, Sect. 4 reports
the results and Sect. 5 concludes the work.

2 System Description

ASR is a practice of converting input speech waveform to word sequence as accurate
and efficient as possible. ASR is a very complex problem in which ASR system
has to find the most appropriate word sequence W ∗ associated with a given acoustic
observation sequenceO . This problemcanbe formulatedby theBayesian framework.

W ∗ = argmaxwP(
W

O
) (1)

Using Baye’s formula, representation of above equation:

P(W |O) = P(O|W )P(W )

P(O)
(2)

In Eq.2, the denominator P(O) s dropped as it is constant and does not change the
result of maximization.

P(W |O) = P(O|W )P(W ) (3)
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P(O/W ) is calculated by the acoustic model and P(W ) is determined by the lan-
guage model.

2.1 Feature Extraction

The process of extracting useful information and discarding others is known as
feature extraction [17]. This phase requires more attention as any loss of information
can’t be retrieved later. Many feature extraction techniques have been developed
and used in ASR, out of which MFCC is more common. In this work, we used 39
(13 + Δ + ΔΔ) MFCC features to train the acoustic model.

2.2 Acoustic Modeling

In this work, we focused on TDNN based acoustic modeling. The acoustic modeling
has been done by using available training transcription of Hindi language. The base-
line system was trained using GMM-HMM acoustic modeling. GMM–HMM-based
acoustic models were based on Maximum Likelihood estimation criterion. The tri-
phone based GMM–HMM acoustic modeling was used to generate the alignment
for training the neural network models.

2.2.1 TDNN Architecture

TDNN is a feedforward neural network, which is able to effectively model the long
term temporal context [18]. In TDNN architecture, the input layer learns the initial
transformon a narrow context and as the hidden layer increases, it performs activation
from a wider temporal context [19]. TDNN networks are computationally heavy as
hidden activations are computed at every time steps by splicing together contiguous
frames in each hidden layer. This computation load can be reduced by applying
subsampling, in which splicing is done only for two frames [20].

In Fig. 1, frame t−2 to t+2 {−2,−1, 0,+1,+2} or [−2,+2] are splice together
at input layer. In the above mention table, notation {−2,+2} indicate splicing of two
frames t−2 and t+2 only to apply activation function. Due to selective activation
computational load significantly reduced (Table1).

2.3 Language Modeling

Language model plays a vital role in speech recognition by predicting the next most
probable word sequence with the help of preceding n-1 words [21]. In this work, the
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Fig. 1 TDNN-C
Architecture based on
subsampling

Table 1 Context specification of TDNN with and without subsampling

Layers Input context Input context with subsampling

1 [−2,+2] [−2,+2]
2 [−1,+1] {−1,+1}
4 [−2,+2] {−2,+2}
3 [−6,+2] {−6,+2}
3 {0} {0}

text transcription around one million words were collected from the various sources
to train the language model. The SRILM toolkit [16] was used to train the language.
This work includes the bi-gram, 3-gram, 4-gram, and interpolated 3g + 4g language
model to measure the performance of Hindi ASR system.
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2.4 Pronunciation Lexicon

The dataset used in this work contains the pronunciation of 2803 uniquewords.Many
words in the vocabulary havemore than one pronunciation. A total of 68 phones were
used to create the pronunciation lexicon. All experiments in this work are based on
closed vocabulary, which indicated no use of out of the vocabulary words in test data.

2.5 Tools and Performance Measure

The ASR system was implemented using the kaldi toolkit [22]. The Switchboard
recipe was used to extract the features, training, and decoding. For language mod-
eling, SRILM toolkit [16] was used. The ASR performance was measured on Word
Error Rate (WER).

3 Corpus Description

All experiment in this work has been conducted on Hindi dataset by TIFR, Mumbai
[23]. The dataset is well annotated and phonetically rich. The dataset contains the
speech utterances of 2.5 h duration. The dataset contains 100 speaker utterances.
Each speaker utter 10 sentences, out of which 2 sentences remained common. The
dataset was recorded in a quiet environment on 16 Khz sampling rate. For training
purpose, we randomly select 80 speakers, which include 55 male and 25 female
utterances. The remaining were used for testing purpose (Table2).

4 Implementation and Results

All experiments were conducted on Hindi dataset using kaldi toolkit [22]. The train-
ing and testing condition remain the same in all experiments. The baseline Hindi
ASR system was trained using context-dependent triphone HMM-based acoustic
modeling. A total of 68 HMM of Hindi phones was used to train the baseline system.
The standard 39 MFCC features were used to train the acoustic model. The bi-gram

Table 2 Hindi speech corpus details

Dataset No of speakers Utterances Total words Unique words Hours

Train 80 800 5420 2015 2.1

Test 20 200 1240 856 0.20
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language modeling has been applied by default in all experiments. For language
modeling, SRI Language Modeling (SRILM) toolkit has been used. The WER of
baseline GMM-HMM system was 33%.

4.1 Experiment with TDNN Acoustic Modeling and I-Vector
Adaptation

In this experiment, TDNN based acoustic modeling has been applied on baseline
Hindi ASR system. The performance of Hindi ASR has been measured on a differ-
ent type of TDNN architecture reported in an earlier section. For training, 40 MFCC
features were used. In TDNN based acoustic modeling, speed perturbation has been
taken place to increase the size of training data. In this work, three fold data augmen-
tation has been applied which create the two more copy of training data with a speed
factor of 0.9 and 1.1. The training was done with and without i-vector adaptation.
The size of i-vector in this experiment was 100 dimension. In this work, i-vector
were estimated in an online fashion during training and during decoding, i-vector
were estimated in an off-line fashion.

To train the TDNN, first Universal Background Model (UBM) was created by
using all the available data. After the UBMmodel creation, i-vectors were estimated.
At last, TDNN training has been taken place. The initial learning rate was chosen as
0.003000. After several iterations, the final learning rate become 0.00145. We used
the chainmodel recipe of switchboard database in kaldi toolkit. Table3 clearly shows
that TDNN-C architecture performs well in every case. The best WER 16.8% was
reported by TDNN-C architecture with i-vector adaptation in 5 epochs.

Table 3 Results with different TDNN Architectures and i-vector adaptation

SN Model Features i-vector WER %

Epoch 3 Epoch 4 Epoch 5

1 TDNN-A MFCC-40 No 22 21.5 20.6

2 TDNN-B MFCC-40 No 21 20.6 20.1

3 TDNN-C MFCC-40 No 20.5 20.1 19.6

4 TDNN-A MFCC-40 Yes 19 18.2 17.7

5 TDNN-B MFCC-40 Yes 18.5 17.9 17.2

6 TDNN-C MFCC-40 Yes 18 17.4 16.8
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Table 4 Experiment with different language modeling

SN Acoustic model WER %

bi-gram tri-gram 4-gram 3g+4g

1 TDNN-A+i-vector 17.7 17.1 16.3 15.9

2 TDNN-B+i-vector 17.7 17.1 16.3 15.9

3 TDNN-C+i-vector 17.7 17.1 16.3 15.9

4.2 Experiment with Different Language Modeling

In this experiment, further reduction in WER has been done by applying various
language modeling techniques. The SRILM toolkit was used to train the language
model. The Kneser-Nay smoothed bi-gram, tri-gram, and 4-gram language models
were used to measure the performance gain in this experiment (Table4).

The interpolation of tri-gram and 4-gram language model was also done to reduce
the perplexity. The further 2% relative improvement was reported by TDNN-C with
i-vector adaptation using interpolated (3g+ 4g) languagemodel. Approx onemillion
text transcription from various sources was used in this experiment.

5 Conclusion

Using a combination of TDNN acoustic modeling, i-vector adaptation, and inter-
polated language modeling, this paper reports a significant reduction in WER. The
appropriate section of subsampling indices speeds up the training as well as system
performance. The relative 3% improvement has been recorded with i-vector adapta-
tion. The interpolated language model also increases the performance by around 2%.
In summary, we found TDNN acoustic modeling is a good choice for Hindi speech
recognition. This work can be further explored in different language model and the
acoustic model.
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A Review on Offensive Language
Detection

Rahul Pradhan, Ankur Chaturvedi, Aprna Tripathi
and Dilip Kumar Sharma

Abstract Offensive language, hate speech, and bullying behavior is prevalent dur-
ing textual communication happening online. Users usually misuse the anonymity
available online social media, use this as an advantage, and engage in behavior that is
not acceptable socially in actual world. Social media platforms, analytics companies,
and online communities had shown much interest and involvement in this field to
cope up with this problem by stopping its propagation in social media and its usage.
In this paper, we will propose the work done by researchers to form effective strate-
gies for tackling this problem of identifying offense, aggression, and hate speech in
user’s textual posts, comments, microblogs, etc.

Keywords Hate speech · N-gram · Offensive language · tf-idf ·Machine
learning · Twitter · Offensive language detection · Antisocial behavior online

1 Introduction

Abusive and offensive language is the prime concern of technical companies nowa-
days due to exponential growth in number of Internet users around the world and
since these people are from different walks of life and different culture. There is a
fine line between hate speech and offensive language, and to detect and differentiate
among them is a big challenge. In literature, researchers generally classify the text
into three classes:
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• Hateful,
• Offensive, and
• Clean

In this paper, we showcase the study we perform on the research held in this area
with some light on what can be done next in order to make it more efficient. Our
objective behind carrying this work is to come up with a study of papers and research
work done in this field so far.

2 Terminology

In this paper, we use the term hateful, offensive, and clean. We come to a conclusion
in favor of the usage of these terms since they can have broader meaning and can be
used in various contexts in user-generated content to define it first. Hateful text or
speech is not a very common phrase to refer to such text in legal world but in general
terms day-to-day speaking we use it quite often.

Following is the list of terms used in literature [1]:

• abusive messages,
• hostile messages, or
• flames.

This will help readers to go further in literature on this topic. There is a recent
trend in the NLP world that author prefers to use the word cyberbullying [2–7].

Hateful speech or hate speech is commonly referred to as conversation, commu-
nication that mocks a group of people or a single person on the grounds of social
status, race, color, ethnicity, nationality, gender, sexual preferences, religions, and
many others [8].

3 Literature Survey

Researchers in past have proposed various machine learning approaches and their
variant to deal with the problem of offensive language. Detecting sarcasm had been
the point of research for many researchers around in area of NLP or text mining, with
need of hour nowadays people are more focusing on detecting the wrongs prevailing
in social media. This concern of government and public leads to open new research
domains as fake news detection, rumor detection, offensive language detection, etc.
Many of these proposed works use feature extraction from text such as bag of words
(BOW) and dictionaries. Major work in this area is focused on feature extraction
from text. Dictionaries [9] and bag of words [10] were among the lexical features
that were used widely by researchers to detect the offensive language or phrases.
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Gaydhani et al. [11] used tf-idf and N-gram as features for their classification of
tweets with 95.6% accuracy.

It was found out that these features could not understand the context of sentences.
Approaches that involve N-gram show better results and perform better than their
counterparts [12]. Lexical features are proving to outperform other features in auto-
matic detection of offensive language and phrases, without taking into consideration
the syntactic structures as bag of word approach could not detect offensiveness if
words are used in different sequences [13].

Gaydhani et al. [11] form a dataset which is the combination of three different
datasets. The first dataset which they used is publicly available on Crowdflower1,
which was used in [14, 15]. Dataset Crowdflower1 has tweets classified into three
classes: “Hateful”, “Offensive”, and “Clean”. All the tweets in this dataset are man-
ually annotated. The second dataset they used is crowdflower2 having tweets manu-
ally classified into same three classes. Github3 is the third dataset they integrate with
other two to build their dataset for study. This third dataset consists of two columns:
tweet-ID and class. “Sexism”, “Racism”, and “Neither” are the three categories or
classes in which each of these tweets are classified. This dataset is used by [14, 16].
They have considered logistic regression, naive Bayes, and support vector machines
for text classification. They used training of dataset on each model by performing
grid search for all the combinations of feature parameters and performed 10-fold
cross-validation. They analyzed performance on the basis of average score of the
cross-validation.

Davidson et al. [17] reduce the dimensionality of the data using a logistic regres-
sion with L1 regularization. They show a comparative study on prior work such as
logistic regression, naive Bayes, decision trees, random forests, and linear SVMs.
They use fivefold cross-validation, with keeping 10% of the sample for evaluation to
help prevent overfitting on all the models. Their study suggests that logistic regres-
sion and linear SVM perform slightly better than other models. They further use
logistic regression with L2 regularization for the final model as it has shown better
result in previous work. They use tweets from Hatebase.org which contains lexicon
compiled by Internet users containing words and phrases that are considered to be
hate speech. Using these words from lexicon they crawled the twitter using the Twit-
ter API which collects tweets containing these words. They collect 33,458 user’s
tweets as sample. They get these tweets annotated by CrowdFlower workers into
three categories: hate speech, offensive but not hate speech, or neither offensive nor
hate speech. Getting these manually annotated helps in clear tagging as they not just
look for words but also context of tweets. They found majority of the tweets fall into
category of offensive language. They use features from these tweets and used them
to train a classifier.

Lee et al. [18] use the dataset titled “Hate and Abusive Speech on Twitter” [19]
recently released. This dataset contains the tweets classified into four categories,
namely, “normal”, “spam”, “hateful”, and “abusive”.

70 character dimensions using 26 lower character dimensionswere used to convert
the tweets into one hot encoded vector with 10 digits and special characters up to
34 including whitescape. This encoding is used for character-level representation.
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Table 1 Distribution of categories among tweets

Categories Normal Spam Hateful Abusive

Number 42,932 9,757 3,100 15,115

(%) (60.5) (13.8) (4.4) (21.3)

Before this encoding, they have removed user ID, emojis, and URLS, and replace
them by special tokens.

Table 1 shows the distribution of tweets among four categories, which are dis-
cussed below:

Aken et al. [20] consider two datasets to evaluate their proposed algorithm: one of
the datasets they pick from Kaggle’s second challenge on toxic comment classifica-
tion which contains comments on Wikipedia talk pages presented by Google Jigsaw
and other datasets they consider are based on Twitter by Davidson et al. [21]. Class
distribution of both datasets is shown in Tables 2 and 3. 24,783 tweets were extracted
from Twitter which constitute to dataset of Davidson et al. [21], and all these tweets
were annotated by CrowdFlower workers with the labels “hate speech”, “offensive
but not hate speech”, and “neither offensive nor hate speech”.

They propose an ensemble to figure out that a single classifier is most effective
on certain kind of comment. The ensemble classifier analyzes the features from
comments, weights, and for a given feature combination it identifies the suitable
single classifier. To attain the goal of identifying the classifier using gradient boosting
decision tree, they perform validation across the average final predictions on five
trained models.

The most valuable contribution by Aken et al. [20] is Error Classes of False Neg-
atives they have defined. These classes are as such Doubtful labels, and these are
the labels that cannot be clearly identified as toxic because for a particular user it is
toxic but there are users or annotators that consider it as nontoxic. Second class of
false-negative error is Tweets that contain toxicity without any kind of hate words
or swear words that this class of error needs to overcome which will require inves-
tigating some semantic embeddings for obtaining better classification on different
paradigmatic contexts. Third class of error identified by the author is Rhetorical

Table 2 Wikipedia comment dataset

Categories Clean Toxic Obscene Insult Identity hate Severe toxic Threat

Number 2,01,081 21,384 12,140 11,304 2,117 1,926 689

% 80.23 8.53 4.84 4.51 0.84 0.77 0.27

Table 3 Twitter dataset Categories Offensive Clean Hate

Number 19,190 4,163 1,430

% 77 17 6
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Questions and these are the kind of text sentences that does not contain any toxic
words but have sarcastic questions in it, usually such text contains question marks
and question words. Other classes they introduced are Metaphors and comparisons,
and idiom that can be twisted in meaning by looking at context which are difficult
to see in short text and such text usually requires knowledge about the implications
of language or some additional contextual knowledge. Aken et al. [20] find that
different approaches fail in identifying different texts and make errors, but this can
be combined into an ensemble with F1-measure. They find some combination of
shallow learners with deep neural networks showing remarkable results and proved
it to be very effective.

Mathur et al. [22] explore the usage of mixed language in their work and identify
the offensive text or hate speech. They choose Hinglish as their subject because of its
ease in communication and being popular on Twitter due to its reachability to larger
audience in native language. They faced difficulty as this mix of two languages has
inherent variations of spellings and absence of grammar induces considerable amount
of ambiguity to text and makes the problem even harder to disambiguate and under-
stand the true meaning of text. They proposed the multi-input multichannel transfer
learning (MIMCT)-based model is used to identify and detect the hate speeches and
offensive language in Hinglish tweets. They use the dataset proposed by them and
named it as Hinglish Offensive Tweet (HOT) dataset. Their proposed learning model
uses multiple feature inputs using transfer learning. They employed word embedding
with secondary extracted features as input to train their multichannel CNN LSTM
which is pretrained on English tweets.

Table 4 shows the distribution of tweets among different classes in HOT dataset.
Pitsilis et al. [23] address the effectiveness of identifying the class (being offensive

or not offensive) of new tweet or post, using the identity and history of user who
has posted the tweet and other tweets posted by him or by other user related to him.
They use LSTM for classification and classify the tweets into three classes, namely,
neutral, racism, and sexism. The dataset they used is proposed byWaseem et al. [24]
and contains about 16,000 short messages collected across Twitter (Table 5).

The biggest issue with this dataset is of dual labeled tweets in the dataset. The
number of these tweets is not that small that they can ignore them. Being more
precisely, there are 42 tweets that are annotated as both “Neutral” and “Sexism”,

Table 4 Hinglish offensive
tweet (HOT) dataset

Categories Non-offensive Abusive Hate inducing

Number 1121 1765 303

% 35.15 55.35 9.5

Table 5 Waseem Twitter
dataset

Categories Racism Sexism Neutral

Number 1943 3166 10,889

% 12.15 19.79 68.06
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while 06 tweets were classified as “Racism” and “Neutral” both. According to the
dataset providers, the labeling was performed manually.

Wiedemann et al. [25] explore different techniques for automatic detection of
offensive text or hate speech on Tweets written in German language. They also
employ deep learning for this task and use a series BiLSTM and CNN neural net-
work in sequence. They improve the accuracy of three learning transfer task for
improving the classification performance using context and historical data. They
compare supervised categories such as near offensive to weakly supervised cate-
gories that contain emojis, and they also show comparison to unsupervised category
using tweets of same topic by clustering themusing latentDirichlet allocation (LDA).

4 Conclusion

In this paper, we try to present the work done recently in this field of automatic
detection of offensive language. We show that how research goes from using tf-idf
to popular classifiers such as naïve Bayes, support vector machine (SVM), logistic
regression, and then research work goes to variant of these classifiers such as linear
SVM, logistic regressionwithL2, and fromhere researchers further explore ensemble
classifiers using the combination of these classifiers by decomposing the task into
subtasks, and then lastly the usage of deep learning and we found many researchers
using approaches such as LSTM, CNN, and RNN. Each of these techniques has their
own advantages and for classification accuracy LSTM models have outperformed
others.
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Attribute-Based Elliptic Curve
Encryption for Security in Sensor Cloud

Munish Saran, Rajendra Kumar Dwivedi and Rakesh Kumar

Abstract Security is one of the major challenges in the field of sensor cloud. There
is a need to implement security over sensor cloud using a technique which involves
fine-grained access in virtualized wireless sensor networks. The existing security
model to secure the data transmission and stored data at the sensor-cloud environ-
ment uses different encryption techniques, but its effectiveness, efficiency, and per-
formance can be further increased. Earlier approaches provided fine-grained access
such as Ciphertext-Policy Attribute-Based Encryption (CP-ABE) which involves
some complex computations. In this paper, we proposed a security model based
on Elliptic Curve Encryption (ECC) and attributes to ensure the overall security of
sensor data that guarantees the confidentiality and integrity. It also provides a fine-
grained access control. The proposed approach reduces the overall computational
overhead as compared to other existing approaches.

Keywords Data security · Cloud computing ·Wireless sensor networks · Sensor
cloud · Virtualization · Elliptic curve encryption · Ciphertext-Policy
Attribute-Based Encryption · Proxy re-encryption · ElGamal encryption

1 Introduction

Sensor cloud is the integration of sensor networks with cloud computing. Security is
one among themajor several challenges in sensor cloud.Despite several advancement
and research toward the security of sensor cloud, there is still a need to focus on
this section. Data collected by the sensors are of great value for the end users as
the end user’s requirement relies heavily on the integrity and accuracy of the data.
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Data modified by the intruder or hacker will not result in the correct analysis upon
data. And also huge loss to Cloud Service Provider (CSP) if detected the forgery of
data, the CSP may have to pay penalty as well as loss of trust and reputation between
CSP and CSU (cloud service user). Example in the case of medical data collected by
various body sensors is very crucial, as any alteration or loss in the medical data of a
patient results negatively in the health condition sometimes leading to very serious
stages even death of patient. Various security mechanisms are available to provide
data security at the cloud. On integrating the sensor network with cloud computing,
the security risks further get increased. Hence, there is a need to provide an improved
security mechanism for fine-grained access control with reduced complexity. The
proposed approach in this paper makes use of attributes to provide fine-grained
access control and elliptic curve encryption technique for the purpose of providing
enhanced security with reduced complexities.

Rest of the paper is organized as follows. Background details of wireless sensor
network and sensor cloud are discussed in Sect. 2. Section 3 describes the related
work over security of sensor cloud. Section 4 presents the proposedmodel for security
over sensor cloud along with the algorithm and flowchart. Section 5 presents the
performance evaluation and the results and Sect. 6 concludes the paper with some
future directions.

2 Preliminaries

This section describes the background details for wireless sensor network and sensor
cloud and virtualization giving a brief idea about both of them.

2.1 Wireless Sensor Networks

WSN consists of sensor nodes which are from different vendors and are heteroge-
neous in nature including sensors of different kinds such as sound sensor, camera
sensor, temperature sensor, proximity sensor, motion sensor, light sensor, color sen-
sor, accelerometer sensor, etc. In today’s world, the use of WSN has immensely
grown helping in various applications [1–5] such as developing smart cities, health-
care monitoring, defence and military, security purposes, smart home monitoring,
etc.

With ever increase in the demand for WSN applications one cannot increase the
number of deployed sensors in the overall system all the time tomeet the requirement.
Here comes the concept of virtualization of sensors [6]. Virtualization is of great
importance to overcome the limitations of WSN providing several benefits such as
performance improvement, increase scalability, easy management and maintenance
of sensor nodes, reduce cost benefits, and better utilization of resources. Among all
the abovementioned benefits increasing the scalability is the one which makes the
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overall systemmore productive as well as profitable.With the exponential increase in
the count of IoT applications day by day and their huge dependency on the deployed
sensors for data collection, the virtualization of sensors is the only better solution.

2.2 Sensor Cloud

With various limitations inWSN such as storage, battery power, computation power,
data security issues, etc. [7], there is a need to integrate WSN with cloud. As cloud
computing provides various powerful features which overcome the shortcomings of
WSN by providing huge storage and computational capability, data security, real
time data processing, scalability, multitenancy, etc. In simple words, the integration
on sensor cloud [8–11] works in a way such that the sensor nodes collect the data
and sends to cloud for further processing, allowing access of data from anywhere
and at any time instantly [12].

Sensor cloud can be defined as the integration of WSN with cloud computing.
Some of the existing sensor-cloud applications include Nimbits, Pachube Platform,
IDigi, ThingSpeak.

3 Literature Review

Alamri et al. [13] architecture of sensor cloud depicting the issues and challenges
for the integration of WSN with cloud computing.

Islam et al. [14] gave the applications of Virtual Sensor Networks (VSNs) such as
monitoring the battleground, smart house monitoring and monitoring animal cross-
ing, structural monitoring, health care, agricultural monitoring, and industrial mon-
itoring.

Thilakanathan et al. [15] suggested a platform for the sake of secure monitoring
as well as sharing of health data in cloud using ElGamal-based proxy re-encryption
method for implementing the security protocol.

Tu et al. [16] proposed revocation mechanism which provides access control in
fine-grained manner. This paper addresses the major problems of sharing the data in
cloud as well as removing the access rights from the same user when he/she is not
the part of the system concerned using CP-ABE [17].

Li et al. [18] proposed a security mechanism for the purpose of securing the health
records while sharing by using ABE. The framework described in this consists of
predefined list of authorized users who are allowed to access the health records of the
patients including medical professionals as well as family members [19]. Attributes
based on roles are assigned to each user and the corresponding secret key is also
retrieved from the authority and distributed to the user. Role-based policy provides
better key management facility for the users. Also this framework is much more
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effective than the previously proposed approach as it allows the data owners need
not be online all the times.

Tran et al. [20] gave a framework which states that same group users can access
the data of each other. This helps in data sharing among the group members. There
is a group administrator who is responsible for the revocation of group members.
This framework uses proxy re-encryption in which the private key of the data owner
is divided into two halves. The first part is stored on the proxy through which the
complete data is encrypted. The second part of the private key is kept in the machine
of data owner by which he encrypts the data.

Hung et al. [21] gave multiuser data encryption scheme through multiple proxies
instead of just single proxy. Separate storage as well as query keys is provided to
every user. This makes the queries of the user to remain unrevealed to other user
and attacks. And both these storage and query keys can be changed by the user even
without decrypting the complete database.

Bethencourt et al. [22] gave a scheme known as ciphertext-policy attribute-based
encryption. In this encryption technique, access policies are defined and if the
attributes satisfy these access control policies the data will be made available to
the user. There are two types of this encryption—KPABE (based on key policy) and
CP-ABE (based on ciphertext policy). In CP-ABE, the control policy is associated
with data while the policy attributes with the key. KP-ABE is vice versa to CP-ABE
in its working. The user’s private key stores the access policy while the attributes
with data.

Sayantani et al. [23] gave the model for security in the sensor-cloud integration
environmentwhich helps in accessing aswell asmanaging the data collected byWSN
[24–26] taking security, communication, and processing into account. Security can
be made efficient by taking the care for core aspects such as availability, integrity
(through SHA algorithms), confidentiality, and access control (through cryptography
technique like AES) (Table 1).

4 Proposed Model for Security Over Sensor Cloud

The proposed model for security over sensor cloud can be used within the scenarios
of virtualized WSN environment. There are several cases of virtualized WSN such
as health care, smart house monitoring, industrial monitoring, battlefield monitor-
ing, structural monitoring, rock slides, animal crossing monitoring, and agricultural
monitoring. Efficient security mechanism in these scenarios is very crucial as only
the authorized users must be allowed to access the data and this is due to the presence
of many different types of actors/users in any system.

This architecture consists of the following four entities: data owner (sensor data
collector via WSN), security authority (which specifies the security policies), data
consumers (end users), and storage servers (cloud). The security authority provides
all the attributes for the entire organization to the data owner under which he/she can
make the policy by clearly stating who can access what. This policy is made as the
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Table 1 Summary of related work

Author Proposed approach Pros Cons

Thilakanathan
et al. [15]

ElGamal encryption Stable in case of large
data sizes and user
revocation

Based on the assumption
that the data sharing
party is fully trusted

Tu et al. [16] Based on dual
encryption system

Very efficient in revoking
the access rights from the
users

Not suitable for very
large data size sets

Li et al. [18] Attribute-based
encryption (ABE)

Supports dynamic
modification of file
attributes and access
policies

Suffers from complex
computational overheads
in the ABE

Tran et al.
[20]

Proxy re-encryption Allows users to gain
access over another user
data who are in the same
group

Proxy suffers from many
encryption and
decryption operations

Nguyen et al.
[21]

Proxy re-encryption
technique employing
ElGamal as well as
bilinear map

The framework allows
multiple users to access
the shared database
securely

More number of proxies
are used

Yang et al.
[27]

Both proxy
re-encryption and
attribute-based
encryption

Efficient in the case of
simple user revocation
scheme

Fails in the scenario
when a revoked user joins
the group again with a
different access privilege

combination of attributes over conjunction or disjunction. After making the policy,
the data owner makes use of encryption key provided by the security authority and
encrypts the file containing data. This encrypted file is attached along with the policy
and then uploaded to the cloud. The attributes of data consumer are registered with
the security authority at the time of registration of data consumer. Data consumer
selects the file for its usage but the file will be visible only if his/her attributes satisfy
the access policy created over that particular file. If satisfied the data consumers can
decrypt the file using the decryption key provided by the security authority. Figure 1
describes the proposed architecture and its flowchart is given in Fig. 2.

There are four essentialmodules involved in this proposed approach, namely, secu-
rity authority, data owner, data consumer, and cloud database. The security authority
works as the admin for the application. He/she is solely responsible for the creation
of necessary attributes which are required for the entire system under observation.
The role for data owner is to collect the sensor data through various sensors and also
create role-based policy based on attributes provided by the security authority for the
authentic data access. After this step, the data is encrypted through key provided by
security authority and stored on the Azure cloud database. Only the authentic data
consumers whose attributes satisfy the security policy for the selected file will be
able to decrypt the file with the decryption key provided from the security authority
(Table 2).
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Fig. 1 Proposed model for security over sensor cloud

5 Performance Evaluation

5.1 Implementation Setup

This section highlights the implementation of our proposed approach. Finally, per-
formance testing is performed in order to test the overall performance as well as
stability of our solution. Table 3 describes the implementation details.

5.2 Encryption Time Analysis

Fine-grained access control mechanism [28–30] is provided by CP-ABE [31]. But
this CP-ABE policy has complex processing overheads in terms of encryption,
decryption, and key-generation time. In order to overcome these complexities, our
proposed solution makes use of Elliptic Curve Cryptography (ECC) [32–34] for
the encryption of the data and at the same time attaching the encrypted data with
role/attributes provided by the security authority. The encryption analysis is shown
in Fig. 3. The uploading files used were of varying sizes 10, 20, 30, 40, and 50 KB.
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Fig. 2 Flowchart for
attributes-based ECC
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Table 2 Algorithm for attribute-based elliptic curve encryption

Algorithm: attribute-based elliptic curve encryption

1 Begin

2 Security Authority registers into the system (as System Admin)

3 System Admin login the system with valid credentials

System Admin describes the list of attributes for the concerned organization

4 Data Owner registers into the system

5 Data Owner logins using his/her credentials

6 Data Owner defines the access policy from the list of attributes defined by the security
authority

WSN collects sensor data

7 Data owner choose the file that containing the data collected by WSN

8 Data owner encrypts the selected file using the encryption key provided by the security
authority

9 Data gets encrypted using Elliptic Curve Cryptography (ECC)

10 Data owner uploads the encrypted file along with the selected policy (attributes) on the
cloud server

11 Data owner gets the confirmation email (success/failure) as the file gets uploaded on the
cloud server

12 Data Consumer registers into the system

13 Data Consumer logins using his/her credentials

14 Data Consumer selects the file for download

15 Data Consumer will be able to access the file if the access policy over that data file defined
by the data owner is satisfied by his/her attributes

16 Data Consumer decrypts the chosen file using the decryption key provided by the security
authority

17 File gets downloaded on the data consumer’s application end

18 End

Table 3 Implementation environment

Implementation environment

Application type Web application

IDE used Visual Studio 2012

Framework Microsoft .NET Framework Version 4.0

Technology C#, ASP.NET, ADO.NET, JQuery

Backend database Microsoft SQL Server Management Studio 2012

Cloud database Microsoft Azure SQL Database

Modules involved Security Authority, Data Owner, Data Consumer, Cloud Database
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Fig. 3 Encryption time
analysis

5.3 Decryption Time Analysis

The varying size files of size 10, 20, 30, 40, and 50 KB were used for the purpose
of evaluating the time needed for decrypting those files by existing CP-ABE [35]
scheme as compared with the proposed scheme. It is observed that the decryption
time is less in our scheme than that needed in the traditional scheme. Figure 4 clearly
shows the analysis.

Fig. 4 Decryption time
analysis
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Fig. 5 Key-generation time
analysis

Table 4 Summary of complexity analysis

Size of file
(Kb)

Encryption time
(s)

Decryption time
(s)

Key-generation time
(s)

10 0.64 0.5 0.5

20 0.8 0.6 1

30 0.96 0.7 1.5

40 1.11 0.8 2.0

50 1.2 0.9 2.33

60 1.25 1.0 2.866

5.4 Key-Generation Time Analysis

The varying size files of size 10, 20, 30, 40, and 50 KB were used for the purpose
of evaluating the time needed for key generation for those files by existing CP-ABE
scheme as comparedwith the proposed scheme. It is observed that the key-generation
time is less in our scheme than that needed in the traditional scheme and this is referred
in Fig. 5 (Table 4).
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6 Conclusions and Future Directions

Sensor data are very critical and its security cannot be compromised at any cost as
well as at any stage. Various security policies and algorithms can be applied over the
sensor data to protect it. Due to the virtualization of WSN, the need for securing the
data even further increases, as the data collected from the virtualized environment
must be safely delivered to the intended users. This is achieved in our proposed
architecture by making use of ECC which encrypts the sensor data on the basis of
attributes by the data owner and only those users who have the specified attributes
can thus access and finally decrypt the data and also reduce the processing overhead.

In future works, this proposed approach can be implemented and tested on various
real-world sensor-cloud problems that are in virtualized WSN environment.
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Abstract Big data is the collection of thousands of datasets from different appli-
cation sources just as social media, banking, sales, marketing, etc. In every field,
big data technologies are used for analyzing, preprocessing, storing, and generating
new patterns for the benefits of the organization. The era of big data technology
is nowadays booming [1]. Health care is one of the most important applications of
big data. In health care, data exist in different forms like heart rate, blood pressure,
blood test, sugar test, cholesterol, and many more. Diagnosis of diseases at an early
stage is also very important in healthcare services. Cancer disease is an abnormal
cell that negatively affects our body texture and regular functioning body organs.
Due to cancer, the death rate is increased as it gets diagnosed at a later stage. Early
diagnosis of cancer increases the survival rate of a patient. This paper focuses on the
prediction model for the breast cancer diagnosis at an early stage as it increases the
chances for successful treatment because of the advanced diagnostics technologies
like MRI scans, ductogram, diagnostics mammogram, ultrasound, and many more.
So predicting the prognosis of breast cancer increases the survival rate of women.
Datamining classification algorithm like SVM, naiveBayes, k-NN, decision tree, etc.
combined with analytical tool, which is a promising independent tool for handling
huge datasets, is proven better in prediction of the breast cancer diagnosis.
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1 Introduction

Big data technology is a collection of a huge volume of datasets that cannot be
analyzed by traditional computing technologies like batch processing. Not all data
are important or useful as it totally depends upon the organization what they do with
this large amount of data. Generally, organization does not want to store that much
amount of data so they analyze large datasets to discover the hidden pattern, unknown
correlations, market trend, and customer preference to make some strategies and also
can take good moves for their firm.

The oversized and rapid growth data does not fit in the structures of traditional
database formats. There are many difficulties in handling a big amount of data like
storage, processing, pattern generation, etc.

Figure 1 shows the volume of big data range of petabyte (PB)–exabyte (EB)–
zettabytes (ZB) [2]. The big data technology generated from the client–server inter-
action generally as recording of customer call or its histories of transaction any many
more. Nowadays, big data methodology is getting a lot of importance from organi-
zations for handling huge data and using them in business for its growth. Big data
technology examples are data generated from finance or banking sector, Internet hub,
smartphone, FM radio frequency identification (RFID), data science, IoT sensors,
and streaming are the top seven data main drivers.

1.1 Different Applications of Big Data

According to market strategy, those company organizations that slip the big data
opportunities of nowadays will be going to slip the next fortune of “innovation”,
“competition”, and “productivity”. For boosting production efficiency and by anal-
ysis, it also develops some new data-driven products and related services by using

Fig. 1 Growth rate of data
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Fig. 2 Different applications of big data

big data tools and technologies which help the companies to make profit. Some of
the applications are shown in Fig. 2 [3].

1.2 Health Care

Healthcare service environment is very important and also it is very difficult to
maintain high quality, privacy, and affordable cost services. Services like monitoring
of patient health, diagnosis, and to inform and educate people about health care and
its services are very challenging because of less facilities in government hospitals,
private hospital fees, insecure law for patient’s health, and many more. Health care
is at top of the iceberg because of its rapid growth and demand of healthcare worker
also increased. Health care is essentially driven by various types of information that
cover a wide range of topics including mainly administrators, physician assistants,
speech therapists, and manymore, whose aim is to help people to stay fit and healthy.
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Breast cancer is one type of cancer generally found in women’s breast area, mostly
in ducts and gland. In later section, breast cancer in detail is explained [4].

This paper is organized into sections as follows. Section 2 summarizes the back-
ground followed by brief discussion diseases, types of diseases, cancer, stage of
cancer, and breast cancer. Breast cancer is discussed in detail like risk factor, var-
ious ways of diagnosis, treatment option, and some related work on breast cancer
is discussed in Sect. 3. Section 4 is all about the proposed model, i.e., development
of the predictive model for the diagnosis of breast cancer using big data technol-
ogy. Section 5 is the conclusion, which summarizes a brief overview of the proposal
followed by future work.

2 Background

Disease is a term that does not happen because of any external injuries, and it is an
abnormal condition that affects the texture or function of body tissues negatively. The
noncommunicable disease is a disease that does not spread while communicating,
touching, etc. and some of them are cancer, diabetes, chronic diseases, and many
more. Cancer is one of the major diseases that leads to the death of the patient and
its diagnosis at a later stage decreases the survival rate.

2.1 Cancer

Cancer disease is uncontrollable cancerous cell expansion or infectious disease in
which anomalistics cells get divided into a number of subcells and affect other tissues
and in this way, it gets spread throughout the body through blood and lymph. And
the movement of the cell from the origin point to throughout the body’s tissues is
called as metastasis. Cancer is caused due to changes in our regular life schedule like
diet change and lack of physical activity, radiation exposure, sun and UV exposure,
and genetics causes.

2.2 Stages of Cancer

Detection of tumors size and its condition decide towhich cancer stage it is classified,
helps in diagnosis, and in its treatment.

Stage 0 Cancer just started and still on its origin point and have not invaded other
cells.



Predictive Model Prototype for the Diagnosis … 459

Fig. 3 Analysis of cancer diagnosis

Stage 1 Cancer is now little bit increased and just started invading other tissues and
also spreads to its nearby tissues. It has not spread to lymph nodes and blood vessels
or other areas of body.

Stages 2 and 3 Cancer is now grown up larger and started to invade other tissues and
also spread to other tissues by lymph node and blood vessels.

Stage 4 Disease has spread throughout the body areas. This stage is also called
metastatic cancer or advanced cancer.

The effectiveness of treatment is determined by the stages of cancer and its types
also. On the basis of a treatment plan, our expert team of doctors determines the stage
of the disease by a careful assessment carried out by simple evaluation or advanced
diagnostic procedures on a case-to-case basis. There are more than 50 types of cancer
like lung, breast, prostate, leukemia, bladder, stomach, skin, oral, and many more.

Figure 3 shows the analysis of cancer diagnosis [5] in the scale of 5. Breast cancer
is the second leading cause of death mostly found in women in comparison to men.
One in every eight women is facing breast cancer. So the breast cancer diagnosis
in an early stage can increase the survival rate. It happens due to changing lifestyle
of women like depression, having children after the age of 30, having no children,
overweight, etc.

3 Breast Cancer and Its Related Work

Breast cancer is a disease in which tumor cell can be present in any area of the breast
but mostly found in duct and gland. The breast is combination of tissues like lobules,
ducts, fatty and connective, blood vessels, and lymph vessel tissues. Cancer in breast
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begins in fatty tissue areas of the breast called as stromal tissues. Also found in
surrounding lymph nodes, generally the underarm areas. As the tumor grows in size,
it becomes a serious issue and the survival rate decreases.

3.1 Risk Factor

Some risk factors of breast cancer are aging (<45), dense breast tissue, hormone
disorder in early stage, genetic, defect in BCR1 and BCR2 cell, personal history
with breast, physical activity, problemwithmenstrual cycles, previous chest radiation
exposure, benign breast conditions, and oral contraceptive use.

3.2 Breast Cancer Diagnosis

When symptoms suggest that cancer is present and for portraying whether the cancer
really exists or not, use of diagnostic imaging can help in confirming and if it is present
at what stage it is [6]. There are many ways of imaging tests that may be overseen
in diagnosis of breast cancer and they are as follows:

Diagnostic mammograms are X-rays of the breast in which multiple pictures of
doubtful area are taken and then advanced digital mammograms are offered in which
multiple pictures are noted down, figured out, stored at the screen so that it can easily
be transferred to any hospitals or any physicians.

MRI scans use radio waves and a robust magnet in generating detailed information
about the pictures of breast’s doubtful area. It can be used with a combination of
mammograms for the detection of the highly influenced area.

Breast ultrasound is mainly used to mark off the stage of cancerous tumors by using
sound waves which generally give a depiction of breast tissues or tumor cells.

Ductogram test outcome is also an image of the distressed duct where the nipple
discharge occurs demonstrating any oddity by implanting contrast medium onto the
damaged duct.

3.3 Related Works

Some researchers have begun to predict the breast cancer diagnosis or recurrence
prediction model with the aim of increasing accuracy by comparing the performance
of existing data mining algorithm. This section focuses on research works done in
the last 5 years on the prediction of breast cancer and its recurrence and the patient
survivability with the missing value. Some of the related works are as follows:
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Sakri et al. [7] applied particle swarm optimization (PSO) as feature selection into
three renowned classifiers (naive Bayes, K-nearest neighbor, and fast decision tree
learner) with an objective to increase the accuracy level of the breast cancer recur-
rence prediction model by reducing the number of features. Naive Bayes produced
better output with and without PSO. Newer algorithm with other feature selection
techniques will be included in future.

Alwidian et al. [8] introduce a new pruning and prediction technique based on
statistical measures to generate more accurate association rules to enhance the accu-
racy level of the association classification classifiers and also to solve the problem
of estimated measures and prioritization techniques which plays a critical role in
rule generations through an efficient weighted classification based on association
rules algorithm, i.e., WCBA. They also proposed the use of distinct techniques for
weighting, pruning, and prediction with the aim of screening the result on distinct
fields in WEKA tool in future.

Shukla et al. [9] introduce a robust data analytical model which lifts up under-
standing of breast cancer survivability in the presence of missing data with better
insights into factor associated with patient survivability that also builds cohorts of
patients that share identical features by using unsupervised data mining methods,
i.e., the self-organizing map (SOM) and density-based spatial clustering of appli-
cations with noise (DBSCAN) used to create patient cohort clusters [10]. Decision
tree prefers as relevantMLP classifier and the new patient survivability performance,
generalized into one of the clusters for better survivability prediction accuracies. As
the author used 2D SOM and DBSCAN, so in future, 3D or 4D SOM and DBSCAN
will be considered.

Asri et al. [11] introduce Wisconsin breast cancer datasets that are used for com-
parison of performance in terms of accuracy, precision, sensitivity, and specificity
between data mining algorithm (SVM, C4.5, NB, k-NN). The experiments are done
on WEKA tool and outcomes confirmed that SVM gives high accuracy, also deter-
mined its efficiency in BC prediction with low error rate.

Shah et al. [12] proposed a method in which breast cancer datasets are compared
in terms of correctly classified instances, incorrectly classified instances, time taken,
kappa statistic, relative absolute error, and root relative squared error between data
mining algorithm like decision tree, Bayesian network, and K-nearest neighbor (i.e.,
random forest, naive Bayes, ibk) onWEKA tool which shows result that naive Bayes
gives higher accuracy in lowest time.

4 Proposed Model

According to the literature survey, 549 instances were available from 1999 to 2018
but from the patients, diagnosed list from 1999 to 2008 was only 257 instances [13].
The twice increased in instances of breast cancer and the survival rate of correspond-
ing patients diagnosed outcome need good reliable prediction model. Model with
standardized huge datasets which fetches important attributes or features is a better
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Fig. 4 Proposed model

possibility of a predictive model. If new data encounters or new attributes are added,
it shows the good effective results for the proposed predictive model. There are sev-
eral attributes for diagnosis of breast cancer which have been described in Sect. 3.3.
The proposed model shown in Fig. 4 will take these attributes into consideration
and will provide a predictive result [7–9]. The prediction result can be “Begin” and
“Malignant” prediction model as shown in Fig. 4 which consists of several steps and
these steps consist of UCI/Kaggle-related dataset preprocessing, attribute filtering,
data mining algorithm (classification), and prediction modeling using analytical tool
and then final prediction as depicted in figure of proposed model.

The proposed model includes the following steps:

UCI/Kaggle datasetsDataset will be collected from UCI/Kaggle. The data available
here has been collected fromxxxhospital. It is available in text format and is converted
to csv file format for further processing.

Preprocessing of breast cancer datasets requires to extract some meaningful pat-
terns from data and use that information or knowledge. It includes several steps
like cleaning which removes noise and inconsistent data. Integration collection of
data from multiple sources. Reduction includes data compression, dimensionality
reduction. Transformation includes normalization, where data are transformed and
consolidated into forms appropriate for mining.

Attribute selection is the attribute filtering that considers only important attribute.
For example, in the dataset of breast cancer there is no requirement of patient’s job
title.
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Data mining learning algorithm examines the attributes and also enhances attribute
relationship in order to generate new knowledge or information. Classification data
mining algorithm technique categorized the breast cancer datasets into number of
classes (as defined) [14]. The main classification technique is to accurately predict
the new data class and also to give effective result for the analysis of huge datasets.
For example, naive Bayes, support vector machine, decision tree, k-nearest neighbor,
and many more.

Analytical tool Datasets are huge in number and for the analysis of large number of
datasets we need analytical tool. R programming tool is free software environment
for statistical computing and graphics. It is one of the best analytical tools for data
preprocessing.Most of the data scientists and researchers use R tool for data analysis.
Hadoop is one of the best analytical toolswhich allows distributed processing of large
datasets across multiple clusters and has the ability to handle limitless concurrent
tasks. Hadoop computation part is based onMapReduce algorithm which consists of
Map and Reduce duty [15]. A duty of Map is to convert the sets of data into another
form of datasets and each particular element is broken down into key or value pairs.
Reduce duty is to combine all the key or value pairs (output of map) into a smaller
element [15, 16].

Prediction Predictive model uses statistics to predict the trends and behavior of the
model.

5 Conclusion and Future Work

The early diagnosis of breast cancer increases the rate of women survival because of
advanced diagnosis techniques and the advanced treatment technologies. We have
many classification algorithm techniques which can predict and analyze the datasets
as it is evolving big data analytical tool. In this research work, we proposed a predic-
tion model which consists of several steps that begin from the collection of datasets
from UCI/Kaggle followed by preprocessing of datasets, attribute filtering, and then
finally applied data mining classification algorithm like SVM, naive Bayes, k-NN,
and decision tree with an analytical tool for the prediction. Future work can focus
on the development of the predictive model for the diagnosis of breast cancer using
big data technology.
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Abstract Nowadays, huge amount of data has been generated and collected in every
instance of time. So to analyze them is the toughest task to do. Data are generated
and collected in a huge amount from unlike sources such as social media, business
transactions, public data, etc. This greater amount of data may be structured, semi-
structured, and unstructured one. The data in which analysis is to be performed these
days are not only of massive amount but also varies each other by its types, at which
speed it is generated and by its value and also varies by different characteristics which
is termed as big data. So to examine this vast amount of data and get the relevant
information from it, analysis should be done and to analyze this huge amount of data
is a greater challenge these days. So to analyze these vast amount of data we need
the help of several data analytics tools and methods so that it will be easier to deal
with it. This survey paper talks about different tools and techniques used for big data
analytics. This survey paper tries to provide a clear idea about the genesis of big data,
features of big data, and different tools and techniques used to analyze these huge
collections of data.
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1 Introduction

Aggregation of facts is called data which has some value and size. For any operation
to be done, data should be processed into information by the help of knowledge
discovery process which is used for finding information which should be logical,
novel, useful potentially, and understandable [1]. Data are generated and collected in
a huge amount from unlike sources such as social media, business transactions, etc.
Big data was characterized by HACE theorem, i.e., heterogeneous, distributed, and
centralized control with autonomous sources, survey, and inspect the complex and
evolving relationship between data [2]. Big data needs advanced tools and techniques
to perform analysis.

1.1 Genesis of Big Data

Big data not only simply refer to a huge abstraction of data but it also has some other
features on the basis of which we can be able to differentiate between mass of data
and big data [3]. Big data becomes enormous expanse of data if one cannot able
to process it properly. Huge abstraction of data is generated from various rootages
which are listed below:

– Social media: Social media like Facebook, LinkedIn, Yahoo, Twitter, Google, etc.
hold information about users across the world which is vast in size and to store
and process these information is a great challenge.

– Business transaction: Business activities just like their sales activities are captured
and sometimes these data are engendered at a very reckless speed and millions of
records are produced within a fraction of second due to which the scope of the
data is huge enough.

– Public data: Public data is a kind of data which can be used freely and reused
properly without any legal restriction to access these data or to use these data.
Public data refers to the data which belongs to a public domain and needs to be
updated in a fixed interval of time. For example, in an organization, public data
such as job descriptions, press releases, marketing materials, etc. are available to
those who are related to the organization and also for them which are external to
the organization.

1.2 Big Data Characteristics

Feature of Big data is one of the most essential parts for analysis to be done on it.
This section of the paper defines the features of big data which consist of 5 V’s [4].
Figure 1 shows some of the characteristics of big data such as
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Fig. 1 Big data characteristics

– Volume: Volume denotes the giant amount. The term big data itself states the data
which consists of bulk amount of data.

– Velocity: Velocity refers to the rate of speed of the data at which data are generated
and get modified. For example, in social media within a fraction of second greater
quantity of videos and photos get uploaded.

– Veracity: Veracity states to the features of data in which the giant amount of data
which is collected should be 100% correct. There might be a chance that useless
data may get included in study, which may affect the correctness of the analytics.

– Value: Value is one of the most significant features of big data which measures the
effectiveness of data for decision-making drive. For big data, the data size is huge
so without any value of the data which is collected it is useless for any operation
to be done on that.

– Variety: Variety refers to the data which is either in structured format, semi-
structured format, or unstructured format. Structured data can be kept either in csv
file or Excel sheet. Semi-structured data can be kept in XML file or RSS feed, and
similarly unstructured data can be represented in a text format or in graphical like
JPEG and GIF formats.

2 Big Data Techniques

For scrutinizing the substantial volume of data, it is desirable to extract valuable and
concealed information and for performing the analysis, different techniques are used
so that it will be convenient for both enterprises and individuals. There are various
methods of big data analytics which may belong to different domains.
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2.1 Clustering

Clustering is an unsupervised learning procedure in which groupings of objects are
done, where similar kind of entities belongs to same clutch or cluster and dissimi-
lar entities belong to different clutches or clusters. Traditional clustering techniques
demand the data in which clustering to be done should be in same format, which is
a problem in case of big data [5]. To resolve this problem, clustering technique is
divided into two categories, i.e., single machine clustering which resolves the prob-
lemof dimensionality andmultiplemachine clusteringwhich resolves nonconvergent
and MapReduce.

2.2 Classification

Classification comes under supervised learning method in which it predicts a class
for each object and assigns them to a target class. Several classification algorithms
are developed so that it will work for a distributed environment in a parallel way [5].

2.3 Machine Learning

Machine learning is a part of data science in which system learns from data, identify
patterns, and make decisions with minimum human involvement.

2.4 Representation Learning

Representation learning comes into picture because of the increase in the dimension-
ality of the data which can be able to capture a large amount of data and improve the
effectiveness in both statistical and computational perspectives [6].

2.5 Deep Learning

In deep learning, learning can be unsupervised or supervised which automatically
learn hierarchical representation. It can be able to capture complex patterns and
produce a reasonable output in some cases and is better than human experts [6].
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2.6 Parallel and Distributed Learning

As data sizes are increasing day by day, it is very difficult to store immense quantity
of data in a single machine. Distributed and parallel learning is the learning where
data are stored across multiple machines and can be accessed in a parallel way so
that it can achieve faster training [6]. Distributed and parallel learning helps to scale
up the learning algorithm which is different from classical learning algorithm [7].

2.7 Transfer Learning

Transfer learning is different fromother learning techniques because in other learning
techniques the training and testing data have same feature space but in case of transfer
learning the data which is to be trained and tested have different feature space.
Transfer learning has an advantage of learning from the past and applies these to
solve the new ones [6].

2.8 Active Learning

Learning from a bulk amount of data is the most critical task to do. Active learning
helps to do the learning when data are in huge amount and not labeled [6]. It labeled
some samples so that time and cost will be reduced in the process of leaning. Active
learning used to attain maximum accuracy by the help of labeled sample which tends
to reduce the cost.

2.9 Kernel-Based Learning

Kernel-based learning is a very almighty learning which helps to increment compu-
tational capableness [6]. It is a nonlinear learning algorithm in which samples are
mapped to infinite-dimensional space from their original space which is done by
inner product operator with a suitable kernel function.

2.10 Regression Analysis

Regression analysis is used for finding association among the variables like among
independent variables and a dependent variable. It finds out the association among
the variables which are concealed by randomness.
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2.11 Hashing

Hashing is used for transforming a string of characters to a fixed length of values
which represents the same value as original. By the use of hashing, speedy reading
and writing can be done and query speed will also expand but the problem is to find
out a suitable hash function by which these things can be done.

2.12 Indexing

Indexing is a method used for diminishing the disk access time so that the time
will be a smaller amount while doing insertion, deletion, and update in occasion of
both structured data in case of relational database and numerous techniques used in
occasion of semi-structured and unstructured data. But the difficulty we face is while
indexing it needs an additional space to store the index file which upsurges the cost.

Figure 2 describes different clustering techniques, classification techniques, and
tools used for analyzing big data.

3 Clustering

Clustering is a learning procedure in which data objects are divided into groups in
such a manner that the data objects which have similar kind of entities are grouped
into same clutch and the data objects having different kind of entities are grouped into

Fig. 2 Different clustering, classification, and tools for data analytics
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a different clutch. There are various types of clustering techniques and depending
upon various factors they are classified as follows.

3.1 Partitioning Based

In partitioning-based clustering algorithm, the data entities are divided in such a way
that every clutch must have at least one entity and each entity must fit into only one
clutch. The dividers are called clusters. One needs to specify the number of clusters
primarily [8, 9].

3.2 Hierarchical Based

In hierarchical clustering algorithm, the data constituent is delineated in a hierarchical
based which can be either agglomerative or divisive. In agglomerative clustering,
initially each item is in each own cluster and then clusters are merged with each
other iteratively. In divisive clustering, initially all items are in one cluster and then
clusters are divided such that each item consists of its own cluster [8, 9].

3.3 Density Based

In density-based clustering algorithm, data items are divided depending upon their
densities. Clusters of random shapes can be revealed and also can handle outliers by
density-based clustering [8, 9].

3.4 Grid Based

In grid-based clustering algorithm, the data objects are divided into grids. It scans the
dataset once to compute the grids and employ a grid which can collect the data and
clustering algorithm is applied to it instead of the dataset which leads the computation
time to be faster [8].
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3.5 Model Based

In model-based clustering algorithm, clusters are determined automatically based
on standard statistics taking outliers into consideration, so model-based clustering
algorithm is more robust [8].

3.6 Generic Based

Generic-based clustering algorithm is an unsupervised clustering algorithm. In this
algorithm, it searches for the input data which occur frequently and group them into
a cluster [9].

4 Classification

Classification belongs to supervised learning method in which it predicts a class for
each object and assigns them to a target class. Classification aims to predict the target
class for each data in a dataset accurately. There are several classification techniques
available to analyze bulk amount of data which are given below.

4.1 Support Vector Machine

It is based on decision planes on decision margins. A decision plane can be defined
as the one which splits up between a bunch of objects and belongs to unlike class.
SVM is a supervised learning model which is used mutually for categorization or
classification as well as regression analysis [10].

4.2 Decision Tree

In decision tree, the data constituents are basically depicted in a tree-like structure
which comprises of a source node, branch nodes, terminal nodes, and branches in
which branch nodes denote attribute, terminal nodes denote class labels, and branches
denote the outcome [5].
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4.3 Bayesian Classifier

Bayesian classifier is a probabilistic method to solve the classification problem.
Bayesian classification is a supervised learningwhere categorization or classification
is cooked based on Bayes theorem [5].

4.4 Neural Network

Neural network for classification uses multilayer perceptron. Neural network is used
to cluster by using a set of rules which is done basically by the help of decision
tree [11].

5 Architecture

To process using traditional techniques is very difficult due to complexity and volume
of big data. On the basis of various perspective of big data, i.e., data storage, data
processing, data querying, data accessing, and data management different tools are
used.

5.1 HDFS

HDFS is the major storage system of Hadoop which has the capability to store a
huge amount of data and process them as well. HDFS architecture is a master–slave
architecture in which Master Node keeps track of the data to be stored in the cluster
and manages the Data Nodes, whereas Data Nodes are responsible for read–write
operations on the data blocks which are present inside them. If Data Nodes fail to
keep the replica of block then Name Node creates another replica of that block [11].

5.2 HBase

OnHadoop,HBase is an open-source, non-relational, and distributed database,which
can able to do read–write operations in a random way and also in an efficient amount
of time. HBase data are stored in row on table rather than column [11].
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5.3 MapReduce

MapReduce is a programming model which can able to process an immense magni-
tude of data through some applications. The mapper function is responsible for map-
ping the subtask to different nodes and reducer function is responsible for reducing
the responses from the nodes to a single one [12].

5.4 YARN and CASCADING

YARN stands for Yet Another Resource Negotiator which is a distributed storage
system in Hadoop whose job is cluster management, job scheduling. CASCAD-
ING is a high-level Java API which helps to hide the complexities in MapReduce
programming. It is an application development platform for data applications on
Hadoop [2].

5.5 Pig, JAQL, Hive

Pig architecture is used for analyzing the large data in Hadoop. It is also responsible
for ETL process, i.e., extraction, transformation, and load, which uses a language
called Pig Latin, a high-level language. So users are depending upon Pig Latin to do
any data operation. JAQL is used for JSON query processing for big data which is a
data processing language. Hive is database which is used for processing structured
and semi-structured data. It is not similar to relational database but supports some
parts of structured query language, semi-structured data [2].

5.6 Sqoop, Flume, Chukwa

Sqoop is a data transfer tool which is used to transfer a huge amount of data between
Hadoop and relational database. It also loads data directly intoHbase or intoHive and
imports data from sql query directly. Flume helps to collect, assemble, and transfer
bulk amount of data from distributed resources. Chukwa acts just like a detector to
the distributed system, and for data collection it takes the help of HDFS and for
analysis it takes the help of MapReduce [2].
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5.7 Spark, Storm

Spark is used for increasing the computational power ofHadoopwhichwasdeveloped
by Apache software foundation. It can be used in either way for storing and for pro-
cessing. Storm is an open-source parallel computing system which uses ZooKeeper.
It does not run on Hadoop but can do read–write operations on HDFS [12].

5.8 Hcatalog

Hcatalog is a metadata service provider which also provides an interface of read–
write operation on MapReduce and Pig. It is a data processing tool for Hadoop to
write data [2].

5.9 Zookeeper, Oziee

Zookeeper works as a centralized monitoring server in Hbase which takes care of
configuration information and maintains coordination between distributed applica-
tions. Oziee is an open-source service provided by Apache Hadoop which con-
sists of such programs such that all jobs are done in their desired order in Hadoop
environment [2].

This section of the paper describes about the tools and techniques used for ana-
lyzing big data. To analyze a huge collection of data which are different from each
other by several characteristics is a toughest task to do nowadays.

6 Conclusion

This survey paper tries to give an idea about what big data is and the sources from
which enormous amount of data are generated. It also designates the features of big
data by which one can differentiate big data and data which are of huge quantity.
Any operation to be done on bulk amount of data such as store data, access these
stored data, modify these data whenever it needed, and delete the data is the biggest
challenge. As the data size is increasing day by day, examining such substantial
volume of data is a serious issue. So to examine these data the usage of various
techniques and tools are required, which ease the analysis to be done.

To analyze these bulk data, we need to have a clear idea about the tools and
techniques. This paper describes the tools and techniques used for analyzing big data
such as Hadoop, MapReduce, different clustering techniques, different classification
techniques, different machine learning techniques, etc. This survey paper overviews
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the techniques which are proposed how to deal with a massive amount of data and
protect those data so that no one will access or modify it except the authentic users.
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Sentiment Analysis: Usage of Text
and Emoji for Expressing Sentiments

Shelley Gupta, Archana Singh and Jayanthi Ranjan

Abstract Social media generates massive volume of unstructured data by means of
blogs, social networking sites, purchasing sites, etc. This huge amount of data plays
a very crucial role in determining the opinions and sentiments of people toward a
product, services, popularity of artists, celebrities, etc. The accurate and meaningful
analysis of this online media further helps in developing product quality, making
strategies, and decision for a company or a personality. The online media consists of
both text and emoji. Emoji is pictorial representation of facial expression, objects,
weather, animals, etc. In this paper, the web document of various worldwide famous
male and female personalities has been examined to determine the amount of usage
of emoji and presence of text and emoji both in expressing sentiments. This paper
also presents the comparative analysis of the total usage of emoji among the most
followedmale and female personalities in Twitter. Themajor application of our paper
is that it exhibits that the sentiment analysis is more accurate and complete when
done for both text and emoji.
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1 Introduction

The tremendous increase in the online shopping trends and social networking web-
sites has led to the requirement of analyzing the customer’s emotions and trends of
purchasing with sentiment analysis tool, facilitating the brand to develop product
quality, adjust market strategy and customer service from the user-generated mes-
sages.

The user messages consist of both text and emoji. Emojis are the pictorial rep-
resentation of user sentiments, facial expressions, places, sports, and weather. They
have provided the world with a new language to express their emotions in colorful,
appealing, and amusing way, with the need of few or no word in the messages [1].

Since late 2006, online text analysis has become a focused research area bymeans
of social media content, blogs, forums, etc. With the advancement of technology and
social media platforms like Facebook, Twitter, forums, etc. user has the choice of
expressing their emotions with text and emojis both. In this paper, tweets as the
web documents of various famous personalities are downloaded, preprocessed, and
analyzed. The main objectives of the paper are as follows:

• To analyze and evaluate the web document of various worldwide famous male and
female personalities.

• To evaluate the count of usage of emoji by different male and female personalities,
individually.

• To evaluate the total usage of text and emoji both in the web document of different
male and female personalities, individually.

• To evaluate the count of usage of emoji among male and female class.
• To evaluate the total usage count of text and emoji both in male and female class.
• To perform the comparative analysis of the average percentage of emoji usage
among males and females in their web documents.

• To perform the comparative analysis of the average percentage of documents with
text and emoji both in the web documents of males and females.

• To exhibit that complete and accurate sentiment analysis can be done with
approaches involving both text and emoji due to huge availability of online content
with both text and emoji.

2 Literature Review

Sentiment analysis has become an active research area of Natural Language Pro-
cessing Language at many levels of granularity [2]. Sentiment analysis can be clas-
sified at three main levels: sentence level [2], document level [3], and aspect level
[4]. Document-level sentiment analysis determines the positive, negative, or neutral
opinion a document is expressing, taking the complete document as a single unit.
Sentence-level sentiment analysis determines whether the sentence is subjective or
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objective. If the sentence is subjective it determines whether the sentence is express-
ing a negative or positive opinion. Aspect-level sentiment analysis determines all the
aspects of the opinions a document is expressing.

The major techniques of machine learning used in sentiment analysis are based
on supervised learning and unsupervised learning. In supervised learning, the trained
dataset is needed whereas in unsupervised learning labeled dataset is not needed.

The base of sentiment analysis is words classified as positive, negative, and neutral
sentiments. Most of the research in sentiment analysis is English text based using
lexicon corpora. General Inquirer [5] is a lexicon-based approach that used pointers
to link similar meaning words. SentiWordNet 3.0 [6] is a lexicon-based approach and
an enhancement of WordNet [7], associated with three numerical scores, positive,
negative, and neutral taking synsets as base. The SenticNet [8] works on the approach
of concept-level opinion mining, consisting of 14,244 commonsense concept.

Earlier emoticons were used in expression to express the emotions with text on
web. Emoticons are also the facial representation using characters like punctuation
marks, numbers, and letters. In the work [9], the data has been trained based on the
language and emoticons. Nowadays, the emoticons have been replaced by emojis.
The emojis were first included in Japan mobile phones in 1997 [1] and operating
system of Apple in 2011. The Unicode Standard has incorporated some emoji char-
acter set from 2010. The new Emoji Version 11.0 has been released in 2018, with
which total number of approved emoji has reached a total number of 2,823 [10, 11].

In [11], the sentiments of emojis were calculated from the sentiment of tweets. In
[12], Arabic tweets were used to analyze which emoji is used most frequently and
classify them as anger, disgust, joy, and sadness. Most of the research in sentiment
analysis has been done with text [13] only or emoji [1] only but not involving both.

The objective of the paper is to determine that the usage of both emoji and text is
huge in social media for expressing social sentiments and exhibiting the great impor-
tance of sentiment analysis approach involving text and emoji both by analyzing the
tweets of most followed male and female [14] personalities on Twitter.

3 Methodology

The most followed Twitter celebrities [14] are divided into two categories, i.e., male
and female.

• The web documents of each personality are analyzed to determine the following:
The total count of emoji used.
The total count of web document consisting of both text and emoji.

• The web documents of each category are analyzed to determine the following:
Average count of emoji in web documents of both categories.
Average count of web documents with text and emoji in both categories.
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• The comparison of
Average percentage of total emoji used by both categories.
Average percentage of documents with text and emoji in both categories.

Most of the research in the field of sentiment analysis is done with text only or
emoji only. Therefore, we aimed at exhibiting that a sentiment analysis approach
will give more accurate and appropriate results if it considers both text and emoji.

4 Proposed Approach

Sentiment analysis is a popular research areawhich plays an important role in analyz-
ing the sentiments of people posted by them by means of various social networking
sites, e-commerce sites, forums, blogs, etc. The steps of approach are discussed in
Fig. 1:

Step 1: The data collection approach is discussed in Fig. 2. The tweets posted on
twitter consist of text and emoji both in combination. Thus, the tweets of
most followed personalities on twitter [11] are downloaded, classified as
male and female. In this paper, 26 male and 26 female Twitter handles are
collected. Broadly, the last 200 tweets of personalities are provided by the
Twitter API.

Step 2: The last 200 tweets of each personality are preprocessed to remove videos
and pictures.

Step 3: Tweets of each personality of both class are analyzed to determine total
count of emoji used and total count of web document consisting of both
text and emoji.

Step 4: The tweets of each category are analyzed to determine the average count
of emoji and average count of web tweets with both text and emoji in both
categories.

Step 5: The comparison of percentage of total emoji used by both categories and
the percentage of tweets with text and emoji in both categories.

Step 6: The bar graph is drawn for each of the 26 male and 26 female personalities,
exhibiting

• Total tweet considered for each personality.
• The total count of emoji used by each personality in the total tweets
considered.

• The count of tweets consisting of both text and emoji together out of total
tweets considered.

The pie charts were drawn showing the following analysis:

• The average percentage of emoji count in both classes.
• The average percentage of tweets consisting of text and emoji both out
of the total tweets considered in both classes.
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Fig. 1 Proposed approach Dataset

Preprocessing: Pictures and Videos removal

The web documents of each category is analyzed 
to determine:

Average count of emoji in web documents of 
both categories.
Average count of web documents with text and 
emoji in both categories.

The comparison of:
Average percentage of total emoji used by both 
categories.
Average percentage of documents with text 
and emoji in both category.

The web documents of each personality is ana-
lyzed to determine:

The total count of emoji used. 
The total count of web document consisting of 
both text and emoji.

Results: Graphs and Pie Chart drawn

Conclusion

.

.

.

.

..

Step 7: Based on statistical analysis we determine the class:

• Using more emoji.
• Consisting of more tweets with both text and emoji.

On the basis of usage of emoji among users in tweets decides the role of an
approach doing sentiment analysis considering both text and emoji.
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Fig. 2 Data collection approach

5 Implementation and Results

The dataset of tweets has been downloaded by using Twitter API implemented in
Python [15]. A Twitter application is created using an existing Twitter account.
The module of Python called emoji is also used to include emoji in dataset. Some of
Python library used involvesTweepy for connectingTwitter StreamingAPI,Openpyxl
to read and write in excel, Pathlib to work with file paths, re, workbook, etc.

The two bar graphs,Male Tweet Analysis Fig. 3 and Female Tweet Analysis Fig. 4,
were obtained.

Fig. 3 Male tweet analysis
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Fig. 4 Female tweet analysis

• Male Tweet Analysis
The male tweet analysis graph analyzes each of the 26 male personalities individ-
ually. The count of emoji used by most of the males is more than or almost equal
to the total count of tweets considered. For example, male 4, male 10, male 11,
male 12, male 15, male 22, male 2, and male 26. The tweets with both text and
emoji are also significant in number.

• Female Tweet Analysis
The female tweet analysis graph analyzes each of the 26 female personalities
individually. The count of emoji used bymost of the females ismore than or almost
equal to the total count of tweets considered. For example, female 1, female 4,
female 8, female 10, female 13, female 17, female 18, female 19, female 24, and
female 26. The tweets with both text and emoji are also significant in number.

Table 1 shows results obtained by further analysis done on the two bar graphs:
Male tweet Analysis and Female tweet Analysis.

Table 1 Male and female tweet analysis

Class analysis Male Female

Total number of tweets considered broadly for each of 26 members of each
class, i.e., male and female

200 200

Average count of emoji used 140 179

Average tweet count with both text and emoji 48 71

Average percentage of emoji used 44 56

Average percentage of tweet count with text and emoji both 40 60
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The detailed analysis of the two pie carts is given below:

• Analysis of male and female total emoji count:
The percentages of average emoji usage by male and female are 56% and 44%,
respectively. Thus, usage of emoji is more in female than in male Fig. 5.

• Analysis of male and female tweet count with both text and emoji:
The percentages of average tweets with both text and emoji are 60% and 40%,
respectively, Fig. 6. The usage of tweetswith text and emoji both ismore in females
as compared to males.

Fig. 5 Analysis of male and female total emoji count

Fig. 6 Analysis of male and female tweet count with text and emoji both
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The results show that the availability of emojis is much in online web documents.
A sentiment analysis approach will be complete and accurate if it considers both text
and emoji, whereas most of the research involves text only or emoji only.

6 Conclusion and Future Work

Our approach analyzes the total count of emoji in tweets and count of tweets with
text and emoji is significant in number. Also the usage of emoji among females is
more than the males across the world. In this paper, we exhibit the usage of emoji is
tremendous among the people across the world to express their sentiments on social
media. Thus, the requirement is to have sentiment analysis approaches that consider
both text and emoji. As our results are promising, we envisage several directions for
future work. Our findings are based on the two classes, i.e., male and female. We
would like to expand our finding for many other important classifications as well.
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Factors Affecting Psychological State
of Youth in India

Jagreeti Kaur, Archana Singh, Sumit Kumar and Sunil Kumar

Abstract The best of brain working does not mean the absence of some sort of
mental illness. It is beyond that. The ability to deal with the pressure of negative
situation varies greatly fromone person to another. The fast-paced lifestyle influenced
humans’ communication and thinking power. This paper identifies the significant
reasons behind this contemporary but devastating lifestyle. Some emotional state
of mind like being loved, self-esteem, confidence, and breakups leads to adopting
difficult behavior like smoking, drinking, and usage of various drugs. To examine this
problem among youth, the data was collected from a reputed university’s students
those who were hosteler or non-hosteler and using factor analysis, it was found that
major contribution in the drinking, smoking, and drugs was social status, loneliness,
and depression.

Keywords State of mind · Youth · Factors · Socioeconomical · Lifestyle

1 Introduction

In today’s life, after the revolution of technology and the effect of that in our life,
the mental health is still one of the biggest problems in human’s life, especially
for today’s youth. Everyone has their own mental health problems in their lives. In
youth generation, same things happened due to lots of pressure, sadness, happiness,
and depression they face with these problems. The mental illness depends on the
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different reasons and issues, and today they face these issues due to the reason of not
sharing their problemswith families and friends. This is one of themain concerns that
today’s young generations have. The lack of sharing of problems leads to short-term
solutions which can act as an asymptotic relief to the problems. The youngsters do
not choose to share problems may be due to lack of trust, experience, and lifestyle.
The community, peer pressure, to perform best in all things, and social status have
been few findings in the recent research. According to United Nations (UN), India is
the world largest youth population with 365 million of 18–30 years old. So, all these
issues like lack of communication, habits, suicides, stress of studies, and depression
that today’s youth generations are facing and the attempt to find out the reasons for
all the above-said issues were the major concern. Much research has been done to
study youth’s psychological and behavioral state of mind in US, Canada, and some
Europe countries. The lacuna of intensive study about youth erratic behavior in India
is the motivation of this paper.

In this paper, the study was carried out to study the psychological, behavioral, and
medical factors affecting the youth who were drawn toward some drugs, alcohol, and
smoking habits are explored. The data was analyzed for the youth of age between 18
and 30 years. The data was analyzed using factor analysis and resulted in identifying
significant factors affecting psychological state of youth in India.

The paper is organized as follows. In the following section, youth mental issues
are explored. In Sect. 2, the related work done is discussed; in Sect. 3, research
methodology is discussed followed by experiments and results in Sect. 4, and in
Sect. 5 conclusion and future scope is mentioned.

1.1 About Mental Health

Mental health is including the social well-being and emotions of us. Mental health
is the way of our behavior, thinking, and how we act, feel, and show our attitude
to others. These are the things that express our mental health. Also mental health
shows how we can go or specify our daily life stress and other problems that we
face in our life. Whenever we face any mental health issues, it directly affects our
thinking, attitude behavior, and the way of daily life. Here are some factors which
show whether we are having any mental health issues:

• Feeling hopeless and helpless.
• Sleeping too much or too less, eating.
• Family history of emotional wellness issues.
• Using drug, drinking, and smoking.
• Life experience like abuse or trauma.
• Biological factors like brain chemistry or genes.

All these factors are the signs for facing mental health problem that we experience
in our life. In our life, we will see or experience different problems or face them.
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1.2 Types of Mental Health

In the world of mental health issues, there are too many types and categories and
there are some conditions that are known as mental issues or illnesses, such as

• Anxiety disorder: The people who have this illness have fear and dread when they
face a situation. And also they show some physical sign from themselves like their
body starting to sweat and will have rapid heart beating. This illness is diagnosed
when the person does not response specifically or appropriately and does not have
any control to the response.

• Fluctuating mood disorder is persistent feeling of much happy and sadness.
• Eating disorder: This illness is due to evolving attitudes and emotions. In this ill-
ness, the patientwill not have control on their eating orders and behaviors involving
the weight and the food.

• Personality disorders: In this illness, the attitude and the personality of the person
will change and it will completely differ from others. The person will have more
depression and will create lots of issues in daily life.

1.3 Youth Mental Health Problem

Youth mental health disorder is when a young person who has a negative impact and
has difficulties on his/her thinking, mode or behavior at home, school, or among the
friends and peers. For diagnosing the mental health disorder, health professionals
look at grouping of symptoms, for example, if a young person has a mental disorder
problem for long time of being sad or down and little interest or pleasure in things they
would normally enjoy.Amental health professionalwill consider that these behaviors
or the symptoms may lead to the diagnosis that a young person is having “clinical
depression”. There is no single cause for youth or young person to experience a
mental health, and generally there are multiple causes and factors that play effect on
our mental. Numbers of models explain the mental health issues or disorders, and
our understanding changes over the time with advancement in research, especially
in the brain sciences. The main purpose of diagnosis is to enable and to aware them
to make informed. Recommendations should be done to the young person who has
mental illness and what support or treatment may be useful for them. One of the
explanations is that mental illness is caused by social, biological, and psychological
factors that interact in a variety of ways. All refer to a biopsychological model of
mental issues (Fig. 1).

• Social or life events (for example, peer or school stressors, family).
• Biological (for example, inherited vulnerabilities).
• Psychological (for example, poor adapting aptitudes).
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Fig. 1 Factors leading to mental health difficulties [7]

2 Related Work Done

The extant research examined the rate of contacting mental health care and pri-
mary care professionals by individuals, before people commit suicide. The research
reviewed 40 studies for which there was information regarding the rates of health
care content and examined age and gender differences among the subject. It is not
known thatwhat degree contactwith primary care andmental health provider can pre-
vent suicide [1, 2]. The United States is actively discussing the growing movement
for developing and expanding mental health programs [3, 4]. So these programs
represent partnerships between schools and community mental health agencies to
expand the range of mental health services provided by schools. The work has been
carried upon the formulation of the strategy for improving the youth mental health
programs, which includes the analysis of existing psychological health assessment
program in a community. The authors also outline steps to avoid negative attitudes
that may arise among professionals from different disciplines when they collaborate
to expand school-based programs [5]. The development of more comprehensives
school-based program will bring people together who have not had any close work-
ing relationships and also the collaboration of people from different systems for
the betterment of youth. The state of depression and stress can be minimized with
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the community of stakeholder, mental health, and education professionals working
together to solve problems, plan, and share knowledge with the goal of developing a
system for the youths and families in their community. In the past 2 years than in the
past three decades, the mental health needs of youth in the juvenile justice system
[6] have received more attention at the federal level combined. A number of factors
contributed to this change. They include increasing reliance on the justice system to
care for individuals with mental illnesses, growing recognition of mental health need
of youth in general [7, 8]. In various countries, lots of work have been induced on how
to improve the understanding of the behavior analysis of youth, time spent on social
media, and peer pressure for the betterment of the mental health in youngsters [9,
10]. The research carried out lacks to address the whole number of issues pertaining
the effect on the psychological state of the youth in India. This paper focusses on
psychological, behavioral, and biological factors affecting the youth of India.

3 Proposed Model

In the proposed feature model as shown in Fig. 2, by studying the social behavior,
psychological responses in various situations and biological, and if any medical
health in record were all considered. The usage of drugs, alcohol, and sedatives in
youth could be due to various factors. The significant factors like loneliness, time
pass, to show off to their peer friends, excessive usage of social media, disturbed

Timepass –pleasure Lonliness-EmotionalSocial Media-Usage

Peer PressureDepression Insomnia

Socio-
Economic 
Details

Behavioral Analysis Psychological Biological

Feature Selection Model

University students(Hostler or 
Non-Hostler)

Fig. 2 Proposed feature selection model
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sleep patterns, and depressing mental state affect the overall holistic development
and psychological state of youth.

In the proposed model, the socioeconomic conditions are taken into the input as
a significant parameter. Using dimension reduction algorithm in SPSS, significant
factors were found that affect the psychological state of the youngsters.

The significant factors leading to the above problems and lifestyle in youth were
found by applying factor analysis method using SPSS statistical package. The factor
analysis is one of the techniques used for dimension reduction. The objective of this
method is to spot structure through information dimension reduction and to try and to
do information reduction, essentially to seek out correlations between the variables
and respondents.

4 Experiments and Results

The data was collected and to collect the data, the questionnaire was prepared with
the help of extant research and advices of experts, talking, and brainstorming ses-
sions with youth of age between 18 and 30 years including types of questions like
frequency of using social media, reasons of using social media, smoking, reason for
smoking, reason for drinking alcohol, usage of drug, reason for usage drug, usage
of antidepression medicine, and usage of sleeping pills. Within these questions we
can easily find the interests of today’ youth and how they pass their times. After
collecting the data, we changed the data into Likert scale from (1–5) 5–Extremely
important, 1–Not important. The data was collected based on the problems and issues
related to youth lifestyle and psychological state of mind. The sample size was about
200 dataset. It resulted that 52% of youth are purposeless and perform various tasks
just for unknown fun, 30% have the problems related to insomnia, and 25% have
depression. The correlations matrix was generated to find out the most correlated
attributes. It resulted in 44% factors significant at the level of 0.01. By taking the 12
relevant parameters from the questionnaire structure form, feature extraction/factor
analysis is done. To assess the overall significance of the correlation matrix with the
KMO and Barlett’s test, overall significance is at the 0.0001 level which is 106.984,
depicting nonzero correlations. By using KMO and Barlett’s test, the value of Chi-
Square test comes out to be 106.984 with degree of freedom 45 and it is showing
significance between attributes.

Table 1 shows the factors that were extracted. Under the column of “Rotation
Sums of Squared Loadings”, it shows all those factors which have eigenvalue >1 as
the condition was set in the beginning. The values under the column “% of Variance”
depict how much of the total variability (cumulatively variables are taken) can be
accounted for by which of these summary scales of factors. Factor 1 shows 13.311%
of variability in all 10 variables. Factor 2 shows 12.040% of variability out of 10 and
so on.

The above model in Fig. 3 shows that the respondents depict that the usage of
social media time pass pleasure factor as extremely important (52%, 51%) and very
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Youth 
Psychological 
state and life 

style
Smoking, Drinking

Social Media, Usage

Sleeping Pills, Drugs

Social Media Usage (0.852)

Time Pass-Pleasure (0.836)

Depression (0.750)

Insomnia (0.620)

Loneliness-Emotional (0.815)

Peer Pressure-Social Status 
(0.833)

Fig. 3 Model representing significant influences affecting psychological state in youth

important and important (55%), loneliness-Emotional implications (47%) and peer
pressure for maintaining the social status (52%) are significant factors for smoking
and drinking, respectively. Depression and insomnia (58%, 54%) lead to the usage
of sleeping pills and drugs.

5 Conclusion and Future Scope

Today’s youth dwell in the pool of technology and escapism from emotional out-
bursts. The usage of the technology is not adequate or normal. The excessive usage
of technology and lifestyle of drinking, smoking, and usage of drugs and sleeping
pills collectively affect the health and psychological state of young people who are
the future leaders. This paper catches the significant reasons behind this contempo-
rary but devastating lifestyle. The data was collected from university students those
who were hosteler or non-hosteler and it was found that major contribution in the
drinking, smoking, and drugs was social status, loneliness, and depression.

The work can be extended by applying data mining techniques to generate var-
ious significant rules and statistical structural equation model to expose the hidden
constructs and behavior patterns in youth.
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Enhancing Personalized Response
to Product Queries Using Product
Reviews Incorporating Semantic
Information

Payal Aich, Manju Venugopalan and Deepa Gupta

Abstract E-commerce is verymuch in trend in the current era for selling/purchasing
products online. Hence, consumers tend to visit question answer forums to know
about a product before making a purchase. The proposed work is to build a web
application which would form an alternative to a traditional question answer system.
Rather than focusing on a knowledge-based question answer system, the proposed
work attempts to mine reviews related to the product and provides critical reviews on
the productwhich are relevant to the question asked by the consumer. This application
would be used by any user looking for supporting critical reviews related to product
functionalities. Given a question answer dataset and a review dataset on a product,
the similarity between the questions and the reviews is calculated and three top
reviews which are most relevant to the question along with their relevance score are
the output of the system. The model uses powerful similarity measures based on
WordNet and Word embedding in addition to the basic similarity measures based
on cosine similarity and TF-IDF. The model is evaluated in terms of how well the
sentiment extracted from the output reviews of the proposed model confines with
that of the answer in the question answer dataset.

Keywords Similarity measures · Word to vector · Word embedding · Q/A system

1 Introduction

Text mining deals with the analysis of huge volumes of text data so as to derive
useful insights. Text mining can be helpful for an organization, when it derives
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valuable information from text-based content such as word documents, email, and
data streams from social networks like Facebook, Twitter, and LinkedIn. Natural
language processing (NLP) techniques in combination with statistical modeling are
often employed in text mining. It is really very challenging to perform mining on
unstructured data because natural language text is often inconsistent or ambiguous,
inconsistent semantics and syntax, sarcasm, slang usage, and varying trends on social
media are some of the factors which cause the major challenges. Text analytics is
still considered as an emerging technology, with a wide range of applications which
include spam detection [1], business intelligence [2], social media analysis [3, 4],
sentiment analysis [5–8], and so on. The immense amount of data available online in
the formof text is the foremost reason for the growing popularity of textmining.Users
share reviews about products, movies, travel experiences, etc. online. These reviews
provide the first level of feedback when considering the purchase of products online.
Prospective purchasers tend to have a lot of queries about the product which could
either be generic in nature or specific to their requirements. Such questions can be
answered either through a manual search across the reviews or otherwise put forward
the question in a Q/A system. But the disadvantage with a traditional Q/A system is
that the response time would be more if the question does not exist in the knowledge
base and the user needs to wait until someone responds to his question. Moreover,
the answer would reflect only the responder’s perspective. Consumer reviews are a
valuable source of data in this context in the sense that there is a high probability
of arriving at more sensible answers to questions posed and it reflects multiple user
opinions. Hence, the proposed work explores the possibility of combining question
answer systems andproduct reviews, and hence design a systemwhichwould respond
to a query about a product in terms of a set of reviews most relevant to the query.

Section 2 explores a few prominent research works on question answer system
and product review systems, Sect. 3 discusses the proposed methodology in detail,
Sect. 4 discusses the datasets used for the experimentations, Sect. 5 explains the
methodology used for model evaluation, and Sect. 6 presents the experimental setup
and results. Finally, the conclusions and the scope for further enhancements are
discussed in Sect. 7.

2 Related Work

The huge volume of data available online has given immense opportunities for
researchers to explore various dimensions in text mining. This section has tried
to explore the prominent works done in the design of question answer systems and
the works which have experimented product reviews. An exploration of various
approaches experimented in the field of QA systems has been presented in [9, 10].
A case-based reasoning method (CBR) [11] has been explored for the design of
an intelligent question answering system. The methodology claims easier access to
the knowledge base compared to the rule-based traditional systems. The results of
similar problems solved prior aids in the faster processing of new questions. Rather
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than improving the accuracy the focus of the model was to improve the response
time. Antonio proposed a novel approach [12] for integrating question answering
and database querying systems. The idea of combining these systems is to mutu-
ally benefit each other but the challenge is in that while question answer systems
deal with natural language, query systems are meant for structured query languages.
The researcher was able to initiate a new direction but concluded that there were
more challenges which included information representation and reasoning capabil-
ities on such a representation. A QA system [13] based on an information retrieval
(IR) methodology and a validation step for removing incorrect answers has been
another attempt in this field. The IR module could extract additional information
from the analysis of questions, which contributed in a positive way but the valida-
tion module because of too strict constraints removed more correct answers. A trial
to incorporating semantic measures for a general open-domain question answering
system has been attempted in [14]. The main objective of this research was to impro-
vise name-entity-based QA systems which fail with common-noun-based questions.
Their results proved that the incorporation of semantic features like WordNet con-
tributed to the model. Product reviews are another major source of data that has been
explored to a large extent to extract user sentiments. A notable exploration [15] is
to mine user-generated product reviews available online by using a novel approach
using the features that can be mined from user-generated reviews along sentiment
expressions that are associated with these features. Another approach is mining of
textual reviews [16] to summarize product experiences that can serve as recommen-
dation systems by combining aspects of product similarity and feature sentiment.
McAuley [17, 18] and team proposed a novel idea of using product reviews to for-
mulate answers for queries asked about a product formulating this as a machine
learning problem using a mixture-of-experts-type framework where each review is
considered an expert. The survey reveals that QA systems have improved in terms of
performance and beyond that researchers have tried to give new dimensions to the
domain. The essence of the proposed approach is derived fromMcAuley’s work bor-
rowing only the idea of combining a QA dataset and a review dataset which is based
on an expectation–maximization (EM) method to model ambiguity and subjectivity
in product-related opinion question answering systems.

The proposed approach is a QA model to answer questions posed on products by
extracting the most relevant reviews corresponding to the question by using powerful
linguistic similarity measures. The power of the proposed model lies in the incorpo-
ration of powerful semantic measures. Word embedding and WordNet are used in
addition to statistical measures to calculate the similarity for each question–review
pair.
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Table 1 Information on datasets

Dataset No. of questions and answers No. of reviews

Beauty products 171 7500

Automotive 150 5090

Baby products 140 9723

{"reviewerID": "APYOBQE6M18AA", 
"asin": "0615391206", 
"reviewText": "I've enjoyed using this set in my kitchen for over a decade, 
so much so that I purchased it as a house-warming gift for 
my son.  Great way to make perfect rice every time (or other 
grains), without having to employ a stand-alone rice 
cooker.”}

{QuestionID:”Q3AB4912”
'asin': '0615391206', 
'questionType': 'yes/no', 
'questionText': does the steamer basket have a handle so you can easily 
lift it out when hot?
‘answerText': 'Yes, it has a heat resistant handle'}

Fig. 1 A sample product review and question answer

3 Datasets

The experiments have been carried out on question answer and review datasets bor-
rowed from Amazon.1 Using their unique product IDs, the Q/A datasets and review
datasets are mapped. The proposed approach is confined to questions belonging to
the category of binary questions, which have a Yes/No inclination as reflected by
the “Question Type” field. Datasets corresponding to 20 product IDs extracted the
statistics which are presented in Table 1. A sample of product reviews and question
answer dataset is given in Fig. 1 where asin indicates the product id used to map
them.

4 Proposed Methodology

The proposed approach for mining reviews in response to queries is delineated in
Fig. 2. The sequence of steps includes preprocessing of both questions and reviews,

1http://jmcauley.ucsd.edu/data/amazon/, http://jmcauley.ucsd.edu/data/amazon/qa/.

http://jmcauley.ucsd.edu/data/amazon/
http://jmcauley.ucsd.edu/data/amazon/qa/
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Fig. 2 Proposed methodology
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extracting similarity measures, aggregating the similarity measures to find the rel-
evance score for each question–review pair, and hence finding the most relevant
reviews for every query.

4.1 Data Preprocessing Module

The process of converting raw data into representable features is known as prepro-
cessing. The unstructured training data which includes both queries and reviews are
subjected to the preprocessing steps, tokenization, stop word removal, and lemma-
tization. Tokenization is the process of splitting the text into smaller units corre-
sponding to the words of the language considered. In NLP, these units are referred
to as Tokens. The sentence “Can this Bluetooth speaker help for small parties” will
be tokenized into a list of tokens as {Can, this, Bluetooth, speaker, help, for, small,
parties}. Stop words are words like in, if, for, etc. which do not convey any meaning,
and hence are filtered out. Stop word removal of the tokenized sentence would output
{Can, Bluetooth, speaker, help, small, parties}. Lemmatization reduces the word to
the base form. The purpose of performing lemmatization is to categorize different
inflectional forms of a word under the same group. The output of the input sentence
after going through the lemmatization phase would be {Can, Bluetooth, speaker,
help, small, party}.

4.2 Extraction of Similarity Measures

After the preprocessing stage, the reviews and the questions are in the form of a set
of tokens. The similarity between a question/query related to a particular product
and a set of reviews about the same product is calculated using different similarity
measures as listed in the following subsections.

Cosine similarity. It is a simple similarity measure that operates on bag-of-words
representations of the review and the query. The unigrams in the set consisting of all
questions Q and all reviews R corresponding to a product together form the bag of
words. The similarity between a question q ∈ Q and a review r ∈ R is calculated as
given in Eq. (1), where q and r are the vector representation of a question and a review
corresponding to the same product based on the frequency-based representation of
bag of words of model and ||q|| and ||r|| are the magnitudes of the vectors. The metric
is well preferred for text data because of its low complexity for sparse data.

∀q ∈ Q and ∀r ∈ R Simcos(q, r) = q.r

q‖r‖ (1)

TF-IDF-based similarity. TF-IDF stands for term frequency–inverse document
frequency, and is a weighted measure often used in information retrieval and text
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mining. This statistical measure resolves an issue with measures like the cosine
similarity whereby common but irrelevant words can dominate the ranking function.
Variations of the TF-IDFweighting scheme are often used to determine a document’s
relevance given a user query. The proposed work has implemented the OkapiBM25
metric [19] based on the probabilistic retrieval framework which is given in Eq. (2).

SimTF-IDF(q, r) =
p∑

i=1

IDF(qi ) f (qi , r)(k1 + 1)

f (qi , r) + k1
(
1 − b + b|r |

avgrl

) (2)

where qi is the ith unique word in the question, the total number of unique terms
being p, f (qi, r) is the number of occurrence of the ith unique word of question in
the current review, k1 and b are constants designated a value 0.5, |r| is the length of
current review, and avgrl is the average length of reviews, both calculated in terms of
the number of tokens after preprocessing. IDF(qi), the inverse document frequency,
is calculated as given by Eq. (3) where N is the total numbers of reviews, n(qi) is the
total number of reviews in which the ith word in q has occurred, and the constant k
is assigned a value 0.5.

IDF(qi ) = N − n(qi ) + k

n(qi ) + k
(3)

WordNet-based similarity. Cosine- and TF-IDF-based similarities are based on
bag-of-words model which perform a word-to-word mapping for measuring similar-
ity. But suchmeasures fail to capture semantic relatedness which cannot bemeasured
beyondword similarity. Knowledge-basedmeasures likeWordNet quantify semantic
relatedness of words using a semantic network. WordNet [20] is a lexical database
for English language which groups words into sets of synonyms called synsets and
records a number of relations among these synonym sets or their members. The
similarity between two words can be extracted from WordNet which is actually a
measure extracted from the synsets of both the words. Using this measure the simi-
larity between a question and a review is calculated based on [21] as given in Eq. (4)
where simmax(w, r) is the maximum value in the similarities of the word w in the
question to each word in the review r, simmax(w, q) is the maximum value in the
similarities of the word w in the review to each word in the question q, and IDF(w)
is calculated as similar in Eq. (3).

Simwordnet(q, r) = 0.5

∑
w∈q simmax(w, r) ∗ IDF(w)

∑
w∈q IDF(w)

+
∑

w∈r simmax(w, q) ∗ IDF(w)∑
w∈r IDF(w)

(4)

Embedding-based similarity. Word embedding represents a set of language
modeling features in natural language processing (NLP) where words from the
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vocabulary are mapped to vectors of real numbers. Word embedding is a type of
word representation that allows words with similar meaning to have a similar rep-
resentation. A distributed representation for text has arrived at that is perhaps one
of the key breakthroughs for the impressive performance of deep learning methods
on challenging natural language processing problems. The low-dimensional vector
representation for words is obtained by training a neural network on a large corpus to
predict a word from the given context. The context is a window of surroundingwords.
Using word embedding model a vector representation is created for every word. The
proposed model has borrowed pretrained vectors from Glove’s [22] implementation
which had trained vectors fromWikipedia 2014 Corpora. The word2vec [23] model
had been implemented to arrive at a similarity score between any two words. These
scores are in turn used to arrive at a similarity measure Simword-embedding for each
question–review pair using Eq. (3) itself the only difference that similarity measures
used here are those derived from the word embedding model.

4.3 Aggregation of Similarity Measures

Using the four similaritymeasures basedon cosine similarity, TF-IDFbased,WorNet,
and Word Embedding, the proposed approach arrives at four scalar values depicting
the similarity between a question and a review. The average of these four similarity
scores is computed for each question review pair as depicted in Fig. 3. This score

Average similarity measures

Extract similarity measures

SimQ1R1 SimQ1R2 …. SimQ1Rn

SimQ2R1 SimQ2R2 …. SimQ2Rn

. . …. .

SimQmR1 SimQmR2 …. SimQmRn

SimCos SimTF-IDF SimWordNet SimWord Embedding

Simavg = + + +4

Fig. 3 Averaging similarity measures
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implies the relevance of the review with respect to the question, and hence referred
to as the relevance score. This information gets stored in a database.

4.4 Prediction Models

When a new question is posed by a user in a Q/A environment, the model will check
if it matches any existing question in the database or is entirely new. If it is an existing
question in the database then the top three reviews along with their relevance score
will be extracted from the database and will be the output of the model. If it is a non-
existing question in the database, then the question is compared with all the existing
questions for that product in the database by calculating an aggregated similarity
measure for each question–question pair using the same four similarity measures.
If the similarity score between the new question and the most similar question is
greater than a threshold α then the top three reviews and their relevance scores are
used as the output. But if it is an entirely new question or in other words if there
are not any existing questions with similarity measure of at least α, then the new
question gets appended to the database as a new question and it passes through all
the phases in the methodology to arrive at the top three reviews and the relevance
score corresponding to the new question.

5 Model Evaluation

Our model has confined its experimentations to questions which have been labeled
Yes/No in the Amazon dataset. As clear from Fig. 1, these categories of questions
expect answers with inclination toward a Yes/No result probably with a justification
of their personal experience.

The evaluation of themodel has beendone in termsof howefficiently the sentiment
extracted from the reviews output by themodelmatches the sentiment expressed from
the answer of the question. For this task, the polarity score of the top three reviews
that has been output by the model is calculated using the TextBlob package in Python
and their average score is determined as Review-Sentiscoreavg. The polarity score of
the answer for that particular question from the Q/A dataset is similarly calculated as
Answer-Sentiscore. If Review-Sentiscoreavg matches the Answer-Sentiscore in polar-
ity orientation, it supports themodel performance and is a treated as hit, else is amiss.
Thus, the accuracy of the model is calculated in terms of how many hits the model
achieves against the total number of questions. A pseudocode for model evaluation
is depicted in Fig. 4.
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Algorithm to find the Accuracy of the Proposed Model
Inputs:
PROD[M]: An array of product ids of size M
No_of_questions: no-of questions stored for each product
Review-Sentiscoreavg :Average Polarity sentiment score of   three most relevant

reviews output by the proposed model
Answer-Sentiscore : Polarity sentiment score of the answer of the Question
Output: Accuracy

Hit=0 Miss=0 Qns=0
For i in range(M) 

For j in range(no of questions(PROD[i]))
Qns=Qns+1
If (Reviews-Sentiscoreavg  (PROD[i]) x Answer-Sentiscore(PROD[i])) >0 

Hit=Hit+1
 Else 

Miss=Miss+1 
Accuracy= Hits/Qns

Fig. 4 Pseudocode for model evaluation

6 Experimental Results and Analysis

The entire framework of the proposed model has been implemented in Python 3.
NLTK package in Python has been used for the preprocessing steps. For model
evaluation, the sentiment score has been calculated using the Text Blob package
which is a Python library. Text Blob goes along the piece of text, finding words and
phrases it can assign polarity to, and it averages them all together for the longer text
and thus assigns a sentiment score to the answers of the question and the top three
reviews output by the model. The evaluation is done on all the three datasets and the
accuracy of all the three datasets is reported in Table 2. The designed GUI provides
the interface for the user to choose product and enter a query and the model displays
the most relevant queries and their relevant scores. The GUI has for each product id
a list of previous query asked and an empty field for the user to enter a query of his
choice (Fig. 5).

Table 2 Results of model
evaluation

Datasets Accuracy (%)

Beauty product 92.98

Automotive product 90.31

Baby product 92.64
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Fig. 5 GUI for the proposed model

7 Conclusion and Future Work

Using the average of the similarity measures, cosine similarity, TF-IDF, WordNet,
and Word Embedding, a relevance score has arrived which reflects the relevance
of a review with respect to a question. The experiments have been carried out on
datasets from different domains like beauty product, automotive product, and baby
products from Amazon which consists of both questions and answers dataset and the
reviews dataset. The model is able to retrieve all the top three reviews along with the
top three scores, respectively, which are relevant to the question asked by the user.
The accuracy slightly varies across domains on the type of datasets with a reported
maximum accuracy of 92.98.

In the proposed approach, all similarity measures have been given equal weigh-
tage. All similarity measures need not be equally significant. WordNet and Word
Embedding models which extract semantic knowledge might be more contributing
than the statistical measures. A weighted average of the similarity measure would
be more appropriate where the weights corresponding to each similarity measure
can be arrived at using optimization techniques. A text summarization approach that
summarizes the content of the top three reviews would present the model output in
a more effective and crisp form to the end user.
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Enhancing Future Relationship in Social
Network Using Semantics Prediction
to Predict Links

Snigdha Luthra, Gursimran Kaur and Dilbag Singh

Abstract Currently, social systems have caused a substantial amount of users con-
necting together over a couple of years, while the link gold mining is certainly a
crucial analysis trail in this area. It attracted the factor of some researchers to study
and understand the associations between nodes in the social network. The key con-
cern experienced simply by authorities is normally to deal with the problem of new
links forming in the network. For this purpose, all of our design and style, a new
model entails Internet site survey approaches with semantics to perform hyperlink
mining on data parts. To test our model, we use highlighting node degree technique
to find out the future relationships between users. Our main focus in link predic-
tion is to predict future links in the network. Our analysis normally focuses on the
scoring-based methods and provides latest methodologies which are based on deep
learning methods.

Keywords Link prediction · Semantic similarity · Post-analysis · Co-similar links

1 Introduction

In recent years, social networking websites have gained a lot of attention as more and
more users are increasing day by day. Because of this importance, link prediction
and semantic analysis in social networking have gained a lot of attention from the
researchers [1]. In data mining, link prediction is widely used. The main aim of link
prediction is to predict future connections in the network which is not present in
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the current network. As social media is the dynamic object, they change and grow
at different timestamps [2]. Appearing of new edges, nodes, and different paths are
the changes which occur at the different time periods and predicting the new edge
which can occur in the future is our primary task. The network is mainly studied by
mathematicians and so it resulted in a very prominent theory of networks using graphs
[3]. Generally, link prediction may consist of two types of research: (a) structure of
the network and (b) nodes and edges combined together to build a heterogeneous
network. Structure basically refers to theway inwhich nodes and edges are connected
to form a network like a graph structure [4]. Link prediction is also used to predict
missing links which occur due to incomplete data (for example, food webs which
are related to the sampling consisting of incomplete links). In link prediction, we
describe our network structure with graph G(V , E) with V denoting the vertices of
the graph and E denoting the edges of the graph. We also define a similarity matrix
Sxy in the graph which predicts the similarity of the nodes which is connected by
the link. It calculates the score of the graph nodes by splitting the data into test and
training sets. Later, link prediction algorithm is applied to training and test sets to
check the accuracy and predict future links that have the possibility to combine in
future.

2 Detailed Preliminaries

A social network is modeled as a graph for easy analysis. A graph G = (V, E)

represents a community network with V as vertices and E refers to the users of the
network and also refers to the relationship among users. Different actions have been
described in brochures for topological features setup link conjecture and function
features depending link rumors [5]. Various similarity score algorithms are involved
in link prediction technique and they are as follows:

i. Shortest path:
It is defined as minimum number of edges connecting u and v nodes. If there
is no such connecting path between them then the value of this attribute is
taken as infinity. The problem of actually finding the smallest path among
two intersections on a guide may be designed as a wonderful case belonging
to the shortest pathway problem in charts, where the vertices correspond to
intersections and the blades correspond to street segments, each weighted by
the length of the segment.

G D = shortest path between(x, y) (1)
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ii. Common neighbor:
It signifies the number of nodes in the neighbor having the common attributes.
Common neighbor verifies a correlation link between common neighbors x and
y at any time t. Node neighborhood encodes different information regarding
the comparative overlap between node neighborhoods [5]. It really is expected
which is the more “similar” nodes that are extra likely to get a forecasted link.
Resulting from the efficiency and having fewer variables, it can be used in
many studies about Internet site conjecture. It is basically a building block of
different approaches with a mathematical expression as follows [1]:

scoreC N (x, y) = |Γ (x) ∩ Γ (y)| (2)

iii. Jaccard coefficient:
It is another measure of common neighbor. It computes the ratio of common
neighbor to the ratio of all the neighboring nodes present in the network [3].
Actually, this defines the probability a common neighbor of placed of nodes y
and back button will be selected in the event the selection is constructed from
the union of the neighbor sets randomly of y and x. On the other hand, from
the clean effects, Kleinberg and Nowell demonstrated that the efficiency of
Jaccard coefficient is certainly even more difficult in contrast when using the
true range of common neighborhood friends [1].

Jaccard Index = (the number present in both the sets)/(the number present in either of the set) ∗ 100
(3)

The same formula can also be written as follows [1]:

Jaccard(X, Y ) = |X ∩ Y |/|X ∪ Y | (4)

iv. Adamic/Adar:
It is used to measure the similarity between two nodes by considering the
weights of rare common neighbors more heavily [6]. It decides the context
of two homepages and calculates the similarity matrix of the pages which are
strongly connected.Adar andAdamic proposed this kind of score as a similarity
index among two net websites. For the purpose of web page link conjecture,
they tailored these types of indices just as shown below, and the place that
the common neighbors are considered although features. The mathematical
expression of Adamic and Adar is given below [6]:

A(x, y) =
∑

u∈N (x)∩N (y)
1/log|N (u)| (5)
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v. Preferential attachment:
It is the product of the degree of the nodes which tells about the probability
of the links to connect in future. It states that new collaborations are likely
to occur with more interaction between two users [3]. A preferential bond
process is without question any of a study course of techniques by which some
amount, a lot of form of prosperity or credit rating typically, is without question
distributed among a true sum of persons or perhaps items regarding to just how
a lot they will currently have got, and consequently those who are wealthy
acquire much more than patients who will be certainly not present [1].

preferential attachment = |τ(x)|.|τ(y)| (6)

vi. Katz:
It is a refined measure to calculate the shortest path between all the paths con-
sisting of nodes and edges. It is directly the sum of all the paths in the network.
Katz is defined as a stated technique among path-based strategy that thinks all
pathways between two nodes. The routes will be damped by exponential size
that may well offer setting up excess weight loads to short paths [2].

vii. Weighted Katz:
It calculates the weights of the linked nodes in the network. In data possibility,
the Katz centrality of any node is actually a measure of centrality in a network.
It was offered by Leo Katz in 1953 and is definitely utilized to measure the
similar level of effect of your performing professional (or node) in a friendly
network.

viii. PageRank:
It is the popular algorithm used by Google to calculate the rank of their page
such that the page with a higher rank is shown at the top lists, whereas a page
with low rank is in the further pages [7].

ix. Random walk:
A random walk can be defined as a mathematical entity, which is known as a
random process or a stochastic process, which depicts a path which consists
of random steps in succession on any mathematical surface or space which are
defined as the integers. An example of a random walk is stated as the random
walk of the integer on any number line [5], which is an elementary example,
which basically starts from 0 and at each successive steps it moves in the range
of +1 or −1 with same or equal probability. The term random walk first came
into existence by Pearson in the year 1905. There are many various different
types of random walks which are of keen interest, which can be different in
various ways.
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3 Problem Statement

The evolution of link prediction in social networks is growing day by day. Nowa-
days, almost everyone is using social networking sites and to manage billions of
user’s recommendations systems are needed to predict the future outcomes that can
likely collaborate in future days. Overseeing the drawback of link prediction used
in traditional techniques, new methodologies are being adopted to predict future
relationships that might collaborate with time [3].

The relationships which are predicted from the interactions such as likes, com-
ments, tweet, re-tweet, mention, and posts can fade and also disappear with time or
the features which we extract from various predictions may not collaborate in future.

There might also another issue in linking with the users who do not have a direct
path between their nodes and we want to consider the users with the indirect path
whichmay collaborate in future. There is also a need to study themeasures of network
proximity adapted from different graph theory, social science theory, and computer
science theory to determine the connected and unconnected nodes which are close
together in the network topology of the network.

4 Periodic and Non-periodic Link Prediction

Further link prediction in future can be categorized into following groups:

(i) Periodic link prediction.
(ii) Non-periodic link prediction.

4.1 Periodic Link Prediction

There are series of graph snapshots {G1, G2, . . . , Gt} of changing graph patterns
G = (V, E) at any time t, in which each E = (u, v) ∈ Et represents links between
u and v that exist at a particular time period t. We analyze the graph like network
structure to predict the link state which is most likely to occur in the next time step
at time Gt + 1 in the graph network [3].

Also, there are some new connections of future links which can be formed are
predicted, while some of the previous links which are not required were gradually
removed. In other words, our main goal is to basically predict the graph snapshot
which exists at another time interval. Also, in the heterogeneous network which is
dynamic in nature, the graph can be defined as follows [8]:
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G =
(

V 1 ∪ V 2 ∪ · · · ∪ V M,

{
E1, t − n ∪ E2, t − n ∪ · · · ∪ E N ,

t − n, . . . , E1, t ∪ E2, t ∪ · · · ∪ E N , t

})
(7)

where V u, u ∈ M represents the pair of nodes of the same u and Ej, j ∈ N , it
represents the pair of links with type j [7].

4.2 Non-periodic Link Prediction

The non-periodic network has a different methodology. In this network, instead of
creating a series of multiple snapshots of a dynamically changing graph, we just have
only one snapshot of the graph of the current state Gt. More formally, we can say
that G = (V, E), at any time t where V is the set of nodes and E denote its edges,
E ⊆ (V × V ).

Wewill consider any two sub-graphs which are corresponding to the current state
of the graph Gt and future time Gt + 1 that [1]

Et ∪ Et + 1 = E, Et ∩ Et + 1 = ∅. (8)

Fig. 1 Creating a network graph
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5 Implementation of Link Prediction Analysis on Social
Networking Websites

First, install all the libraries which are required. In the analysis of link prediction in
social networks, we can use R language. This language is mainly used for statistical
computation and many other fields also. R can be stated as free computer software
which can be used in any environment to perform statistical computing and graphics
applications. It runs and compiles on a very large type of UNIX platforms. The
igraph library is basically used to perform any kind of analysis work on networks
using graph and nodes. Then loading of the data is performed. Create and download
any CSV data file in the form of nodes and edges (Fig. 1).

The node which has a higher degree of connection with other nodes is displayed
with bigger nodes and the node which has lesser connections with other nodes is
displayed using smaller circles which are representing nodes. This is how we can
predict the famous person who has a higher number of connections (Fig. 2).

Then by plotting hubs and authorities, we can understand the followers of a
particular site and the following too. This scheme and approach emerge from a
particular sight of the creation of dynamic web pages, it depicts that there are mainly
two primary types of web pages which are useful as results which focus on mainly
broad topic searches in different fields [3] (Figs. 3 and 4).

Fig. 2 Highlighting degrees
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Fig. 3 Plotting hubs

6 Conclusion

The purpose of this work is to use social networks for prediction of the nature of
relationships among different users who have the possibility to combine in future
and are not directly linked. For this experiment, we use web pages that are coming
from popular social systems network and collect the data related to the nature of
work. Moreover, our suggested framework shows the participation of the semantic
approach. For the purpose of finding similarity scores between different users in the
network, we have proposed an extensive device that offers the ability to take advan-
tage of the community obtainable information from social networks. Furthermore,
the data can be utilized to monitor the activities of users on a certain group or page.
In addition, this activity will also allow us to find the combined groups or page with
public sentiments. Finally, the timingwithin our strategy undoubtedly allows all of us
to discover spam pages or organizations as well as users across any kind of sociable
network. The proposed framework helps to predict the future link relations among
users who are not directly connected and are divided into different communities.
This helps to recommend the users who have similar characteristics and may join
together in the future. This framework also indicates the involvement of semantic
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Fig. 4 Plotting authorities

analysis to predict the future by their behavior. The proposed framework includes
the involvement of dictionary in order to find the nature of post which is also playing
the vital role in categorization of posts as well as the links among us.
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Privacy Rights for Digital Assets
and Digital Legacy Right for Posterity:
A Survey

Amit Sudan, Munish Sabharwal, Wan Khairuzzaman Wan Ismail
and Yogesh Kumar

Abstract In earlier days, it was easier to distribute the following assets as death of
a person. But with the huge amount of data with the expansion of technology, there
would be a great difficulty in storing that large amount of data after the person’s
demise. Nowadays, people wallow too much in social networking sites, while they
do not have any idea that howmuch data they provoke in their daily life. To safeguard
and handle the data online, they need someone who can handle the accounts. A lot of
problems can arise when executors attempt to access these digital assets left behind
by the deceased. Many people do not have the clear idea about digital estate which
they are handling. So, to prevent those unauthorized access to digital estate, one
should know all the laws and the privacy rights related to the digital assets.

Keywords Digital assets · Digital legacy · Digital posterity · Digital executors ·
Digital memorabilia · SNP · SNS

1 Introduction

As technology is expanding, with that the way people store information such as
Snapshot which, in the former we could have retained set in a print album, is at
present often only kept in reserve online. It is easier to locate the information stored
online rather than searching different places [1]. “Digital assets” is your data that you
generate and handle online in order to be active on Social Networking Sites (SNS).
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These may include snapshots, videos, sounds, websites, blog, and eBooks. A “digital
legacy” is the amount of electronic data that a user leaves behind on datamedia and on
the Internetwhen they die. These include profiles on social networks, online accounts,
email inboxes, cloud storage, licenses, chat processes, media, cryptocurrency, and
more, and they are usually password protected. Regardless of the online communities
in which you choose to take part, the associated, collective sort of Web 2.0 has
changed the Internet itself into one giant social network. In making online profiles,
posting photos, commenting on blogs, and replying to message boards you have
created, a large online database is created of yourself and your life experiences.
Though, just because that person is at rest physically, does that make their comments,
or certainly their lives, any less valued or any less relevant? The answer is no as that
data would become his digital legacy and will be equally important as when he/she
is alive and handling his digital assets themselves.

2 What Belongs to Digital Assets?

There are few categories which belong to digital legacywhich tells us the information
about user’s assets on social media and other places on Internet (Fig. 1).

Fig. 1 Types of digital legacy
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3 Categories of Digital Assets

i. Business digital assets with monetary value:

Digital assets are so firm in our existence that we many times do not realize how
much people around us depend on our being able to retrieve them. For example,
from a point of view of stable business could your persisting business partners keep
the company going if they do not have access to your websites, email accounts, cus-
tomer management systems, and document management systems? Interruptions in
accessing these types of possessions may result in major loss of revenue [2]. Busi-
ness digital assets include any digital assets possessed by a business organization.
A business may have enumerated online accounts. It might be anything from man-
aging an online store to selling items through any e-commerce organization such as
TradeMe, eBay, etc. Newsletter subscription lists, email lists, or stored mailing lists
hold customer’s information and history.

ii. Personal digital assets with monetary value:

On the personal way, everyone wants to provide their family members access to
home videos, baby photos, even your digital music, and movie collection. Unfortu-
nately, family may not be able to access your digital legacy if they do not have the
authorization [2]. This category may include computing hardware such as external
hard drives, flash drives, or computers. It can also comprise of any personal assets
that can generate business for you, such as websites, domain names, music, video
gaming accounts, art, or other rational property. It can include accounts that are used
tomanagemoney such as your bank accounts, PayPal account, or even loyalty reward
programs.

iii. Personal digital assets with sentimental value:

For the opposite problem for some of our digital estate, we may not want to give
access to our family members, and want to ensure that they cannot look through old
Facebook chats or other private conversations. These values are much broader in
area. They can include the above as well as your family digital photo, social media
accounts, your personal email accounts, and video sharing accounts.
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4 Categories of Digital Legacy

i. Organic digital legacy:

Let us adjoin on each and every one of the areas that may fall into this category:

(a) Social media: Most of the people nowadays spend most of their leisure time
on public media and other podium available; few of them verbatim spend their
total time online as a great/good deal as they spend offline. The three at most
desired societal networking platform: Twitter, Instagram, and Facebook leave a
legacy in them, be it leaving your photos, comments, likes, videos, and interests.
There are many activities that people do while surfing their social networking
profiles. Some of the activities include photos of food, little outstanding ability
to remember with friends and family, adolescence image uploaded by a family
friend, wedding ceremony, birthdays, and day off. These moments are difficult
to erase from person’s mind so to remember these moments, we can create a
digital memorial of the memories a person enjoy in his lifetime. So that, after
the person’s death his family members can live his life again through social
media (Fig. 2).

(b) iTunes: Nowadays, every person has music accounts be it in Wynk, Saavn, etc.
But most used among them is iTunes as majority of the people use iPhones

Fig. 2 Social media types
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as their primary brand. Most of the iTunes accounts are filled to the brim with
digital merit that we often be oblivious as chunk of our own pool of “advantage”.
When you recompense for a song, album, or glaze on iTunes, they become your
assets. So to make use of these assets which are kept safely under account with
Apple, we can make certain that these portfolios move on to someone else when
you pass on, else they will be lost evermore down with money you consumed
on top of your one’s career over iTunes. So what comes about to the portrayal
when I die? Ably this is eventually up to you who you want to hand over these
accounts after your death. The easiest way to ensure that it will go to the upright
people, you can set this in your Will as an article and unswerving your engineer
to make confident your desires are bear out. All they need is your Apple ID and
password to access your Apple account on to whom you have chosen as the
legatee. Also, these binders can be reserve online or on a bodily steer and the
feature of which should again present in your Will for your engineer to bring
out. But the stumbling here is that if anything comes out to those folders, they
cannot be downloaded another time as they could with way into the Apple tale
(as the crow flies).

(c) Email: What will happen to your emails after you die as emails are very impor-
tant asset? It is totally dependent on the organizations who offer their email
accounts. According to the privacy policies of these email accounts, no one
can access other’s emails after their death. But we can allow that through our
family member or digital executor to access our email account. It can be done
by carefully verifying all the documents of the family member of the deceased.
Most electronic mail bearer effort in the identical process and Will wants your
engineer to contiguity the buttress team and issuing some ceremonious authen-
tication of departure from life.

(d) Digital- and mantle-based files: This is perhaps a broad facet of the digital
legacy awaited to the course of action we make use of large mantle extent on
a daily starting point. Few of we all may do not realize but if you have an
Apple gadget and an Apple ID, your neighborhood has 5 GB of mantle space
that holds support of your mobile phone, contacts number, images, and details
that you may wish to proceed on. Others may dynamically resource and do use
of any mantle storage supplier such as Dropbox and OneDrive, with anything
from private files to business folder, photoshop folders, louver stock snapshot,
resumes, bills, personal files, excel file, word documents file, letters, articles,
contacts, and even songs and films too.

ii. Planned digital legacy

This category will tell how you plan your digital legacy and be remembered. The
types of planned digital legacy are as follows:
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(a) Family tree: It can be one of the options to be remembered after your death.
It is just a tree but it might be an attractive procedure to overlook pretty ones
and teaches the whole family of their forebear. A complete family tree can be
the paramount heritage that you depart from and your name will invariably be
recalled as part of the household name. There might be different ways available
to fabricate a complete family tree, which are as follows:

1. Explore and design manually
2. Use a third party’s website to manufacture for you.
3. Update an already created tree.

(b) Scrapbook: It can be great and special to pass a digital scrapbook of each and
every special moment in your being with all the snapshots, collages, and videos
to your time to come age group to get involved in your life as closely as possible.
It will bring the person to live again through their memories. What were my
beloved considerable grandparents do? Where do they disburse their capable
time?What do they bang like?What a surprisingworld presentlywe are living in
to believe our time to come considerable grandchildren’s can have an extending
far down awareness into each one and every one of their present-day predecessor.

(c) Funeral plans: It is repeatedly concerning to obtain the adieu you needed or
discern would costume you, but further than that, as it can be concerning return
some of the settlement what to do for the family you are leaving behind. To
give all the necessary amendments to your family before your death is the main
motive and plan of everyone.

5 Digital Posterity

The dictionary meaning of the term “posterity” is “all future generations”. So the
digital posterity means to pass the digital assets to the future generations. To manage
and maintain one’s digital life, they need someone who can take forward their digital
life over the Internet. They have options to choose their digital executors after their
demise. A digital executor should be trustworthy, distanced, and capable.

(a) Trustworthy: You should select someone else on whom you can have faith
completely to accomplish your digital estate after you die and who will respect
your wishes.

(b) Distanced: If you choose your spouse or someone who has same age as you,
then there is a good chance they will die at the same time you do, or very soon
afterward. Also, someone who is too close to you may find it hard to delete files
or profiles as you have asked.

(c) Capable: Your digital executor must have access to your log in details, be aware
and poised with the social media platforms you operate on, and have a sound
capacity to endure you.
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6 Related Work

The works that have been performed by a number of researchers in the field of digital
legacy are described in the table below:

Sr. No. Author Description Approaches

1 Waagstein
[3]

The study has been seen that the respondent was not
informed of their digital inheritance at all. The face of
their death grasp and having skilled homogeneous
worry with beyond reach digital blessing respecting
family or friends, they had not to think about the issue
with regard to their own digital inheritance. However,
following the interrogation many of the respondent
recast exercise both executive and oneself, safeguard
their digital ingress, should their consort die
unpredictably, as well as superscribe the topic with
sufferer and member of someone

Structured
interviews,
digital legacy,
digital
executors

2 Cerrillo-i-
Martínez
[4]

According to the author, any appliance acquires to
command the digital footstep of digital users must
contract the legal validity, must be efficacious, and
must be translucent. They must also concede the desire
convey by the user and person(s) ask in payment with
their directors and deliver, in all occasion, abundant
legal conviction to grant a digital kindness user an
imperishable drowse

Digital
footprints,
criteria such
as legal
certainty,
effectiveness,
and
transparency

3 Byrd [5] The author indicates that sponge up our digital
existence after passing has long-term civilization
welfare. Separating long suit from online favor
contributor will permit the volume to be reused. In
addition, lifeless accounts can be put to use for
duplicity and name larceny. My digital inheritance web
blog is an enterprising endeavor to content assorted
different be desperate with one favor

My Digital
Legacy user
interface,
interaction
between
interface and
users

4 Peoples
and Het-
herington
[1]

The author culmination that humanity does not have a
high range of recognition concerning their digital foot
point and the larger part has not forwarded any idea to
what is happening to their online statistics after
passing. When it arrives to the memory of socially
calm statistics, a number of respondents merge this to
be a self-centered issue

Survey
related to
digital legacy

5 Norris and
Taubert
[2]

The author made a structure which supplies
recommendation and related details for office work
who care for public approach the end of their lifeline.
When hospices, healthcare issue, and community care
office work read the structure and concur with its
concept, there is the choice for them to be numbered
on the digital inheritance alliance web blog as an
appearance of confederacy or independent

Survey
related to
people’s
emotions

(continued)
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(continued)

Sr. No. Author Description Approaches

6 Correa
et al. [6]

The literature-indulged components such as extra
version, psychic solidity, and openness to involvement
are related to consumers of community entreaty on the
Internet source. It also verifies whether sex and age
divert a role in that dynamics. Outcome babble that too
while extra version and possible openness to practice
were positive’s relates to community department use,
emotional firmness was a non-predictors, superintend
for socio-demographics and lifelong content

Survey
related to
people’s
emotions

7 Gulotta
et al. [7]

This study views on uncover exercise and usefulness
interconnected to digital inheritance. Through
conference and design enquiry, they evoke dialogue
about how practical data may severely affect one’s
digital inheritance. Their findings led start to outhouse
light on the legacy and point of digital details

Interviews,
Design
probes

8 Sabharwal
et al. [8]

The research work was performed unprejudiced to find
out whether the determined Indian system scheduled
perimeter has existence on the community networking
system media or not

Effect on
social
networking
media

9 Kang and
Lee [9]

In order to support link website represent and
speculation resolution to the master plan for abolishing
buyer, they advance a construction by expanding the
user content perceptiveness’ into work research on
online favor carrying. They empirically tested the
structure within the surrounding of a social-related
network service. The investigation outcome found that
website detail content and system pleasure play key
roles in creating protraction objective. Through tell
usefulness and apprehend enjoyments. It is also to
notify that computer concern serves as a very
important moderator toward carrying objective

Model to gain
customers

10 Lin et al.
[10]

This study issues networking externality and
incitement conjecture to describe why people are
carrying out to join SNSs. This study used an online
questionnaire to perform factual testing, and cool and
study data of 402 examples by constructional
calculation modeling (CCM) approach. The finding
indicates that enjoyments are the normally most
powerful component in people’s carrying use of SNSs,
followed by numerical of peer, and usefulness. This
work also ran gather investigation by sex (gender),
which got at notable contrast in both number of peers
and number of membership between women and men

Survey,
structural
equation
modeling
(SEM)
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7 Conclusion

The primary emphasis of the paper is on the privacy rights for digital assets and legacy
rights for posterity. The objective can be improved by building appropriate digital
memorabilia. This paper provides the most recent reviews about various advance-
ments done in the area of digital legacy and digital posterity. It gives us a whole wide
description about various categories of digital assets and digital legacy. Along with
it, it also uncovers the meaning of digital posterity and how your digital executor
should be. The user should keep in mind the various privacy rights while surfing the
Internet as after their demise, their social accounts become prone to hackers.
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Ear Detection and Recognition
Techniques: A Comparative Review

Pallavi Srivastava, Diwakar Agrawal and Atul Bansal

Abstract Among several types of biometric systems, ear recognition is a bustling
research area.Due to theminimal cooperation of the user, this biometric trait proves to
be a good application in security and surveillance.Over the period of last twodecades,
various contributions havebeen reportedwith robust techniques and approaches in ear
biometrics. This paper provides an overview of various ear recognition and detection
techniques using 2D ear images, among which some are automated and some are
not. Also, a comparative review of the available databases for research purposes is
provided. A comparative vision of ear detection and recognition is presented in this
paper in chronological order.

Keywords Detection · Recognition · Feature extraction · Biometrics · Databases

1 Introduction

With the increasing invasion of technology in every regard to living nowadays, the
world is becoming more and more digitized. This makes it difficult to protect con-
fidential information. Conventional keys and passwords are not any more secure to
corroborate that the data is out of reach of unauthorized users. This has brought bio-
metric authentication in focus, as it is a productive way to authenticate an individual’s
identity. Biometric authentication is the procedure of validating an individual’s iden-
tity based on some unique and measurable traits of that individual. These traits are
innate and distinctive to each person and can be classified into physical and behav-
ioral characteristics like, face, fingerprints, gait, palm print, ear, voice, keystroke
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dynamics, and signature dynamics; among all the physical characteristics, ear recog-
nition has emerged as an active research area. For ear detection and recognition,
many advanced techniques and approaches have evolved. Various databases that are
required in robust training and testing purposes of ear recognition and detection are
available publicly. Images required for ear authentication in an automated system can
be extracted from video sequences or profile headshots. One of the reasons because
of which ear biometrics has gained immense interest is that, to seize the ear image
user’s cooperation is not needed. Burge and Burger [1] proposed a passive identifica-
tion machine vision system. This system localizes and segments the ear of a subject
applying deformable counters on a Gaussian pyramid representation of an image
gradient. After this, a graph model is constructed using the edges and curves within
the ear and then for classification, a graph matching algorithm is used. Moreno et al.
[2] in 1999 were the first to build a fully automated ear recognition system. The fea-
tures used were ear shapes, wrinkles, and outer ear point. Mu et al. [3] expanded this
approach. They combined the inner ear structure and outer ear shape as a feature vec-
tor. For classification, neural network was used. Yuizono et al. [4] exploited genetic
local search to reduce the error between the training and testing image. They noted
the registrant recognition rate approximately 100%. This paper gives an overview
of existing ear detection and recognition techniques and surveys databases available
publicly.

2 Background of Ear Detection and Recognition

2.1 The Ear Framework

The evolution of the external ear is a complex process. The embryonic period of ear
starts from the fifth week of pregnancy and continues to the postnatal period. The
structural support for evolution of the external ear is contributed by pharyngeal arch
apparatus. The ear is developed into different segments namely inner ear, outer ear,
and middle ear. The outer ear consists of pinna which is the unification of six auricle
hillocks and ectoderm, which is the external auditory meatus. The middle ear and
eustachian tube are formed by pharyngeal pouch endoderm. The basic terminology
of the external ear is shown in Fig. 1. The visible and prominent part of the outer ear
is called pinna. It is formed by helix which unites into the lobe. Antihelix is parallel
to the helix, then there is concha which is a conch-formed space and merges into
incisura which has two side ridges called tragus and antitragus.
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Fig. 1 Structure of the ear [22]

2.2 Operation of a Traditional Ear Biometric System

An ear biometric system has two phases of operation, namely enrolment and recog-
nition as shown in Fig. 2. In the enrolment phase, biometric sensor examines the era
image of the user in order to obtain the digital pattern. Then this pattern undergoes
feature extraction techniques to produce better demonstrative presentation called
feature set or feature vector, which is stored in the database and called template. In
the recognition phase, a new sample of the user to be authenticated is scanned and
the pattern of the sample is generated using feature extraction techniques. Then this
sample pattern is compared to the template stored in the database. This comparison
is performed by a classification technique which results in distance or score which

Fig. 2 A traditional ear biometric system
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determines the similarity/dissimilarity between the sample image pattern and tem-
plate. The sample image pattern is assigned to the template which has the minimum
score or distance unit, and the identity of the query image is divided.

3 State-of-the-Art in Ear Recognition and Detection
Systems

3.1 Ear Recognition Approaches

Burge andBurger [5] proposed amethodwith the ability towork successfully are pas-
sive identification system.This paper shows the biometric systemabstractly including
labels like uniqueness and estimation. The algorithm uses a graph matching method
for classification for user identification. Hurley et al. [6] proposed a method which
converts the ear image into the force field. The structure of the force field has peaks
that are called potential energy well. Every energy well has a potential channel linked
with it. This model including both the steps, that is, force field transform and poten-
tial well and channel extraction forms the basis of ear description. Victor et al. [7]
exploited principal component analysis (PCA) for ear identification. This approach
is applied to ear and face images in the dataset.

Zavar et al. [8] built a system to automatically enroll ear images and recognize ear.
It uses part-wise ear description incorporating SIFT. Further, the model is extended
using Log-Gabor filter for wavelet analysis. Prakash and Gupta [9] proposed an ear
recognition technique to minimize the problem like the pose, dire (poor), contrast,
and illumination variation. They executed the algorithm using three image upgrading
techniques to nullify the poor low contrast, light, and noise effect. For feature extrac-
tion, SURF was carried out. Kumar and Chan [10] introduced an approach based
on the sparse representation of Radon transform; the adjacency relation between
the gray scale of the image are converted as the superior gray-scale characteristic
orientations in the local region. Basit and Shoaib [11] presented an ear recognition
technique constructed using curvelet transform. The feature extraction step is per-
formed by applying fast discrete curvelet transform and for classification, KMM is
exploited.

Nigam and Gupta [12] proposed an ear recognition system that takes a major
problem. This system preprocesses the image and performs a Canny edge detection
method. For image enhancement, Contrast Limited histogramequalization (CLAHE)
is exploited. Image transformation is conducted using Gradient Ordinal Relation Pat-
tern (GORP) and STARGORP (SGORP). Pflug et al. [13] applied certain texture and
surface descriptors and presented their performance. Different texture and surface
descriptors utilized are LBP, LPQ, HOG, and BSIF. They also proposed a histogram-
based descriptor that can be utilized when the fusion of two different information
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passages are required. Anwar et al. [14] proposed an algorithm for geometrical fea-
tures based on ear recognition. The preprocessed ear images are used by the snake
model for detecting the ear.

Youbi et al. [15] presented a human ear recognition algorithm which utilizes
MLBP-based feature extraction and for capturing the similarity and dissimilarity,
KL distance is used. This system gave 95% of rank 1 identification rate. Features
are extracted by first dividing the image into blocks. Ghoualmi et al. [16] proposed
a system that performs better image enhancement using an artificial bee colony
(ABC) algorithm. Features are extracted using scale-invariant feature transform
(SIFT) and for matching/classification, Euclidean distance is used. Emersic et al.
[17] proposed an ear detection technique taking into account problems like low illu-
mination and occlusions. For this purpose, they used convolution encoder–decoder
networks (CEDs) which are based on SegNet architecture.

Chowdhury et al. [18] presented an ear recognitionmethodologywhich utilizes the
invariable edge local features and for classification neural network was used. This
approach was applied to different databases and performance was compared with
some state-of-the-art methods. Sarangi et al. [19] proposed a new ear recognition
scheme which utilizes PHOG and LDA. Local features are extracted using pyramid
histogram of oriented gradients (PHOG) and for dimension reduction of the PHOG
descriptor, linear discriminant analysis (LDA) was used. The training and testing
images are classified using nearest neighbor.

Alqaralleh and Toygar [20] presented a 2D ear recognition method. Features are
extracted from tragus and non-occluded part of the ear by local binary pattern (LBP)
texture descriptor. Then the score between training and testing samples of the tragus
and ear image are calculated separately. After this, the match scores of both tragus
and ear image is fused and finally classified using KNN. Alshazly et al. [21] pro-
posed an ear recognition approach based on gradient features, namely Histogram of
Oriented Gradients (HOG), Local Optimal Oriented Patterns (LOOP), Local Direc-
tional Patterns (LDP), and Weber Local Descriptor (WLD). For classification, chi-
square similarity was incorporated. Emersic et al. [22] presented a wide overview of
automatic ear recognition techniques which are mainly descriptor based. They also
presented several datasets for research work in the same area.

3.2 Comparison of Existing Databases for Ear Detection
and Recognition

In order to evaluate the performance parameters after training and testing of the
detection or recognition techniques of an Ear biometric system, image databases of
sufficient size are required. In this section, a comparison of several databases that
have been used in the literature for estimating the performance of Ear detection
and recognition systems is given. Some of the datasets have both raw images and
preprocessed images which are present in the normalized form. Table 1 represents a
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Table 1 A comparative summary of the available databases and their features. The column
“Database” provides the name of the database. “No. of Subjects” and “No. of Images/Videos”
presents the number of subjects and a total number of images in that particular database. The col-
umn “Gender” indicates whether both genders are present or not. And the last column “Occlusion”
indicates whether the images are occluded or not

Database No. of subjects No. of
Images/Videos

Gender
(Male\Female)

Occlusion

WVU [23] 402 460 Videos Both Yes

USTB [24]

I 60 80 Images Both No

II 77 308 Images

III 79 1738 Images

IV 500 8500 Images

UCR [25] 55 902 Images Both Yes

UND [26]

Collection F 114 464 Images Both No

Collection E 302 942 Images

Collection G 235 738 Images

Collection J2 415 1800 Images

UMIST [27] 20 564 Images Both No

XM2VTS [28] 295 4 Videos Both No

FERET [29] 1199 14,126 Images Both No

CAS-PEAL [30] 1040 99,594 Images Both Yes

IIT Delhi [31] 221 793 Images Both No

IIT Kanpur [32]

Subset I 190 801 Images Both No

Subset II 89 801 Images

AWE [33] 100 1000 Images Both Yes

UBEAR [34] 126 4420 Images Both Yes

NCKU [35] 90 3330 Images Both Yes

YSU [36] 259 2590 Images Both No

comparative summary of the available databases and their features. Databases may
have videos or images with a number of images with different subjects. Most of the
databases are freely available or can be provided by applying for a license.
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3.3 Comparison of Various Ear Detection and Recognition
Methods

After discussing the several existing techniques and algorithms in the domain of ear
detection and recognition, also about the available databases for applying the training
and testing approach andmeasuring the performance. In this section, Table 2 presents
a comparative summary of the approaches and techniques that have been surveyed in
this paper. Techniques are sequenced in chronological order with a brief description
of them and the reported results. It indicates the databases used by authors; label
“Own” indicates that authors have used the database created or collected on their
own. Tag “NA” indicates that the information is not provided by the author. Table 2
provides information about the number of subjects and the total number of images
contained by that database. It indicates the degree of occlusion in the images provided
by the database. The column “Result” indicates the performance evaluation of the
techniques incorporated in the references. Performance of the techniques is indicated
in terms of rank 1 recognition rate (I), equal error rate (EER), identification rate (i),
and detection rate (D).

Table 2 A comparative overview of several Ear Detection and Recognition techniques. Column
“Dataset” provides the name of the database used in that reference. “No. of Subjects” and “No. of
Images” presents the number of subjects and a total number of images in that particular database.
Column “Result” indicates the noted performance of the system. Then the column “Description”
gives a short description of the techniques used by the authors

References Dataset No. of
subjects

No. of
images

Result Description

Burge and
Burger [5]

Own NA NA NA Ear images represented as
Voronoi diagram

Hurley et al.
[6]

Own NA NA NA Ear images are dealt as a
Gaussian attractors

Victor et al.
[7]

Own 294 808 40(I) Eigen vector techniques are
applied to ear images

Chang et al.
[37]

UND E 114 NA 71.6(I) Training images are stored
as “Ear pace”

Yuan et al.
[38]

USTB II 77 NA 91(I) Nonnegative matrix
factorization ear recognition

Choras [39] Own 188 NA 86.2(I) Contour of ear images
extracted as features

Zavar and
Nixon [8]

XM2VTS 63 NA 99.5(I) Utilizes SIFT and
Log-Gabor filter for feature
extraction

Prakash and
Gupta [9]

IITK 190 NA 2.8(EER) Dealt with pose, low
contrast, and illumination
variation

(continued)
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Table 2 (continued)

References Dataset No. of
subjects

No. of
images

Result Description

Islam et al.
[40]

UND-F NA 429 95.4(I) Utilizes 2D AdaBoost
detector along with 3D local
feature extraction

Kumar and
Chan [10]

IITD 125 NA 97.56(I) Sparse representation
feature extractionIITD 221 96.9(I)

UND 110 92.6(I)

Basit and
Shoaib [11]

IITD II 221 442 96.2(I) Features extracted using
FDCT via wrapping
technique

Nigam and
Gupta [12]

IITD 125 493 99.2(I) Reference point method and
GORP for image
normalization and
transformation

UND-E 114 443

Pflug et al.
[13]

UND J2 158 NA 98.7(I) Feature extraction
performed by LPQ, BSIF,
LBP, and HOG

AMI 100 100(I)

IITK 72 99.2(I)

Jiajia Lei
et al. [41]

UND- F 302 942 100(I) 3D ear landmark
localization, detection, and
pose classification

UND-G 113 512

UND-J2 415 1800

Anwar et al.
[14]

IITD I 50 150 98(I) Snake Model for ear
detection and Canny edge
for image enhancement

Zineb Youbi
et al. [15]

IITD 121 471 95(i) Feature extraction by
MLBP and classification
using KL divergence

Ghoualmi
et al. [16]

IITD 125 421 94.8(I) ABC algorithm[] and SIFT
perform the feature
extraction

USTB1 60 180

USTB2 77 308

Emersic
et al. [17]

AWE 100 1000 99.21(D) Gives a PED-CED ear
detection technique

Chowdhury
et al. [18]

UND 302 942 98.2(I) Detection using
AdaBoost-based detector

Sarangi
et al. [19]

UND E 114 464 96.6(I) PHOG and LDA for feature
extraction and
dimensionality reduction

3.395(EER)

Alqaralleh
and Toygar
[20]

USTB-3 NA NA 92.3(I) Fusion of features from
tragus and another part of
the ear is done using LBP
descriptor

Alshazly
et al. [21]

IITD 221 793 97(I) Gradient-based feature
extraction methods are used
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4 Conclusion

This paper features the use of computer vision and image processing technology in
the field of Ear detection and recognition. It discusses various existing Ear identifi-
cation, segmentation, detection, and recognition techniques, and approaches. It also
provides a comparison of the performance of several approaches. Table 2 gives a
comparative review of several existing techniques and their features. It shows the
databases used by the author and the corresponding performances noted by them
in terms of recognition rate, equal error rate, identification rate, and detection rate.
Table 1 provides a comparative overview of the databases that are available for the
researcherswhowish to test or propose newEar recognition and detection techniques.
It includes features like number of subjects, number of images corresponding to the
subjects; it also indicates whether the images are occluded or not.

References

1. Burge, M., & Burger, W. (1997, May). Ear biometrics for machine vision. In 21st workshop of
the Austrian association for pattern recognition (pp. 275–282).

2. Moreno, B., Sanchez, A., & Vélez, J. F. (1999). On the use of outer ear images for personal
identification in security applications. In Proceedings IEEE 33rd Annual 1999 International
Carnahan Conference on Security Technology (pp. 469–476).

3. Mu, Z., Yuan, L., Xu, Z., Xi, D., & Qi, S. (2004). Shape and structural feature based ear
recognition. Advances in biometric person authentication (pp. 663–670). Berlin: Springer.

4. Yuizono, T., Wang, Y., Satoh, K., & Nakayama, S. (2002, May). Study on individual recog-
nition for ear images by using genetic local search. In Proceedings of the 2002 Congress on
Evolutionary Computation (Vol. 1, pp. 237–242).

5. Burge, M., & Burger, W. (2000). Ear biometrics in computer vision. In Proceedings 15th
International Conference on Pattern Recognition (Vol. 2, pp. 822–826).

6. Hurley, D. J., Nixon, M. S., & Carter, J. N. (2002). Force field energy functionals for image
feature extraction. Image and Vision Computing, 20, 311–317.

7. Victor, B., Bowyer, K., & Sarkar, S. (2002). An evaluation of face and ear biometrics. InObject
recognition supported by user interaction for service robots (Vol. 1, pp. 429–432).

8. Arbab-Zavar, B., & Nixon, M. S. (2011). On guided model-based analysis for ear biometrics.
Computer Vision and Image Understanding, 115, 487–502.

9. Prakash, S., & Gupta, P. (2013). An efficient ear recognition technique invariant to illumination
and pose. Telecommunication Systems, 52, 1435–1448.

10. Kumar, A., & Chan, T. S. T. (2013). Robust ear identification using sparse representation of
local texture descriptors. Pattern Recognition, 46, 73–85.

11. Basit, A., & Shoaib, M. (2014). A human ear recognition method using nonlinear curvelet
feature subspace. International Journal of Computer Mathematics, 91, 616–624.

12. Nigam, A., & Gupta, P. (2014, November). Robust ear recognition using gradient ordinal
relationship pattern. In Asian conference on computer vision (pp. 617–632). Cham: Springer.

13. Pflug, A., Paul, P. N., & Busch, C. (2014, October). A comparative study on texture and
surface descriptors for ear biometrics. In 2014 international carnahan conference on security
technology (pp. 1–6).

14. Anwar,A. S.,Ghany,K.K.A.,&Elmahdy,H. (2015).Human ear recognition using geometrical
features extraction. Procedia Computer Science, 65, 529–537.



542 P. Srivastava et al.

15. Youbi, Z., Boubchir, L., Bounneche, M. D., Ali-Chérif, A., & Boukrouche, A. (2016, June).
Human ear recognition based onmulti-scale local binary pattern descriptor and KL divergence.
In 2016 39th international conference on telecommunications and signal processing (pp. 685–
688).

16. Ghoualmi, L., Draa, A., & Chikhi, S. (2016). An ear biometric system based on artificial bees
and the scale invariant feature transform. Expert Systems with Applications, 57, 49–61.
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Automatic Detection of Sleep Spindles
Using Time Domain Features

Ghania Fatima, Omar Farooq and Shikha Singh

Abstract Sleep spindles are one of the unique rhythmic activities observed in sleep
electroencephalogram (EEG). Detecting sleep spindles visually by sleep spindles is
a difficult task as high skills and efforts are required. In this study, a methodology for
detecting sleep spindles automatically has been proposed using band-pass filtering.
Time domain features (energy and entropy) are used for classification. The extracted
features have been used as inputs to Linear, Quadratic, andMahalanobis classifier for
spindle detection. Results show that the proposed method yields best results when
using aMahalanobis Classifier. The accuracy, sensitivity, and specificity recorded are
91.11%, 84.86%, and 89.73%, respectively. The sensitivity obtained in this study is
more than most of the work done in sleep spindles detection using the same dataset.

Keywords Sleep spindles · EEG ·Mahalanobis classifier

1 Introduction

Sleep is a primary function of the brain. A person’s performance, physicalmovement,
and learning capability are largely governed by his sleep pattern [1]. Sleep studies can
improve our understanding about themechanismof the brain. Since sleep spindles are
one of the well-defined rhythmic activities present in the sleep EEG and a trademark
of stage two of sleep, they are significant for brain research.

The sleep spindles are the transient EEG events which are unique to sleep. Their
frequency was defined originally as 12–14 Hz in the Rechtschafen and Kales (R&K)
criteria [2]. It was increased to 11.75–16 Hz by Smith et al. [3], 11.5–15 Hz by Fish
et al. [4], 10–16 Hz by Huupponen et al. [5], 11–16 Hz by Devuyst [6], and 11–15 Hz
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Fig. 1 EEG recording
(CZ-A1) with one spindle
(10 s from excerpt 5)

by Durka [7]. According to the guidelines of American Academy of Sleep Medicine
(AASM), the frequency range for sleep spindles is between 11–16 Hz [8]. Figure 1
shows an EEG recording with one spindle.

Studying about sleep spindles and its distribution and frequencyof occurrenceover
a night’s sleep is an important part of sleep research. Conventionally, overnight PSG
recordings including Electroencephalogram (EEG) are scored visually by experts
using R&K criteria [2]. However, visual scoring of sleep spindles is tedious and
also has a high probability of human error. Therefore, several hardware and software
methods for automatic detection of sleep spindles have been developed. Hardware
methods comprise band-pass filter combined with systems performing frequency
detection [3, 4]. Software methods consist of two main approaches. The first is band-
pass filtering followed by level detection. Since there is inter-subject amplitude and
frequency variability, recording specific amplitude threshold detection before per-
forming level detection was proposed by Ray et al. [9] and Huupponen et al. [5]. The
sensitivity of 98.96% and 73.50% and specificity of 88.49% and 98.50% respectively
was reported. The second approach is feature extraction followed by decision-making
for classification. Short timeFourier transform (STFT) and autoregressive (AR)mod-
eling are common methods of feature extraction. Using STFT for feature extraction
and linear discriminant analysis for classification, Anderer et al. [2] reported a sensi-
tivity of 86% and specificity of 80%. Using STFT coefficients directly as classifier’s
inputs, Görür [10] reported an agreement rate of 88.70% with multilayer perceptron
(MLP) and 95.40% with support vector machine (SVM). Using AR modeling, he
achieved an average performance between 88.80 and 93.60%withMLP and between
93.30 and 96.00% with SVM.

In this study, a new method for automatic sleep spindles detection is presented in
which time domain features are used for classification. The signal is first band-pass
filtered before feature extraction and classification. Linear, Quadratic and Maha-
lanobis distance classifiers are used and their performances are compared.
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2 EEG Dataset Used

The database used in this study of Sleep Spindles detection is the DREAMS Sleep
Spindles Database of University of MONS-TCTS Laboratory (Stephanie Devuyst,
Thierry Dutoit) and Université Libre de Bruxelles-CHU de Charleroi Sleep Lab-
oratory (Myriam Kerkhofs). It is under terms of the Attribution-NonCommercial-
NoDerivs 3.0 Unported (CC BY-NC-ND 3.0) License. (http://www.tcts.fpms.ac.be/
~devuyst/Databases/DREAMS_databases_License.txt). Devuyst et al. proposed a
standard assessment method for any sleep spindles detection algorithm and imple-
mented it on their owndetection procedure using this dataset [6]. The datasetwas pub-
lished on the internet for future research and performance comparison. The dataset,
along with additional information is publicly available at http://www.tcts.fpms.ac.
be/~devuyst/Databases/DatabaseSpindles/.

The data set consists of eight excerpts of central EEG channel (CZ-A1 and C3-
A1). Each excerpt is a 30 min recording extracted from whole night PSG recordings
of eight patients (fourmales and four females). Each excerpt is of 30min and sampled
at 200, 100, and 50 Hz. The recordings are stored in standard European Data Format
(EDF). Two experts in sleep spindles have independently annotated the recordings.
Since only the first six excerpts are annotated by both the experts, the last two excerpts
are not used in this study.

3 Proposed Methodology

The threemain steps in spindle detection procedure are preprocessing, feature extrac-
tion, and classification. The classification is done in two phases: training and testing.
The system is first trained using features of known samples and then tested for its
accuracy, sensitivity, and specificity. Once trained it is then used to detect spindles
in unseen data.

3.1 Preprocessing

Preprocessing removes artifacts that appear in the EEG record. They are caused due
to reasons such as the movement of head during signal recording, physical issues
in electrode/lead/channel and connectivity issues between head and the device. Two
types of noise are removed in the preprocessing. First is the power line noise which is
50Hz line frequency interference and second is the baseline noise due to poor contact
of electrodes and other physical problems. For this a notch filter and a band-pass filter
is used respectively.

http://www.tcts.fpms.ac.be/%7edevuyst/Databases/DREAMS_databases_License.txt
http://www.tcts.fpms.ac.be/%7edevuyst/Databases/DatabaseSpindles/
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3.2 Feature Extraction and Classification

After preprocessing, the signal is segmented into 1 s epoch using a rectangular
window technique. It is important to divide the EEG signal into smaller segments
before analysis because EEG signals are nonstationary and many signal processing
methods can be applied only on stationary signals. For small window durations, these
signals behave like Quasi-stationary.

Each epoch is then band-pass filtered using an eighth order band-pass Butterworth
filter with a frequency range of 11–16 Hz. Since the information of sleep spindles
lies in this range (as shown in Fig. 2), it helps in retaining the frequency contents
of only sleep spindles in each epoch and discarding all other frequencies (as shown
in Fig. 3). The filtered segments are then used to calculate the features which give
relevant information necessary for classification.

The features used in the proposed methodology are energy of the signal and
Shannon entropy. These features when calculated after band-pass filtering make the
two classes (spindles and non-spindles) separable.

Fig. 2 Frequency spectrum of a sleep spindle segment and non-spindle segment demonstrating
that sleep spindles have a large magnitude in the frequency range of 11–16 Hz

Fig. 3 Frequency spectrums of the segments after band-pass filtering them in the spindle frequency
range (11–16 Hz)



Automatic Detection of Sleep Spindles Using Time Domain Features 549

• The energy of a signal gives a measure of the strength of a signal. An EEG sig-
nal values are both positive and negative and, therefore, there are two options:
computation of area under the square of the function or calculating area under
the absolute value of the function. The first choice is preferred because of its
mathematical tractability and similarity to Euclidean.

• Entropy is away to quantify the amount of uncertainty or randomness in the pattern
which is also roughly equivalent to the amount of information contained in the
signal. In the proposed methodology, total wavelet entropy is calculated where
wavelets are used to decompose the EEG signal into multiple resolution levels.

The last step in the detection algorithm is to classify the extracted features
(energy and entropy) into the two different classes for detecting sleep spindles.
The extracted features (energy and entropy) from each segment are used as input
to Linear, Quadratic and Mahalanobis distance classifier and a comparison of the
performances of these classifiers are made.

3.3 Performance Parameters

The performance of the proposed method is evaluated with the help of three param-
eters: accuracy, sensitivity, and specificity.

• Accuracy: Accuracy gives the number of correct classifications. It is the ratio of
true results (positive and negative) to the total number of cases. It is defined as:

Acc = T P + TN
T P + TN + FP + FN

(1)

Where, TP (true positive) is the number of sleep spindle segments correctly detected,
FN (false negative) is the number of sleep spindles that are wrongly identified as
non sleep spindles, TN (true negative) is the number of non sleep spindles that are
correctly identified and FP (false positive) is the number of non sleep spindles that
are incorrectly identified as spindles.

• Sensitivity: It is the ratio of true positive prediction to the total number of positive
cases and is defined as:

Se = T P
T P + FN

(2)
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• Specificity: Specificity is the ratio of true negative prediction to the total number
of negative cases and is defined as:

Sc = TN
TN + FP

(3)

4 Results and Discussions

Experiments were done on the sleep dataset defined in Sect. 3 of the paper using the
proposed method and the performance was evaluated. Three different experiments
were performed. In the first experiment, training and testing of the system were
done for each subject individually and then the average values of the performance
parameterswere taken. In the second experiment, the systemwas trainedusing75%of
the data for all subjects taken together and testing was done for the remaining 25% of
the data. These two experiments are subject dependent classification of sleep spindles.
In the third experiment, the system was trained using the data of four subjects and
tested for remaining two subjects. Thiswas doneusing all possible 15 combinations of
subjects and the average values were taken. This is subject independent classification
of sleep spindles. The classification is done using three different classifiers: Linear,
Quadratic, and Mahalanobis and their results are compared.

4.1 Subject Dependent Classification

Table 1 gives the results of the proposed method when classification for each sub-
ject is done individually and the average values of the performance parameters are
calculated.

Table 2 gives the results of the proposed method when the system is trained using
75% of data of all subjects taken together and testing for the remaining 25% data. A
four-fold cross-validation is performed.

From Tables 1 and 2, we observe that the Linear classifier gives high accuracy
and specificity but its sensitivity is low. Whereas, the Quadratic classifier gives high

Table 1 Performance
comparison of the classifiers
when the sleep spindles
detection for each subject is
done individually

Performance
parameters

Linear (%) Quadratic (%) Mahalanobis
(%)

Accuracy 90.97 78.70 89.46

Specificity 82.83 91.81 91.41

Sensitivity 91.45 78.25 89.37
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Table 2 Performance
comparison when detection of
sleep spindles is done by
training the system with 75%
of the data of all subjects
taken together and testing for
the remaining 25% data

Performance
parameters

Linear (%) Quadratic (%) Mahalanobis
(%)

Accuracy 90.07 67.30 83.81

Specificity 82.37 93.04 88.44

Sensitivity 90.47 66.01 83.58

Table 3 Performance of
different classifiers when
subject independent
classification of spindles and
non-spindles is done

Performance
parameters

Linear (%) Quadratic (%) Mahalanobis
(%)

Accuracy 94.14 84.65 91.11

Specificity 77.59 88.88 84.86

Sensitivity 94.89 84.35 89.73

sensitivity but the accuracy and specificity are not very good. Mahalanobis classifier
gives a decent performance in terms of accuracy, sensitivity, and specificity.

4.2 Subject Independent Classification

Table 3 gives the performance comparison of the three classifiers when the classi-
fication is subject independent. Here the data of four subjects are used as inputs to
the classifier for training and its performance is tested for the remaining two unseen
subjects. All possible 15 combinations of the data of six subjects are tested and the
average values of the results are taken.

Comparison of the result obtained in this study is made with some of the previous
studies on sleep spindles detection for better evaluation of the performance (as shown
inTable 4). The studies selected for comparison have been done on the samedataset as
described in Sect. 3. Devuyst et al. presented a systematic assessmentmethod of sleep
spindles detection. Awindow size 0.5 swith a 20%overlapwere used. The sensitivity
and specificity reported were 70.20 and 98.60% respectively [6]. Imtiyaz et al. used
Teager Energy and Spectral edge frequency as features for sleep spindle detection.
A window size of 0.25 s and a 50% overlapping were used. The accuracy, sensitivity
and specificity reportedwere 91%, 80.00% and 98.00%, respectively [11]. Nonclercq
et al. used amplitude-based features for detection. A window of 0.5 s duration with
50% overlap was used. They reported a sensitivity of 78.50% and specificity of
94.20% [12]. Patti et al. identified sleep spindles using Gaussian mixture model. A
1.5 swindowwas used. The sensitivity of 74.90%was obtained [13]. Parekh et al. [14]
did the detection based on oscillatory low frequency components. They obtained an
accuracy of 96.4%, sensitivity of 70.00%, and specificity of 97.80%. Tsanas et al. did
the detection using continuous wavelet transform and local weighted smoothing for
sleep spindles detection and obtained a sensitivity of 76.00% and specificity 92.00%



552 G. Fatima et al.

Table 4 Comparison of the
result obtained using the
proposed methodology with
previous works done on sleep
spindle detection using the
same dataset. (L, Q, and M
stands for Linear, Quadratic
and Mahalanobis classifiers
respectively)

Author Accuracy
(%)

Sensitiviy
(%)

Specificity
(%)

Devuyst
et al. [6]

– 70.20 98.6

Imtiyaz et al.
[11]

91.00 80.00 98.00

Nonclercq
et al. [12]

– 78.50 94.20

Patti et al.
[13]

– 74.9 –

Parekh et al.
[14]

96.40 70.00 97.80

Tsanas and
Clifford [15]

– 76.00 92.00

Zhuang et al.
[16]

– 50.98 99.00

Zhou et al.
[17]

– 70.70 96.30

Proposed
method

94.14 (L)
84.65 (Q)
91.11 (M)

77.59 (L)
88.88 (Q)
84.86 (M)

94.89 (L)
84.35 (Q)
89.73 (M)

[15]. Zhuang and Peng detected sleep spindles using a sliding window probability
estimation method. The average sensitivity of 50.98% and specificity of 99.00%
were recorded [16]. The proposed method achieves better sensitivity than most of
the previous studies done on this dataset. The accuracy and specificity are less but
comparable.

5 Conclusions

Sleep spindles are useful for classification of sleep stages and are related to brainmat-
uration. Their distribution in the sleep EEG can be used to describe the morphology
of the sleep EEG. Detecting sleep spindles visually in a full night’s recording is time-
consuming and also tiring. An automated sleep spindle detection system eliminates
the subjectivity in the detection and also reduces the workload of the expert.

In this study, a newmethodology of automatic sleep spindle detection is proposed.
Comparative study of results for three different classifiers (Linear, Quadratic and
Mahalanobis) is done. It is found that for the technique and features used, a Linear
classifier gives high accuracy and specificity but the sensitivity is low. But if we use
a Mahalnobis classifier, there’s significant improvement in sensitivity without much
degradation in accuracy and specificity. The accuracy, sensitivity, and specificity as
reported in this study using aMahalanobis classifier is 91.11%, 84.86%, and 89.73%,
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respectively. The sensitivity achieved is higher than that achieved in most of the
previous works. In the end, a comparison of the results obtained using the proposed
algorithm is made with that of the previous works done using the same database
(DREAMS sleep database). In previous works, a tradeoff between sensitivity and
specificity is found (higher specificities are achieved but the sensitivity obtained is
low). Here, we have tried to increase the sensitivity achieved without compromising
with the accuracy and specificity much.
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A Review on Lung and Nodule
Segmentation Techniques

Bhawana Kamble, Satya Prakash Sahu and Rajesh Doriya

Abstract Computer Aided Diagnosis (CAD) systems for automatic detection of
pulmonary diseases and lung cancer mainly depend on the segmentation of different
pulmonary components like right and left lung lobes, airways, vessels, and nodules
from the medical imaging modalities like CTs, MRIs, etc. Lung segmentation and
nodule segmentation are the important steps to detect any lung related abnormali-
ties. It requires many image processing operations to be performed on the medical
images. Computed Tomography (CT) imaging is the most preferred modal because
of its popularity, ease of use, and capability of showing different anatomical struc-
tures of thorax region. This review paper includes a study of various state of the art
techniques explaining the methods applied on CT scans to find the ROIs along with
their segmentation accuracies parameters in terms of similarity coefficient, mean
error, and overlap ratio.

Keywords CAD system · Lung segmentation · Region growing · Thresholding ·
Nodule segmentation

1 Introduction

According to the latestWHO research in 2017, LungDisease Deaths in India reached
896,779 or 10.19%of total deaths. The age adjusted death rate is 96.92 per 100,000 of
population ranks India 4 in the world [1]. Lung diseases are one of the leading death
rates in the world. According to the Surveillance, Epidemiology, and End Results
(SEER) program which dispense the information about the cancer facts and figures
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in the U.S, the survival rate has increased to 18.6% from 2008 to 2014 [2] and it can
be further increased if this type of diseases is treated in the early stages. Nowdays
the detection of the diseases is done by radiologists by using CT scan images and
it is very difficult to identify the pattern of the disease. The main computational
systems developed to benefit radiologists is CADe (computer aided detection system)
which have some goals such as, detection is done in early stages, better accuracy in
diagnosis, and should take less time to evaluate the results. For accurate and correct
result some techniques are introduced by the following papers. These papers describe
the working of segmentation techniques and obtain accurate results when compared
to ground truths.

2 Lung Segmentation Techniques

Lung Segmentation is a computer based process to obtain the boundary of the lungs
from thoracic on Computed Tomography (CT) images. Several algorithms such as
region growing, threshold techniques, etc. are applied to the medical images to per-
form segmentation. The Fig. 1 describes the process of lung and nodule segmentation
in a typical CAD system. The input of this CAD system is the medical images which
are obtained using a suitable mode. The first step is a preprocessing step which may

Fig. 1 Flow of lung and nodule segmentation process in a typical Computer Aided Diagnosis
system
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contain transformation and image format specific operations. The lung segmentation
is an essential step, it basically extracts the portion of lungs from CT chest image
for finding the accurate areas of interest. Lung segmentation is done to lessen the
search space and decrease the overhead for the next process which is lung nodules
detection. Nodule detection is done to spot the locations of lung nodules then the
nodules are segmented which has a set of features, like shape, volume, etc., that are
extracted and used for the diagnosis [3]. The following are some techniques used for
lung and nodule segmentation.

2.1 3D Region Growing

Da Nobrega et al. [4] used Insight Toolkit (ITK) segmentation and Visualization
Toolkit (VTK) for the representation of the segmented region in three dimensions
using volume rendering techniques. CT images of the pulmonary region of the chest
are taken as input and segmentation is done as the first step on the basis of correction
between atomic number and radiographic density of the given material. A threshold
point is applied for segmenting the normal aerated region (−900 to −500 HU) and
hyper inflated region (−1000 to −900 HU). Then the region growing algorithm
is applied to the internal connection point to extract the lung segmentation. This
method came with the new approach of the lung segmentation with the assistance
of several ITK techniques and it produces result of 98.76% which is more accurate
in comparison with AOSP (97.45%). Yim et al. [5] proposed a method to identify
lung segmented area in lung CT images. Lungs and aviation routes are extricated
by connected component labeling and inverse seeded region growing. Then, large
airways and trachea are outlined from the lungs by 3D region growing. At last, exact
lung region borders are gotten by subtracting the output of the second step from that
of the initial step.

2.2 Nonnegative Matrix Factorization (NMF)

Hosseini-asl et al. [6] proposed a framework to model both the spatial interaction
and first-order visual appearance of the lung based on a new NMF method. For
an efficient segmentation of the 3D lung, again Hosseini-asl et al. [7] proposed an
incremental constrained nonnegative matrix factorization (ICNMF). Here the idea
of Constrained NMF and incremental NMF are combined to form ICNMF. 3D lung
segmentation is done on CT images by 3D region growing method. This proposed
method is applied on both synthetic and vivo data using three performance matrices:
Dice Similarity Coefficient (DSC), Absolute Lung Volume Difference (ALVD), and
Modified 95percentile Hausdorff Distance (MHD). The ICNMF discloses the robust
features for encoding the voxel neighbor with the smooth descriptor.
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2.3 Adaptive Crisp Active Contours

The proposed method of Rebouças Filho et al. [8] has reduced the analysis time and
increased the accuracy. Machine learning techniques with active contour combined
with the work of Sun et al. [9], Mansoor et al. [10], Wei et al. [11] are applied to
segment the lung region in 3D effectively. The method moves points of the model
using information from model shape and image voxel. By minimizing the energy of
the 3D adaptive crisp active contour method, one point is moved which is calculated
by the combination of 3D adaptive internal energy and 3D adaptive crisp external
energy. The steps in segmentation starts with opening DICOM images then external
energy is calculated. Then a 3D initializing voxel is extracted and then the iterative
method of 3D adaptive crisp ACM is applied in order to decrease the energy by
moving points. The iteration stops when the volume does not increase. GLU library
is used to view the segment in 3D. Sarmento et al. [12] emphasis on segmentation and
reconstruction of CT images of lungs by using adaptive crisp active contour model.
The analysis is done in 3D by using OpenGL library.

2.4 Automatic Lung Segmentation

Silva et al. [13] presents an automated method for identifying lungs in CT images.
To get lung region, a threshold with cutoff value ranging−900–0HU is taken which
includes the possible intensity of lungs. For removing airways the algorithm looks for
the trachea and by using a new threshold value trachea is detected and isolated using
a morphological operation like dilation. Next, the right and the left lung is separated,
for which sequential erosion is performed. The inferior and superior border of lungs
are obtained then the morphological operation is applied to hold the maximum area
of the lung and at last, subtraction is done between the original image and the border
obtained. A method is proposed by Rikxoort et al. [14] which is a hybrid method
to segment lung region. This method consists of described steps: 1. by using an
automatic 3D algorithm, region growing and morphological operation lung field
is segmented. 2. Automatic error detection. 3. At last multiatlas segmentation is
performed. Noor et al. [15] proposed another automatic lung segmentation strategy
dependent on the local and global system. The local framework depends on the
surface and the global framework depends on the morphology with an installed
control feedback that identifies and corrects substantial deviations and nonsuccess
of segmentation.

2.5 MGRF

Soliman et al. [16] proposed validation approach for validating the segmentation
method which generates 3D phantom to validate segment. Joint Markov–Gibbs
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Model is used to describe the original 3D realist phantom and filtered GSS. Bayesian
fusion is used to fuse segmented result. Abdollahi et al. [17] used joint Markov-
Gibbs random field to describe the map of regions. The border regions are specified
through the estimation of signal distribution by Linear Combination of Discrete
Gaussians (LCDG). The beginning segmentation from the native and the generated
Gaussian Scale Space (GSS) CT images are based on the LCDG models, next, they
are iteratively cultured using anMGRFmodel. Then initial segmentations aremerged
together using aBayesian fusion approach to obtain the final segmentation of the lung
area. Table1 shows the research studies for lung segmentation by various authors
with datasets, adopted methods and achieved performance.

3 Nodule Segmentation and Classification

Lung nodules are round in shape and look like awhite shadow in CT images. Nodules
can be categorized into four different categories: 1. Juxtapleural, which is attached
to the wall of parenchyma. 2. Juxta-vascular, nodules are attached to blood ves-
sels. 3. Ground-Glass Opaque (GGO), nodules which are sub solid in nature [22].
Lung nodules can be noncancerous (benign) or cancerous (malignant). These nodules
have different shapes and HU values so it is not efficient to segment nodules with
the same method. Chen et al. [23] proposed a method for juxta-vascular nodules.
Kuhnigk et al. [24] presented a method to perform rough segmentation of juxtapleu-
ral nodule. Several methods or techniques are included in this review like Gaussian
Filtering, SVM, 3D active contour, Hessian based approaches, and so forth. Below
are some techniques to segment lung nodule.

3.1 Gaussian Filtering Regularized Level Set

Sudipta [25] proposed a framework for all nodules dependent on the inside surface
(nonsolid, part solid/solid) and outer connection (juxta-vascular and juxta-pleural).
In the proposed system, first nodules are ordered into nonsolid, part solid/solid then
two separate division techniques are produced for nonsolid, part solid/solid nodules,
individually. Wang et al. [26] designed a framework to segment two types of lung
nodules solid and nonsolid in 3D. The method based on Selective binary and Gaus-
sian Filtering Regularized Level Set (SBGFRLS) is applicable for segmentation of
both types of nodules. The framework has following steps: 1. Preprocessing, where
the lesions attached with wall are removed by thresholding followed by hole filling
algorithm and blood vessels are removed by edge scrap removal method. 2. Rough
Segmentation is done by SBGFRLS to create initial contour. 3. GAC refined seg-
mentation, Geodesic Active Contour [27] is an edge based active contour model and
has the ability to locate both the part solid and solid lesions. A 3D visualization using
VTK is formed and volume is counted.
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Table 1 Comparision of different techniques used in lung segmentation
Author, Year Dataset Image Size Technique Result

Sahu et al. [18] 20 CT scan images
including 10 CT
juxtapleural cases

512× 512 FCM, thresholding,
morphological
operation

Overlap ratio=
99.94%
DCS= 0.971
JI= 0.944

Da Nobrega
et al. [4]

30 CT scan images
build by [8]

NA Thresholding, 3D
region growing

S= 98.09%
Sp= 99.87% (By
3D RG)

Rebouças Filho
et al. [8]

CT images 512× 512 3D adaptive crisp
active contour

Fm= 99.22%

Soliman et al. [19] 3D CT images from
LOLA11, ISBI

512× 512× 270− 450 Adaptive shape
modeling

Accuracy=
98.0± 1.0%

Ng et al. [20] HRCT images 512× 512 Otsu threshold DCS= 98.32%

Hosseini-Asl
et al. [7]

17 CT images
LOLA 11

512× 512× 390 voxel Incremented
constrained non
negative matrix
factorization

DSC= 0.96±0.01
ALVD= 0.87± 0.62
MHD= 9.0± 0.001

Hosseini-Asl
et al. [6]

CT images 512× 512× 390 Non negative matrix
factorization

DSC= 0.966

Soliman et al. [16] CT images 512× 512× 390 3D GGMRF DSC= 0.9939

Silva et al. [13] CT images using
Philips Gemini GXL
PET-CT scanner

512× 512 pixel Gaussian filter,
thresholding, region
growing,
morphological
operation

Ds= 2.47% and
0.078%

Abdollahi et al. [17] CT images 512× 512× 390 GSS generation, 3D
Joint MGRF

DSC
(mean)= 0.960

Ren et al. [21] CT images 512× 512 Adaptive threshold,
3D region growing

Accuracy= 91.55

Rikxoort et al. [14] 50 scans from LIDC
50 scans from ILD
50 scans NELSON

0.75mm pixel size
0.49–0.75mm
0.531–0.836mm

Region growing,
morphological
smoothing,
multiatlas
segmentation,
automatic error
detection

Volumetric
overlap= 0.95
Hausdorff
distance= 23.65mm

Yim et al. [5] CT images 512× 512 pixel 3D Region growing,
morphological
operation

Difference of 1.2
pixels compared to
ground truth

Abbreviations: Sp: Specificity=TN/(TN+ FP); S: Sensitivity=TP/(FN+TP); 3D RG= 3
dimension Region growing; AOSP=Automatic Segmentation with Osirix Software plu-
gin; DSC=Dice similarity coefficient; ALVD=Absolute lung volume difference; MHD=
Modified 95-percentile Hausdorff distance; LOLA11=Lobeand Lung Analysis 2011; Fm;
F-measure= 2*((recall*precision)/(recall+precision)); Ds= ((Aalgo–Agold standard)/Aalgo)%;
ISBI= International Symposium on Biomedical Imaging; JI= Jaccard index; HRCT=High Res-
olution CT



A Review on Lung and Nodule Segmentation Techniques 561

3.2 Gaussian-Mixture Model, Tsallis Entropy, SVM, Active
Contour

Santos et al. [28] proposed a method for automatic detection of the lung nodules (2–
10mm) by pattern recognition and image processing techniques. The process starts
by taking CT images as input then nodule is segmented by threshold segmentation,
region growing, rolling ball technique, and Gaussian-mixture model. HessianMatrix
is used for internal structure segmentation. Then the spherical structure is detected
by applying Support Vector Machine (SVM), Tsallis entropy, and Shannon entropy.
Then a 3D visualization of the detected nodule is shown. Nithila et al. [29] presented
a region based active contourmodel for the reconstruction of lung area using selective
binary and gaussian filtering with new signed pressure force function (SBGF-new
SPF) and clustering techniques named Fuzzy C-Means (FCM) for nodule segmenta-
tion. Hao et al. [30] presented an automatic segmentation of juxta-vascular nodules
which is based on Local binary fitting(LBF) active contour model with the joint vec-
tor and Standard uptake value (SUV) information entropy for evolution of contour
curve to end at the edge of the nodule correctly.

3.3 Region Based, Region Growing

Chen et al. [31] developed a novel region based method for segmenting lung and
lung nodules using chest CT images. The purpose of this method is to detect the
boundary, volume, and position of the nodule. Segmentation process starts with the
preprocessing step which includes noise filtering then the lung segmentation is done
by using an absolute differentiation method. Region growing is applied to obtain
the tumors and lung area. A 3D structure grid method is applied to reconstruct the
three-dimensional volume for more reliable vision. Dehmeshki et al. [32] presented
a region growing method for segmentation of lung nodules. A fusion of peripheral
contrast as the halting criterion, intensity information and distance as the growing
mechanism and fuzzy connectivity is used.

3.4 3D Shape Analysis, SVM

Oseas et al. [33] proposed a methodology to classify nodule and non-nodule by using
pattern recognition and image processing techniques. Feature extraction is done on
the basis of features like shape diagram and proportion of measures. Cylindrical
based analysis is done to analyze the shape. To test the proposed method SVM is
used. It has some limitation due to the similar property of some structures which fall
in the same classes. Zhu et al. [34] proposed a method to evaluate the result obtained
from SVMbased classifier to differentiate between benign andmalignant pulmonary
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Table 2 Comparision of different techniques used in nodule segmentation

Author, Year Dataset Features used
classification

Technique Result

Muhammad et
al. [36]

888 CT images
LIDC

A hybrid
geometric texture
feature

FODPSO based
optimal
Thresholding,
geometric fit in
parametric form

S= 95.6%,
Sp= 97%

Oseas et al. [33] 833 CT images
LIDC

Cylinder based
analysis

SVM Accuracy
= 95.33%

John et al. [37] 10 CT scan from
LIDC and PLD

Morphological
and intensity
features: Area,
solidity,
eccentricity

Multilevel
thresholding

No. of nodules
calculated

Rendon-Gonzalez
et al. [38]

CT images Area,
eccentricity,
circularity

SVM S= 84.93%
Sp= 80.9%

Zhou et al. [39] CT images Shape, intensity,
texture

SVM S= 99%
Sp= 98.66%

Wang et al. [26] 280 group of
solid, 80 nonsolid
CT scan images
(TCIA)

Geodesic active
contour

Selective binary
and gaussian
fltering
regularized Level
set method

Avg. devition=
5.46%(solid)
11.06%(nonsolid)

Santos et al. [28] 140 CT images
LIDC

Tsallis entropy
Shannon
entrophy

Gaussian
mixture, SVM

S= 90.6%,
Sp= 85%

Chen et al. [31] 520 DICOM
images from
China medical
hospital, Taiwan

NA Median filtering,
Absolute
Differentiation,
3D structure grid

3D view of
nodule

Schilham et
al. [40]

Images from
JSRT

Position, detector
feature

Gaussian scale
space techniques

Detection rate=
67% (close to
ground truth)

Abbreviations: Sp: Specificity= TN/(TN+FP); S: Sensitivity= TP/(FN+TP); LIDC= Lung
Image Database Consortium; DSC= Dice similarity coefficient; TCIA= The Cancer Imaging
Archive; SVM= Support Vector Machine; Accuracy= ((TP+TN)/ TP+TN+FN+FP); JSRT=
Japanese Society of Radiological Technology

nodule. Feature selection is done by using the genetic algorithm to subset group on
the basis of different features like shape, size, etc. Diciotti et al. [35] presents a
technique which depends on a neighborhood shape analysis of the initial division
making utilization of 3-D geodesic distance map. The improvement strategy has the
profit position that it locally refines the nodule division along with perceived vessel
connections only, without changing the nodule edge. Table2 shows the research
studies for nodule segmentation by various authors with datasets, feature analysis,
classification methods and achieved performance.
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4 Discussion and Conclusion

The principal motive of this paper is to study the various proposed lung and nodule
segmentation techniques. This will help to know how operations are performed on
CT images and what we can enhance in the next model to achieve more accuracy.
The studied papers used techniques like Thresholding, SVM, Region growing, and
3D shape analysis. The literature study reveals that the results of existing methods
may be enhanced with hybrid techniques. Further the level of automation is required
to be increased in future so as to be used in clinical practices to assist the radiologists
or medical experts.
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Wavelet Decomposition Based
Authentication Scheme for Dental CBCT
Images

Ashish Khatter, Nitya Reddy and Anita Thakur

Abstract Incorrect information or documentation of the patient details and a wrong
direction provided by any personnel to the patient can largely influence the lab
reports or any other confidential data. Once the medical image is verified as secure
and safe by the authorized access, one can review the medical image and the patient
information. This paper focuses on providing a helping tool to ensure higher accuracy
as well as authentication of the medical data and the related information. It proposes
an authentication scheme to address the issue of security and privacy preservation
of medical details. This technique involves generating a secure identification pattern
from the fusion of the patient’s informationwith the features of cone-beamCT images
obtained through wavelet analysis without any tampering with the medical details.
The patient’s information can be successfully restored at the authorized receiver’s
end. This authentication scheme can be helpful and implemented in telecare medical
information systems.

Keywords Medical image security · Authentication scheme · CBCT image ·
Wavelet decomposition ·Medical information

1 Introduction

A. Related Work

With the advancement and growing prevalence of communication technologies, tele-
care system enables transmission of data, and aids in medical treatment without any
physical presence of the patient at the diagnosis center [1]. However, the safe and

A. Khatter (B) · N. Reddy · A. Thakur
Department of Electronics and Communication Engineering, Amity University, Noida, India
e-mail: ashish.khatter088@gmail.com

N. Reddy
e-mail: nitya1912reddy@gmail.com

A. Thakur
e-mail: athakur@amity.edu

© Springer Nature Singapore Pte Ltd. 2020
M. L. Kolhe et al. (eds.), Advances in Data and Information Sciences,
Lecture Notes in Networks and Systems 94,
https://doi.org/10.1007/978-981-15-0694-9_53

567

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0694-9_53&domain=pdf
mailto:ashish.khatter088@gmail.com
mailto:nitya1912reddy@gmail.com
mailto:athakur@amity.edu
https://doi.org/10.1007/978-981-15-0694-9_53


568 A. Khatter et al.

secure transmission of medical information needs to be ensured. Improper documen-
tation of the patient details or any wrong direction provided by any personnel to the
patient can largely influence the lab reports or any other confidential data [2]. There-
fore, the security of medical data is an important task in telecare medical information
systems and authentication of information is an integral segment of the system [3,
4]. Furthermore, authentication of medical images, as well as patient information,
should be done properly as any error can result in misdiagnosis and become a threat
to the patient’s life [5].

Various protocols and algorithms have been developed for authentication and
privacy preservation of the medical information [6]. The technique of watermarking
consists of three fragments. In the first one, the image is divided into two parts with
one containing the information and the other with non-relevant data [7]. The second
type is based on reversing the watermark in which no trace of watermark is left on
the image [8]. In the third category of watermarking, some data is lost [9]. In all these
techniques, some amount of degradation of the information takes place.

Many other methods have been implemented for resolving the security problems
in telemedicine industry [10]. Biometric based authentication techniques have also
been developed but, it has drawbacks of efficiency and cost [11]. Various algorithms
have been developed which gave good results. Today, the most practical application
is two-factor authentication [12]. Although, these works are interesting and have
good results there is still a requirement to create new algorithms to strengthen the
security for the medical industry. This work introduces a technique for solving the
security problem of dental medical images without any loss of medical information.

B. Contribution

The contribution of the proposed work is to generate a secure code or pattern from
dental CBCT image to avoid any misuse of the medical information. Cone-beam
computed tomography provides the ability to visualize three dimensional vital struc-
tures inside the mouth, for example, root canals, sinuses, and nerves. The details
of the patient are combined with the features obtained from the wavelet analysis of
the medical image. A unique secure digital pattern is generated. The receiver can
verify and obtain the medical details of the patient through authorized access. This
technique does not tamper any medical detail of the patient or the image. It can be
implemented as an authentication scheme in telecare medical information systems.

C. Organization of Paper

The paper is organized as follows. Section 2 presents the proposed methodology for
authentication and privacy preservation of medical details. Section 3 displays the
experimental results. Section 4 concludes the work and discusses future work in the
related field.
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Fig. 1 Dental CBCT image

Fig. 2 Framework for the proposed methodology

2 The Proposed Methodology

The proposed methodology for authenticity and privacy preservation includes the
wavelet analysis of the dental CBCT image. CBCT promises to revolutionize the
procedures for the diagnosis and treatment of various dental ailments because of
its technological advancement and diagnostic precision. It provides visualization
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Medical CBCT 
Image

Wavelet Decomposition

Creation of Binary Code from 
Approximation Coefficient

Embed Patient Information with the 
Pattern

Fig. 3 Creation of the digital pattern from dental CBCT image

of three dimensional vital structures inside the mouth. For the patient, it aids in
reduction of the treatment duration and offers better outcomes. Figure 1 shows a
sample of dental cone beam computed tomography scan.

A binary pattern is created from the approximation coefficient of the decompo-
sition vector obtained from the wavelet decomposition of the input medical image.
This pattern is further embedded with the digital patient’s information. As a result,
a digital identification pattern is obtained without losing any important information.
This pattern is non-informative which is sent to the receiver’s center.

At the diagnosis center, the medical CBCT image is received firstly. The task
is to recover the patient’s details without any loss of medical information. The
binary pattern is created from the dental image and then, the patient’s information
can be recovered with the help of the non-informative digital identification pattern
(Figs 2, 3).
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2.1 Algorithm: At the Transmitting Side

Step1 Read the given dental CBCT image
Step2 Divide it into 4 × 4 blocks
Step3 Perform wavelet analysis of each block (Multilevel wavelet decomposi-

tion)
Step4 Obtain the approximation coefficient from the decomposition vector and

calculate its mean value
Step5 Create a binary pattern using the lowest significant bit of the mean
Step6 Combine the digital patient’s information with the binary pattern using

exclusive OR function
Outcome Digital Pattern Generated

2.2 At the Diagnosis Center

Step1 Read the received medical image
Step2 Repeat Steps 2–5 as mentioned in the above algorithm

Medical CBCT Image with unknown 
identity 

Verification of Patient’s Information with 
the Binary Code and Digital Pattern

Creation of Binary Code from 
Approximation Coefficient

Fig. 4 Verification at the receiver side
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Step3 Perform the logical “exclusive OR” operation with the binary code gen-
erated and the digital pattern obtained through authorized access.

Outcome Patient’s Information Verified

3 Results and Discussion

Experiments were performed on the publically available database of cone-beam CT
scans. The database consists of 15 dental CBCT images [13].

Following are the two samples of the CBCT image for identifying and diagnosing
the disease, information of the patient, and the digital identification pattern obtained
from them. Figures 4 and 5 display the patient medical information including the
dental image as well the corresponding general details of two patients. The two
details (medical image and details of the patient) are combined to form a unique
digital pattern as shown in the figures.

(a) 

(b)

(c)

Fig. 5 Sample I a Medical CBCT image b Information of the patient c Generated digital identifi-
cation pattern from (a) and (b)



Wavelet Decomposition Based Authentication Scheme for Dental … 573

The recovery of patient details is done on the receiver center and the medical
information of the patient can be verified successfully.

Figure 6 shows two restored digital information of the patients for the unknown
dental image verification. It can be seen clearly that medical image is correctly
recovered and there is no error in the information.. Henceforth, this algorithm can
be implemented for image verification in telecare medical information systems.

Uniqueness of Digital Identification Pattern:
For the digital pattern of every medical image to be different and unique, the corre-
lation coefficient has been calculated.

Table 1 shows the correlation coefficient of the digital pattern with the same
pattern and with others. It has been calculated to find out that every medical image
has a unique pattern.

It is clear from the table that every digital pattern is unique. Figure 7 shows the
bar graph for correlation coefficient for image 5. The correlation coefficient is 1 for
the same pattern and approximately 0 for other samples (Fig. 8). Hence, a unique
and different pattern is obtained for each and every individual medical image.

(a)

(b) 

(c) 

Fig. 6 Sample II a Medical CBCT image b Information of the patient c Generated digital identi-
fication pattern from (a) and (b)
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Table 1 Uniqueness of digital pattern in terms of the correlation coefficient

Images Correlation coefficient of digital pattern
with the same pattern

Maximum correlation coefficient of
digital pattern with different pattern

1 1.0000 0.0103

2 1.0000 0.0233

3 1.0000 0.0103

4 1.0000 0.0380

5 1.0000 0.0079

6 1.0000 0.0273

7 1.0000 0.0020

8 1.0000 0.0253

9 1.0000 0.0231

10 1.0000 0.0074

11 1.0000 0.0078

12 1.0000 0.0096

13 1.0000 0.0012

14 1.0000 0.0002

15 1.0000 0.0065

(a)

(b) 

Fig. 7 Recovered data of the patients
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Fig. 8 Graph for correlation coefficient for image 5

4 Conclusion

The security of medical data is an important task in telecare medical information
systems and authentication of information is an integral segment of the system.
Furthermore, authentication ofmedical images, aswell as patient information, should
be done properly as any error can result in misdiagnosis and become a threat to
the patient’s life. The algorithm results in creation of a unique pattern from dental
CBCT images through wavelet analysis function for authentication of the medical
information. This technique involves generating secure identification pattern from
the fusion of the patient’s information with the features of cone-beam CT images
obtained through wavelet decomposition without any tampering with the medical
details. The patient’s information is successfully restored at the authorized receiver’s
end. The computation and evaluation time of the pattern is less than a second. Hence,
the method can be implemented as an authentication scheme in telecare medical
information systems and the future work include research and experiment on other
domains of the related fields.
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A Comparative Analysis of Different
Violence Detection Algorithms from
Videos

Piyush Vashistha, Juginder Pal Singh and Mohd Aamir Khan

Abstract There are different methods or techniques used for identifying violence
from video, such as hitting some object, kicking, fighting, and punching someone but
still there is a big challenge for us to identify violence. However, some of the earlier
mechanism generally extract descriptors around the spatiotemporal interesting points
(STIP) or extract statistic features but there is limited effectiveness in detecting video-
based violence. Therefore, the objective is to develop a better violence identification
system that identifies the violence and triggers an alarm so that prompt assistance
will be provided. This paper helps researchers who wish to study violent activity
recognition and gather different insights on the main challenges and issues to solve
in this emerging field.

Keywords Bag-of-words · Optical flow · Action recognition

1 Introduction

From the past few years, a lot of research has been done in the area of violence
identification algorithms. The primary aim of analyzing video is to identify violence
or unusual events with minimal or without human intervention.

Surveillance of video is an area of research that includes recognizing human events
and their categorization into abnormal or normal activities.

There are three types of video surveillance systems:-

1. Manual
This surveillance system is totally based on person. This requires human labor
for analyzing behavior to distinguish between normal and abnormal behavior.

2. Semi-automatic
Semi-automatic system needs minimal human interaction in comparison to man-
ual surveillance system.
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3. Semi-automatic
The fully automatic system does not need any human interaction in making any
decision.

Need of Violence Detection System Nowadays many industries, government,
private, and public sector are incurring a large amount of money for protecting their
offices, premises, departmental stores, houses, etc. The primary aim of violence
identification system is to identify unpredicted behavior that is coming from different
types of violence.

Any event is unusual if it behaves differently from what we expect. Some of the
examples are: a person hits another person, kicks another person, etc. These types of
events generally have disordered movement or sudden movements.

Monitoring or tracking the full video stream by he human is not feasible due
to time-consuming and tedious job; therefore, a self detection of unusual events
in real time is required to prevent these types of activities. One of the solutions
for detecting and tracking of motion is the concept of optical flow. This concept is
used for segmenting the object and tracking of motion. Actions of a person can be
visualized by histogram sequence of magnitude and orientation of optical flow.

For the evaluation or analysis of different violence detection algorithm, different
datasets are used. Few of the datasets that are used in different violence identification
system are CMU dataset, UTI dataset, PEL dataset, BEHAVE, HOF dataset, WED
dataset, Hockey Fight database, etc.

2 Related Work

There are different types of frameworks which are available for detecting unusual
behavior in Surveillance videos without any human interaction. Different researchers
used various methodologies for identifying violence from the video sequence.

Datta et al. [5] proposed a methodology where they used motion path information
for calculating the orientation of hands and legs. They also used the factor ‘Jerk’ to
find some of the conclusions based onmotion patterns. They addressed the challenges
of identifying violence from different video sequence such as kicking, hitting some
person, etc. For detecting violence, they depend on orientation information of human
hand, leg, and information of motion path.

They defined a vector known as AMV comprising of direction and magnitude
of motion. Also, they defined “Jerk” as the first derivative of Acceleration Measure
Vector with regard to time. The conclusions and results are presented from various
datasets that involve different sort of unusual activities. They also found the action
of ‘pointing of finger’ is the prestage of the actual fight happening because, in finger
pointing, the orientation of arm is parallel to the ground (Fig. 1).

Chen et al. [4] proposed their work which computes the “histogram of orienta-
tion of optical flow” and “the histogram of magnitude of optical flow”. In the first
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Fig. 1 Finger pointing detection [5]

Fig. 2 Histogram of non-violence sequence [4]

Table 1 When machine learning method is random forest

Predict

Fighting Non-fighting

Observe Fighting 49 1

Non-fighting 3 47

step, from every frame, the features of optical flow are to be extracted. Then these
characteristic points are dispersed in the entire optical flow system (Figs. 2 and 3).

They have calculated optical flows for each and every frame. A System of log-
polar coordinate(r, theta) is used for estimating histogram. The radius ‘r’ shows the
magnitude of optical flow (0 to Mmax), where Mmax is the maximum magnitude of
optical flow.The angle ‘theta’ is the orientation of the optical flow (0 to 360). There are
differentMachine learning algorithms that are used in this research namely Bayesnet,
SVM and Random Forest. There are 100 videos (50 fight videos and 50 non-fight
videos) used for this research (Tables1, 2, and 3). Their results are as follows:



580 P. Vashistha et al.

Fig. 3 Histogram of violence sequence [4]

Table 2 When machine learning method is support vector machine

Predict

Fighting Non-fighting

Observe Fighting 45 5

Non-fighting 5 45

Table 3 When machine learning method is support vector machine

Predict

Fighting Non-fighting

Observe Fighting 42 8

Non-fighting 6 44

Hassner et al. [10] proposed a system in which they used the concept of Violent
Flow descriptor (ViF). The ViF descriptor is generated by computing the optical flow
between each pairs of sequential frames. They calculated how the position of each
pixel Px,y,t changes from current frame (t) to next frame (t+1). It also provides a
flow vector (ux,y,t , vx,y,t ) of every pixel that matches with pixel in next frame. They
considered only the magnitudes of the optical flow and it is calculated as:-

|mx,y,t | =
√
u2x,y,t + v2

x,y,t (1)

For every pixel of each frame, they obtained a binary indicator as

bx,y,t =
{
1 if |mx,y,t − mx,y,t−1| ≥ θ

0 otherwise
(2)
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Table 4 Results on crowd violence database

Method Accuracy (± SD) (%) AUC

LTP [12] 71.53 ± 0.17 79.86

HOG [13] 57.43 ± 0.37 61.82

HOF [13] 58.53 ± 0.32 57.60

HNF [13] 56.52 ± 0.33 59.94

ViF [2] 81.30 ± 0.21 85.00

Fig. 4 Generating steps of OViF descriptor for video sequence [9]

Here,Theta is a threshold for each frame which is the mean of |mx,y,t − mx,y,t−1|.
It reflects the importance of change ofmagnitude between sequential frames. Then

an average magnitude change map is obtained for every pixel for all the frames.

b̄x,y =
∑

bx,y,t
T

(3)

ViF [2] descriptor is the vector of quantized values b̄x,y . It is calculated by parti-
tioning b̄x,y into m X n cells and then assembling magnitude change frequencies in
every cell separately. The change in magnitude in each cell is depicted by fixed size
histogram and finally, these histograms are combined into a single vector (Table4).
Their experiment results are as follows:

Gao et al. [9] presented a new mechanism where they use the concept of ViF
and OViF both. OViF represents the information which involves motion magnitude
and motion orientation. The following figure shows the process of generating OViF
descriptor (Fig. 4).

Firstly, optical flow is estimated between different pairs of consecutive frames of
the given video sequence. Representation of every pixel of flow vector is as follows:-

|mx,y,t | =
√
u2x,y,t + v2

x,y,t (4)
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Table 5 Results on Hockey fight dataset [9]

Method Classifier Accuracy (SD) AUC

LTP [12] SVM 71.90 ± 0.49 –

ViF [2] SVM 81.60 ± 0.22 88.01

AdaBoost 73.70 ± 3.35 –

OViF [9] SVM 84.20 ± 3.33 90.32

AdaBoost 78.30 ± 1.68 –

ViF+OViF [9] SVM 86.30 ± 1.57 91.93

AdaBoost 82.30 ± 2.75 –

AdaBoost+SVM 87.50 ± 1.70 92.81

Table 6 Results on violent flows database [9]

Method Classifier Accuracy (SD) AUC

LTP [12] SVM 71.53 ± 0.17 79.86

ViF [2] SVM 81.20 ± 1.79 88.04

AdaBoost 77.60 ± 3.29 –

OViF [9] SVM 76.80 ± 3.90 80.47

AdaBoost 74.00 ± 4.90 –

ViF+OViF [9] SVM 86.00 ± 1.41 91.82

AdaBoost 82.40 ± 3.58 –

AdaBoost+SVM 88.00 ± 2.45 94.84

φx,y,t = arctan
vx,y,t

ux,y,t
(5)

The influence of ViF is limited in a special case like the flow vector of same pixel
into two consecutive frames having the same magnitude but different directions. In
such cases OViF plays a significant role. This is because that ViF considers there is
no difference between these two flow vectors, but actually they differ a lot (Tables5
and 6).

Zhang et al. [17] proposed a classificationmodel for improving the discrimination
power of the dictionary. They used two terms namely “Representation Constraint”
term and other is “Coefficient Incoherence” term. The “Representation Constraint”
term is used to ensures a dictionary which has a good capacity when constructing a
query image using various training samples which have an identical class level while
the other term, i.e., “Coefficient Incoherence” term is used for ensuring a dictionary
which has a poor capability which has different class labels. They have checked their
results on the three datasets namely BEHAVE dataset, Crowd Violence dataset, and
Hockey Fight dataset.
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Fig. 5 Framework of violence detection [17]

The performance of semi-supervised sparse classification approach is best for
Hockey dataset. It results in a high recognition rate because of two terms namely
“representation constraint” term and “coefficient incoherence term”.

In BEHAVE dataset, false alarms are generated when a crowd of people do vio-
lence or unusual activities. The results provided for this dataset is not satisfactory
while the results for Crowd Violence dataset is robust and effective for identifying
violence with composite scenarios like different distances from cameras, occlusions
between crowd scenes, and people.

Cai et al. [3] proposed a system which uses Dense Trajectory and MPEG flow
video descriptor algorithms. These algorithms are more robust and descriptive which
describes appearance, shape,motion, andmotion boundary.One another concept, i.e.,
Fisher Kernel is also used for transforming low-level features to high-level features.
Fisher Vector is an effective algorithm for coding of the feature. This vector is derived
from Fisher Kernel (Fig. 5).
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Table 7 Motion signals and statistics for features [7, 8]

Motion signals Statistics description

Local motion magnitudes Mean, maximum, minimum

Local motion accelerations Median, standard deviation

Fig. 6 Fight scenes from four fight datasets (animal fight, human fight, Hockey fight and action
movies) [6]

They have used Principle Component Analysis, K-means, and Codebook size
for improving the performance of video classification. The results on both the
datasets namely Hockey dataset and Crowd Violence dataset is better than the other
approaches. The accuracy in both the dataset is nearly 95% (Table7).

Fu et al. [6] presented a cross-species learning method with a collection of low
computational costmotion features for identification of violence or unusual activities.
They proposed a set of useful local motion features (LMF), which includes motion
statistics and segment correlation. The system extracts local motion features from
each video. They used following different motion signals and statistics for features.
They use ensemble classifiers to perform cross-species fight detection (Fig. 6).

They conducted experiments on 4 datasets: a public dataset containing human
fights that occur in real life, a public dataset consists of human fights in hockey
games, a public dataset capturing fight scenes from action movies and finally an
animal fight dataset collected. These results are as follows (Table8):

Vashistha et al. [15] proposed an approach where they used the combination of
ViF and LBP [1]. The ViF vector computes the optical flow between each pair of
sequential frames. It matches the position of each pixel of the current frame with the
same pixel in the next frame. LBP helps in texture classification of the object. It helps
in finding the local patterns of the moving object occurred in violence or unusual
events. A 3× 3 neighborhood is used for a frame in LBP. It considers centered pixel
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Table 8 Evaluation of different feature representations for standard fight detection

Approach Human fights (%) Animal fights (%) Hockey fights (%) Action movies
(%)

ViF [10] 80.1 80.1 81.6 93.0

OViF [9] 81.6 79.6 84.2 89.0

Motion signals
[8]

82.7 79.6 84.5 98.5

LMF 89.8 85.0 87.5 99.0

for threshold and considered result in decimal number. Eventually, the texture of
each is represented by a histogram of numbers ranging from 0 to 255.

Tay et al. [14] uses Convolution Neural Network to detect abnormal behavior.
Their approach self learns the discriminative characteristics related to personal behav-
ior from a huge collection of video sequences. In their proposed approach, they have
taken RGB images from the video and undergone a preprocessing stage by applying
a 3× 3 average filter for removing noise from the images. They have used CNN
which has mainly three parts: the first part is the input layer that contains the input
image, the second part is the middle layer which is used for detecting features, and
the last part is the final layer which is acting as the classification layer.

They tested their results on different datasets namely CMLDatabase,Web dataset
and Hockey Fight dataset. Following Table9 shows the different number of spans
which are used to train with different learning rate parameter. This approach attains
higher accuracy for all the above datasets. They have used the value of the learning
rate parameter as 0.01 which gives the highest accuracy (Table9).

Moreira et al. [11] proposed a multimodal fusion approach to sensitive scene
localization in order to avoid the spread of inappropriate sensitive content on the
internet like pornography and violence. The aim of this paper is to cease displaying
inappropriate content and video. To validate their work, they performed localization
experiments on pornographic and violent video content. They used the fusion of
various and independent sensitive snippet classifiers. Each classifier relies on video
datamodality. The combination of snippet classifiers is carried out by fusing sensitive
classification scores that are returned by each classifier.

Yang et al. [16] implemented and developed an aggression identification system
which consists of mainly two parts: “a low-level observation part” and “a high-
level reasoning part”. Experiments are done in a real train in cooperation with NS,
the Dutch Railway Company to test the detection system. The prerequisite of their
system was to detect unusual behavior patterns and the challenges were lighting
conditions, train movement, background noise, and occlusions (Table10).
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Table 9 Results obtained using different learning rate parameter

Learning
rate

Maximum
number of
epochs

Dataset accuracy (%)

CMU UTI PEL HOF WED

0.001 10 99.66 54.90 90.38 58.5 89.21

20 100.00 56.55 90.38 100.00 100.00

30 100.00 57.74 90.38 100.00 100.00

40 100.00 70.18 90.38 100.00 100.00

50 100.00 99.15 90.38 100.00 100.00

60 100.00 99.1 90.38 100.00 100.00

70 100.00 99.7 90.38 100.00 100.00

80 100.00 99.65 90.38 100.00 100.00

90 100.00 99.7 90.38 100.00 100.00

100 100.00 99.75 90.38 100.00 100.00

0.01 10 100.00 54.90 90.38 100.00 100.00

20 100.00 99.6 90.38 100.00 100.00

30 100.00 99.75 87.98 100.00 100.00

40 100.00 99.55 100.00 100.00 100.00

50 100.00 99.8 100.00 100.00 100.00

60 100.00 99.8 100.00 100.00 100.00

70 100.00 99.6 100.00 100.00 100.00

80 100.00 99.7 100.00 100.00 100.00

90 100.00 99.65 100.00 100.00 100.00

100 100.00 99.8 100.00 100.00 100.00

0.1 10 46.64 54.90 9.62 50.00 0.00

20 0.00 0.00 9.62 50.00 0.00

30 0.00 54.90 0.00 50.00 0.00

40 0.00 54.90 90.38 50.00 0.00

50 0.00 0.00 9.62 50.00 50.00

60 0.00 54.90 90.38 50.00 50.00

70 0.00 0.00 9.62 50.00 50.00

80 0.00 54.90 90.38 50.00 50.00

90 0.00 54.90 90.38 50.00 0.00

100 46.64 54.90 0.00 50.00 50.00

90 0.00 54.90 90.38 50.00 0.00

100 46.64 54.90 0.00 50.00 50.00
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Table 10 Parametric analysis of violence detection techniques

Paper Method Strength Limitation

Person-on-Person
violence detection in
video data [5]

Acceleration measure
vector and jerk

System has been
carried out on a variety
of people with
different body built

System will break
down if one of the
person lie down

Fighting detection
based on optical flow
context histogram [4]

System of histogram
of orientation and
magnitude of optical
flow

Higher accuracy
achieved by Random
forest classifier.

Not better when
camera is moving

Violent flows: Real
time detection of
violent crowd
behavior [10]

ViF Accuracy is high Fails when two
contiguous frames
have same magnitude

Violence detection
using oriented violent
flow [9]

ViF and OViF Work even when two
contiguous frames
have same magnitude

The performance of
OViF is not satisfying
on violent flows
database

Semi-supervised
dictionary learning via
local sparse
constraints for
violence detection [17]

Sparse classification
model

Better for large-scale
datasets

For BEHAVE dataset,
results are not
satisfactory

Violence detection
based on
spatiotemporal feature
and fisher vector [3]

Dense trajectory,
MPEG flow video
descriptor and fisher
vector

Better for both
crowded scenes and
noncrowded scenes

Dense trajectory
process is time
consuming

Cross-species
learning: A low-cost
approach to learning
human fight from
animal fight [6]

Local motion features Differentiate violence
across different
species

To improve the
performance of human
fight detection, animal
data is required

An Architecture to
identify violence in
video surveillance
system using ViF and
LBP [15]

ViF and LBP Comparatively fast
than previous
approaches

Accuracy is low for
Violent flow dataset

A Robust Abnormal
Behavior detection
method using CNN
[14]

Convolution neural
network

Accuracy is very high
for all the datasets

Not good for crowd

Multimodal data
fusion for sensitive
scene localization [11]

Multimodal Data
Fusion

Fusion pipeline
approach is nicely
adapted for each
situation

This method misses
about 5min in every
hour of streamed
content

Automatic aggression
detection inside trains
[16]

Rule-based approach Accuracy is high Complexity in
building and
maintaining large
rule-bases
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3 Conclusion

This paper studies abnormal behavior detection in different situations. Most of the
researchers used the concept of optical flow in their approaches. In all the approaches
discussed above, the approachofCNNperforms the best for abnormal behavior detec-
tion. The accuracy is nearly 95% for all the datasets while in previous approaches,
accuracy is nearly 90%. CNN is a type of deep neural network used for analyzing
the visual image. CNN automatically learns the characteristics which concern with
the large range of abnormal behaviors. But this approach has a little drawback for
crowd dataset. This paper discusses various issues related to the detection of vio-
lent activities. A summary of various different datasets that are used for violence
detection is also listed in this paper. There are different models that were proposed
to recognize various human activities related to violence. In each model, there were
some limitations like some models does not work in complex situations like occlu-
sion and crowded area. So in future, a robust surveillance system should be designed
that can work for the crowd and different types of practical situations. So still a lot of
research is ahead and continued improvements of such algorithms are also needed.
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Minimizing Synchronization Error
in Compressed Domain Watermarking

Tanima Dutta, Aishwarya Soni and Hari Prabhat Gupta

Abstract The compressed domain video watermarking has been less expensive
since complete decoding and then re-encoding is not required for watermark embed-
ding. Handling synchronization error due to embedding is a challenging task, espe-
cially, due to motion compensation. In this paper, we propose an embedding scheme
that can minimize desynchronization in the watermark extraction process at the
decoder for embedding in compressed videos with better visual quality. Experimen-
tal results show the effectiveness of the proposed scheme.

Keywords Compressed domain embedding · Video watermarking ·
Synchronization error · Medical imaging · H.264/AVC videos

1 Introduction

In todays’ scenario, security is a major concern in various multimedia applications.
To deal with such security issues, the watermarking technique is used which helps
to hide the secret signature into digital videos. In Video Watermarking, embedded
information should not be detected so that it has to be robust. Videos are, mainly,
stored and transmitted in compressed format. It, therefore, increases the significance
of compressed domain watermarking. Compressed video required less computation
because it does not need complete encoding and decoding in the embedding of water-
mark information. In recent years, various emerging technologies of video compres-
sion have been introduced [3]. Such technology aims to provide more compressed
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information as well as the improved visual quality of the compressed video. One of
the compression technique is H.264/AVC which used in widespread applications [2,
4–7].

Synchronization error is amajor problem in compressed domain videowatermark-
ing techniques which need to resist. Such error increases with more compressed
videos like H.264/AVC. The parameters used in the embedding scheme of com-
pressed video like motion vector, intra, and inter prediction modes values and quan-
tized coefficients. Whenever re-encoding take place during the embedding process
prediction mode value has been changed. This change affects the synchronization in
watermark extraction with similar vales of parameters [9].

Synchronization error in the embedding process can reduce the robustness, there-
fore, it becomes simple to destroy watermark by attackers. This can be reduced only
small visual quality. Additionally, synchronization error may create authentication
issues. Location map is generally used to minimize synchronization error [8–11].
A location map is a file which contains the exact location of blocks or coefficients,
where the watermark is embedded. Secured transmission of location map is still a
potential overhead. The watermark can be completely destroyed if the attacker can
able to access the location map.

There are variouswatermarking techniques that has been introduced in the last few
years on H.264/AVC standard. Watermark techniques can be divided into two types;
blind watermarking techniques [9] and non-blind watermarking technique [11].
When thewatermark detection process requires original video for extraction it termed
as non-blind technique. In a blind technique, the original video is not required for
extraction of the watermark.

A non-blind watermarking scheme [11] introduced by Noorkami and Mersereau
uses Watson visual model for embedding a watermark in I-frames. It is also used
highly computation prediction process for watermark embedding and location map
for finding a watermark coefficient or block. This technique is improved [10] for
P-frames. It effectively improved the visual quality and also embedding take place
in remaining non zero quantized P-frames. It used both the location map as well as
original video to minimize the synchronization error.

Mansouri et al. introduced a blind watermarking scheme in H.264/AVC videos
[9]. It used embedding of watermark in I-frames. Since blind watermarking meth-
ods are more preferable comparatively non- blind methods, it required the secure
transmission of the original video, that increased overhead. In the blind scheme of
watermarking, the selection of block is accomplished on the basis of luminance intra
prediction mode value and number of nonzero coefficient of 4 × 4 block. The water-
mark embedding method converts the nonzero coefficient to zero value as per hiding
the watermark.

Minimizing Synchronization Error in I- frames: The intra prediction
mode value altered [9] after re-encoding has performed because of synchronization
error. The author [9] find the rate of intra prediction mode value altered from 4 × 4
to 16 × 16 for blocks having different number of nonzero residuals. When mode
value change the block having nonzero residuals of large value is less in 16 × 16.
Desynchronization has reduced when embedding is performed in macroblocks with
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nonzero residuals of higher value. Further, other research authors described that
the rate of intra mode change has reduced for 4 × 4 of nonzero residuals after re-
encoding.

Why P- frame Embedding? In the embedding method, P-frame provide effec-
tive visual quality as compared to I-frames [9, 11]. But I-frames have less risk of
attack but the error during embedding has propagated throughout the uncoded blocks
of I-frames due to intra prediction. It also occurs in P-frames and b-frames because of
inter prediction in particular group of picture (GOP) block. hence it reduced the visual
quality of the embedded video. The compressed video of H.264/AVC follows the
GOP structure. Generally, it contains more numbers of B-frames than P-frames and
has single I-frames. In B-frames, a maximum number of coefficient is zero because
of bi-prediction motion estimation it becomes sparse. Embedding is performed with
zero coefficient effect the video bit rate. Whenever the block is predicted from B-
frames, the mode might be changed that cause enhancement in desynchronization.
P-frames have less embedding capacity due to more number of P-frames having
more numbers of nonzero coefficients but it has better visual capacity as compared
to I-frames.

Synchronization error in P- frame: P-frames has both luminance intra
and inter prediction modes. The inter prediction modes contain {4 × 4, 4 × 8, 8 × 4,
8 × 8, 8 × 16, 16 × 8, and 16 × 16, SKIP} and luminance intra prediction modes
having 4 × 4 and 16 × 16 block size. During embedding, ten different prediction
mode values are changed so it could not be easily tracked.

Our Contribution: This paper is mainly focused on reducing the synchronization
error in P-frames and enhances the visual quality. The compressed domain water-
marking in P-frames require less computation as a result of not complete encoding
and re-encoding in compressed video. As mainly, P-frames in compressed domain
embedding give better visual quality comparatively other frames like I-frames [10].
The rate of alteration in prediction mode of P-frames has 10 different values, there-
fore, it is not easy to capture the changing of mode value after re-encoding that would
decrease the synchronization. The block selection plays an important role in reduc-
ing the desynchronization during extraction process, therefore, compressed domain
parameters like luminance prediction modes, number of nonzero coefficients, and
motion vectors are carefully analyzed. For different video sequence, this experiment
analyzes the result with and without using the location map.

The rest of the paper is organized as follows: Sect. 2.1 described the suitable
block selection in embedding tominimize the synchronization error. Sections2.2 and
2.3 presented the embedding and extraction scheme. Section3 given the simulation
results and conclusion of the paper in Sect. 4.

2 Proposed Scheme

Themost challenging concern in P-frames is tominimizing the synchronization error
in compressed domain embedding. At the decoder side during the watermark extrac-
tion process, prediction error has propagated in the remaining uncoded blocks of
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P-frames. The suitable block should be selected for embedding which can minimize
the desynchronization. The size of the block is 4 × 4 in the rest of this paper.

2.1 Block Selection

In Sect. 1 describe that P-frames have 10 different prediction modes. For selecting
suitable blocks there exist different parameter to analyze such as luminance predic-
tion modes, number of nonzero residuals, and motion vectors. Here, to reduce the
desynchronization it is very essential to select the appropriate blocks. Block selection
is performed on the following standard.

• SKIP mode blocks: During embedding in P-frames avoid zero coefficient block
such as SKIP mode blocks. When the embedding is performed in zero coefficients
it decreases the visual quality and increases the video bit rate. Also, desynchroniza-
tion is increased while changing SKIP mode to another mode by changing the zero
coefficient to nonzero coefficient block.

• Intra 16 × 16 and Inter 16 × 16 blocks: There is a high likelihood of intra
16 × 16 and inter 16 × 16mode blockwhich can be changed fromnonzero coefficient
to zero coefficient. Therefore, SKIP mode extraction cannot be done correctly. At
decoder side, zero coefficient blocks should be avoided in embedding due to increase
in deynchronization.

• Number of Nonzero Quantized Residuals: Similarly [9], selection of blocks
for embedding scheme that can reduce the synchronize error will be done by the num-
ber of nonzeros quantized residuals. It means if there are more number of nonzero
coefficient, there will be less synchronization error. In intra coded luminance blocks,
more number of nonzero quantized residuals are present, whereas inter coded lumi-
nance blocks have less number of nonzero quantized residuals. The nonzero quan-
tized residuals having larger number is less in 4 × 4 of P-frames. When nonzero
quantized residuals is larger in number then the number of blocks for embedding is
decreased [9]. The spatial characteristics of the video sequence is used to select the
suitable threshold [9]. Since the number of nonzero quantized residuals in the block
of P-frames are more than eight which is very rare, so it cannot be examined for
comparison.

• Motion Vector Field: Compressed domain watermarking in P-frames,error
propagate in uncoded blocks. It is also necessary to avoid temporal flicker by exploit-
ing the motion information. The low motion regions are more effective against syn-
chronization error. Generally, motion regions are in encoded form.When lowmotion
blocks change into high motion blocks cause to change the prediction mode after
re-encoding. In general, P-frames of 4 × 4 blocks having higher numbers of nonzero
residuals in intra mode is suitable for embedding [9]. In Intra mode, predicted blocks
of P-frames have zero motion vectors. It is necessary to estimate the motion vec-
tor field of P-frames block. To estimate complete motion vector field for all blocks
in P-frames, first, normalize each motion vector to ensure that it points directly
to the location in the previous frame [1]. In H.264/AVC standard have multiple
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referencing frames. Therefore, normalization ensures the referencing relationship of
frames. After normalization, 3 × 3 median filter is used to smoothen motion vectors
to get complete motion vector field.

2.2 Watermark Embedding

The watermark will be embedded with selecting appropriate blocks but it also, need
to select some parameters like number of nonzero quantized residuals and sign and
value of quantized residuals as well as motion vectors for the actual embedding of
watermark. There are following parameter which may be avoided because they are
against desynchronization:

• Changing the number of nonzero quantized residuals: For embedding water-
mark, it is necessary to change the nonzero coefficients to zero coefficients [9].When
nonzero coefficients changed to zero coefficients predicted blocks can change the
mode which enhances the desynchronization. Additionally, It also reduces the visual
quality. The number of nonzero residuals changes by changing the zero coefficients to
nonzero coefficient hence, it again increased the synchronization error. This change
also significantly increase in video bit rate.

• Changing the value of motion vector: For Fragile watermark, need to change
motion vectors for embedding [8]. Therefore, the blocks which are predicted from
such blocks may be distinct reference blocks. This decreases synchronization signif-
icantly.

• Changing DC residuals or sign of quantized AC residuals: This resultant
predicted block from such blocks could change the modes, as it caused an increase
in synchronization error and also highly degrades the visual quality [10].

In the above mentioned discussion, it is clear that a suitable block for watermark
embedding scheme is changing the value of quantized AC residuals block and keeps
the same sign of the coefficient [10]. Unalike [10, 11], Whenever the original video
does not need for extraction process at decoder, then embedding scheme should
be blind ([9]). In this present scheme, such 4 × 4 blocks are used for embedding
the watermark after selection (Sect. 2.1). During embedding first of all, select two
nonzero quantized AC coefficients in candidate block represented by C1 and C2

for watermark embedding. Also, C1, C2, and t is used in each P-frame blocks for
watermark embedding as follows.

On the basis of visual quality, the value of threshold t is decided. In a smooth
region, the value of threshold t is small while in high textured regions, it is higher.
Absolute value of z is represented by |z|.
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Algorithm: Watermark Embedding
if watermark bit is 0 then

if |C1| ≤ |C2| then
|C1| = |C2| + t
sign of the coefficient remain same

end
else

if |C1| ≥ |C2| then
|C2| = |C1| + t
sign of the coefficient remain same

end
end

2.3 Watermark Extraction

Watermark extraction method is an opposite process of watermark embedding. It
is possible after entropy decoding at the decoder. The procedure through which
watermark bit is extracted from each candidate blocks in watermark video is as
follows:

The watermark bit =
{
0 |C1| > |C2|
1 otherwise

3 Experimental Results

In this paper, the implementation of the presented scheme used H.264 standard
software [12] and also used {foreman, carphone, news, trevor} videos in evaluation.
Frame resolution of Quarter Common Intermediate format (QCIF) is 176 × 144
which is used in video sequences. In general, 30 frames per second as frame rate
was used. The value of a parameter such as quantization Parameter (QP) is 28,
intra period is 10, and group of picture (GOP) used {IBBPBBPBBP}. All prediction
modes such as intra and inter modes are enabled and employed high profile as well as
fast full search in JM. The minimum value such as the number of nonzero quantized
residuals and nonzero quantized residuals are 3 and 2 whereas the minimum range
is considered as 3 to 15 of motion vector field.

On the basis of Peak Signal-to-Noise Ratio (PSNR), visual quality of the water-
markedvideo comparedwith other existing scheme. InFig. 1, it represents the average
Peak Signal-to-Noise Ratio used payload = {100, 150, 200, 250, 300} of average
100 frames per video, for the proposed scheme with existing scheme. From the result
(Fig. 1), it is clear that P-frames in the embedding scheme gives better visual quality
as compared to I-frames.

Evaluation of robustness against different attacks of proposed scheme is based on
bit error rate.
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Fig. 1 Peak Signal-to-Noise Ratio (PSNR)

Bit Error Rate (BER): Bit Error Rate is defined as the frequency of bit errors when
detecting a multibit watermark message [13]

BER = number of error bits

total number of bits sent
. (1)

Robustness of a watermarking method [13] is given by

Robustness = (1-BER) × 100. (2)

The palette where the information of embedding location is saved [8–11]. The
palette is needed in the extraction of watermark in decoding. Without palette, water-
mark location is selected as incorrect, therefore, there will be more chance of loss
in synchronization in watermark sequence and make less robustness of watermark
method.

In Fig. 2, it shows the comparison of robustness results in blind scheme (proposed
scheme [PS], [9]) between recompression error with and without providing a palette
to the decoder. The robustness in case of recompression error is acceptable in the
proposed scheme. Figures3 and 4 shows the comparative results of robustness with
and without providing a palette to the decoder by “changing quantization parameter
(QP)” from 28 to 26 and 30, respectively. The proposed method help in minimizing
desynchronization similar [9], in P-frames by changing the quantization parameter.
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Fig. 2 Robustness against recompression error with (-L) and without (-W) using palette

Fig. 3 Robustness against changing QP 28 to 26 and QP 28 to 30 using palette
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Fig. 4 Robustness against changing QP 28 to 26 and QP 28 to 30 without using palette

4 Conclusion

In this research paper, desynchronization is minimized in compressed domain water-
marking at the decoder side during the extraction of watermark in P-frames. The
proposed scheme is effective in minimizing synchronization error and also relating
to robustness and visual quality which can be seen in Simulation results.

In further, the robustness of the proposed method can be identified by apply-
ing with different watermarking attacks like collusion and copy attacks and similar
image/video processing attacks. The state of art, literature is compared with several
concerns such as security and enhancement in video bit rate.
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Deep Learning Architectures for
Computer Vision Applications: A Study

Randheer Bagi, Tanima Dutta and Hari Prabhat Gupta

Abstract Deep learning has become one of the most preferred solution for many
complex problems. It shows outstanding performance in the field of computer vision
to perform tasks like, image classification, object detection, and image generation.
Recently, many research efforts are focused on changing the deep learning architec-
ture for widespread application domain. In this paper, we present a comprehensive
survey on the various issues and challenges faced by deep learning techniques. Fur-
thermore, we analyze different deep learning architectures to provide the solution
for the computer vision tasks along with their importance.

Keywords Deep Learning Architecture · Computer Vision · Convolutional
Neural Network (CNN) · Recurrent Neural Network (RNN)

1 Introduction

With the advancement in technology the utility of digital appliances is increasing
in our day to day life. This advancement, draws up the focus of researchers and
industry personals. The digital world has a lot of data in the form of image, video,
text, and audio. Machine learning is introduced to handle this large digital world data
and provide an appropriate solution. Traditionally, machine learning relies highly on
data preprocessing and its representation techniques. Therefore, it requires domain
expertise for data preprocessing, feature extraction, and feature selection. The hand
crafted feature generation has a limited scope because features vary according to
different applications. Before the emergence of deep learning, feature engineering
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using machine learning was at its boom [10, 33]. The feature engineering however
required more human effort and also specific domain knowledge.

Deep learning is a subset of machine learning algorithms. The growth of deep
learning has been substantial because of its ability to deal with huge data size and
has also produce a significantly improved result. In recent years, deep learning has
become more popular due to its wide applications like computer vision, multimedia
security [11], information retrieval, image classification, medical imaging, and scene
text detection. Deep learning is inspired by neurons of the human brain [6]. The
main motive behind developing deep learning is to mimic the functionality of a
human brain. The architecture in deep learningmainly uses graph representation, i.e.,
multiple nodes and neurons are in network connected to each other at multiple layers
to learn different models. Deep network improves the feature generation procedure.
It extracts high-level and low-level features. This automatic generation of features
minimizes the error which improves the accuracy.

The main contributions of this paper are summarized as follows:.

1. We review the deep learning techniques and its emergence over classical machine
learning techniques. We also discuss the functionality of deep learning.

2. We explain the several computer vision applications.We also discuss the different
deep learning models which incorporated the computer vision applications.

3. We provide a complete insight into the various architectures of deep learning
techniques. We demonstrate the deep learning models in detail along with their
advantages and limitations.

The rest of the paper is organized as follows: first, we present a study of deep learning
architecture, applications, issues and challenges. Next, we focus on area of computer
vision in which deep learning is used for object detection, image classification, and
image reconstruction. In the Sect. 2, we investigate the basics of computer vision
tasks and deep learning operations. The architectural modifications and work-flow
of various deep learning models are depicted in Sect. 3. Different architectures and
datasets are discussed in Sect. 4. We conclude the paper in Sect. 5.

2 Preliminaries

In this section, we first describe the applications of computer visionwhich is followed
by the utility of deep learning in the field of computer vision. Computer vision is
defined as providing the capability to the machine that replicates the human vision
system [4, 6]. Some of the computer vision tasks are as follows:

1. Object classification: In the object classification, we add a label to the input
image according to their class score.

2. Object localization: After the classification, if the classified image has only one
object within the image, we need to localize the object. The task of finding the
location of the object in the given image is called localization.
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3. Object detection: It is a task of identifying multiple objects within the given
image. The object may belong to the same group or another class group.

4. Image segmentation: It is defined as the grouping of pixels that have similar
properties. The segmentation algorithm mostly depends on its applications.

Deep networks having large number of parameters are used to perform the computer
vision task. Some of the important deep network operations used in computer vision
are described as follows:

1. Convolution (conv): Convolution operation is performed on an input image for
the computation of feature maps. Fixed size of kernel slides through the com-
plete input image. The kernel is a weighted random matrix which is updated in
stochastic gradient (SGD) process for parameter tuning to minimize the error in
accuracy [9, 19, 28].

2. Max-pooling: Max-pooling is performed in the deep network to minimize the
network complexity by selecting the relevant features from the feature map. Such
selection causes the loss of low level feature information in deep network [9, 19,
28].

3. Padding: Padding is used to handle the error introduced in the conv operation
i.e., output shrink and information loss from the corners of the image. It takes
care of dimensionality mismatch of data between layers of deep network [9, 19,
28].

4. Dropout: It is introduced to prevent the problem of over-fitting in deep network. It
is a regularization technique. In the testing phase, we do not use dropout algorithm
in the network [9, 19, 28].

5. Back-propagation: It is used to minimize the cost function of deep network. It is
known as back-propagation because its computation starts from the output layer
and ends at the input layer. In this, we modify the weights, biases, or activation
function between the layers of deep network to reduce the error in accuracy [9,
19, 28].

6. Activation function: It is used to add non-linearity in the deep network. By
adding the non-linearity it solves the problem of vanishing gradient. In vanishing
gradient problem we do not find the suitable parameter to update the network
during back-propagation. Widely used activation functions are relu, tanh, elu,
sigmoid etc [9, 19, 28].

3 Deep Network Architecture

In this section, we describe various deep network architectures which are widely
used in the field of computer vision with their importance. At the first layer of deep
network architecture we take the input. The middle layers are also known as hidden
layers. As the number of hidden layers increase, the architectures transform from
shallow to dense network. The output layer has a fully connected layer and a softmax
activation function.
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3.1 Convolutional Neural Network (CNN)

It is a kind ofmulti-layer neural network, designed to recognize visual pattern directly
from pixel of images with minimal preprocessing. The architecture takes input as
an image and produces an output as a class score. It has a sequential structure of
conv, Relu, and maxpool [20, 21]. Finally, at the end of the network it has a fully
connected layer with softmax activation function as shown in Fig. 1. In the fully
connected layer all the layers are stacked in a one dimensional array. The softmax
is used to estimate the score for the prediction of class level of input test image. It
is the most stable architecture of deep learning model. Many other versions of deep
network architecture are developed by manipulating the CNN architecture. It uses
3× 3 size filter to perform the convolution in convolution layer. Maximum size of
receptive field in maxpooling is restricted to 3× 3 because when we further increase
receptive field size it causes the loss of information from the input data [15].

3.2 AlexNet

AlexNet is one of the basic deep learning model. It is used in computer vision for the
tasks like classification, localization, and detection [19]. It has five conv layers and
max-pooling layers in a successive way and then a fully connected layer at the end
of the network. Relu activation function is applied after every convolution layer to
add non-linearity in the network of AlexNet. Data augmentation techniques are used
to avoid biased input data. It performs image translations, horizontal reflections, and
patch extractions. TwoGPUs are used in parallel to train themodel and the parameters
are tuned by using SGD process.

nonlinearity
convolution + max pooling

Fully Connected Layers Nx Binary 
Classification

white

rat

cat· · ·.
.
.

.
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.

· · ·

prat

pwhite

pcat

Fig. 1 Working of convolution neural network [21]
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3.3 ZF Net

ZF Net comes with a more refined architecture of the AlexNet. It minimizes the
loss of important information at the initial layer by reducing the filter size from
11× 11 to 7× 7. Along with conv layers, it also has deconvolutional layers which
are used to visualize the feature map [35]. Non linearity is added in the network using
relu activation function. Here, cross entropy is used to measure the error of the loss
function. It uses SGD to tune the parameters for minimizing the error in accuracy.

3.4 VGG Net

It was introduced with the idea to minimize the number of parameters in the network
of ZF Net architecture. It therefore uses a filter size of 3× 3. The use of small filter
size increase the depth of the network and reduces the dimension of input data at each
layer [29]. In this network the filters are doubled after each maxpool layer. It refines
the result of image classification and localization. Here, batch gradient descent is
used for parameter tuning in training phase of the network. Relu activation function
is used to add non-linearity. The model is trained over four GPUs.

3.5 GoogLeNet

It is an extension of the CNN model. It focuses on CNN architecture and comes out
with the conclusion that the stacking of multiple layers causes computational and
space complexity [31, 32]. Therefore, in this network some of the sequential conv
and max-pooling operations are converted to parallel operations. In this architecture,
1× 1 conv operation is also added to every conv and max-pooling operation. A
block of parallel operations with 1× 1 conv operation is called an inception module.
The inception module replaces the max pool operation with average pooling. This
operation minimizes the computational parameters in the network. The class score
is predicted by the softmax function in the network.

3.6 Microsoft ResNet

ResNet is introduced with an observation that when we keep adding layers in the
network of the deep architecture, the accuracy of the model decreases [12, 17].
Therefore, to counter this issue in the network, after every two layers a skip connection
is added. This skip connection with two layers is known as a residual block as
shown in Fig. 2. Here, each block consists of a series of layers with a shortcut
connection. It provides more control over the network, because in an ultra-deep
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Fig. 2 Residual block of
ResNet [12]
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network without using skip connection it is difficult to choose the tuning parameter.
It decreases the error function exponentially because of the use of skip connection
in back-propagation. It uses eight GPUs for the training of the model.

3.7 Region Based CNN (RCNN)

This architecture is proposed for object detection in the given input image by selective
search [24]. The basic model is known as RCNN, then Fast-RCNN and Faster-CNN
is proposed and finally, Mask-RCNN. Mask-RCNN is simply adding a binary mask
to the output of the Faster R-CNN. This binary mask ensures the detected pixel is
a part of object or not. Significant accuracy is achieved in the state of art of object
detection by using Faster-RCNN but it takes larger testing time. In the basic network
of deep learning i.e., CNN, Faster-RCNN comes with Region Proposal Network
(RPM). An RPN takes input as an image and generates a set of rectangular box,
these boxes are well known as object proposal and each box has an objectness score.
Region proposals are generated by sliding a small network over the convolutional
feature map. At each sliding-window location by using 9 anchors multiple region
proposals are predicted [5, 13].

When all set of region proposals are generated then it is fed into the CNN to
extract a feature vector for each region. Then the feature vectors are used as the input
for linear SVMs to predict the class score of each region proposals. At the same time,
bounding box coordinates are obtained from the feature vectors by using bounding
box regressor.

3.8 YOLO

YOLO is used for real time object detection. It is faster than any other object detection
algorithm [22, 23]. It does not take whole image as an input for computing the region
proposal. Primarily, an image is divided into well defined small grids, then each grid
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is bounded by the bounding box. Each bounding box has class score probability if it is
above a threshold then it is used to locate the object within the image. Here, a single
convolutional network is used to predict the bounding boxes and the class score
probabilities of the boxes. YOLO shows lower accuracy in comparison to RCNN
but is almost 40 frame per second faster in test accuracy. It faces a problem while
detecting small objects within the image.

3.9 Recurrent Neural Networks (RNN)

The basic network architecture does not support processing of sequential data. This
is because, it neither support feature sharing in input data nor work properly for
different lenght of input and output data [27, 30]. Thus, to deal with the sequential
dataset, RNN is introduced. RNNs are basically perceptrons having capability to
store information about the past events in the hidden layers. It can also update the
information of the hidden states in a dynamic way. RNNs only use the information
that are earlier used in sequence for prediction. In practice RNNs are not capable to
handle long term dependencies.

To overcome from this issue, Long Short Term Memory (LSTM) network is
developed. It is a type of RNNs and is used to handle long term dependencies in the
network of deep learning architecture. It performs well for sequenced data such as
time-series, text generation, NLP, language translation, speech recognition [8], and
image captioning etc [14, 26].

3.10 SegNet

Image segmentation problem is solved in deep learning using SegNet architec-
ture [34]. This architecture is designed by stacking encoder followed by decoder for
the task of pixelwise classification within the image. The encoder uses convolution
layer, batch normalisation, Relu activation function with non overlapping maxpool-
ing, and sub-sampling. It uses max-pooling indices in the decoders to upsample the
low resolution feature maps. This retains the high frequency details in the segmented
images and also reduces the total number of trainable parameters in the decoders.
The training parameters are tuned by using SGD.

3.11 Generative Adversarial Networks (GANs)

In GANs two neural networks are used in way of a zero-sum game [7]. One network
is working as an adversary to another. It is used to reconstruct or generate the image
which is not present in the given dataset. Here, one neural network is working as a
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generator and another one as a discriminator. Generator tries tomimic the distribution
of real data so that it can mislead the discriminator as shown in Fig. 3. Discriminator
does the job of discriminating fake data from the real one [3, 16, 18], both the
networks update themselves during the whole process of generation of fake date and
their detection. The cost function of both the network are optimized at the same time.
So, it is hard to obtain the nash equilibrium.

3.12 Capsule Network

A capsule network is a recent deep learning architecture. It is developed with the idea
to mimic the human vision system. This network solves the issue that exists with
the basic neural network i.e., CNN. In the traditional object detection method, the
network performs the detection operation in an invariance way which is not suitable
foe detection. It is because the traditional method does not solve the transformation
to the image, such as rotation, change in color, or lighting condition. It gives the same
object detection result for the transformed image also. It does not support equivari-
ance. Therefore, the capsule network is introduced which support equivariance [25].
It drops the pooling concept to retain all the information about the presence of an
object and their orientation by the activity vector. At the primary stage, the initial
activity vector goes under affine transformation. After the transformation weighted
sum is estimated and finally by using the squash function output vector is obtained.

In the capsule network first 3 layers are encoder layer and the next 3 are
decoder [16]. Each decoder has two conv layer and a fully connected layer. The
decoder is responsible for reconstructing the original image.

Fig. 3 Working of generative adversarial network [7]
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4 Experimental Results

Deep learning has applied in various domains and is highly useful in the area of the
computer vision. Several authors are using CNN as a base model for image classifi-
cation [19, 20, 29, 32, 35], image recognition [12], objects detection in an image [13,
22, 36], image segmentation [1, 34], and image generation [7, 37]. The deep neural

Table 1 Summary of different architectures used in computer vision

Paper Task Contribution Architecture Dataset

[19] Image
classification

Basic deep neural network model AlexNet ILSVRC-2010

[35] Image
classification

Support visualization of
intermediate feature layers

ZF net Caltech-101 and
Caltech-256

[29] Image
classification

Increases the depth of neural
network with 3× 3 convolution
filters

VGG Net ILSVRC-2012

[20] Image
classification

It deal with the variability of 2D
shapes in images

CNN MNIST

[32] Image
classification

Scale the network and minimize
the computational cost

GoogLeNet ILSVRC 2012

[25] Classification It support vector representation for
the parameters

Capsule
Network

MNIST and
CIFAR10

[12] Image
recognition

Skip connection is added for every
two layer

Microsoft
ResNet

ILSVRC and
COCO 2015

[24] Object
detection

Provide object bounds and
objectness scores at each position
of object

RCNN PASCAL VOC
2007

[22] Object
detection

Extremely fast for object detection YOLO VOC 2012

[13] Object
detection

Add binary mask to Faster-RCNN
to generate high-quality
segmentation

Mask-RCNN COCO

[36] Object
detection

Multi-Level Feature Pyramid
Network used to construct more
effective feature pyramids for
detecting objects

M2Det MS-COCO

[30] Classification Support classification of sequential
data

RNN TIMIT database

[34] Segmentation Semantic pixel-wise segmentation SegNet SUN RGB-D and
CamVid

[1] Segmentation Atrous spatial pyramid pooling
module is used

DeepLabv3 PASCAL VOC
2012

[7] Image
generation

Generate the images that are not
available in given dataset

GAN MNIST, TFD,
and CIFAR-10

[37] Image
generation

Learn the natural image manifold
directly from data in near real time

iGAN MIT Places
dataset
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Table 2 Different deep
learning models for
classification of images

Architecture Test accuracy (%)

AlexNet 84.60

ZF Net 85.40

VGG-16 92.70

GoogLeNet 93.30

ResNet 96.40

CNN 98.88

network architectures used by the above authors are AlexNet, ZF Net, GoogleNet,
Capsule network, etc. Table 1 summarises the various architectures used so far in
computer vision using deep learning. Table 1 also illustrates the major contribu-
tions of authors, dataset they are using for computer visions task. The dataset used
by different authors includes ILSVRC-2010, ILSVRC-2012, COCO 2015, TIMIT,
MNIST, etc.

The accuracy while the selection of model is crucial for computer vision, in case
of security threatening applications [2]. Table 2 details the accuracy achieved by
various models used in deep learning. If accuracy of a model is high, its complexity
is also higher, so the models are selected as per the requirement or sensitivity of the
applications they are going to handle.

5 Conclusion

In this paper, we have presented a comprehensive survey of various research chal-
lenges in the architectural design of deep learning models and their applications
in the field of computer vision. We demonstrate the deep learning models for the
class of the problem of image classification, object detection, and image generation.
Based upon the various tasks in computer vision the study focuses on the issues and
challenges in the architectural design of deep learning models. This comprehensive
survey clearly identifies the several research possibilities in deep learning architec-
ture, although several works had been done in deep learning architecture but still a
lot more things to be uncovered.
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Robust Reversible Watermarking
for Grayscale Medical Images

Tanima Dutta, Randheer Bagi and Hari Prabhat Gupta

Abstract Robust reversible watermarking algorithms applied to protect medical
imaging frommisdiagnosis for any slight distortion. It suited for tasks like copyright
protection while preserving the visual quality of watermarked images. It also shows
robustness against transmission errors. We propose a novel robust reversible water-
marking technique for grayscale medical images.We investigate the high embedding
capacity watermarking technique also keeping low distortion in the watermarked
images. We demonstrate the accuracy of the reversibility even in error-prone trans-
mission channels. Our simulations show that the proposed technique effectively
retains the perceptual quality.

Keywords Reversible watermarking · Grayscale images · Medical imaging ·
Robust watermarking · Hardware efficient

1 Introduction

Reversible watermarking is popular in medical imaging where even slight distor-
tion in images is not affordable because such distortion may lead to misdiagnosis.
Reversible watermarking embeds a watermark into digital images in a reversible
fashion. At the receiver end, the original image is recovered in a lossless way. This
property is notably beneficial to preserve the image quality although the watermark
is embedded to protect its authenticity and integrity. Medical imaging, multime-
dia archive, digital security in defense, and remote sensing are the areas in which
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reversible watermarking widely used. In practice, the conventional reversible water-
markingmethods are not actively applicable where watermarked data are transmitted
over networks. The reasons can be summarized as follows:

– The ubiquity of transmission errors over the network makes extraction of water-
marks fragile in nature;

– Sometimes transmission error may cause the disappearance of watermarked
images;

– These are not at all suitable for low-cost hardware;
– Obtaining agreeable reversibility for huge image dataset is difficult;

Therefore, it is highly required to address these issues by developing a framework.
Robust reversible watermarking ensures the recovery of host images and watermarks
over the lossless channel. It also counters distortions in the noised channels. The
robust reversible watermarking is thus a challenging task. Less amount of work has
been done in literature to address this problem [5–14]. A hardware efficient tech-
nique can be implemented efficiently in low-cost hardware if it posses lower runtime
complexity [9]. The designing of a robust reversible watermarking framework in
inexpensive device demands these four objectives: (1) invisibility, (2) reversibility,
(3) robustness, and (4) runtime complexity.

Contribution: In this paper,we focus ongrayscale images for high embedding capac-
ity of the watermark in a host image with the high visual quality of the watermarked
image. We also direct a distortion-free robust reversible watermarking technique.
The main contributions are compiled as follows:

– In each grayscale medical image, first the nonoverlapping 4 × 4 pixel blocks,
where correlation amount the pixels, are very high which are selected. All con-
secutive pixels are paired to form nonoverlapping pairs in a block. A watermark
sequence is invisibly embedded in these pairs.

– Next, a reversible watermarking algorithm is proposed with blind extraction
method. The algorithm is robust against lossless and lossy compression methods
and common image processing attacks.

– Then, an extraction algorithm is presented which can recover the original pixels
at the receiver even in presence of transmission errors.

– Last, we have evaluated perceptual quality and robustness of the propose water-
marking technique with simulations.

The proposed technique offers a lossless and robust watermarking technique. It
counters the embedding and channel distortion to assure the visual quality of the
watermarked image for the human visual system (HVS).

The remainder of this paper is regulated as follows: In Sect. 2, we quickly discuss
the literature review. The proposed novel robust reversible watermarking technique
is discussed in Sect. 3 with its analysis and validation by simulation. Section4 shows
the results of simulations and performance evaluation of the reversible algorithm for
different grayscale medical images in both lossy and lossless environment. At last,
we conclude our paper in Sect. 5.
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2 Literature Survey

Reversible watermarking popularly applied in the application field where we need
to recover the original data after executing the task. Many reversible watermarking
methods are available in the literature for images [15–17, 23], where the authors
assumed that the transmission channel is lossless. In practice, the transmission chan-
nel is not entirely lossless. So a robust reversible watermarking technique is needed
to deal with losses in the transmission channel. In literature review, various reversible
watermarking techniques are introduced to implement watermarking in video com-
pressed domain [6]. This compression technique endued more compressed informa-
tion about the video for watermarking without hampering its perceptual quality. In
various applications [5, 7, 8, 10, 12] the H.264/AVC compression technique are used
for video watermarking.

In the histogram rotation-based methods [4, 25], the centroid vectors of two ran-
dom zones rotates in the nonoverlapping blocks. These methods were sensitive to
conventional image processing attacks. Histogram distribution constrained-based
methods are used to resolve these issues, in spatial, and wavelet domains in litera-
ture [19, 26]. In this method, an image divided into different types of blocks. The
watermarking is performed in each block type by using histogram distribution.

Simplicity and stability are two properties supported by statistical quantity his-
togram which gains the immense attraction of researchers. Some of the examples
are difference histogram [21], the arithmetic average of difference histogram [1],
and prediction error histogram [13]. The generalized statistical quantity histogram
method proposed in [14]. In this, embedding and extraction of a watermark achieved
in the wavelet coefficients by using histogram shifting. The method as mentioned
earlier for watermarking is extended in [2] by using histogram shifting and cluster-
ing. Moreover, to satisfactory balance robustness and invisibility, the authors have
used the enhanced pixel-wise masking of literature [3].

Motivation: The key observations of the literature motivate this paper. In litera-
ture [4, 25] the author reported a robust watermarking technique which is against to
lossy compressions, but it is sensitive to common image processing attacks. It leads
to poor visual quality of watermarked images also affects the restoration of host
images. The methods proposed in literature [19, 26] experience weak reversibility
and robustness [2]. In literature [1, 2, 13, 14, 22], the robustness is achieve at the cost
of high computational complexity. Such algorithms are not practically applicable for
medical data transmission. In short, the above analysis shows that existing robust
reversible watermarking methods are not easily applicable in practice.

3 Proposed Watermarking Technique

A host image is divided into 4 × 4 pixel blocks. The pixels are scanned in a 4 × 4
pixel blocks in zigzag sequence order. The proposedwatermarking technique embeds
a watermark sequence invisibly in these pairs.
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In this section, firstwe propose awatermark embedding algorithm, next the extrac-
tion of watermark bits with the recovery of original pixels in both lossless and the
lossy environment is presented, and finally, the complexity analysis of the embedding
and extraction algorithms is described. The locations of embedding watermark bits
are maintained in location map (a binary file).

3.1 Pair Selection

Assume the size of an image, number of 4 × 4 pixel blocks, and number of pairs in a
pixel block arem × n, N , andM , respectively.Twoconsecutive pixels in the sequence
are paired together. Ai j and Bi j denote 1st and 2nd pixel in i th pair (Ai j , Bi j ) of j th
block, respectively, where 0 ≤ i ≤ M and 0 < j ≤ N . The difference between the
pixels in i th pair of j th block, denoted by di j is expressed by

Ai j − Bi j = di j and |di j | = Ti j , (1)

where Ti j denotes the absolute difference between the pixels in i th pair of j th block of
the image. A pair (Ai j , Bi j ) is chosen for watermark embedding as per the following
function:

S(i, j) =

⎧
⎪⎪⎨

⎪⎪⎩

1 if(di j > 0 and Bi j > 2Ti j )
1 if(di j < 0 and Ai j > 2Ti j )
1 if(di j = 0)
0 otherwise

, (2)

where the value of function S(i, j) as 1 indicates that i th pair of j th block is
selected for watermark embedding. The embedding distortion induced the perceptual
quality degradation is also minimized using the Eq.2, where a limit is applied in
selecting pairs so that the value of any pixel will never be increased to its double
for embedding a watermark bit. Each pair in location map requires two bits. Thei th
pair of j th block in the location map is denoted by mapi j . If mapi j = 00, then i th
pair of j th block is not selected for watermark embedding. If mapi j �= 00, then
watermark can be embedded in that pair. The number bits in the location map are
m × n. Therefore, the maximum embedding capacity can express as

N ≤ m × n

2
. (3)

3.2 Watermark Embedding

A random watermark sequence is embedded in each selected pair of pixel blocks of
an image in invisible fashion. Thewatermarkwhich is going to embed is binary (0, 1)
in nature. The j th pixel block in the location map, denoted by map j is initialized
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with zero values. If a watermark bit, denoted byWi j , is 0 then Āi j = Ai j + 2Di j and
B̄i j = Bi j − 2Di j , otherwise B̄i j = Bi j + 2Di j and Āi j = Ai j − 2Di j . The value of
Di j and mapi j however depend on the value of di j and Wi j , which can be given by

– if di j < 0 and Wi j is 0, then Di j = |di j | and mapi j=11;
– if di j < 0 and Wi j is 1, then Di j = 0 and mapi j = 01;
– if di j > 0 and Wi j is 0, then Di j = 0 and mapi j = 01;
– if di j > 0 and Wi j is 1, then Di j = |di j | and mapi j=11;
– if di j == 0, then Di j = 1 and mapi j = 10.

3.3 Reversibly Extract and Authenticate

Extraction of watermark sequence is performed by the decoder. It is a reverse process
of embedding. The watermarked image is divided into nonoverlapping 4 × 4 pixel
blocks. Pixels are scanned in zigzag sequence. The 1st and 2nd pixels in i th pair of
j th block of the image are denoted by Āi j and B̄i j , respectively. If Āi j > B̄i j , then
watermark bit is 0, otherwise 1. The watermarked pixels ( Āi j and B̄i j ) are recovered
to its original value (Ai j and Bi j ) based on the value of location map. If the value of
location map for a pair is 00, then the pair is not watermarked so reversibility is not
required.

– If mapi j = 11, then Ai j = Āi j − (2/3)D̄i j and Bi j = B̄i j + (2/3)D̄i j for Āi j >

B̄i j and Bi j = B̄i j − (2/3)D̄i j and Ai j = Āi j + (2/3)D̄i j for Āi j < B̄i j , where
D̄i j = | Āi j − B̄i j |.

– Similarly, if mapi j = 10, then Ai j = Āi j − 2D̄i j and Bi j = B̄i j + 2D̄i j for Āi j >

B̄i j and Bi j = B̄i j − 2D̄i j and Ai j = Āi j + 2D̄i j for Āi j < B̄i j , where D̄i j = 1.
– On the other hand, if mapi j = 01 the value of watermarked pixels and original
pixels are same.

3.4 Authenticity and Reversibility in Error-Prone
Environment

Any transformations (like blurring, geometric transformation, or lossy compressions)
can easily destroy least significant bit (LSB) of pixels as mentioned in literature [20].
The proposed watermarking technique can recover pixels in such error-prone envi-
ronment. However, the recovery of pixels depends on the value of the location map.
The extraction of watermark bit and restoration of pixels in error-prone environment
when mapi j = 10, where T̄i j is the absolute difference between the watermarked
pixels in a pair.

Similarly, a watermark bit is extracted and the pixels are recovered whenmapi j =
11. The original pixels cannot be recovered from watermarked and unwatermarked
pixels in error-prone environment when mapi j = 01 and mapi j = 00, respectively.
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However, when mapi j = 01 then the watermark bit can be extracted correctly in
error-prone environment unless the sign of the difference between watermarked pix-
els is flipped or the difference becomes zero.

4 Performance Evaluation

The proposed watermarking technique is simulated using datasets [18] and perfor-
mance is evaluated. It is a free open-access online database of medical images. It has
grayscale radiological images in the database over 12,000 patients. Dataset has more
than 59,000 indexed and curated images. The images in the dataset are structured
in different categories like disease location (organ system); pathology; profiles of
patients; and image captions. The dataset is searchable by patient symptoms and
signs, diagnosis, organ system, image modality and image description, keywords,
contributing authors, and many other search options. Figure1 shows nine radiology
images which are used for experimentation. The two metrics, Peak Signal-to-Noise
Ratio and Bit Error Rate, are used for performance evaluation. It also ensures the
visual quality and robustness of the watermarked images.

4.1 Peak Signal-to-Noise Ratio (PSNR)

After extraction of the watermark sequence the quality of the reconstructed image is
evaluated by peak signal-to-noise ratio [24] such that

PSNR(dB) = 10 log
2552

〈
(ai − āi )2

〉 , (4)

where ai and āi are pixel values in the host and recovered images, respectively, and
the averaging operator is denoted by < · >.

Figure2depicts the quality of recovered images using theproposedmethod against
salt and pepper noise and gaussian noise for the images shown in Fig. 1.

4.2 Bit Error Rate (BER)

The frequency of bit errors at the time of detecting a multi-bit watermark message
is known as the Bit Error Rate [11], such that

BER = number of error bits in watermarked video stream

total bits sent
(5)
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Fig. 1 Illustration of radiological images used for experimentation [18]

and robustness of the proposed reversible watermarking technique is expressed as

Robustness = (1-BER) × 100. (6)

Figure3 depicts that robustness of the proposed technique against salt and pepper
noise and gaussian noise for the images shown in Fig. 1.
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Fig. 3 Bit Error Rate (BER) for image processing attacks

5 Conclusion

We proposed a spatial domain-based novel reversible watermarking algorithm with
blind extraction for grayscale medical images. It has focused on highly correlated
pixels and exploited their spatial redundancy to achieve improved performance in
terms of visual quality and robustness. Low complexity algorithms are proposed so
that the watermarking technique can be implemented in low-cost hardware. Perfor-
mance evaluation performed by the metrics like reversibility, robustness, invisibility,
capacity, and runtime complexity. The proposed technique is readily applicable in
practice.

We consider that this paper stimulates researchers for further research in reversible
watermarking to improve robustness and particularly to reduce embedding distortion
of watermarked medical images.
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Improved Detection of Kidney Stone
in Ultrasound Images Using
Segmentation Techniques

Rati Goel and Anmol Jain

Abstract The medical images are often corrupted by various noises and blurriness.
In particular, the noises presented in ultrasound images may lead to an inaccurate
diagnosis of smaller kidney stones and affect its treatment. This paper proposes an
improved technique for detection of kidney stone from the ultrasound images of
kidney. The ultrasound kidney images are preprocessed to remove labels and change
fromRGB toGray images. Further, image contrast is enhancedby adjusting the image
intensity. To remove the noises, median filtering is used. The filtered image is taken
as input for morphological segmentation process; initially applied dilation and then
seed region growing algorithm is used to segment the renal calculi from ultrasound
image of kidney. The region parameters are extracted from the segmented region.
Finally, area of each renal calculi is calculated. The various performance evaluation
GLCM features such as entropy, contrast, angular second moment and correlation
are used to judge the quality of output images. The confusion matrix is also prepared
to analyze the sensitivity, specificity, and accuracy of the final system. The overall
accuracy of classification system is around 90%. The proposed technique may help
medical professionals in easy detection of kidney stones and benefit the patients.

Keywords Kidney · Region of interest · Speckle noise reduction · Confusion
matrix · Segmentation · Filters · Morphological operation · Ultrasound

1 Introduction

The medical images such as Magnetic resonance imaging (MRI), Computed tomog-
raphy (CT), and ultrasound images are widely used for diagnosis, effective planning,
and clinical research. Medical image has become almost compulsory to help the
radiologists by using digital computer images for accurate clinical diagnosis [1].
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Ultrasound imaging techniques play a crucial role in emergency diagnostic method.
It is widely used due to its non-invasive inexpensive availability and non-radiation
exposure [2]. Various types of kidney diseases are listed under chronic Kidney dis-
eases whichmay cause severe health problem. This work emphasizes themost preva-
lent diseases occurring in the kidney region for detection. It mainly emphasized on
kidney stone, kidney cyst, and renal cell cancer [3].

Medical images are reconstruction for a deeper understanding of clinical abnor-
malities including brain tumor, breast cancer, and kidney stone disease, etc. Kidney
stone disease is one of the major life intimidating disorders continuing world wide.
The kidney diseases can be grouped into twomain stages namely acute kidney injury
(AKI) and chronic kidney diseases [4]. The prevalence of chronic kidney diseases
will gradually increase if they are not properly treated. It may initiate serious health
hazards namely diabetes, blood pressure, pulmonary hypertension, and other cardio-
vascular diseases. Kidney has two basic functions—disposing toxic substances from
the blood and preserves the useful components in proper balance. According to the
statistics of National Centre for Biotechnology Information (NCBI) there is 30%
increase in the prevalence of chronic kidney diseases in United States, In India 40–
60% of diabetic and hypertension cases are due to CKD [5]. It is more necessary to
diagnose the kidney diseases at early stageswhich can prevent us from several serious
diseases. Ultrasound modality is one of the best imaging diagnostic techniques when
compared to other imaging modalities such as Computed tomography (CT), X-ray
and Magnetic resonance imaging (MRI) because of it is available at less expense
with no harmful radiation exposure and its smart portability. Various types of kidney
diseases are listed under chronic Kidney diseases which may cause severe health
problem. This work emphasizes the most prevalent diseases occurring in the kidney
region for detection. It mainly emphasized on kidney stone, kidney cyst, and renal
cell cancer [6]. A number of methods have been used for diagnosing the kidney stone
such as blood test, urine test, scanning. Scanning also differs in CT scan, Ultrasound
scan, and Doppler scan. Nowadays a field of automation came into existence which
also being used in medical field. There are many types of tools(computer-assisted)
Such as ultrasound, CT scan (computed tomography), and X-rays that deliver the
most exact diagnostic tools for kidney stone screening and diagnosis. In image pro-
cessing method various methods may be performed. However, firstly, an image is
converted into a digital form to obtain an enhanced image or to get some relevant
information from it.

The Kidney stone detection is a challenging task as ultrasound images have a
low-resolution that is poor quality and contain speckle noise. Low quality image
makes highly difficult human as well as machine examination. The medical field
cannot afford low accuracy as the human life is involved [2]. Thus, the classification
techniques need to be used to analyze to improve detection of kidney stone. In
this paper, the unwanted labels, texts, and noises from ultrasound images have been
removed bymedian filtering, intensity adjustment,morphological operation followed
by the threshold, and region-based segmentation techniques.

This chapter is organized as follows: Sect. 2 presents the literature review, the
proposed methodology is discussed in Sect. 3, for analysis purposes the confusion
matrix is elaborated in Sect. 4, Sect. 5 depicts the results and conclusion in Sect. 6.
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2 Literature Review

A novel classifier for segmentation and identification of kidney stone from the ultra-
sound image has been proposed by Selvarani and Rajendiran [7]. The Discrete
Wavelet Transform has been used to eliminate noises and enhanced the image. Fur-
ther, Chanvese algorithm has been implemented for segmentation. The histogram
oriented Gradient and GLCM have been employed for feature extraction to improve
accuracy [7]. An ensemble model formulated by texture features using GLCM and
GLDM has been created by Bhart et al. [8]. Anjana and Kaur [9] shared the tech-
niques of image segmentation to improve image features such as intensity values
of pixels and textures, etc. Filtering techniques (median filter and Gaussian filter)
have been presented to enhance the image quality. After that they used morpho-
logical operations and then to find the region of interest they used entropy-based
segmentation. Finally for the analysis of kidney stone images, they use KNN and
SVMclassification techniques [10]. The automatic detection of kidney diseases using
Viola Jones method incorporated with different features is used in smart phone by
[11]. Saroha et al. [6] implemented the codes of geometry for defining the borderline
and partitioning the kidney area by using segmentation techniques and enhancing the
detection of kidney stone. The ideal, median, and Butterworth filters have been used.
The performance of these filters has been analyzed on the basis of MSE, PSNR, and
SNR. A clear vision about the identification of kidney stones based on the binary
conversion using threshold range and the morphological filtration of the ultrasound
image has been presented by Nithyavathy [12].

Hu et al. [13] proposed the speckle reduction on ultrasound images to remove
high multiplicative noises created by back scattered waves. The authors have imple-
mented the program to use image processing techniques and codes of geometry to
define the borderline and partition the kidney area by using segmentation techniques.
This enhances the detection of kidney stone [1]. The segmentation technique is used
to detect descriptive multiple stones, processed the wavelets for kidney stone iden-
tification, and classification by using ANN et al. [14]. Rahman and Uddin [15] have
proposed a technique to the reduction of speckle noise and partition by using seg-
mentation in US image. Tijjani and Sani [16] provide an overview of the ANN-based
approaches to predict kidney problem. They designed an algorithm to remove the
speckle noise from ultrasound medical images. They also used Mathematical Mor-
phological operations in their algorithm based on Morphological Image Cleaning
algorithm [17]. The literature review reveals that a number of techniques such as
Discrete Wavelet Transform, filtering, Segmentation, and Morphological techniques
have been used. However, these techniques have been implemented on a smaller set
of medical images with low degree of accuracy. In the presented work, the accuracy
of kidney stone detection has been improved on a larger set of biomedical images.
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3 Proposed Methodology

This paper has proposed a methodology for identifying the presence of renal cal-
culi (kidney stone) in the renal ultrasound images. The presented method also helps
in measuring the size and area of the kidney stones for segmentation process. The
proposed technique starts with image acquisition, by this, the ultrasound kidney
images are preprocessed to remove labels and change from RGB to Gray images.
Further, image contrast is enhanced by adjusting intensity of image. To remove the
noises median filtering is used. The filtered image is taken as input for segmenta-
tion process; seed region growing algorithm is used to segment the renal calculi
from ultrasound image of kidney. The region parameters are extracted from the seg-
mented region [18]. Finally area of each renal calculi is calculated. The various
performance evaluation GLCM features such as entropy, contrast, angular second
moment, and correlation are used to judge the quality of output images. The confusion
matrix is also prepared to analyze the sensitivity, specificity, and accuracy of the final
system [19].

The flow chart of the proposed methodology for the detection of kidney stone is
depicted in Fig. 1. The major steps of methodology consist of (i) Image Acquisition
(ii) Image preprocessing (iii) Image enhancement and filtration (iv) Morphological
and segmentation, Region of interest, and Feature Extraction. Using these steps the
proposed system gives a robust detection procedure.

3.1 Image Acquisition

The proposed method starts with image acquisition used to take an image from the
external source of system. In this method the image is acquired using image acquisi-
tion toolbox command in MATLAB. The main role of these toolbox commands is to
make the image readable to the machine and can apply other operation on the same
provided format. For this work, at first the acquired dicom images are converted into
jpeg format for processing.

3.2 Image Preprocessing

In Image preprocess, achieve the original image from the degraded image. Images
are preprocessed to remove labels or text inside the given images and change from
RGB to Gray images.

Preprocessing always yields better results for further processing. After prepro-
cessing, the image became clear, sharp with removal of labels and text. It can be
easily seen in Figs. 2 and 3.
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Fig. 1 Flow chart of proposed technique for kidney stone detection

Fig. 2 Input image
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Fig. 3 Preprocessed image

3.3 Image Enhancement and Filtration

The main aim of image enhancement is processing on an image in order to make
it more appropriate for certain applications. Image enhancement mainly sharpens
image features like boundaries, edges or contrast and reduces the ringing artifacts.
The enhancement improves the picture quality so that the information contained in
them could be extracted in ameaningful sense. Contrast enhancement technique help
to increase or decrease the contrast of an image accordingly as contained in Fig. 4.
Three methods are particularly used for contrast enhancement: intensity adjustment,
histogram equalization, and adaptive histogram equalization. Contrast enhancement
technique of the gray scale image is different from the color images [20]. There
are many areas such as vision, autonomous navigation, dynamic scene analysis, and
biomedical image analysis requiring image modification to show the information
in a better way and reveal the important content. Image enhancement techniques
are widely used in various areas of engineering and science. Exterior noises and
environmental conflicts affect the quality of images by ambient pressure and tem-
perature fluctuations. Thus, image enhancement is necessary. You can apply image
processing in every fieldwhere images are to be implicit and analyzed. Such as image
analysis in medical field, satellite image analysis, etc. By using image enhancement
techniques we can modify the image components to increase clarity, sharpness, and
details through the visual analysis and interpretation. It appear also to transform the
graphical impact in a way that heightens the information parts of the image [6].

Fig. 4 Submission for
image enhancement Enhancement      

Technique
Enhanced ImageOriginal

Image
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Many image enhancement techniques are used to enhance the quality of the dig-
ital image without affecting any destruction to it. There are several of the image
enhancement procedures which contain enhancement of contrast, saturation trans-
formations, intensity, edge enhancement, hue, and gray level slicing. Usually the
ultrasound images have speckle noise due to the high frequency backscattered waves
on transducer [21]. The Median filter produces better noise reduction results and
preserves edge without much loss of information when compared to other filtering
techniques [15]. The median filter is used to obtain an approximation of the original
scene.

3.4 Morphological and Image Segmentation

Erosion and dilation are morphological operations. To find the boundaries of the
image or what we need to detect by using erosion and dilation [22]. The dilation
equation is as follows

A ⊕ B = {Z |(B̂)Z I A �= Ø} (1)

where, Ø and B̂ are the empty set and reflection of the structuring element B.
The erosion equation is defined as:

A�B = {Z |(B)Z I A
C �= Ø} (2)

where AC is the complement of A.
To detect the stone in the kidney, we will apply the segmentation technique [23].

By using segmentation, we partition an image into distinct areas, that distinct part
collectively covers the entire image or set of contours extracted from image [24].

Water Shade 
Segmentation

Image Segmentation

Threshold 
Segmentation

Clustering 
Segmentation

ANN 
Segmentation

Edge 
Segmentation 

PDE 
Segmentatio

Region 
Segmentation 

Fig. 5 Image segmentation techniques
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As shown in Fig. 5. Using Image Segmentation images can be divided into sev-
eral segments. Each technique has its own features Segmentation will be logical
implementation in our research, which is generally used to find the region of interest
on the behalf of some characteristic of the images. Initially, dilation is applied then
ROI is calculated. The suspicious region with possibilities of kidney stone has been
determined by using the characteristics and features of images.

3.5 Region of Interest (ROI)

The region of interest is a part of an image on which filtering or various other
operations can be implemented. The ROI can be created in many shapes, to use the
high-level ROI functions, such as draw circle or draw polygon. There may be more
than one ROI in an image. By using ROI, images have a binary mask that implies the
pixels belonging to ROI are denoted by 1 otherwise 0. To identify the kidney stone,
kidney region is focused. We use the range criteria to select the label that denotes
the stone region and to exclude the unlikely labels (tape artifacts and high-intensity
labels). Finally, to obtain the effective kidney stone region, the result of this step was
multiplied with the original image. Thus kidney stone is detected [20]. The result
of renal calculi images is used for future analysis. From the renal calculi image, the
calculi regions are extracted. For ROI creation classes used are—images.roi.Circle
or image.roi.Polygon.

3.6 Feature Extraction

The quality of ultrasound medical images is tested based on various texture features.
The main target of the features extraction is to collect essential features of the region
to be investigated in the kidney image [2]. The features are being extracted to calculate
the different parameters like contrast, entropy, energy, and correlation from the kidney
stone image (Table 1).

4 Confusion Matrix

It comprises of real and expected classifications information carried out by a KNN
classifier [1]. The efficacy of the proposed region of interest detection system is
evaluated by analysis of the confusion matrix.

Where the number of actual negative cases in the data = Condition Negative (N)

The number of actual positive cases in the data = Condition Positive (P)
No. of correct positive prediction = True Positive (TP)
No. of correct negative Prediction = True Negative (TN)
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Table 1 GLCM features and their description

S. No. Feature Description

1 Contrast It expresses the dissimilarity among the
darkest and lightest regions in an image

Contrast = ∑
i, j (i − j)2X(i, j)

where, i and j are the pixel values

2 ASM or Energy (Angular second
moment)

It is the quality representing homogeneity
of an image. ASM higher value shows
textural uniformity

ASM = ∑Ng−1
i, j=0 p(i, j)2

where, Ng is gray tone image

3 Entropy The entropy also known as intensity
distribution. This measures the
randomness in the texture of an image

Entropy = − ∑Ng−1
i, j=0 p(i, j)log(p(i, j))

The lower entropy value indicates more
homogeneity of an image and vice versa

4 Correlation The Correlation performance evaluating
parameter measures the relationship
between two variables and
mathematically given

by-Correlation = Cov(x,y)
σ xσ y

No. of incorrect positive prediction, type I error = False Positive (FP)
No. of incorrect negative predictions, type II error = False Negative (FN)
Sensitivity or true positive rate (TPR)

TPR = TP

P
= TP

TP + FN
= 1 − FNR (3)

Specificity or true negative rate (TNR)

TNR = TN

P
= TN

TN + FP
= 1 − FPR (4)

Precision or positive predictive value (PPV)

PPV = TP

TP + FP
(5)

Accuracy: The accuracy of the classification process is based on correct and
incorrect predictions. Following formula used to calculate the accuracy of the clas-
sification process [2].
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Accuracy (ACC)

ACC = TP + TN

P + N
= TP + TN

TP + TN + FP + FN
(6)

F1 SCORE is the harmonic mean of precision and sensitivity

F1 SCORE = 2.
PPV.TPR

PPV + TPR
= 2TP

2TP + FP + FN
(7)

5 Result and Analysis

In this work, out of a total of 30 images, 15 with stone and 15 without stone are
being considered. The statistical analysis of the presented technique is carried out on
a set of kidney ultrasound images. For detecting the kidney stones, the segmentation
followed by classification techniques has been used. In initial step of implementation,
the dataset has been taken in the form of ultrasound image as shown in Fig. 6 [25].
After reading the images in Matlab, all related labels or text inside the given images
has been removed. Further, the images are converted from RGB to Gray as shown
in Fig. 7. In Fig. 7 the initial image was colored, but after conversion process it was
converted to Gray Image.

The visibility of low contrast ultrasound images has been enhanced by using
contrast adjustment through MATLAB simulation. The enhanced image is captured
in Fig. 8, as low contrast image has low visibility but after enhancing it becomes
more clear. Further, the speckle noise has been eliminated by using median filter.
This makes the image more visible as depicted in Fig. 9. Finally, to find the kidney
stone or region of interest, morphological segmentation operations are utilized. The
dilation operation is applied then the ROI is calculated as shown by Figs. 10 and 11.

Fig. 6 Input image (kidney
with stone)



Improved Detection of Kidney Stone in Ultra Sound Images … 633

Fig. 7 Preprocessed image

Fig. 8 Enhanced image

Fig. 9 Filtered image
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Fig. 10 Morphological segmented image

Fig. 11 Gui for kidney stone detection (centroid and area)

Figure 10 shows the final segmented image. The various parameters such as contrast,
entropy, Threshold, correlation and area of stone are shown in Fig. 11. The Figs. 12,
13, 14, 15, 16 and 17 are preprocessed, enhanced, filtered, and segmented as Figs. 6,
7, 8, 9, 10 and 11. These images have no stones. Hence the ROI obtained using
Matlab is blank as shown in Fig. 17. Figure 18 shows the performance of final system
at threshold 10, 15 and 20. The Table 2 shows the confusion matrix for a two-class
classifier. ForAnalysisConfusionmatrix is used. It helps in detecting the accuracy, F1
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Fig. 12 Input image (kidney
without stone)

Fig. 13 Preprocessed image

Fig. 14 Enhanced image
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Fig. 15 Filtered image

Fig. 16 Morphological and segmented image

Score, sensitivity and specificity of datasets at 10, 15, and 20 segmentation threshold
as shown in Table 5 (Figs. 19 and 20).

The confusion matrix for a two-class classifier, The confusion matrix is shown in
Table 2.

The threshold segmentation is varied as 10, 15, and 20. This has been observed
that beyond 20 the images are not visible (Tables 3 and 4).

Table 5 shows that the best accuracy is obtained at a threshold value of 20.
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Fig. 17 GUI for kidney stone detection (centroid and area)

10 12 14 16 18 20 22

Threshold

0.7

0.8

0.9

1

1.1

F1 Score

Sensitivity

specificity

Accuracy

Fig. 18 Performance evaluation of final system

Table 2 Confusion matrix Predicted

Negative Positive

Actual Negative TN FN

Positive FP TP
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Fig. 19 Threshold versus accuracy

Fig. 20 Threshold versus F1 score
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Table 3 Segmentation thresholding as (δ = 10)

S. No True positive (TP) True negative (TN) False positive (FP) False negative (FN)

1 1 0 0 0

2 1 0 0 0

3 1 0 0 0

4 1 0 0 0

5 1 0 0 0

6 1 0 0 0

7 1 0 0 0

8 1 0 0 0

9 1 0 0 0

10 1 0 0 0

11 1 0 0 0

12 1 0 0 0

13 1 0 0 0

14 1 0 0 0

15 1 0 0 0

16 0 1 0 0

17 0 0 1 0

18 0 0 1 0

19 0 0 1 0

20 0 1 0 0

21 0 1 0 0

22 0 1 0 0

23 0 1 0 0

24 0 1 0 0

25 0 1 0 0

26 0 1 0 0

27 0 1 0 0

28 0 0 1 0

29 0 1 0 0

30 0 1 0 0

Total 15 11 4 0

Table 4 Segmentation
thresholding as (δ = 10)

Sensitivity 1

Specificity 0.733333333

Precision 0.789473684

Accuracy 0.866666667

F1-score 0.882352941
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Table 5 Simulation results for various threshold segmentation

S. No Threshold Accuracy F1 score Sensitivity Specificity

1 10 0.86 0.88 1 0.73

2 15 0.96 0.96 1 0.93

3 20 1 1 1 1

6 Conclusion

The ultrasound images are not clear many times and require an additional diagnosis.
In this work the early and accurate detection of kidney stones is proposed using
ultrasound images. The proposed technique involves preprocessing, enhancement,
filtration followed by morphological segmentation. The comparative analysis using
GLCM features and confusion matrix verifies the efficacy of the proposed technique.
The technique may be highly helpful for medical practitioners for accurate and early
detection of kidney stones.
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Non-adaptive and Adaptive Filtering
Techniques for Fingerprint Pores
Extraction

Diwakar Agarwal and Atul Bansal

Abstract Fingerprint sweat pores as Level 3 features have the capability to improve
the accuracy of the fingerprint recognition process. Extraction of pores is the foremost
step in the designing of fingerprint high-level features based applications such as
migration control at the borders, identificationof fakefingerprints, etc. Filteringbased
approach is one of the prominent techniques for pores extraction. All the available
filtering based methods are categorized into non-adaptive and adaptive techniques.
This paper presents an extended description of both the techniques. Some practical
concerns while implementing the methods have also been highlighted. Experimental
results have been carried out on the high resolution database of 500 dpi fingerprint
images. Performance has been measured and compared on the basis of true detection
rate (RT) and false detection rate (RF). Simulation results show that the adaptive
filtering techniques achieve better RT and RF.

Keywords Adaptive · Filtering · Biometrics · Detection accuracy · Fingerprint ·
Non-adaptive filtering · Sweat pores

1 Introduction

Biometrics is aiming to study and design the technical solutions to evaluate quantita-
tively the human characteristics (both behavioral and physical) for its categorization.
Among all the biometrics (face, palmprint, fingerprint, speech, iris, signature, gait,
ear, etc.), fingerprint is one of the most mature and proven technology. Fingerprint
ridge details are generally categorized hierarchically into three levels feature. Level
1 includes extensive details of fingerprint such as ridge flow and patterns [1]. Level
2 features comprised of minutia points (ridge bifurcation and ending) and Level 3
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covers sweat pores and ridge dimensional properties such as ridge width, deviation,
boundary contours, etc. [2]. Traditional Automated Fingerprint Identification System
(AFIS) which depends upon level 1 and level 2 features are vulnerable to presenta-
tion attacks by the hackers. Therefore, the successful implementation of the biometric
system relies upon the Level-3 features. Recently, fingerprint sweat pores as level 3
features are utilized for the purpose of identification [2–5] and also for the prevention
of spoofing [6–12]. Pores are unique, varying in size and evenly distributed along the
ridges. Pores may be open or closed depending upon the perspiration activity [13].

Pore detection methods are generally classified into skeletonization based
approach and filtering based approach. Earlier work by Stosz and Alyea [3] and
Kryszczuk et al. [14] are based on skeletonization. Fingerprint ridge patterns are
determined simply by tracing the line segments while maintaining the continuity of
the pixels. The disadvantages of this approach is three folds: (a) Skeletonization only
works on very high-quality images (b) Alignment of test and query region is required
for fingerprint matching (c) It does not provide reliable results when skin conditions
are not favorable in case of wet skin, dry skin, scars, wrinkles, etc. In contrast to
the skeletonization, filtering based approaches [2, 4, 15–18] are based on the 2D
convolution of the input fingerprint image and the pore model (acting as a filter).
This kind of approach is based upon the concept of matched filter where the output
of filtering hits maxima or minima (depends on whether dark object surrounded by
bright background or bright object over a dark background, respectively) whenever
the pore model under consideration exactly lay upon the pore. The real pore on the
fingerprint has Gaussian shaped intensity profile as shown in Fig. 1 [4]. The most
important parameter in 2D Gaussian function is its scale value, i.e., standard devi-
ation (σ ) which measures the spreadness in 2D space. In order to get the highest
matched filter response, it is required that the dimension of the considered Gaussian
pore model coincide with the pore size underneath it.

The contribution of the work is as follows: (a) Two Non-adaptive [2, 15] and
one adaptive [4] filtering methods have been implemented. Some practical issues
including advantages and drawbacks have also been investigatedwhile implementing

Fig. 1 Intensity profile across a closed pore, b open pore [4]
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the algorithms. (b) All the three methods have been applied on the LivDet 2013
Biometrika test database [19] and compared on the grounds of RT and RF. This
paper is organized as follows: Sect. 2 provides the literature review of the various
filtering based pore detection methods. Sections 3 and 4 includes the description and
results of the implementation of non-adaptive and adaptive techniques, respectively.
The conclusion is provided in Sect. 5.

2 Existing Filtering Based Pore Detection Methods

Pore detection methods are classified as non-adaptive and adaptive filtering based
technique. Some literature is available on non-adaptive technique of pore detection
[2, 15–17]. In 2005, Ray et al. [15] were first introduced the pore model which
is equivalent to the modified 2D Gaussian function. Here, high and low probable
pore areas are first identified by taking the sum of squared error in 3 × 3 local
neighborhood. The Gaussian function has fixed scale value hence; Ray’s pore model
is unitary. It is also isotropic since appearance of real pores is considered constant
for all the regions of the fingerprint. In 2007, Jain et al. [2] utilized the Mexican hat
wavelet to capture the high negative frequency response which is generated by the
low intensity blobs. The scale value of the pore model is considered constant for all
the pores of the fingerprint. Hence, the model is non-adaptive to the various sizes
of the real pore encountered in the whole fingerprint. In 2008, Parsons et al. [16]
introduced DoG (Difference of Gaussian), based pore model. Here, the edges of the
pores are determined by using fixed scale value of the Gaussian function. In 2010,
Manivanan et al. [17] proposed highpass and correlation filtering for the detection
and localization of active sweat pores, respectively.

There are some literature which are available on adaptive technique [4, 18]. In
2010, Zhao et al. [18] proposed an adaptive DoG method. The block-wise approach
is implemented and the scale value is adaptively determined in relation to local ridge
frequency. The shape of the pores is assumed as circular which is not valid for the real
sweat pores. Hence, the pore model is isotropic. Zhao et al. [4] proposed an adap-
tive anisotropic pore model to overcome the problem of a fixed scale that has been
prevalent in [2, 15–17]. The scale value and the orientation of the model are adap-
tively determined by local ridge frequency and local ridge orientation, respectively.
Moreover, several literature on pore detection are reported based on Convolutional
Neural Network (CNN) [20–24]. Jang et al. [20] utilized ten learning layers together
with ReLu for the pore detection & intensity refinement. Labati et al. [21] proposed
a method for heterogeneous dataset which includes touch-based, touchless & latent
fingerprints. Su et al. [22] proposed the method for arbitrary size images. Dahia
et al. [23] describe the supervised method for automatic dataset annotations. Gen-
ovese et al. [24] also report a CNN based method for pore detection in touchless
fingerprints.
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3 Non-adaptive Pore Detection Technique

In non-adaptive filtering technique, the scale of the pore model is fixed and remains
constant for all the pores of the fingerprint. This is a kind of isotropic filtering since
empirically chosen unitary scale parameter is considered throughout the image. In
this section, results of pore detectionmethods implemented byRay et al. [15] and Jain
et al. [2] are shown. Some practical issues in the implementation of these methods
have also been discussed.

3.1 Pore Detection Method Implemented by Ray et al. [15]

In 2005, Ray et al. [15] proposed a pore detection method for 500 dpi resolution
fingerprint images. This method utilizes a modified 2D Gaussian function as a pore
model. The mathematical expression of the pore model under consideration is given
by (1) and its 3D shaded surface representation is shown in Fig. 2.

G(x, y) = 1 − e−|x2+y2| 1
2

(1)

For the purpose of the implementation, one fingerprint image is taken from the
database as an example image as shown in the Fig. 3a. The process begins by perform-
ing the image negative transformation (2) on the original gray scale image I (x, y).
The output of the transformation is shown in the Fig. 3b in which ridges and valleys
are interpreted by bright and dark region respectively. Next, the image normalization
(3) has been performed so that the intensity values exist between 0 and 1as shown in
Fig. 3c.

Fig. 2 3D shaded surface
representation of modified
2D Gaussian function
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Fig. 3 a Original gray scale fingerprint image, b image negative image, c normalized image

N (x, y) = 255 − I (x, y) (2)

F(x, y) = N (x, y)

255
(3)

Error map has been determined by using (4) in order to measure the similarity
between pore model and the real pore in the fingerprint image.

E(x, y) =
∑x+r

i=x−r

∑y+r

j=y−r
(F(i, j) − G(i − x + r, j − y + r))2 (4)

whereG is the pore model and r is the distance from the central pixel to the boundary
of the pore model which is equal to 1 for 3 × 3 size pore model. The dimension of
the pore model remains same for all the pores of the fingerprint. This shows the
isotropic nature of the algorithm. Error map exposes those areas in fingerprint image
which have high possibility of located pores. Exactly matched pore model with the
pore region generates low error which tends to the high possibility of the presence of
pores. Thus, a thresholding operation has been performed over error map in order to
generate binarized error map EB(x, y) (see Fig. 4a) where binary ‘1’ represents low
error region. To find out the accurate location of sweat pores, error points in E(x, y)
that own minimum error in a 7 × 7 local neighborhood EL have been extracted.
Later, these points are represented as binary ‘1’ by using (5). Therefore, a binary
image of local minimum value error points BL(x, y) is formed which is shown in
the Fig. 4b.

BL(x, y) =
{
1, E(x, y) = min[EL ]

0, otherwise

}
(5)

where the local neighborhood EL is defined by (6)

EL = E(x − rm : x + rm, y − rm : y + rm) (6)



648 D. Agarwal and A. Bansal

Fig. 4 a Binarized error map b Binary image of local minimum value error points c Pores high-
lighted by red circle. True detection rate (RT) = 81.3% and false detection rate (RF) = 22.2%

Thebinary image BL(x, y)has beenfilteredby the binarized errormap EB(x, y) in
order to remove any spurious error point which maybe arises from non-pore regions.
Thus final binary pore map P(x, y) has been obtained by performing the simple
masking operation as shown in (7). Figure 4c shows the pores valid locations which
are highlighted on the original fingerprint image. Equations (8) and (9) defines the
computation of the values of RT and RF.

P(x, y) = EB(x, y)BL(x, y) (7)

RT = Number of detected true pores

Total Number of all true pores
(8)

RF = Number of false detected pores

Total number of all detected pores
(9)

(1) Practical implementation issues

(a) In this method, the dimension of the pore model is fixed and empirically
chosen as 3 × 3. The pore model larger than 3 × 3 does not fit into real
pore in the fingerprint image. Therefore, high error points will be generated
in the error map which later wiped away from the binarized error map
after thresholding. As a consequence, less number of probable pore points
appeared in the final pore map.

(b) The threshold value is empirically chosen as 0.5. If the threshold value is
chosen larger than 0.5, there will be the chances that some non-pore regions
are falsely considered as true pore regions (cloud like regions in binarized
error map). This will generate spurious pores later in the binary image of
local minimum value error points. Whereas, the threshold value smaller
than 0.5 leads to the absence of actual pore points.

(c) The dimension of local neighborhood EL is also fixed and empirically
chosen as 7 × 7. The appropriate size of EL is necessary to control the
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Fig. 5 a Abrupt intensity changes at the edges, b 3D shaded surface representation of the pore
model

number of multiple pore locations which are appeared on the same real
pore.

(d) In this method, there is no provision to eliminate false pore locations which
are appeared on the valleys due to some artifacts.

3.2 Pore Detection Method Implemented by Jain et al. [2]

In 2007, Jain et al. [2] imposed another filtering method for the extraction of sweat
pores. Pores are observed as a bright object over dark ridges. Therefore, the intensity
changes abruptly from dark to bright and from bright to dark at the edges. An anal-
ogous example of abrupt intensity change is shown in Fig. 5a. This method utilized
the Mexican hat wavelet as a pore model in order to capture high negative frequency
response. The mathematical expression of the pore model under consideration is
given by (10) and its 3D shaded surface representation is shown in Fig. 5b.

w(s, a, b) = 1√
s

∫ ∫ f (x, y)ϕ

(
x − a

s
,
y − b

s

)
dxdy (10)

Jain et al. [2] utilized the fact that sweat pores follow the structure of the ridges
and being determined as long as the friction ridges are identified. Therefore, at first,
fingerprint ridge enhancement has been done and then pores are extracted along the
ridges. In order to enhance the ridges, the method implemented by Hong et al. [25] is
utilized. Fingerprint ridge enhanced image is shown in Fig. 6a and the binary image
inwhich ridges are represented in black and valleys inwhite is shown in Fig. 6b. After
filtering with the pore model, pores appear as low-intensity small blobs in the output
image as shown in Fig. 6c. Then, the linear combination of the ridge enhanced image
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Fig. 6 a Fingerprint ridge enhanced image, b ridge enhanced binary image, c result after 2D
filtering, d linear combination of ridge enhanced image and output filtered image, e binarized pore
map, f pores highlighted by red circle. RT = 87.5% and RF = 18.1%

and output filtered image has been done for the purpose of the optimal enhancement
of pores along the ridges as shown in Fig. 6d. The Global thresholding is performed
on Fig. 6d) in order to segment out the probable pore points. The threshold value is
empirically chosen as 125 below which all the pixels are represented by binary ‘1’.
Then, the segmented blobs which are larger than 40 pixels are eliminated. The final
binarized pore map is shown in Fig. 6e. Figure 6f shows the pore valid locations
which are highlighted on the input fingerprint image.

(1) Practical implementation issues
(a) The scale parameter of the Mexican hat wavelet defines the depth of the filter.

The larger the scale value less will be the height of the negative lobe of the pore
model. As a consequence, less negative responses which are generated by pores
will be captured. Whereas, for the smaller scale values, deep negative lobe of
the pore model will detect even the slight change in intensity that could possibly
be generated through some artifacts. This will lead to the generation of spurious
pores. Hence, the trade-off lies in choosing the scale value. This clearly shows
the isotropic nature of the pore model as the same scale value is used for all the
pores of the fingerprint.

(b) The global thresholding is performed over the whole image. The high threshold
value will consider some non-pore regions as probable pore candidate. This will
result in false locations of pores in the binarized pore map.
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(c) The value of true detection rate is greater than the value obtained from Ray’s
method. Correspondingly, the value of the false detection rate reached lowvalue.

4 Adaptive Pore Detection Technique

In contrast to non-adaptive filtering, the scale factor in the adaptive technique varies
with respect to the different regions of the fingerprint. The adaptive technique is the
solution to the problem of the intra-region variation of the size of real pores. In 2010,
Zhao et al. [4] introduced an adaptive and anisotropic pore model as defined by (11).

Po(i, j) = e− j2

2σ2 cos
( π

3σ
i
)
,−3σ ≤ i, j ≤ 3σ (11)

where ‘σ ’ is the scale parameter. In a local region, fingerprint ridges are run approxi-
mately parallel to each other and oriented by the common angle. Hence, each region
has been designated by the local ridge frequency and the local ridge orientationwhich
are determined by following Hong et al. [25] method.

Basically, the adaptiveness of the pore model relies upon region-wise determi-
nation of the orientation and the scale value of the pore model. In this method, the
rotation angle of the poremodel has been determined from the local ridge orientation.
The rotated pore model is given by (12) and Fig. 7 shows two different orientations
of the pore model as an example.

Pθ (i, j) = Rot(Po, θ) (12)

The scale of the pore model which is given by (13) has been determined from the
local ridge frequency.

σ = τ

k
(13)

Fig. 7 Pore models a Basic pore model at θ = 0, b rotated pore model at θ = 45
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Fig. 8 a Categorization of blocks into well-defined and ill-posed blocks, b partitioning of ill-posed
blocks into four equal sized sub blocks c Final pore map. RT = 88.2% and RF = 18.0%

Here, τ = 1
f is the local ridge period and ‘k’ is the positive constant. There

are some regions in the fingerprint where ridge orientation and frequency cannot be
determined properly due to some irregularities or due to some singular points present
in the fingerprint. Therefore, in this method, a block-wise approach is proposed. The
whole fingerprint image is divided into multiple blocks of fixed size and categorized
them as well-defined and ill-posed blocks as shown in Fig. 8a. All ill-posed blocks
are further divided into four equal sized sub blocks (see Fig. 8b) and categorized
them again. Well-defined blocks are equipped with both dominant ridge orientation
and frequency thus filtered by adaptive pore model. Ill-posed blocks do not have
dominant frequency hence their frequency is determined through the interpolation
of the frequencies of neighboringwell-defined blocks. Ill-posed blocks are filtered by
adaptiveDoGporemodelwhichwas proposed byZhao et al. [18]. Then, thresholding
followed by post-processing has been performed in order to generate final pore map
as shown in Fig. 8c.

(1) Practical implementation issues

(a) In this method, the scale value of the pore model is adaptively determined
for all the regions of the fingerprint through the block-wise approach. As
a result, the possibility of the detection of real pores in a local region will
be high as compared to non-adaptive methods.

(b) Some true pores may be unaccounted since global thresholding is used to
segment out the candidate pore region.

(c) The value of true detection rate reached a high value in comparison to Ray’s
and Jain’s method whereas; false detection rate reached low value.

Performance comparison of all three pore detection methods is shown in Table 1.
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Table 1 Performance
comparison of non-adaptive
and adaptive filtering based
pore detection methods

Pore detection method Technique RT (%) RF (%)

Ray et al. [15] Non-adaptive 81.3 22.2

Jain et al. [2] Non-adaptive 87.5 18.1

Zhao et al. [4] Adaptive 88.2 18.0

5 Conclusion

The rapid deployment of high-level features based technology in biometric systems
has completely changed the current automated fingerprint recognition. Sweat pore
is one of the most quantifying high-level features used for various applications like
border security control, fingerprint liveness detection,migration control, etc. It is con-
cluded that adaptive filtering based pore detectionmethods are designed according to
the anisotropic nature of the real pore. Hence, less number of false pores appears in
comparison to the non-adaptive filtering methods. As a future aspect, researchers can
integrate CNN and adaptive nature of pores for the designing of complete automatic
pore detection method.
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Abstract 3D video game assets, small props to larger mesh in a video game, make
a huge difference in performance of video games. Non-optimized game assets may
not support its presentation in wide range of hardware. Many people want to play
video game but cannot play because of their lower end hardware setup. So, what is
the point of developing a video game if vast amount of people cannot enjoy it? In
this paper, we have introduced a simple but an effective methodology to optimize 3D
mesh to support in wide range of hardware, which can satisfy the need of gamers.We
have shown that reducing poly count and removing unnecessary parts from meshes
contribute significantly to optimal performance.
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1 Introduction

Playing video games for entertainment to choosing profession as a gamer is definitely
on the rise. But playingAAAblockbuster video games on a Computer is gettingmore
expensive day by day. Game consoles (Play Station, Xbox, and Nintendo) are getting
more optimization from developers while PC aren’t. Hardware used in consoles are
not that much powerful compared to PC, but playing games on it is way smoother
than budget PCs. If optimization of games is possible for consoles, then it’s also
possible for PC. Game industries are not taking full care of optimization for their
games. They are forcing people to buy expensive computer parts to play their games.
They’re making this industry for those people only who can get expensive computer
parts. But it is not quite impossible to fully support their games in less expensive
hardware. Applications for developing 3D video games already have their methods
to optimize game assets. Developers just need to use it in the right way. Always
there is a way to do more with optimization, it never ends. So here, our work shows
how to optimize more 3D video game asset to run on less expensive hardware for
indie developer to large industries. Our method for optimization is to use decimate
modifier to less poly count and then we are removing the depending visualized
players’ unseen parts. Our method can be used for all game development software
and computer games and mobile games.

The contribution of the paper is as follows:

• We propose a technique to optimize game assets with wiping out the concealed
parts.

• We execute a method removing the invisible parts in high poly to low poly meshes.
• We have evaluated the performance of our proposed approach that optimizes aver-
age 50% of polygons.

The rest of the paper is organized as follows. In Sect. 2, we have discussed about
the definition of optimization. In Sect. 3, we have discussed some works related to
the proposed approach. We have discussed our proposed method with a complete
description in Sect. 4. We have evaluated the performance of our proposed model in
Sect. 5. Finally, in Sect. 6, we conclude our paper.

2 3D Mesh Optimization Definition

It generally means making things superior. Improvement is possibly considered in
the event that it creates precisely the same result.

Calculating a very simple example:

x = (a + b) ∗ (a + b) ∗ (a + b)
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Instead, calculating:
y = a + b, and setting x = y * y * y
That would be an “optimization”, it only requires one addition rather than three

for the exact same result.

3 Related Work

Just great quality amusements can hold their players, and this has turned into an
imperative factor for any product diversion to succeed economically. At the end
of the day, if amusement isn’t of good quality, players can undoubtedly change to
another diversion. Subsequently, it has turned out to be obligatory for the product
diversion industry to endeavor to transform and adjust to the inclinations and requests
of its players [1].

3DModeling, Character Animation, Texturemapping, Collision location, Particle
impacts, and Interaction code are engaged for streamliningof 3Dversatile amusement
advancement dependent on Unity. See Peng and Zhu [2] for an audit. They take
a shot at Unity diversion advancement programming and for versatile recreations
improvement.

In [3], to tackle the mesh optimization issue, they limit a vitality work that catches
the contending wants of tight geometric fit and conservative portrayal. The trade-off
between geometric fit and conservative portrayal is controlled by means of a client
selectable parameter crep. An expansive estimation of crep demonstrates that an
inadequate portrayal is to be emphatically favored over a thick one, generally to the
detriment of corrupting the fit.

LindstromandTurk’s objective is to exhibit a technique for enhancing the presence
of an effectively rearranged model utilizing improvement that is guided by pictures
[4]. This is a work enhancement technique that considers the geometry of a model as
well as properties, for example, textures and textures normals [4]. This methodology
fixes issues in an improved work that rearrangements strategies are unfeeling to, for
example, splits between surface parts and item interpenetration [4].

In [5], they have led a progression of numerical analyses to figure out which of a
few chose enhancement strategies are most reasonable for tackling the work shape
quality streamlining issue where the majority of the vertices are at the same time
repositioned to enhance normal quality. They thought about eight distinct solvers:
six best in class solvers and two custom solvers they created [5]. They outline their
discoveries as far as the techniques’ strength, time to arrangement, adaptability to be
utilized with an early halting standard, and versatility [5].

In [6], they made the mesh smoother. To make the improved mesh smoother, they
pursued different strategies. They introduce a framework for triangle shape opti-
mization and feature preserving smoothing of triangular meshes that is guided by the
vertex Laplacian’s, specifically, the uniformly weighted Laplacian and the discrete
mean curvature normal. They provide different weighting schemes and demonstrate
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the effectiveness of the framework on a number of detailed and highly irregular
meshes [6].

According to [7], this paper shows a surface mesh enhancement technique, rea-
sonable to acquire a geometric limited component mesh, given an underlying dis-
cretionary surface triangulation. A particular use of this system to the geometric
mesh rearrangements is then laid out, which goes for diminishing the quantity of
mesh entities while safeguarding the geometric estimate of the surface [7]. A few
instances of surface cross sections planned for various application regions underline
the productivity of the proposed approach.

Our proposal is to reduce the poly count without losing visual quality. So, gamers
can enjoy the quality without compromising performance and also the game will be
more playable in lower end hardware.

4 Proposed Method

Our proposal is to reduce poly count from 3D model and remove the parts of the
scene. Removing parts are dependent on visualization. In a 3D video game, the player
cannot see some parts that can be eliminated to save performance cost. A video game
contained millions of assets. So, if we can eliminate unseen part of models, this can
give huge amount of performance boost. To reduce poly count from 3D model, we
generate an optimized method.

4.1 3D Asset Poly Complexity Reduction

Here, optimizing the raw mesh is done with decimate modifier. This decimate mod-
ifier grants you to reduce the vertices/triangles count of a mesh. It helps to convert
a complex model with huge number of vertices and edges to a simple model with
a smaller number of vertices and edges. It also helps to remove unwanted vertices
and edges to increase the performance. The decimate modifier doesn’t destroy the
original mesh structure and it’s an uncomplicated way to reduce the vertices and
triangles of a mesh without any destruction of mesh.

In Fig. 1a, we can see a raw 3D model which is not optimized. Figure 1b is
representing its wireframe view. Figure 1c is representing an optimized mesh of
Fig. 1a. Figure 1d is the representation of wireframe of Fig. 1c. This method is
discussed in [2] and [3]. Now it’s clearly visualized that using decimate modifier
decreases complexity but also losing quality.
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Fig. 1 Comparing raw mesh with optimized mesh using decimate modifier. a Raw mesh, bWire-
frame view of raw mesh, c Optimization using decimate modifier, d Wireframe view of optimized
mesh

4.2 3D Character Optimization

We are removing the invisible part in a game.We are considering a 3Dmodel that has
many 2D parts and every 2D part represents a two-dimensional array. Epitomizing
our concept in an algorithm removes the unnecessary 2D part of any 3D model.

 
Algorithm 1. The procedure of initialize zero in invisible point. 
 
Inputs:  

 i: First cut point position number 
 mesh[4][4]: An two dimensional array 
        {1, 2, 3, 4} 
               {5, 6, 7, 8} 
                     {9, 10, 11, 12} 
              {13, 14, 15, 16} 
 j: 0 
 k: The value is less 1 than array size 
Output:  

 mesh[4][4]: Same structured as input but less complexity. 
                {1, 2, 3, 4} 
                {0, 0, 0, 0} 
               {0, 0, 0, 0} 
             {13, 14, 15, 16} 
Procedure: 
1. Start 
2. Declare variable i and mesh[4][4] 
3. Initialize the array values and the starting cut point position number in i 
4. For i = first cut point position number to last cut point position number 
5. Call function search_cut(array[], array_size, cut_point_position_number) 
6. Function search_cut(array[], array_size, cut_point_position_number) 
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7. Declares variables j and k 
8. Initialize variables j <- 0 and k <- array_size-1 
9. While j is less than array_size AND k is greater than or equal 0 
10. If array_position_number = cut_point_position_number 
11.           array_position_value <- 0 
12.           Display array_position_value 
13.           Return 1 
14. Else If array_position_number is greater than cut_point_position_number  
15.           Decrement of k 
16. Else  
17.           Increment of j 
18. End While 
19. Declare cut_point_position_number is not found in array 
20. Return 0 
21. End Function 
22. End For 
23. Stop 

The algorithm-1 illustrates a distinct concept of ourwork. Every step of algorithm-
1 parades how our method works sequentially. First, we declare a two-dimensional
array which is a two-dimensional part of a 3D character or a mesh and assign the
starting cut point position number in variable i. Then, we have conducted a for
loop from the starting cut point position number to last cut point position num-
ber. For every cut point position number, we put the array mesh[4][4], array size,
and cut point position number in a function, called search_out(array[], array_size,
cut_point_position_number). In this function, declaring variables j equals 0 and k
equals (array_size – 1), then conducting a while loop j is less than array_size and
k is greater than or equal 0. In this loop, it will check that array position number is
equal to cut_point_position_number or not. If they both are equal, then assign the
cut_point_positon_value to 0.

Our primary target was to cut unnecessary parts from any kind of characters and
meshes. In Fig. 2, we have presented an efficient flow to compare the unnecessary
point with the structure of mesh. If part of a mesh is considered as an unnecessary
point, we are removing these points with remaining the same structure of the mesh.

4.3 Mathematical Formulation and Description

Assuming the triangles set is T, vertices set is V,

Optimized_mesh(T, V ) = Raw_mesh(T, V )−Cut_point(T, V ).
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Fig. 2 Flowchart of proposed methodpt

The simplified model as Optimized_mesh(T, V) represents that the optimized 3D
model contains T number of triangles and V number of vertices. The Raw_mesh(T,
V) represents that the raw 3D model contains T number of triangles and V number
of vertices. The Cut_point(T, V) contains T number of triangles and V number of
vertices are going to be eliminated.
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4.4 Implementation of Our Proposed Method

Representing 2D part of rectangle 3D model called mesh in matrix

mesh[4][4] = {1, 2, 3, 4}
{5, 6, 7, 8}
{9, 10, 11, 12}
{13, 14, 15, 16}

These values can be varied mesh to mesh. Then, select the cutting point which
is not visible to player in game but containing in mesh. Let’s assume that in matrix
mesh, the invisible points are

{5, 6, 7, 8}
{9, 10, 11, 12}

Consider that i = first cut point position number
To eliminate these cutting points, repeat steps until
i = last cut point position number
And in every step, we compare the mesh matrix value with cut point. If both are

equal, then assign the array value zero.
The output result is as expected

mesh[4][4] = {1, 2, 3, 4}
{0, 0, 0, 0}
{0, 0, 0, 0}
{13, 14, 15, 16}

According to our proposed method, the result shows that the matrix mesh rep-
resents the structure as before with less complexity and less vertices and triangles
count.

Now, if we represent a 2D part of a polygon and it contains these values

{1}
{2, 3, 4}

{5, 6, 7, 8}
{9, 10, 11, 12, 13}
{14, 15, 16, 17}

{18, 19, 20}
{21, 22}
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Suppose that the imperceptible points which the player can’t see in the game are

{9, 10, 11, 12, 13}
{14, 15, ,}
{18, 19,}
{21, 22}

Wewill apply the samemechanismwhich is already described in the two examples
before. The resulted output will be like as before with the same structure and less
complexity and less vertices and triangles count.

{1}
{2, 3, 4}

{5, 6, 7, 8}
{0, 0, 0, 0, 0}
{ 0, 0, 16, 17}

{ 0, 0, 20}
{ 0, 0}

According to these examples of different shapes, out method can work on all
types of shapes in 3D model and it reduces the complexity of a game and reduces
the number of vertices and triangles.

Figure 3a shows a raw model of a 3D Character which contains number of Trian-
gles 468,542 and number of Vertices 240,248. Figure 3b shows an optimized model
of Fig. 3a, which contains number of Triangles 11,571 and number of Vertices 6,752.
We have used decimate modifier to reduce mesh complexity. There is no noticeable
quality difference from standard camera distance as can be seen from the figure. But
quality difference is noticeable from close range. Also, this model is not suitable for
high-density display. Figure 3c shows 59.83% less complexity from Fig. 3a model,
which contains number of Triangles 187,416 and number of Vertices 97,263. This
model is good for high-density output but it requires more hardware resources.

Figure 3d shows a model with Triangles 9,233 and vertices 5,773 which doesn’t
look like a complete model but after applying cloths, there’s no difference. Figure 4a
represents Fig. 3a with added cloths and Fig. 4b represents Fig. 3d with added cloths.
This is our proposedmethod to optimize 3D character in video games. Our method to
optimize 3D character is depended on how developer wants to show their character in
video games. As it depends on visualization, cut point of models should be handled
with care.

This figure shows there is no visual difference between both models. However,
cutting parts of characters depends on the clothing style. We have designed all these
figures.
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Fig. 3 3D character optimized with our proposed method. a shows a raw mesh, b shows same
mesh with much less complexity, c same mesh less optimized but good for higher density display,
d after applying our proposed method

Fig. 4 Visual output of Fig. 3. a after applied cloths on raw mesh and b our proposed method
applied mesh with cloths on
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5 Result Analysis

We have designed five raw meshes using Adobe Fuse CC and Blender 2.79b in
Windows 10, then applied our optimization method.

In Table 1, first column shows mesh numbers, second column and third column
represent number of triangles and vertices of raw meshes. Then, fourth and fifth
column represent optimized version of those raw meshes. Finally, the last column
shows the percentages of reducing the number of triangles and vertices from raw
meshes. Our method depends on visual representation of meshes so output result
may vary mesh to mesh. Our results show that we can reduce on an average of 50%
from raw models without losing any quality. It is also possible that our method will
work on very low poly to very high poly mesh.

Figure 5 represents raw mesh, optimized mesh, and eliminated part of each mesh
in percentage. Here, we are comparing raw mesh with optimized mesh using our
method and the part that we removed. All the data of this figure is taken from Table 1.

Table 1 Performance of our optimization method

Mesh
num-
ber

Number of
triangles of
raw mesh

Number of
vertices of
raw mesh

Number of
triangles after
applied our
optimization
method

Number of
vertices after
applied our
optimization
method

Percentage of
optimization
without losing
quality (%)

1 281126 140994 136880 71249 50.69

2 1874176 949028 1218462 624951 34.7

3 181225 92254 74004 37553 59.21

4 562252 287270 286678 146411 49.02

5 51839 28178 22072 12333 57
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Fig. 5 Comparison between raw mesh and optimized mesh from Table 1
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6 Conclusion

In this paper, we have discussed some challenges about character andmesh optimiza-
tion of 3D video game. We have shown an effective way to optimize mesh without
losing any quality and support in wide range of hardware. We have derived a tech-
nique that allows quality of mesh to be higher and complexity of mesh to lower. This
method is also applicable for 3D animation, mobile games, or any other platforms
where 3D contents are applied.

References

1. Aleem, S., Capretz, L.F. & Ahmed, F. (2016, September). Critical success factors to improve the
game development process from a developer’s perspective. Journal of Computer Science and
Technology, 31(5), 925–948.

2. Peng, H., & Zhu, K. (2014). Strategy research on the performance optimization of 3D mobile
game development based on unity. Journal of Chemical and Pharmaceutical Research, 6(3),
785–791.

3. Hoppe,H.,DeRose, T.,Duchampy,T.,McDonaldz, J.,&Stuetzlez,W. (1994).Meshoptimization
(pp. 19–25). Seattle, WA: University of Washington.

4. Lindstrom, P. & Turk, G. (2001). Image-driven mesh optimization. In International Conference
on Computer Graphics and Interactive Techniques. Los Angeles, CAI, August 12–17, 2001.

5. Freitag, L., Knupp, P., Munson, T., & Shontz, S. (2002). A comparison of optimization software
for mesh shape quality improvement problems. IMR.

6. Nealen, A., Igarashi, T., Sorkine, O., & Alexa, M. (2006). Laplacian mesh optimization. In Pro-
ceedings of the 4th International Conference on Computer Graphics and Interactive Techniques
in Australasia and Southeast Asia—GRAPHITE. https://doi.org/10.1145/1174429.1174494.

7. Frey, P. J., & Borouchaki, H. (1998). Geometric surface mesh optimization. Computing and
Visualization in Science, 1(3), 113–121. https://doi.org/10.1007/s007910050011.

https://doi.org/10.1145/1174429.1174494
https://doi.org/10.1007/s007910050011


Image Watermarking Scheme Using
Cuckoo Search Algorithm
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and Harivansh Pratap Singh

Abstract The work presented in this paper proposes a robust and optimized algo-
rithm to be used in image watermarking. It makes use of cuckoo search algorithm
(CSA) for optimization. A binary watermark is embedded within the host images
in transform domain using a fitness function. The locations used for inserting the
watermark bits are selected using CSA. The fitness function is a linear summation
of similarity correlation coefficients SIM(W, W ′) obtained for four different oper-
ations performed on the watermarked image. The simulation reports indicate that
the PSNR values are high enough. As a result, the watermarked images have high
visual quality. The values of similarity correlation coefficient show that the scheme
presented in this paper is also robust against the said operations. It can be concluded
that this CSA-based scheme shows good result and also reports better results than
other similar works.
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1 Introduction

Image watermarking has now been established as a potent tool to check copyright
violation of various digital media [1–3]. To this end, several algorithms have been
proposed in the literature during the last 15 years or so. Two major criteria are to
be mandatorily fulfilled by any image watermarking algorithms are high perceptual
quality and high robustness values. As these two criteria are clashing with each other,
so to optimize them, image watermarking methods are used. At present, the focus of
developing an effective watermark scheme is converged to the optimized usage of
soft computing tools to produce best results. Besides the aforesaid criteria, number
of bits that can be embedded in an image is also crucial to this scheme. However, this
issue is not givenmuch importance and is taken as a constant, as the size of host signal
is very large as compared to the watermark size. Several researchers worldwide have
successfully used related soft computing tools to achieve these goals. A brief survey
of these methods is given as under.

Shieh et al. [4] have developed a genetic algorithm (GA) based optimized image
watermarking algorithm in the transform domain. They have proposed GA-based
optimization of this process by considering the above discussed conflicting require-
ments. In this paper, they select a fitness function as given by Eq. 1.

fc = PSNRc +
p∑

h=1

(
NCc,h · λc,h

)
(1)

According to the author, their proposed scheme survives against various different
image processing attacks discussed in the literature and also an improvement PSNR
values by the application of their genetic algorithm (GA).

Wei et al. [5] also employed a GA to identify the best suitable positions (locations)
to embed a binary watermark. They use a fitness function given by Eq. 2 which is
a linear summation of similarity correlation coefficients computed during various
iterations.

Fitness =
4∑

i=1

SIMi (2)

They claim to have obtained signed images having awatermark invisible to human
eyes. According to them, their proposed method can survive against different image
processing operations.

Huang et al. [6] have developed a scheme using fuzzy theory to design the fitness
function given by Eq. 3.

fi = PSNRi + λ · BCRi (3)
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In their work, they claim that by using fuzzy concept in conjunction with bacterial
foraging, they obtained better results over existing implementations with GA.

Recently, Yang [7] has developed an optimization algorithm known as cuckoo
search algorithm. In the present paper, we make use of cuckoo search algorithm to
stabilize the trade-off between the conflicting requirements of watermarking. The
fitness function used in our experiment is the same as given by Eq. (2). The proposed
scheme successfully performs embedding, extraction of a binary watermark from
grayscale images. The issue of robustness is also taken up in the experimental simu-
lation by carrying out four image processing operations—Low-pass filter (radius =
0.1), Scaling (256-512-256), Gaussian noise additionN (0, 0.0), and JPEG compres-
sion (Q = 5). However, after successive each iteration of attacks, the watermarkW ′
is extracted from the image and its SIM(W, W ′) is computed which is further used
to reoptimize the fitness function given by Eq. 2.

2 Cuckoo Search Algorithm

Swarm-based cuckoo search (CS) algorithm was given by Xin-She Yang and Suash
Deb in 2009 [7]. It is an optimization technique which is used already to optimize
many applications [8]. It basically works on the concept of cuckoo bird that generally
lay their eggs on other birds’ nests and also they have high reproduction rate. Cuckoos
have parasitic relationship, in which one species is benefitedwhile another is harmed.
Cuckoos eggs can be found in communal nests. To feed their own eggs and to protect
them, they may remove host’s nest eggs or babies.

Rules which describe the cuckoo search algorithm are as mentioned in [7]:

(1) Each cuckoo randomly selects one nest to lay its one egg.
(2) Select the nests to be considered in the next generation which consist of maxi-

mum good quality eggs

According to Yang [7], a solution is represented by an egg inside a nest and
a cuckoo egg represents a new solution. Cuckoo search algorithm is developed to
make use of new and higher objective value solutions with lower objective solutions.

A cuckoo i makes use of Lévy flight to generate a new solution x (t+1), which is
given by Eq. 5.

x (t+1)
i = xti + α ⊕ Lévy(λ) (5)

where α should be greater than 0, denotes step size. Generally, α is taken as one
[7, 8]. Equation 5 determines next location of the cuckoo using two values: the
present location of the cuckoo and probability of movement based on Lévy flight.
Hadamard product (⊕) is performed in second term. Listing 1 gives the pseudo code
of the CS.
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Listing 1: 

Input: Define fitness function ( ),   = [ 1, 2, … … … … . . , ]
Initialize m host nest randomly, where each nest if given by ( = 1, 2, … , )

Begin
while (n < Maximum Generation) 

Obtain randomly, a cuckoo by flight
Calculate its fitness
From available m host nests randomly (say, k) , select a nest

If( > ), 
New solution takes the place of nest k; 

End
From the available m host nest, poor quality nests ( ) are left; 
Retain good value solutions; 
Arrange solutions according to their fitness value and select the solution with highest fitness value

End while

Post processing of the generated results 
End

3 Proposed Scheme

In the proposed algorithm, to embed into host image, a one-bit image of size p × q
is used. Generally, the optimization tools which are used for this purpose operate on
either of the two strategies—optimization of the embedding method [1, 8, 9] or to
identify coefficients to be selected for embedding followed by actual embedding by
using a generic formulation [4–6]. As mentioned earlier, we propose a watermark
embedding and extraction scheme involving the cuckoo search algorithm. In this
case, we use it to identify optimized locations for embedding the coefficients of
the binary image used as original watermark (W ). The fitness function used in this
algorithm is same as one given by Eq. 2. This is a linear summation of four similarity
correlation values. Correlation values are computed between the embedded one-bit
image (W ) and extracted one-bit image (W′). Here, W ′ is the extracted watermark
which is recovered from four different images obtained by executing four different
attacks over signed images. The similarity correlation is computed by using the
formulation given in Eq. 8.

SIM
(
W,W ′) =

∑p
i=1

∑q
j=1

[
W (i, j).W ′(i, j)

]
∑p

i=1

∑q
j=1

√
W ′ · W ′ (8)

A. Watermark Embedding

For embedding, we consider an image X which has M rows and N columns and
a binary watermark W of size (p × q). The algorithm used to embed the one-bit
watermark image is listed in Listing 2.
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Listing 2:

Step 1: Decompose the given image X into 8 × 8 sized blocks. Convert each block
into a frequency domain using discrete cosine transform. To each block, apply cuckoo
search algorithm to coefficients 1–63 only. The 0th coefficient in the sequence being
DC coefficient is excluded.
Step 2: To identify locations using cuckoo search algorithm do as follows:

(a) Generate m cuckoos’ randomly as the initial population, where each cuckoo
is a vector of size c. Here, c is a vector of size (p × q) which represents the
watermark embedding locations in the host image. Then, from each 8 × 8
block, only one location is selected for embedding

(b) Embed the watermark bits (1/0) using Eq. 9 at locations selected by cuckoo
search algorithm

(c) Compute IDCT of the signed image to obtain signed image in the spatial
domain. Obtain m such signed images separately

(d) Apply four image processing attacks on each signed image one at a time.
These are Low-pass filter (radius = 0.1), Scaling (256-512-256), Gaussian
noise addition N (0, 0.0) and JPEG compression (Q = 5)

(e) Use these four attacked images one at a time and thus extract the watermarks
(W′s). Compare W and W ′ using SIM(W, W ′) for each of the four attacked
signed images for m cuckoos

(f) Find fitness of m cuckoos using Eq. 2
(g) Move these m cuckoos as per the scheme listed in Listing 1.

Step 3: Select signed image corresponding to the cuckoo with the highest fitness
value.

Equation 9 gives the formulation which is used in this scheme for modifying the host
image in transform domain with one-bit watermark

V ′ = V ∗ (1 + k ∗ W ) (9)

where V denotes the coefficient of discrete cosine transform of the image given by
cuckoo search algorithm,W is the one-bit image, k is the watermark strength, and V′
is the discrete cosine transform coefficient of the watermarked image. In the present
work, the value of k is taken as 0.4 after performingmany simulations. The perceptual
quality of watermarked images can be measured by PSNR.

B. Watermark Extraction

The algorithm used to recover embedded watermark from the watermarked image is
listed in Listing 3.

Listing 3:

Step 1: Compute block-wise DCT of original image and watermarked image
Step 2: Eq. 10 is used to recover the values of watermark image

W ′ = ((V ′/V ) − 1)/k (10)
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Step 3: Recover the watermark
Step 4: Compare W withW′ using SIM(W, W ′)

4 Experimental Report

Four 8-bit 256 × 256 size images are used to evaluate the results of the proposed
scheme. Namely, Boat, Baboon, Lena, and Pepper images are used as images to
perform embedding operation. On the other hand, one-bit image of size 32 × 32 is
used as watermark. To conduct out simulation, we consider n = 20 nests, α = 1, pa
= 0.5, ML (max iterations) = 10, and m (no. of cuckoos) = 10. The attacks used
for computing fitness values are Low-pass filter (radius = 0.1), Scaling (256-512-
256), Gaussian noise addition N (0, 0.0), and JPEG compression (Q = 5). Only two
images are shown in this paper due to space constraints. The simulation results after
carrying out attacks are given for all four images in Table 1. Figure 1a–d depicts the
original and signed Boat and Baboon images. Figure 2a–c depicts the original and
recoveredwatermarks, respectively. The SIM(W,W′) value obtained out of recovered
watermark is mentioned on top of Fig. 2b–c.

The PSNR and SIM(W, W′) values obtained by the four host images are tabu-
lated in Table 1. It also gives a comparison for these parameters as computed by
Wei et al. [5].

In this table, SIM1, SIM2, SIM3, and SIM4, respectively, represent the similar-
ity correlation parameter values for four image processing operations as described
earlier. The values tabulated in above table shows that the reported values are higher
than the other works done by [5]. The embedding and extraction are quite successful
as indicated by high SIM values and perceptual parameter values. This is specifi-
cally true for all four images we use in our simulation and for all attacks barring the
low-pass filter attack.

Table 1 Comparison of PSNR and SIM(W, W′) between our algorithm and one proposed by Wei
et al. [5]

Image Scheme PSNR SIM1 SIM2 SIM3 SIM4

Boat Our work
Ref. [5]

54.42
51.68

6.782
8.588

8.872
7.626

11.342
6.672

10.342
7.241

Baboon Our work
Ref. [5]

53.98
51.87

6.385
7.121

8.451
7.161

11.981
6.192

11.874
8.565

Lena Our work
Ref. [5]

53.25
51.55

7.745
7.579

7.890
7.289

11.451
7.715

9.591
8.247

Pepper Our work
Ref. [5]

55.89
51.86

6.210
7.936

7.173
7.158

10.873
7.726

10.536
7.403
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PSNR= 54.42 dB(a)   (b)

PSNR= 53.98 dB(c) (d)

PSNR= 53.25 dB(e) (f)

PSNR= 55.89 dB (g) (h)

Fig. 1 Original image a Boat, c baboon, e Lena, g pepper, Signed image b Boat, d baboon, e Lena,
and h pepper
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(a)     (b) (c)

(d) (e)

Fig. 2 a Original watermark, recovered watermark, b from Fig. 1b, c from Fig. 1d, d from Fig. 1f,
and e from Fig. 1h

5 Conclusion

The proposed scheme gives the successful implementation of an optimized image
embedding and extraction scheme performed using an optimization tool commonly
known as cuckoo search algorithm. The proposed scheme identifies and selects the
locations for embedding using cuckoo search algorithm. The fitness function is a
linear summation of four similarity correlation values. Experimental values show
that we have obtained high PSNR values. This indicates a high resemblance between
the original image and signed image. During successive iterations of cuckoo search
algorithm, four image processing operations are performed. PSNR and SIM(W,W′)
are computed after every successive iteration. It is found that the proposed scheme
shows robustness for different image operations. We conclude that our scheme suc-
cessfully optimizes the problem of image watermarking and performed better than
other schemes based on evolutionary models of computation such as the one based
on genetic algorithm (GA).
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A Survey of Latent Fingerprint Indexing
and Segmentation Based Matching

Harivans Pratap Singh and Priti Dimri

Abstract Over the past few years, fingerprints have been considered the most sensi-
tive and crucial identification basis for low enforcement agencies. In crime scene and
forensics, recording of latent fingerprints from uneven and noisy surface is a difficult
task and conventional algorithm fails in most of the times. A robust orientation field
estimation algorithm is the need of the time to recognize the poor quality latent. To
overcome the limitations of conventional algorithm, various techniques have been
proposed in the last decade. In this paper, a comparative study has been done of state-
of-the-art techniques with their advancements and limitations. Our proposal aims at
effectively minimizing the difficulties faced to separate ridges and segmentation of
latent images reducing search time and computational complexity while optimizing
the system retrieval performance.

Keywords Latent · Indexing ·Minutiae · Ridges · Skeleton · Coherence ·
Variation

1 Introduction

Fingerprint extraction has always been considered elementary to identify the suspects
as it serves as an identification and evidence in crime-related cases because of its
uniqueness and invariability with respect to a person regardless of passage of time.
With technological advancement, there has been wide use of fingerprints tracing
and identification in order to achieve maximum personal security. Fingerprints are
employed to achieve security in case of cell phones, biometric door locks, attendance
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machines, and Indian aadhaar card which is among the largest biometrics usage
around the world and one of the physiological characteristics of fingerprints is that
they leave traces, i.e., once you leave your fingerprint over any object, they can be
recorded later which is the main reason of recording them on crime locations in order
to gather information about the criminal but the fingerprint traces are often in the
latent form and fingerprint extraction from rolled and rough surfaces is a challenging
task and there is every possibility of human error; therefore, rigorous study has
been made and ample of methods have been invented for fingerprint identification
using automation which minimizes errors. One of the proposed methods so far is
indexing and fingerprint matching through segmentation where steps are involved
from storing information of minutiae and generating skeleton structures in order to
obtain a matching score. In this proposal, using the support vector machine (SVM),
the latent fingerprints will be segregated through linear regression minutiae points
and ridges. Features of latent images are further extracted using components such
as gradient, ridge and image intensity, where gradients are studied by image edge
detection technique, detecting accurate edges from the outline of the latent object
through basic properties associated with an image like area, perimeter, and shape
[1]. Ridges are set of two variables and curves whose points are local maxima in N-1
dimensions the union of ridge sets and valley sets together form the connecting set
of curves that intersect the critical points of the two-dimensional image which goes
through the image intensity processing, the process includes adjusting the brightness
and contrast with the image resulting inmuch easier visualization of the image where
the intensity values are extracted from the multiple ROI.

Since fingerprint indexing is one of the most essential topics in the field of latent
fingerprint matching techniques, it will allow us in prompt matching of the query
against vast set of enrolled fingerprints called the search space without missing on
explicit details.

2 Background Details and Related Work

Biometrics plays an important part in fingerprint indexing, majorly the two different
components are verification and identification; similarity is measured between the
patterns of two fingerprints, it also involves measurement of similar properties with
reference to a single person whereas identification refers to matching of the patterns
in the input fingerwith that of the database, for example, if database x has n number of
total templates y, then x= {y0, y1…..yn} whichmeans comparison will be performed
to get the exact match of the fingerprint [2]. In defining the fingerprint biometrics,
there are three parameters and matching which are pattern, minutiae points, pores
and ridge shape [3].

1. Ridge Bifurcation: It is present in prints where one ridge splits into two ridges;
it is found on every print irrespective of any fingerprint.
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2. Pore: It gives the look of impression of holes in a ridge which are cavities and
relatively very small but identifiable when enlarged properly.

3. Core: As you can see in Fig. 1, it is found in loops or whorls and usually seen
where a ridge turns and runs back along itself with no ridge inside it and again it
is very unlikely that the other person has one of these in the exact same position
as you [4].

4. Delta: Mostly it is located in a whorl or loop print; it is formed when a triangu-
lar shape is obtained from ridges coming close together in different directions
meeting at a point.

5. Ridge Ending: It is present in any fingerprints forming unique starting, most
likely, anywhere in the print which ends suddenly forming the ending it gives
individuality to a fingerprint.

The whorl, loop, arch kind of pattern cannot be related to an individual search but
can be used for classification and indexing of fingerprint (Fig. 2).

Fig. 1 Representation of minutia, core, and delta

Fig. 2 Arch, loop, and whorl
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Fig. 3 a Print gray-level image, bminutiae, c singularity points (cores), d ridge qualitymap, e ridge
flow map, f ridge wavelength map, g skeletonised image, h incipient and dots ridges

Whereas features such as friction ridges, ridge deviations, ridge endings, lakes,
islands, bifurcation, scars, incipient ridges. Various features in a fingerprint are as
follows (Fig. 3):

Also, the features are further categorized into five groups based on their domain,
named as follows:

• Features based on Saliency
• Features based on Intensity
• Features based on Gradient
• Features based on Ridge
• Features based on Quality.

These features are used to collect information through a fingerprint. To enable the
lights out system [5], these features are to be extensively used in order to design such
an algorithm that will give the desired output in place of a candidate list.

These features are used and studied to store information and perform matching.
With the help of this matching score, the fingerprint is considered as a hit if the
match is found, else a miss is considered [6]. The matching score is calculated with
the running of algorithms and on the basis of matched minutiae and ridges. With
the help of this matching score, a list is generated which is then used as a basis for
latent examiner to match the fingerprints [7]. This is due to the current semi lights
out system.
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Hence, the existing fingerprint matching techniques focuses majorly on ridge
patterns, minutiae-based approaches, and texture information.

The local ridge orientation (LRO) is formed where the direction of the ridge flow
structure is identified. Many studies have proven that ridge orientation is elementary
in fingerprint image processing [8].

Ridge orientation is evaluated by LROwhere every pixel located in the image and
applications further includes filtering to improve or enhance images [9]. The ridge
detection, when preprocessing and post -processing techniques, removes numbers
of false minutiae and pattern analysis to extract classification types.

An automatic fingerprint identification (AFIS) based techniques consist of pre-
processing stages as follows [10]:

IMAGE Acquisition 

FEATURE Extraction 

MATCHING 

MANUAL verification 

While going through the preprocessing stages, various features of fingerprints are
extracted such as an enclosure which is a collection of two bifurcations and a pair of
ridge endings considered as a short ridge [11].

While going through these preprocessing stages, various features of fingerprints
are extracted such as an enclosure which is a collection of two bifurcations and a
pair of ridge endings considered as a short ridge [12].
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As per the evaluation of latent fingerprint technologies (ELFT) conducted by
NIST, the phase I result showed 80% accuracy among database of 10,000 rolled
prints in identifying 100 latent images, whereas in the evaluation done by NIST,
phase II identification accuracy was only 63.4% in the lights out identification after
reviewing [13].

Through various studies, the common lights out system of fingerprint segmenta-
tion and matching involve the following process:

• Marking the segment of the fingerprint having best ridge information with the use
of existing algorithms or through developing a new algorithm which can further
segment the fingerprint more accurately and more quickly [14].

• After acquiring ridge skeleton map and ridge information, matching the segment
against the fingerprints present in the database is done.

• The matching can be performed using any algorithm for that particular segment
and not the whole latent fingerprint.

• After evaluating the matching score, in case of the presence of fingerprint in the
database, further actions are performed.

• In case the fingerprints are not present in the database, different methods are then
employed in order to reach to the suspect [15].

Cao and Jain [16] have proposed a Con Net-based fingerprint indexing approach
where the performance of the stated indexing algorithm on two rolled fingerprint
databases outperforms the old state of art indexing algorithms where the speed of
fingerprint alignment is improved and thus improving the indexing accuracy.

As Sherlock andMonro [17] have presented simplemodel of fingerprint where the
fingerprint topology and with regards to local ridge orientation, can be of practical
use in the 2D interpolation with sampled LRO of real fingerprint.

Systematic methods with the computation of the singular points of fingerprints
were proposed by Bazen [18] has developed a new PCA-based method for estima-
tion which exemplifies consistency binary decisions and can be implemented very
efficiently.

Enzhu Jinaping Yu [19] has proposed a scheme for systematic estimation of fin-
gerprint ridge orientation and the correctness of orientationwhich is done bymachine
learning using neural network indicates the quality of the block and thus estimates
the ridges which are not useful for segmentation and correctness of falsely estimated
orientation.

Liu and Jiang [20] proposes a computational rational point where orientation for
all types of fingerprints can be used for translation and rational alignment.

Zhou [21] member of IEEE, has calculated gradient-based algorithm and the
filer bank based approach on a comparability stage shows that they are inaccurate
and computationally expensive where the coarse filed computed using the gradient-
based algorithm in which the error from the noise can be eliminated using weighted
approximation.

Hong, Wan, and Jain [22] work proposed where image enhancement is done by
improving both the goodness index and verification performance. A global model
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of the ridges and furrows that can be made with the partial valid regions that can be
utilized to correct the errors in the estimated imageswhichwill improve enhancement.

Jianjiang andFeng [23] have used approach inwhich theyused amethodFpVTE to
match fingerprints. This evaluation showed that most commercial fingerprint match-
ers achieved an impressive rank 1 identification rate and proposed a skeleton algo-
rithm which works on these pillars or basic keynotes:

1. The singularity of minutiae of two fingerprints is calculated
2. For every five most similar minutiae pairs, procedures are completed to estab-

lish the relation between skeletons of two fingerprints and a matching score is
computed

3. The associated skeletons of the initial minutiae pair are assumed to be matched
and used as a reference.

4. Skeletons adjacent to reference skeleton pairs are united according to reference
skeleton pairs and then coordinated. This is iteratively performed until no more
skeletons can be matched.

5. A skeleton matching score is computed.

The CDEFFS [24] was used during this research which documents most of the
extended features such as virtual reference point, skeletonized image, ridge flow
map, ridge quality map, crease, dot, incipient ridge, and pore.

The matching algorithm used in this approach was skeleton matching algorithm.
This matching algorithm is stated as

• Select the base-paired minutiae (bpm) out of all the matched minutiae pairs. This
is the most reliable minutiae pair.

• Screening of minutiae pairs then takes place and all those minutiae pairs are
removed which are inconsistent with the bpm.

• The next step includes modifying the two skeleton images to make them more
familiar for comparison.

• Thefinal step includesmatchingof skeletonpoints supervisedbymatchedminutiae
and skeleton points incrementally.

Jain and Feng proposed the algorithm which works in this order:

1. Singularity between minutiae of two fingerprints is recorded
2. Five most similar minutiae points are recorded and for each pair, steps are per-

formed in order to establish a relationship between skeletons of two fingerprints
and on the basis of this relationship, matching score is computed.

3. The allied skeleton of the initial minutiae pairs are unspecified to be matched
and are used as a reference for other minutiae pairs.

4. Skeletons adjacent to reference skeleton pairs are aligned according to reference
skeleton pairs and then matched [25]. This is performed until there is no last
skeleton and furthermore there are no more skeletons to be matched.

5. Finally, a skeleton matching score is thus calculated.
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3 Proposed Approach

Our paper aims at comparing the state of art techniques and the indexing dynamics
where the segmentation of fingerprint biometrics can be understood and thus the
fingerprint topology can be improved. Most fingerprints when extracted are in rough
and very noisy form so extraction of the same in the same form becomes very
challenging and gatheringmaximum ridge information sometimes becomes difficult.
Therefore, obtaining a rotational dimensional image through SVMmodel will be our
approach. A thorough comparison and in detail methodology of the preprocessing
and the post-processing stages will be studied.

4 Conclusions

Through various approaches, it has been clear that fingerprint matching system has
drastically improved and has improved to being more accurate and efficient. The
features and biometrics of fingerprint indexing have been thoroughly studied which
hasmade thefingerprint segmentationmore understanding to reach a light out system.
Through various approaches, it is proven that minutiae and ridge orientation filed
study has made fingerprint indexing more efficient.
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