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Preface

This AISC volume contains the papers presented at ICICT 2019: Fourth
International Congress on Information and Communication Technology in con-
current with ICT Excellence Awards. The conference was held during February
25–26, 2019, London, UK, and collaborated by Global Knowledge Research
Foundation, City of Oxford College. The associated partners were Springer,
InterYIT IFIP, and Activate Learning. The conference was held at Brunel
University London. This conference was focused on e-business fields such as
e-agriculture, e-education, and e-mining. The objective of this conference was to
provide a common platform for researchers, academicians, industry persons, and
students to create a conversational environment where in topics related to future
innovation, obstacles to be resolved for new upcoming projects, and exchange of
views and ideas. The conference attracted immense experts from more than 45
countries and deep discussions were held, and the issues were intended to be solved
at international level. New technologies were proposed, experiences were shared,
and future solutions for design infrastructure for ICT were also discussed. Research
submissions in various advanced technology areas were received and then were
reviewed by the committee members; 92 papers were accepted. The conference was
overwhelmed by the presence of various members. Amit joshi, Organizing
Secretary, ICICT 2019, gave the welcome speech on behalf of conference com-
mittee and editors. Our special invitee guest—Sean Holmes, Vice Dean,
International College of Business, Arts and Social Sciences, Brunel University
London, UK—also addressed the conference by a speech. The conference was also
addressed by our inaugural guest and speakers—Mike Hinchey, Chair, IEEE, UK
and Ireland section, Director of Lero, and Professor of Software Engineering at the
University of Limerick, Ireland; Aninda Bose, Sr. Publishing Editor, Springer
Nature. Niko Phillips, Group Director, International Activate Learning, City of
Oxford College, UK, addressed the Vote of Appreciation on behalf of the con-
ference committee. There were 12 technical sessions in total, and talks on academic
and industrial sector were focused on both the days. We are obliged to Global
Knowledge Research Foundation for their immense support for making this con-
ference a successful one. A total of 85 papers were presented in technical sessions
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and 92 were accepted with strategizing on ICT and intelligent systems. At the
closing ceremony, ten Best Paper Awards by Springer were announced among the
best selected and presented paper. A 200 euro voucher to shop online at http://
www.springer.com was given along with appreciation certificate by Springer and
Editor of ICICT 2019. On behalf of the editors, we thank all sponsors, press, print,
and electronic media for their excellent coverage of this conference.

London, UK Xin-She Yang
Reading, UK Simon Sherratt
Kolkata, India Nilanjan Dey
Gandhinagar, India Amit Joshi
February 2019
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Wearable Device Technology
in Healthcare—Exploring Constraining
and Enabling Factors

Mike Krey

Abstract The aim of this literature review is to investigate enabling and constraining
factors of wearable devices in healthcare. While offering patients a better quality of
life as they may spend less time in hospitals, wearables can also play a key role
in solving the current crises in the health sector. 1’195 articles were screened, and
41 papers in total were analyzed for the review. Most studies focused on product
design, specifically user acceptance and user adaption. Some studies investigated
how machine learning can improve the accuracy and reliability of wearables or
focused on the quality of treatment and how wearables can improve a patient’s
quality of life. However, one important aspect, how to handle big data issues like
security and privacy for wearables is mostly neglected. Further research is required,
dealing with the questions, how devices can become secure for patients and how the
data of patients will not become accessible.

Keywords Wearable · Healthcare · Literature review · Factors

1 Introduction

The Swiss healthcare system is one of the best in the world, but also one of the
most expensive ones. This is the conclusion of a recent study by the Organization for
Economic Cooperation and Development (OECD). The price for this above-average
health service is high since in 2016 12.4%of the Swiss gross domestic product (GDP)
flowed into healthcare; the OECD average was 9.0% [1]. Therefore, it is becoming
increasingly necessary for Swiss hospitals to develop concepts and reforms in order
to work cost-efficiently and optimize processes sustainably.

Considering technologies that have the potential to contribute positively to rising
costs for healthcare—wearable devices have already proven a positive effect on
process costs, e.g., by replacing conventional health monitoring systems [2].

M. Krey (B)
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The term wearable is used for devices that measure a user’s data in real time using
built-in sensors and then send it to a connected device.

Although theywere initially designed formilitary applications, wearables are now
enjoying increasing popularity in the mass market. Among other things, users can
measure running distance, calories burned or heart rate. This first class of wearables,
which includes fitness trackers and smart watches such as the Samsung Galaxy Gear
is characterized by its ease of use.

The second class of wearables is used for medical purposes and, unlike fitness
trackers, not only collects data on a person’s physical condition but also gives med-
ical suggestions [3]. They are either devices worn directly by the patient (wearable
portable medical device) or implanted in the patient’s body (embedded device), thus
enabling early detection of risks such as an imminent heart attack [4].

These devices are not only be used as a fitness tracker or calorie counters but have
the potential to revolutionize healthcare through their capability of collecting large
amounts of data and openness of communicating with other devices. In fact, these
devices show a great opportunity for monitoring patients with cardiac and circulatory
troubles, diabetes or low blood sugar.

By constantly monitoring the patient’s state of health, the device can issue a
warning as soon as the patient’s state of health is critical, thus preventing certain
events such as strokes. Being not bigger than an ordinary watch, wearables give
users the ability to go through daily life without restrictions. Studies even confirm
that non-medical devices like the Apple Watch can already detect abnormal heart
rhythm with 97% accuracy [5].

Nonetheless, there are still reasons why wearables have not yet become standard
equipment in healthcare. One reason for this is that currently, the reliability of those
devices is still less than of a standard medical device [6]. The danger of giving false
treatment to patients due to a wrong signal is a crucial factor why doctors would not
rely on such a device.

According to the Health Insurance Portability and Accountability Act (HIPAA),
manufacturers of wearables can share information about their users if the data is not
personally identifiable. What the manufacturer is doing with that data does not have
to be stated in the terms and conditions of the company. Therefore, the user has no
influence on what happens with his data [7].

Current studies already deal with the question of the acceptance of wearables [3]
and their sensors [8–10].

In addition to acceptance and sensor technology, the areas of data protection and
security risks raise open questions that have so far only been insufficiently discussed
in the literature [11]. Lee et al. conducted the first large-scale study on security and
privacy issues related to portable devices [12]. They investigated possible risks from
the most common portable devices of the time.

It should be noted that existing research has currently only addressed one aspect
related to wearables in healthcare. A broad and multi-layered consideration of dif-
ferent aspects and their implications for processes in the healthcare system is still
lacking.
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Therefore, this study explores key factors that motivate stakeholders to make use
of wearable devices and secondly investigates constraining factors representing the
greatest barriers of wearable technology in healthcare.

With this holistic approach, new findings are to be gained for science and practice
so that wearables can be brought to market maturity.

The structure of this paper is as follows: In the next section, the methodology
is presented. Section three gives an overview of the different categories that have a
positive or restrictive impact on wearable technology. Finally, the contribution closes
with the presentation of the results, limitations of the research work and an outlook
for further research.

2 Methodology

In order to answer the research question, a systematic literature review was car-
ried out in several electronic reference databases including ProQuest, PubMed and
Web of Science. The search was limited to peer-reviewed articles written in English
between 2000 and 2018. All research focused on factors that limit or enable wear-
ables, especially in healthcare. In addition, the concept of portable technologies and
their challenges were evaluated.

The search for suitable keywords was carried out in Google Scholar and grouped
into four main topics: wearable, healthcare, risk, benefit. The search strategy was
designed with a Boolean full-text search term. Different terms for keywords were
used:

• wearable AND
• (healthcare or health) AND
• [(constrain OR fear OR risk OR inhibit OR barrier) OR (benefit OR acceptance
OR favor OR contribute)].

A total of 731 titles were found in ProQuest, 218 titles in the Web of Knowledge
and 279 titles in PubMed.

In total, 1’195 research papers were suitable for the review. The screening process
was conducted in three stages. Starting with a review on the title and abstract of each
contribution several duplicates could be excluded for further review. Only contri-
butions were addressed dealing with wearables in healthcare incl. constraints and
benefits of this technology. Articles which were not considered as original research,
letters to the editor, comments or reviews were also excluded. Studies that focus on
sports, fitness activity, health and well-being were also excluded. In the first phase,
the evaluation of the titles led to a selection of 304 articles. In the second phase, the
abstracts were reviewed and 118 articles were considered further. The process of the
literature review is shown in Fig. 1.

Next, the contributions were categorized. The list of categories was developed by
the research team using the full-text review process (cf. Sect. 3). Each paper was
validated against constraining and enabling factors of wearable devices.
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Fig. 1 Literature review

3 Results

A total of 118 abstracts and 92 full-text research papers were analyzed. In total,
42 of the 92 articles were included in the systematic review. Based on the review
four different areas have been identified, in which wearables are already used in
healthcare: quality of life, quality of treatment, product design and big data. Each
area has been further divided into categories to describe the related aspects of each
area (see Table 1). Each of these areas contains constraining and enabling factors
that are summarized in the following sections.

3.1 Quality of Life

Wearables have proven to be an effective tool for the prevention, early detection and
treatment of chronic diseases [8, 15]. Over the past decade, research has focused



Wearable Device Technology in Healthcare … 5

Table 1 Areas of wearable device usage in healthcare

Area Category Total of articles References

Quality of life Acceptance 4 [3, 8, 13, 14]

Disease related 3 [4, 15, 16]

Usability 2 [15, 17]

User behavior 1 [18]

Quality of treatment Sensory 1 [19]

Disease related 7 [14, 15, 19–23]

Interoperability 1 [24]

Product design Size of device 1 [25]

Energy 5 [23, 26–29]

Usability 3 [3, 30, 31]

Accuracy 9 [3, 8, 25, 30, 32–36]

Disease related 6 [3, 28, 30, 34, 35, 37]

Acceptance 5 [3, 17, 25, 30, 38]

User behavior 2 [3, 39]

Clothing 2 [40, 41]

Safety and privacy 1 [25]

Big data Benefits 4 [42–45]

Privacy 4 [3, 44–46]

Ethical issues 1 [46]

Machine learning 1 [42]

Acceptance 1 [47]

Security 4 [26, 44, 48, 49]

Efficiency 1 [26]

on portable sensor technologies. Today, the focus is increasingly on improving the
quality of life through portable applications [3]. Studies have shown that wearing
devices leads to increased physical activity [16]. Especially people with physical
inactivity, such as obese people, can sustainably improve their health and physical
performance [15]. In the fitness and sports sector, the devices help to track and
monitor daily fitness conditions such as steps, distance, calorie consumption, sleep
and nutrition. In addition, modern devices also offer position-based tracking using
the Global Positioning System (GPS) or motion tracking with acceleration sensors
or gyroscopes. With visualization tools and real-time monitoring, users can track
their actions, e.g., climbing stairs [50]. In everyday decisions, wearables can be an
encouraging factor and strengthen self-confidence [13, 18].
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3.2 Quality of Treatment

Two papers published in 2007 focused on remote or wireless health monitoring [20,
21]. According to [21], remote health monitoring would allow to monitor patients at
any location at any time. This could be combined with situations where additional
services are need like sending an alert message to the authorities. These services can
reduce the time between the event (e.g., stroke) and the arrival time of the medical
team. Combined with pervasive access to medical records from the patient through
the medical response team would result in a reduced number of medical errors and
medical treatments [20]. The sharing of data (especially the large data populations—
without personal information) not only to the medical response team but also to
researchers around the world could help to produce new evidence about unknown
symptoms and personal treatments. This would lead to better treatment for certain
diseases [22].

Data fromwearable devices can provide relevant and significant information about
the patient [15]. Constant monitoring of physiological data only used to be possible
at hospitals. Technological advances helped that a patient can now be monitored in
real time at home. The data helps doctors to determine the symptomsmore accurately
[15, 23]. Thewearables even can be used for remote rehabilitation treatment enabling
a better quality of treatment. The feedback from the wearables can be used for
tracking the rehabilitation process and adjusting it if necessary [15]. Doctors can even
terminate the treatment after a short amount of time if the treatmentworks sufficiently
or if side effects can be identified [23]. For diabetes, a painless monitoring system
like a wearable is more comfortable for long-term monitoring of blood sugar then
constant blood testing. This brings an alternative treatment method which increases
the quality of treatment [14]. Remote healthcare monitoring also enables contacting
the patient individually and directly about his medical condition. If any abnormality
can be detected, then a doctor can be sent out to the patient [24].

3.3 Product Design

The acceptance and adoption of wearable technology in health are depending on
several factors [17]. Only 1.3% of researches had investigated the perception of end
users [38]. According to [3], technology acceptance, health behavior and privacy
context are perspectives, which should be considered in case of consumer decision
to buy awearable device. Thesemultiple perspectives were validated byGao et al. [3]
with an integrativemodel through a survey. Thismodel explains individual’s adoption
of healthcare wearable from each perspective. The model was built with the unified
theory of acceptance and use of technology 2 (UTAUT2). According to UTAUT2,
seven direct factors are affecting consumer’s intention to use new technology. In
addition to technology acceptance of wearable devices, the protection motivation
theory PMTwas used to analyze factors related to health behavior [39]. Their finding
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was that all factors from these perspectives would influence consumer’s decision to
buy awearable device. Certainly, the adaption distinguishes between fitnesswearable
devices and medical wearable devices. Users who consider buying fitness wearable
expect more enjoyment, comfort and pricing reasonability. They give attention to
the following factors: hedonic motivation, functional congruence, social influence,
perceived privacy risk and perceived vulnerability. However, on a medical wearable
device, they stress the importance of factors perceived expectancy, effort expectancy,
self-efficacy and perceived severity [3].

For the successful development ofwearable devices, consumer preferences should
be understood clearly [40]. A study published in the International Journal of Cloth-
ing Science and Technology describes design expectation for a wearable system,
called e-nose. Wearable electronic nose (e-nose) is a microenvironment that sur-
rounds the human body in the form of clothes, can detect gas emitted from nose
and skin and provide useful information for monitoring diabetes. They identified 15
design factors to meet consumer preferences. In their case, 209 diabetic participants
attended an online survey. Among the 15 design factors, the participants rated safety,
data accuracy, comfort in movement and portability as the most important factors
[25]. Other investigation from [41] demonstrates that coupled antennas on multiple
clothing layers could be a new approach to smart clothing.

In the interview-based study by Campling et al. [30] with a focus group, the
researcher team determined the view of existing wearable products. They had chosen
wearable devices for different use cases, such as fall detection, pill dispensing and
vital sign monitoring. The lack of focus on end-user needs and design characteristic
issues emerged from the interviews. Good design and ease of use were particularly
important for the focus group. All participants represented the same view that the
current products were not covering end-user needs. Many devices were aesthetically
not interesting and non-intuitive.

Regarding the factor accuracy, many studies proved that current wearable sensor
technologies result in 95–100% precision in fall detection [32]. Furthermore, the
meta-analysis by Cancela et al. [37] shows remote patient monitoring for chronic
heart failure patient can reduce the risk of death. This leads to a growing interest in
the cardiology community. In contrast, a comparison between smartphone and wear-
able activity tracking clarifies that wearable devices differed more than smartphone
applications [33]. Body-worn applications often report noise which can be a result
of “electromagnetic interference of power line, poor quality of contact between the
electrode and the skin, baseline wander caused by respiration, electrosurgical instru-
ments and movement of the patient’s body.” The noise collected can lead to different
data [8]. Further, study-related disturbances such as freezing of gait (FOG) detect
a lack of consistency in outcomes [35]. This is also supported by findings from
Jayaraman and collegues [36]. The authors state that different kind of data can be
collected even if the location of the sensors changes.

As stated before, comfort plays a role when using a wearable [31]. This includes
the battery time. In 2013, wearable medical devices came in a big size and had a
power constraint. The power was limited, and the costs for replacing batteries were
high [26]. A similar study concerning the energy efficiency of motion-related activity



8 M. Krey

recognition, published one year later, said that the power consumption for activity
recognition remains to be a challenge [27]. The product design of wearable can also
be limited by the consumption of the device. A bigger battery will be needed, which
takes place and therefore the wearable must have a certain size [23]. In 2016, the
authors of a paper developed a wearable cardiac monitoring system. They used a
rechargeable lithium battery as a battery supply. The device was able to stream data
for 3.5 h, which was more than their determined session for 1 h. They combined
the battery with a low-energy Bluetooth chip, which provided a balance between
physical size and power capacity [28]. A promising solution toward the limited
battery is a sensor that does not require batteries. It would receive its energy from
the electromagnetic field generated by the radio-frequency identification antennas.
However, this technology is at an early stage of its development and still needs
improvements [29].

For remote healthcare monitoring, the data collected from the devices can be
evaluated by applications. This involves a user interface like a smartphone, tablet
or computer. A middleware platform called EcoHealth was developed for IoT. It
connects patients, healthcare providers and devices [24].

3.4 Big Data

With the help of wireless sensor technology, wearables send an enormous amount of
data to the monitoring device. This data can then be interpreted by machine learning
so that effects can be predicted and hopefully prevented [42]. Therefore, big data is
the technology that makes wearable technology so incredibly potent and interesting
for science [47]. The health condition of a patient is no longer evaluated by single
medical examinations when a patient [1, 42] seeks out a doctor but is monitored in
real time for a long duration [43]. This allows to constantly following the condition
of a patient. However, this arises questions about howmuch the privacy of the patient
is threatened by this constant surveillance. All information of the person is stored,
analyzed and monitored [46]. The authors suggest that protocols should be used
to allow the stakeholder, such as caregivers, commercial entities, access to medical
data for being used unauthorized. This allows companies like insurances to create a
detailed account of the person monitored by the wearable [44]. It will also be hard to
control the information that is gathered from the patient as wearables might collect
data of the everyday life which is not only health related and the users right to keep
his data private is no longer granted, as the wearable constantly tracks his every
life [44]. This constraining factor was investigated by several papers, among them
one that examined this issue under the aspect of the “privacy calculus framework.”
The researchers there found out that the perceived privacy risk indeed plays an
important role in the adoption of the wearable [45]. However, as long as users see a
large benefit in using the wearable they are willing to ignore the privacy issues they
face using wearables [45]. Furthermore, in some cases like fall detection for elderly
people, wearables are a measure that enhances their feeling of privacy because they
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would otherwise require surveillance with security cameras in the hospital, in order
to guarantee that they do not get severely injured by a fall when they leave their
beds. Considering these papers, the privacy issues still present a barrier to wearable
technology that can be overcome by giving the user the feeling that the device does
truly help them so that privacy does not play the biggest role as a constraining factor
in big data.

The true problem that is still a barrier is that “IoT devices were not built with
security in mind and have backdoors placed on them by manufacturers” [44]. Con-
sequently, wearables face many issues regarding data protection as well, as they are
part of the IoT world. Nonetheless, research has so far mainly focused on efficiency
of wearable technology [26], even though data protection is of incredibly high impor-
tance inwearable technology as security breaches can lead to dire consequences [51].
Not only do wearables transfer high sensitive data of people, which can be stolen
and disclosed by passive attacks such as eavesdropping, but also an attacker can pose
a severe threat to a patient by, for example, jamming the wearables’ radio frequen-
cies [26]. It was discovered that one paper in the literature review which addresses
this issue and suggests a framework that helps to detect anomalies in the data of
the wearable to defend against wireless attacks on radio-frequency which resulted
in a feasible and effective protection against those, as long as the attacker does not
adapt to them [26]. Additionally, the sensors are often located at public places and
an attacker can simply physically destroy them [48]. Another disadvantage of wear-
ables so far is that only a fraction of the wireless sensors’ memory can be used for
traditional security mechanisms like encryption, as the sensors are very small and
therefore limited in power supply [48]. It is thus difficult to find a way to encrypt the
data from sensors as the overall efficiency of the wearable device should not be neg-
atively influenced by security measures [48]. This issue has been addressed by one
paper, which tried different encryption techniques and found out that the blowfish
algorithm is the most performant encryption code for wearables in combination with
CP-ABE [49]. However, encryption itself already creates a problem, as data must be
accessible in case of emergencies that decide about the life and death of a person. So
far, no solution has been found. Researchers still try to find an efficient key manage-
ment system. In summary, researchers have so far not been able to identify a solution
that can guarantee the safety of a wearable device, as research so far can only exclude
specific security issues without providing a framework that guarantees safety for all
possible events. Therefore, security was identified as the main constraining factor
for wearables in big data.

4 Conclusion

This paper analyzed more than 40 papers about the current state of research in wear-
able technology in order to identify enabling and constraining factors for wearables
in healthcare. Four core areas in which healthcare applications must excel in order
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to be market ready have been identified. Especially the quality of life plays a key
enabling factor for wearables in healthcare.

With the help of wearables, the overall lifestyle of a person can become healthier
thanks to the tracking of physical activity and calories. Considering that obesity has
a huge influence on chronical illnesses like diabetes or kidney disease [52] and also
heart attacks, the quality of life can be improved for people affected by those issues
by constantly tracking and reminding them of eating healthy and engage in physical
activity. However, in combination with new treatment possibilities also the quality
of life of people can be improved as they can spend more time at home instead of
the hospital. Thanks to the possibility to track the health condition in real time, ill
people can spend more time at home instead of a hospital as they can be monitored
remotely [53], as certain events like a heart attack can be predicted by analysis of
the patient’s current health condition. In addition, the response of medical teams
can be triggered by those devices in case of emergencies and the general quality
of treatment is improved as doctors can access long-time data of a patient for their
diagnosis. Therefore, the improved treatment is an enabling factor for wearables in
healthcare.

This is supported by the increasingly better results wearables in healthcare deliver.
While a few years ago it was still a theory that wearables can support patients with
heart conditions, the products have become better in supporting patients with their
conditions. Falls can be predicted with almost 100% accuracy [34] and the amount of
patients dying from heart attacks can be reduced significantly [54, 55]. Additionally,
a lot of research has gone into smart clothing [56], which is also becoming more and
more effective so that people are no longer aware that they are even connected to a
monitoring system. Therefore, one constraining factor, which was the need to apply
wearables on more than one place of the body, which influences also the accuracy of
the sensor [36], is currently being eliminated by researchers and enables wearables
to become more accepted by users.

Unfortunately, there is still one issue that keeps wearables in healthcare from
being successful. While it would be impossible to achieve all those results with the
huge amount of data sensors send for monitoring, the security issues big data brings
along prevents wearables in healthcare from being applied for everyday use [19].
The fact that a relatively simple attack on such a device could lead to a person’s
death is one of the biggest reasons why it is not possible to use such devices. So far,
no solution for the security aspect has been found. Even more research still focuses
a lot on product design. Only a handful of papers were trying to find a solution for
the security of wearables. Another aspect, which should be considered for research,
is what doctors would need to apply wearables for their diagnosis. Research mainly
focuses on patients but mostly neglects what doctors require in order to consider
wearables helpful.
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Proposed System for Effective Adoption
of E-government to Obtain Construction
Permit in Egypt

Heba Fawzy and Dalia A. Magdi

Abstract This study aims to develop a new automated system for obtaining con-
struction permit in Egypt instead of the old processes which depend on paper work
and consumes more than 200 days through 19 procedures affecting the ranking of
Egypt in Doing Business Report in dealing with construction permit pillar. Using
this new system will have a positive impact on enhancing the rank of Egypt in this
international report by reducing time and the number of procedures needed to obtain
the permit in addition to enhancing the process efficiency and linking all the stake-
holders involved in it with minimum human interaction which eliminate corruption
level as well. The system also helps in obtaining regular reports and feedback from
the employees and the citizens. This study analyzes old system of obtaining construc-
tion permit in Egypt including time, number of procedures, and their impact on the
Egyptian ranking of Doing Business Report. It also describes the proposed system
design and the impact of using the system on enhancing Egypt rank in dealing with
construction permit index in Doing Business Report.

Keywords E-government · Information system · Doing Business Report ·
Construction permit

1 Introduction

The emerging purpose of information technology and communication networks is to
expend and support the development of the economic, social, cultural, and political
sectors that took the attention of most of developing countries [1]. The number of
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governments who take advantage of new information and communication technolo-
gies is rapidly increasing in the last few years. The emerging use of information and
communication technology for the transformation in creating new perceptions about
government and governance is a developing approach toward public sector [2].

E-government gains the interest and the governmental focus in different countries
around the world. A lot of governments introduced and enforced e-government sys-
tems in order to reduce cost, improve the services, save time as well as to increase
the effectiveness and the efficiency in different public sectors. The e-government
associated the Internet to create fundamental amendments within the entire structure
of the society that may include provided values, culture, and the ways of driving
business using the information technology as a tool within the quotidian work. The
e-government purpose extends the idea of transforming the traditional information
into a digital form accessible through different Websites or automating traditional
processes to an electronic platform, it additionally aims to rethink about the ways in
which the government operates in order to enhance processes and integration [3].

2 Problem Definition

According the current status analysis of obtaining construction permit in Egypt, the
process consumes high cost, long times to obtain the permit, lack transparency, and
flexibility. It focuses on processes instead of results as well. This old procedures
affect the Egyptian economic status that is why Egypt lags behind other countries in
Doing Business Report and Global Competitiveness Report.

Thus, the problem statement will be as follow: “How to develop an effective and
efficient e-government system to obtain a construction permit in Egypt?”

3 Objective

The study aims to present an e-government enhanced system that automates the
system of obtaining construction permit in Egypt in order to improve productivity,
performance, quality of service, and reduce time, cost and number of process required
to obtain the permit, these improvements may lead to improve the Egyptian ranking
of Doing Business Report to be within top 30 countries by 2030 [4].

So the proposed system’s objectives are as follow:

1. To improve efficiency and effectiveness so it could help themunicipality authority
to provide good service quality in order to save time and money.

2. Assembling all the approvals for the construction license in one place that involve
all the entities in order to provide the servicewhile saving time andmoney needed
to obtain the permit.
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3. Enhance coordination between all entities responsible for issuing permit (Munici-
pality—Syndicate of LicensedEngineers—ElectricityAuthority—Civil Defense
and Firefighting Authority—Inspection Municipal Authority—Water and Sew-
erage Company—Real Estate Registry) by providing a network based on ICT
technology.

4. Reduce the number of procedures needed for issuing the permit in accordance
with the construction law and ICT technology.

4 Literature Review

4.1 E-government

The transformation toward e-government raised in the late 1990s along with the
beginning of the Internet age and the emergence of e-commerce. The UN definition
thinks that the e-government includes the use of the public sector virtually by all
means of applications and platforms of information technology and communication
networks. Kitaw also defined e-government in 2006 as the use of new information
technology to raise governmental efficiency, effectiveness, and to facilitate access to
governmental services, and gain greater public access [1, 5].

Governments can be distinguished according to their roles intomultiple definitions
as follows:

• “E-government refers to facilitating governmental services provided to citizens by
means of information technology and communication networks, especially over
the Internet.”

• Digital government refers to all the services provided by the public sector by
the use of different means of new information technologies and communication
networks [6].

• E-governance refers to the use information technology and communication net-
works by the organizations that offer political activity within different countries.

Developing countries showed high potential of e-government that assist individ-
uals to develop their full potential and productivity according to their interests and
different needs [2]. As for Egypt, there are some studies associatedwith the initiatives
of the Egyptian data society, the development and evaluation of information tech-
nology sector in Egypt, the increased use of e-commerce taking into consideration
the legal, technological, social, and financial issues.
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Fig. 1 E-government objectives

4.2 Goals of E-government

E-government goals vary significantly worldwide from one government to another.
Usually, the e-government goals are locally determined according to the political
leadership of every government. However, these goals may be influenced by the key
institutional stakeholders among these countries [7].

As declared recently by the Ministry of Communication and Information Tech-
nology in collaboration with Ministry of Planning, Follow-up, and Administrative
Reform who emphasized on the need to make every effort in order to provide busi-
nesses and citizens with digital public services that is open, efficient and inclusive,
providing borderless, interoperable, personalized, user-friendly, and end-to end-at
all levels of public administration (see Fig. 1).

4.3 E-government Adoption in Egypt

Egyptian government recently has recognized the importance of e-government at
different levels since 2004 when it lunched Egypt’s e-government portal. It has been
acknowledged that e-government plays an important role in providing effective and
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acceptable services to Egyptian citizens, promoting the economy, and enhancing
communication and information exchange among different governmental sectors.

The Egyptian Information and Decision Support Center (IDSC) was founded in
1985 in order to develop the industry of information technology in Egypt as well as
the infrastructure required for governmental decision support. The main objective of
this center is to help in public access to different types of information, in addition
to enforcing the facilitation of business and investment processes [8]. For the past
33 years, the center succeeded to execute a lot of information technology projects
in terms of governmental improvement, alteration of public sector, improvement
of human resources, and facilitating the use of the commercial Internet, effective
resource management, conservation of traditional culture, city planning, as well as
the development of different projects in all governmental sectors and levels. Now,
the IDS center focuses on decision support for the Cabinet [9]. TheMinistry of Com-
munications and Information Technology (MoCIT) was developed in 1999 in order
to accelerate the creation of a society of information in addition to improvement of
the information infrastructure [10]. After a short time of its formation, the Ministry
demonstrated the Egyptian National Communications and Information Technology
Plan (NCITP) [8]. TheNCITPhas paved the road for launching theEgyptian Informa-
tion Society Initiative (EISI) that was designed for approximately seven important
mechanisms, in order to facilitate the evolution of Egypt into the new society of
information [11].

Unfortunately, there is not a lot of studies that discussed the general issues of
e-government, such as different frameworks of e-government and the strategies
needed to accelerate the interoperability in e-government [12–14]. Furthermore, the
e-government implementation faced a lot of challenges due to the lake of evaluation
of governmental readiness. This is where our contribution fits. Our study aims to
evaluate the Egyptian readiness to apply e-government services and strategies, as
well as the challenges that face its implementation when delivering e-government
services. Hence, it comes to fill a gap in literature concerning e-government and
implementation challenges [8].

4.4 E-government Program in Egypt

In 2004, the Egyptian government started different strategies and implementation
plans for the development of governmental services, thus it established the following
programs [16, 17]:

1. Institutional Development Program which contains different plans, policies, and
regulations to improve the environmental and human resources work.

2. Governmental Services Development Program which provided citizens, private
sectors, and governmental entities with services in an effective and efficient form.
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Fig. 2 Egypt e-government
portfolio summary

3. Enterprise Resource Planning Program which focuses on the improvement of
the governmental work flows processes and the automation of the governmental
procedures by means of information and communication technologies.

4. Establishing and Integrating National Databases Program which aimed to create
an integrated national database for an efficient and safe exchange of information
between governmental entities [8].

4.5 Egypt’s E-government Portfolio Summary

Figure 2 shows e-government portfolio summary which is based on calcifying ser-
vices provided by the government [8].

4.6 Egyptian Service Development Program (GSDP)

As declared by the minister’s advisor for international relations of the Ministry of
State for Administrative Development in Egypt, the GSDP program vision aims to
provide effective governmental services framework that satisfy citizens/providers,
with the declaration of transparency and integrity in order to facilitate the delivery of
services provided by the government by different means of simplification of access
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Fig. 3 Ministry of state for administrative development (MSAD)

and process behind it, and by using the advantage of the success of different MSAD
programs to enhance the efficiency and effectiveness of the government units in order
to achieve citizen satisfaction along with a transparent environment (see Fig. 3).

The adoption of GSDP in Egypt led to:

1. Re-engineering of process and documentation.
2. Full tracking of process by means of automated workflow system.
3. Applying the strategy of separation between service provider and acquirer

through a one-window stop.
4. Enhanced environment of work.
5. Issuing 12 Governorates portals to provide service by 88 municipalities.
6. InOctober 2008, it won “All Africa Public Service InnovationAward (AAPSIA)”

(Fig. 4).

5 Current Status Analysis as per the Global
Competitiveness Report (GCR) and Doing Business
Report

As known, global economy is currently based on competitiveness both in products
and services. There aremany international reports that examine and analyze the rank-
ing of countries in these areas, especially the field of services provided to individuals,
whether governmental or nongovernmental, such as the “Global Competitiveness
Report” and “Doing Business Report.”
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Fig. 4 Elements of
e-government customer
satisfaction

• The World Economic Forum publishes yearly the Global Competitiveness Report
(GCR).Different countries are ranked, since 2004, and theGlobalCompetitiveness
Report is created on the basis of the Global Competitiveness Index. The report
evaluates countries’ ability to provide citizens with high levels of prosperity. This
report is affected by the productivity of a country when using available resources.
That is why it can be seen that the Global Competitiveness Index measures the
set of institutions, policies, and factors that precis the maintainable current and
medium-term levels of economic prosperity [18].

• All required official procedures, or usually done in practice are recorded in the
Doing Business Report for start-up entrepreneurs and for those who formally
operate in industrial business or commercial environment, in addition to the cal-
culation of time and cost consumed in order to complete all procedures and the
paid-in minimum capital requirement [19]. All licenses and permits procedure
must be included when obtaining and completing any company inscriptions, noti-
fications required, verifications for the company, and employees with relevant
authorities [17].

Dealing with construction permit is one of its nine pillars which we are going to
focus on in this study. It is responsible of procedures tracking, calculates the cost
consumed, and time spent to get permits and licenses of warehouse building, notifi-
cations submission, the request and collection of inspections, and the procuration of
all necessary utility connections.More and above, handling the indicator of construc-
tion permits that are supposed to measure the quality control evidence of building
process, the measure of regulation quality in building process, the quality control
empowerment as well as safety mechanisms, legal responsibilities and insurance
systems, in addition to all required certification (see Fig. 5).
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Fig. 5 Dealing with
construction permit
indicators, Doing Business
Report 2018

6 Evaluation of Current Status of Obtaining Construction
Permit in Egypt

In 2018, Egypt was ranked 66 among 142 countries in the world according to Doing
Business Report in dealing with construction permits pillar due to long time and
expensive procedures compared to other countrieswhichhave simpler and less expen-
sive procedures [15].

Egypt has established a new building law in order to reduce the time to obtain
a building permit, thanks to that code Since 2009–2018 Egypt’s rank jumped from
165 to 66 which is a great positive change but Egypt still has a lot to do in order to
improve that rank especially in reducing time required to get the permit and number
of procedures.

Obtaining construction permit in Egypt consumes too much money and time as
it still uses a lot of paper work to obtain construction permit. On the other hand,
the processes take a lot of steps related to many entities governmental and non-
governmental (Municipality Authority, Syndicate of Licensed Engineers, Electricity
Company, Water and Sewerage Company, Contractors union).

Obtaining construction permit is the responsibility of the Municipality Authority
represented in Municipality offices in all cities and villages all over Egypt under the
supervision and monitoring of Housing Ministry as it is the responsible of technical
and legal inspection of all procedures according to the Egyptian Construction law
No119/2009 (see Table 1).
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Table 1 Dealing with construction permit in Egypt, Doing Business Report 2018

Standardized company

Estimated value
of warehouse

EGP 1,411,914.00

City covered Cairo

Indicator Egypt, Arab
Rep.

Middle East &
North Africa

OECD high
income

Overall best
performer

Procedures
(number)

19 16.2 12.5 7.00 (Denmark)

Time (days) 172 132.1 154.6 27.5 (Korea,
Rep.)

Cost (% of
warehouse
value)

1.9 4.3 1.6 0.10 (5
Economies)

Building quality
control index
(0–15)

14 11.8 11.4 15.00 (3
Economies)

This can be explained in detail in the following table (Doing Business
Report 2018).

These processes consume 173 days andEGP25950which equal 1442 $.As shown
in Fig. 6, anyone wants to obtain a construction permit has to pass through all these
entities and a long journey consuming time and effort to go to each and every entity
to obtain or submit a single certificate or document with a lot of paper work which
could include corruption due to the human interface between him and the employees.

These procedures can be illustrated in the following blueprint that identifies cus-
tomer actions, back-stage, actions, support processes, and physical line of visibility
that separates front-stage and back-stage actions in addition to lines of interaction

Fig. 6 Dealing with construction permit in Egypt stakeholders relations
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Fig. 7 Dealing with construction permit in Egypt blueprint, Doing Business Report 2018

which separates customer actions from service provider actions is designed as shown
in Fig. 7 (Table 2).

As concluded from previous data, Egypt has a lot to do in order to improve its
international rank especially in reducing time required to get the permit andnumber of
procedures by improving the efficiency of obtaining the construction permit process
to reduce time needed to obtain this service and providing high quality of service in
the same time.

7 Proposed System Description

7.1 System Concept

This system is designed in order to automate the old process of obtaining construction
permit process in Egypt which depends on managerial and routine paper work. The
new model will change this aged philosophy into one-stop single window based on
an umbrella organization which collect information and processes the information.
As legislation and policy have a strong impact on the sharing of information and
knowledge between organizations, there is a need of regulatory framework which
consists of the scale, content, and standards of electronic information sharing between
government organizations depending on formal policies and regulations.

So, instead of spending more than 170 days passing through long procedure and
many entities (Municipality—Syndicate of Licensed Engineers—ElectricityAuthor-
ity—water and sewerage company- contractor union) in order to obtain the permit,
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Table 2 Dealing with
construction permit in Egypt
steps, Doing Business Report
2018

1 Apply for the site validity
certificate

1 day EGP 200

2 Receive on-site inspection from
the municipality

1 day No
charge

3 Obtain site validity certificate
from the municipality

15 days No
charge

4 Obtain a geotechnical
study/soil test (private sector)

9 days EGP
4500

5 Request and obtain building
permit from the municipality

30 days EGP
2638

6 Hire an external engineer to
supervise the construction site

1 day EGP
2000

7 Obtain approval of the
execution supervision
certificate from the syndicate of
licensed engineers

1 day EGP 312

8 Inform the municipality before
beginning construction

1 day No
charge

9 Receive set-back inspection
from the municipality II

1 day No
charge

10 Receive set-back inspection
from the municipality III

1 day No
charge

11 Receive set-back inspection
from the municipality

1 day No
charge

12 Obtain approval of the
construction conformity
certificate from the syndicate of
licensed engineers

1 day EGP 300

13 Receive on-site inspection from
the civil defense and
firefighting authority

15 days No
charge

14 Submit the construction
conformity certificate and
receive final inspection from
the municipal authority

15 days No
charge

15 Register the building with the
real estate registry

60 days EGP
2000

16 Request and obtain sewerage
connection

30 days EGP
5,000

17 Request water connection 1 day No
charge

I8 Receive site inspection by
Utilities to assess work and cost

7 days No
charge

19 Obtain water connection 22 days 10,000
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Customer

Fig. 8 Proposed system stakeholders relations

the service will be delivered automatically in one place (single window) or via the
Internet (see Fig. 8).

In order to create this system, all the documents and procedures required for the
issuance of building permits have been listed in accordance with the Consolidated
Building Law No. 119/2008 promulgated by the Egyptian government. The concept
of the new system is based on one-stop window concept as all the procedures will
be done within it and the customer will not need to do any physical action except for
request and obtain the permit through the system with no interface with all entities
involved in the processwhichwill be the system job tomake the document circulation
until the final stage which include obtaining the permit.

7.2 Proposed System Design

The proposed systemwill save all time and effort consumed in submitting and obtain-
ing documents from each and every entity in the old system as it will be done automat-
ically within the system. The new system will lead to minimum human interaction as
employees which insure the maximum level of accuracy and efficiency in addition to
the minimum level of corruption. Figure 9 shows the context diagram that presents
all the users of the system and the documents flow through the system as well as
system processes.

In order to implement the proposedmodel in allmunicipality offices all overEgypt,
a five years plan has been developed by replacing paper work with this technology.
By this improvement time, many steps could be eliminated as shown in Table 3.
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Fig. 9 Proposed system context diagram

The above table (Table 3) shows the reduced time by eliminating process that
involve obtaining and submitting documents as it will be automatically done by the
system.

Time consumed by other process will be reduced by half as it will be done easier
with the help of the system. By this elimination and reduction, the whole process will
consume only 142 days, with only 12 procedures. The system also helps in enhancing
building quality as it provides transparency during all process including inspection
processwhichwill be done by themunicipality employees and submitting their report
into the system with ability to be checked by the higher control and evaluation entity
which may prevent any corruption.

It also will have appositive effect on the cost as it saves some of cost due the
long period consumed to obtain all paper work and documents needed, while there
are some fees can not be reduced as it is approved in accordance with the law or
it involves private sector which fees could not be controlled by government. These
eliminations and reductions in time and cost should have a positive effect on Egypt
rank Doing Business Report Egypt rank.
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Table 3 Time and the number of procedures in case of implementing the proposed system

1 Apply for the site validity certificate 1 day EGP 200

2 Receive on-site inspection from the
municipality

1 day No charge

3 Obtain site validity certificate from the
municipality

7 days reduced by half No charge

4 Obtain a geotechnical study/soil test
(private sector)

9 days EGP 4500

5 Request and obtain building permit
from the municipality

15 days reduced by half EGP 2638

6 Hire an external engineer to supervise
the construction site

1 day EGP 2000

7 Obtain approval of the execution
supervision certificate from the
syndicate of licensed engineers

1 day EGP 312

8 Inform the municipality before
beginning construction

1 day No charge

9 Receive set-back inspection from the
municipality

1 day No charge

10 Receive set-back inspection from the
municipality II

1 day No charge

11 Receive set-back inspection from the
municipality III

1 day No charge

12 Obtain approval of the construction
conformity certificate from the
syndicate of licensed engineers

1 day EGP 300

13 Receive on-site inspection from the
civil defense and firefighting authority

15 days No charge

14 Submit the inspection conformity
certificate and receive final inspection
from the municipal authority

7 days reduced by half No charge

15 Register the building with the real estate
registry

60 days EGP 2000

16 Request and obtain sewerage
connection

15 days reduced by half EGP 5000

17 Request water connection 1 day No charge

18 Receive site inspection by utilities to
assess work and cost

7 days No charge

19 Obtain water connection 11 days reduced by half 10,000
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8 Results

As shown in this study, adopting this system, the number of procedures will be
12 with 142 days required to obtain the permit that will enhance Egypt rank to be
compared with Kyrgyz Republic which occupied the 31st position in Doing Business
Report 2018 with eleven procedures and 142 days (as shown in Table 4).

The following table (Table 5) shows the impact of using the proposed system
on Egypt’s rank in Doing Business Report in a form of comparison between before
and after situation as it will be enhanced to the 30th position with 12 procedures
and 142 days which accomplish the goals of sustainable development strategy Egypt
2030.

Table 4 Dealing with construction permit—Kyrgyz Republic, doing business 2018

Standardized company

Estimated value
of warehouse

KGS 3,601,278.90

City covered Bishkek

Indicator Kyrgyz
Republic

Europe &
Central Asia

OECD high
income

Overall best
performer

Procedures
(number)

11 16.0 12.5 7.00 (Denmark)

Time (days) 142 168.3 154.6 27,5 (Korea,
Rep.)

Cost (% of
warehouse
value)

1.7 4.0 1.6 0.10 (5
Economies)

Building quality
control index
(0–15)

11.0 11.4 11.4 15.00 (3
Economies)

Table 5 Comparison
between Egypt ranking before
and after adopting of the
proposed system

EGTPY Before adopting
the system

After adopting the
system

Rank 66 30

Number
procedures

19 173

Time in days 12 142
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9 Conclusion

The main objective of this study is developing a new automated model for obtaining
construction permit in Egypt instead of the old process which depends on paper work
and consumed more than 172 days through 19 procedures affecting the ranking of
Egypt in Doing Business Report in Dealing with construction permit pillar. Using
this new model will have a positive impact on enhancing the rank of Egypt in this
international report by reducing time and number of procedures needed to obtain the
permit in addition to enhancing the process efficiency and linking all the enteritis
involved in it with minimum human interaction which eliminate corruption level
as well. The system also helps in obtaining regular reports and feedback from the
employees and the customers.

The study analyzes old systemof obtaining construction permit in Egypt including
the time, the number of procedures and their impact on Egypt ranking in Doing
Business Report.

It also describes the proposed system through planning stage which includes
developing vision, mission, objectives, and KPIs in addition to system designing
graphs, implementation, and monitoring feedback stages within the frame work of
legal and technological principals based on organization, people technology pillars.
By adopting this newmodel, Egypt ranking in doing business report will be enhanced
to be one of top thirty country which satisfy sustainable development strategy Egypt
vision 2030.
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Potential Use of Bitcoin in B2C
E-commerce

Ralf-Christian Härting and Christopher Reichstein

Abstract Bitcoin is a new digital currency with a very high visibility in media and
research. Therefore, different aspects of potentials of Bitcoin are explored. In a prior
investigation, several manifest indicators like transaction velocity have been identi-
fied as important influencing factors for the perceived use of digital currency. The
focus of this paper is an empirical study, which examines factors of the potential
use of Bitcoin in a B2C E-Commerce environment. More than 100 online merchants
were interviewed in 2016. Based on a structural equationmodel (SEM), the results of
the analysis show that the low transaction costs and acceptance are the main factors
that influence the potential benefits of Bitcoin in B2C E-Commerce. The study also
gives ideas for the relevance of further indicators.

Keywords Bitcoin · Digital currency · E-Commerce · Empirical research

1 Introduction

The digital currency Bitcoin has existed since 2009 [1]. Based on new approaches
to digital transformation, digital or crypto currencies have become more widespread
and valuable [2]. Numerous alternative currencies such as Ethereum, Iota, Ripple,
or Stellar have also emerged [3]. Accordingly, a few empirical studies or research
papers are available on the subject of Bitcoins. Most studies on this have examined
the general knowledge and use of the digital currency of private users.

Among the companies thatmaywant to accept or have already accepted the digital
currency, there are very few empirical studies. Therefore, companies engaged in E-
Commerce and not private users are examined in this paper. The impact of different
criteria on the potential benefits of Bitcoin inB2CE-Commerce should be considered
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inmore detail. These criteria include, among other things, the velocity of transactions
[4], the security of transactions [5], and the volatility of the Bitcoin price [6].

2 Determinants of the Digital Currency Bitcoin

In order to carry out an empirical study, an extensive literature review was first
required on the topic of Bitcoin. This was sought from international journals, papers,
and empirical studies. In addition, the results of a prior research project [7] on benefits
of using Bitcoin in European countries were analyzed. Based on a structured litera-
ture review, relevant determinants of Bitcoin could be identified. The following five
determinants are the starting point for generating hypothesis for further investigation
(Table 1).

The determinant ‘safety’ [8–10] is focusing on two effects of Bitcoins: (1) The
irreversibility of transactions and therefore the protection against chargeback
fraud; (2) The opportunity to pay anonymously, based on Bitcoin addresses.

The determinant ‘transaction velocity’ [11] states that the transactions are pro-
cessed in almost real time. The transaction is carried out within seconds and takes
only about ten minutes to be confirmed [12].

The determinant ‘acceptance’ [6, 13, 14] describes the growing number of users
who use Bitcoin. In addition, the number of online stores that accept Bitcoins as
payments is growing. This also increases the overall acceptance of Bitcoin.

The next determinant is ‘transaction costs’ [15, 16]. When you pay with Bitcoins,
the transaction costs are significantly lower than with other payment options.

The final determinant comprises the heavily jittery nature of Bitcoin prices.
Because of specific events, such as government intervention or theft of Bitcoins,
there is a great volatility of the Bitcoin course [17, 18].

Table 1 Determinants

Determinant Short description References

Safety Irreversibility of transactions [8]

Anonymity [9]

Cryptography as a security aspect [10]

Transaction velocity Transactions are near real time [11]

Acceptance Growing number of users [13]

Growing number of merchants which accept Bitcoins [6]

Growing acceptance [14]

Transaction costs Very low transaction costs [15]

Volatility Fluctuating Bitcoin prices [17]



Potential Use of Bitcoin in B2C E-commerce 35

3 Research Design and Methods

This chapter specifies the research design of the study. It includes generating of
hypothesis, research methods, and data collection (Fig. 1).

Hypothesis 1 Safety positively influences the benefit of using Bitcoins.
As soon as a payment is carried out with Bitcoins, it is irreversible. This means

that the transaction cannot be undone. Through this, the dealer has a greater measure
of safety than otherwise, since deceit cannot take placewith reversed entries anymore
[19, 20]. Online dealers do not have to bear the costs of deceit through this any longer.

Hypothesis 2 A fast transaction positively influences the benefit of using Bitcoins.
As Bitcoins have no actual physical location, it is possible to transfer themwithout

delay and limits to any place in the world. Thus, it is possible to transfer Bitcoins
from A to B in a few minutes. By the peer-to-peer network, a real-time transaction
is quite feasible. So, a transaction with Bitcoin is significantly faster than the usual
payment methods [8, 21].

Hypothesis 3 Ahigher acceptancepositively influences the benefit of usingBitcoins.
The greater the acceptance of digital currencies, the higher is its rate of success.

A greater acceptance of Bitcoin too, therefore, leads to greater success. The number
of users rises through this, and more dealers (storekeepers) accept payments made
with Bitcoin [13, 22].

Hypothesis 4 Low transaction costs positively influence the benefit of using Bit-
coins.

Online dealers try to bait more and more customers by a variety of payment pos-
sibilities. More recently, mobile payments (m-payments), electronic wallets (Azimo,

Fig. 1 Research model
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PayPal, SolidTrustPay), and crypto currencies have shaped the new high-tech land-
scape of payment systems to this day [3]. Conceptually, m-payments and crypto
currencies like Bitcoins are a new form of value transfer [23]. They rely more on the
advanced features of mobile devices and the Blockchain technology. The customer
does not have to pay any transaction costs. The storekeeper must pay these transac-
tion costs. For example, PayPal asks 1.9% of the selling price for every transaction.
Transaction costs, in this range, do not arise with Bitcoin [6, 24].

Hypothesis 5 A lower volatility of the Bitcoin price positively influences the benefit
of using Bitcoins.

It is the aim of online shops to sell products and services. They try to improve their
offers permanently. Therefore, the chief attention of enterprises is not on managing
the exchange risks. It is likely that the company’s profits are considerably reduced by
price fluctuations. Enterprises, correspondingly, need a stable currency [10, 25]

4 Research Methods and Data Collection

Data was collected by means of an online questionnaire, which was created with the
software ‘LimeSurvey’ [26]. The questionnaire contained 16 questions and was gen-
erated in accordance with the hypothesis created. After a short pretest, the link to the
questionnaire was emailed to German online shops. Overall, more than 5000 online
shops or operators, during the period from31/05/2016 to 21/06/2016,were contacted.
In order to participate in the empirical study successfully, only full-completed ques-
tionnaires were evaluated. The study had 173 returns. 61 questionnaires were not
fully completed. A sample of n = 112 was thereby generated.

Of 112 companies surveyed, about 53 could consider accepting Bitcoins as pay-
ments. Eleven companies already accept Bitcoins. The remaining 48 companies
decline to accept Bitcoins as payment.

These aremainly small andmediumenterprises among the companies surveyed. In
around 65% of the participating 112 companies, there are fewer than ten employees.
For around a quarter (about 24%), there are up to 50 employees. 12 (about 10%)
respondents employ up to 250 employees. Two companies have up to or more than
500 employees. In order to analyze the causal model with the obtained data, the
method of structural equation modeling (PLS-SEM) was used [27].

PLS-SEM is amethod of multivariate data analysis, which provides a deep insight
into the analysis of the data as it concentrates in particular on individual relation-
ships between existing variables [28]. Before the structural equation model (SEM)
and the hypothetical relationships between the latent variables can be calculated,
the measurement model must first be evaluated, which can have either formative
or reflective variables or constructs [28]. The statistical software SmartPLS 3 was
used to test the measurement and structural model due to its particular robustness
and low data requirements [28–30]. The advantage of this method is both the iden-
tification of causal relationships and the measurement of direct as well as indirect
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dependencies without the necessary condition of large samples [28]. In addition,
Smart PLS, in contrast to the two methods AMOS or LISREL for example, enables
the calculation of structural path coefficients and tests their statistical significance
using bootstrapping [28].

5 Results

In the first hypothesis (safety positively influences the benefit of using Bitcoins), the
analysis by SEM has a value of 0.246 at the significance level 0.806. This means
that the security of transactions has no significant effect on the potential benefits of
Bitcoins in B2CE-Commerce. The hypothesis has to be rejected. One possible expla-
nation is that the security of Bitcoin payments based on a Blockchain technology is
already large and many companies are no longer afraid of fraud (Fig. 2).

With reference to the second hypothesis (a fast transaction positively influences
the benefit of Bitcoin application), a result of 0.841 for the path coefficient at the
significance level 0.401 could be observed. That implicates, that the speed of a
transaction has no significant positive impact on the potential benefits of Bitcoins.
Thus, this hypothesis must also be rejected. One reason for this could be that all
transactions already take place rapidly. For most companies, it makes no difference
whether they receive their money after a few minutes or a day.

The third hypothesis (a higher acceptance positively influences the benefit of using
Bitcoins) has a value of 1.864 and a significance level of 0.063. That variable has
a positive impact on the use of Bitcoins. Thus, the hypothesis can be confirmed.

Fig. 2 Structural equation model with coefficients
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Table 2 SEM coefficient

Path Path coefficient Significance (P-value)

Safety [Symbol] benefit of using Bitcoin in B2C
E-Commerce

0.246 0.806

Transaction velocity [Symbol] benefit of using
Bitcoin in B2C E-Commerce

0.841 0.401

Acceptance [Symbol] benefit of using Bitcoin in
B2C E-Commerce

1.864 0.063

Transaction costs [Symbol] benefit of using
Bitcoin in B2C E-Commerce

3.709 0.000

Volatility [Symbol] benefit of using Bitcoin in
B2C E-Commerce

1.195 0.233

This means that a higher acceptance of Bitcoins influences the potential benefits of
Bitcoin in B2C E-Commerce.

In the fourth hypothesis (low transaction costs positively influence the benefit
of using Bitcoins), the analysis by SEM has a value of 3.709 at the significance
level of 0.000. This represents a considerable positive influence. Thus, this hypothesis
can be confirmed. The lower the transaction costs, the greater the potential benefits
of Bitcoins in B2C E-Commerce.

The last hypothesis (a lower volatility of the Bitcoin price positively influences
the benefit of using Bitcoins) gives a value of 1.195 at the significance level 0.233.
This hypothesis must be rejected since the volatility of Bitcoin exchange rate does
not significantly affect the potential benefits of Bitcoins in B2C E-Commerce. One
reason for this could be that the price is no longer significantly changed, as was the
case in the past.

Generally, it can be said that the acceptance of digital currency and the low trans-
action costs of Bitcoins are the key success factors for this digital currency.

The important values of the SEM are summarized in Table 2. The coefficient of
determination is satisfactory R2 = 0.298 > 0.19.

6 Conclusion

This paper explores different aspects of the potential benefits of Bitcoins in a B2C
E-Commerce environment. The acceptance and the transaction costs are important
indicators, which have a significant influence on the potential use of Bitcoins in E-
Commerce. The investigation also gives ideas for the relevance of further factors.
Our study can help academics understand and develop some of the key aspects of
Bitcoins and combine them with other currencies or even new security concepts. We
contribute to the literature on how the potential use of Bitcoin is affected.
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This study is subject to certain restrictions. First, the survey was conducted only
within Germany. Therefore, no global statement can be made. Second, no qualita-
tive survey was carried out. Further, Bitcoin is a new topic for online traders who
were interviewed. Because of the fundamental rejection of online surveys for large
companies, mostly small and medium enterprises have participated in this study.

Because of these limitations, there may be a need for further research. The survey
could be conducted internationally. This would make it possible to compare differ-
ences of each country. Further, a qualitative study may also be carried out to online
merchants, who have experience with Bitcoin for a certain period or already accept
Bitcoin as a payment method. The study should take place on a regular basis to make
changes in payment through digital currency more visible.

Acknowledgements We thank Tobias Rieger and Sebastian Schmid for supporting our research.

References

1. S. Nakamoto, Bitcoin: a peer-to-peer electronic cash system (2008)
2. C. Reichstein, R. Härting, P. Neumaier, Understanding the potential value of digitization for

business, inAgents andMulti-Agent Systems: Technologies and Applications, vol. 96 (Springer,
Berlin, Heidelberg, 2018), pp. 287–298

3. S. Blakstad, R. Allen, New payments landscape, in FinTech Revolution. (Palgrave Macmillan,
Cham 2018)

4. E.Murphy,M.Murphy,M. Seitzinger, Bitcoin: questions, answers, and analysis of legal issues.
Congr. Res. Serv. (2015)

5. A. Rogojanu, L. Badea, The issue of competing currencies, case study-bitcoin. Theor. & Appl.
Econ. 21(1), 103–114 (2014)

6. M. Van Alstyne, Why bitcoin has value. Commun. ACM 57(5), 30–32 (2014)
7. R. Schmidt, M. Möhring, D. Glück, R. Haerting, B. Keller, C. Reichstein, Benefits from using

Bitcoin: empirical evidence from a European country. Int. J. Serv. Sci., Manag., Eng., Technol.
7(4), 48–62 (2016)

8. T. Bamert, C. Decker, L. Elsen, R. Wattenhofer, S. Welten, Have a snack, pay with Bitcoins,
in Peer-to-Peer Computing (P2P), IEEE Thirteenth International Conference (IEEE, Trento,
Italy, 2013), pp. 1–5

9. E. Androulaki, G.O. Karame, M. Roeschlin, T. Scherer, S. Capkun, Evaluating user privacy
in bitcoin, In, International Conference on Financial Cryptography and Data Security 2013.
(Springer, Berlin, Heidelberg, 2013), pp. 34–51

10. M. Polasik, A.I. Piotrowska, T.P. Wisniewski, R. Kotkowski, G. Lightfoot, Price fluctuations
and the use of Bitcoin: an empirical inquiry. Int. J. Electron. Commer. 20(1), 9–49 (2015)

11. S. Barber,X. Boyen, E. Shi, E. Uzun, Bitter to better—how to make bitcoin a better currency,
in InternationalConference onFinancialCryptography andData Security 2012, LNCS, volume
7397 (Springer, Berlin, Heidelberg, 2012), pp. 399–414

12. G.O. Karame, E. Androulaki, S. Capkun, Double-spending fast payments in bitcoin, in Pro-
ceedings of the 2012 ACM conference on Computer and communications security (ACM, New
York, NY, USA, 2012), pp. 906–917

13. J. Brito, A. Castillo, Bitcoin: A primer for Policymakers. Mercatus Center at George Mason
University. (Mercatus Center at George Mason University, 2013)

14. C. Decker, R. Wattenhofer, Information propagation in the bitcoin network, in Peer-to-Peer
Computing (P2P), IEEE Thirteenth International Conference. (IEEE, Trento, Italy 2013),
pp. 1–10



40 R.-C. Härting and C. Reichstein

15. M. Andrychowicz, S. Dziembowski, D. Malinowski, L. Mazurek, Secure multiparty computa-
tions on bitcoin, in Security and Privacy (SP) (IEEE, San Jose, CA, USA, 2014), pp. 443–458

16. E.B. Sasson, A. Chiesa, C. Garman, M. Green, I. Miers, E. Tromer, M. Virza, Zerocash:
decentralized anonymous payments from bitcoin, in IEEE Symposium on Security and Privacy
(SP) (IEEE, Berkeley, CA, USA, 2014), pp. 459–474

17. European Central Bank, Virtual Currency Schemes—A Further Analysis. (Frankfurt am Main,
2015)

18. W.J. Luther, Bitcoin and the future of digital payments. Indep. Rev. 20(3), 397–404 (2016)
19. D. Ron, A. Shamir, Quantitative analysis of the full bitcoin transaction graph, in International

Conference on Financial Cryptography andData Security (Springer, Berlin, Heidelberg, 2013)
20. S. Meiklejohn,M. Pomarole, G. Jordan, K. Levchenko, D. McCoy, G.M. Voelker, S. Savage, A

fistful of bitcoins: characterizing payments among men with no names, in Proceedings of
the 2013 conference on Internet measurement conference (ACM, Barcelona, Spain, 2013),
pp. 127–140

21. I. Miers, C. Garman, M. Green, A.D. Rubin, Zerocoin: anonymous distributed e-cash from
bitcoin, in Security and Privacy (SP). (IEEE Berkeley, CA, USA, 2013), pp. 397–411

22. E. McCullum, N. Paul, Bitcoin: Property or Currency? Tax Notes, 148(8) (2015)
23. J. Liu, R.J. Kauffman, D. Ma, Competition, cooperation, and regulation: Understanding the

evolution of the mobile payments technology ecosystem. Electron. Commer. Res. Appl. 14(5),
372–391 (2015)

24. R. Böhme, N. Christin, B. Edelman, T. Moore, Bitcoin: Economics, technology, and gover-
nance. J. Econ. Perspect. 29(2), 213–238 (2015)

25. P. Ciaian, M. Rajcaniova, D.A. Kancs, The economics of BitCoin price formation. Appl. Econ.
48(19), 1799–1815 (2016)

26. LimeSurvey: The most popular Free Open Source Software survey tool on the web, https://
www.limesurvey.org/. Last accessed 20 Oct 2018

27. D. Hooper, J. Coughlan, M. Mullen, Structural equation modelling: guidelines for determining
model fit. Electron. J. Bus. Res. Methods 6(1), 53–60 (2008)

28. J.F. Hair Jr., G.T.M. Hult, C. Ringle, M. Sarstedt, A Primer on Partial Least Squares Structural
Equation Modeling (PLS-SEM). (Sage Publications, Thousands Oaks, 2016)

29. C.M. Ringle, S. Wende, J.M. Becker. SmartPLS 3. Boenningstedt: SmartPLS GmbH (2015).
https://www.smartpls.com/. Last accessed 10 Apr 2018

30. W.W. Chin, The partial least squares approach to structural equation modeling, in Modern
methods for business research, vol. 295, no. 2 (Psychology Press, New York, 1998), pp. 295–
336

https://www.limesurvey.org/
https://www.smartpls.com/


Smart Cabin: A Semantic-Based
Framework for Indoor Comfort
Customization Inside a Cruise Cabin
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Sara Carciotti and Marco Sacco

Abstract This paper introduces Smart Cabin, a semantic-based framework for
indoor comfort metrics customization inside a cruise cabin. Smart Cabin merges
Ambient Intelligence, Ambient Assisted Living and Context Awareness perspectives
to provide customized comfort experience to the cruise’s passengers.Considering that
passengers may be afflicted by some impairments, Smart Cabin aims at mitigating
discomfort situations by providing tailored comfort settings. The framework lever-
ages ontological representations of passengers’ health conditions, activities, cabin’s
environment, and available devices to provide passengers with indoor temperature,
humidity rate, CO2 concentration, and luminance suitable for their health condi-
tions and to the activities they want to perform inside the cruise cabin. Passengers’
interactions with Smart Cabin are performed with a simple smartphone application,
while the ontologies composing the knowledge base are reasoned and hosted on a
semantic repository. Two use cases depict the framework’s functioning in two typical
scenarios: saving energy when the passenger leaves the cabin while reestablishing
customized comfort when she/he returns, and adapting indoor comfort metrics when
two or more passengers decide to perform different activities inside the same cabin.
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Keywords Ontology · Indoor comfort customization · Ambient intelligence ·
Ambient assisted living · Internet of things

1 Introduction

In recent decades, the naval industry has faced a growing concern regarding the
passenger’s comfort inside the cruise ship in general and inside the cabin in par-
ticular. There have been many studies concerning the indoor comfort inside other
transportation vehicles; however, little study has been conducted in regards to the
comfort inside cruise ships. Indoor comfort metrics have been the topic of many
studies and much is known about an “able-bodied” person inside any indoor envi-
ronment. However, little is known about the comfort requirements for a person with
disabilities. Nevertheless, in the context of Ambient Assisted Living (AAL) [1], it
is important to ensure Ambient Intelligence (AmI) [2] and Context Awareness (CA)
[3] to guarantee smart services.

The aim of these services is to help elderlies and people with disabilities to live
more independently, in a safe, healthy, and socially connected environment [4]. AmI
encompasses the ideas of ubiquitous computing, by adding intelligent automation
and human–computer intuitive interaction. This requires incorporating sensors and
actuators as physicalmeans and artificial intelligence (AI) as a reasoning brain behind
the system.

This work describes Smart Cabin, a framework for passenger’s comfort in a cruise
ship cabin, including people with disabilities. Smart Cabin exploits Semantic Web
technologies and the protocol of Internet of things (IoT) [5], to enable the interoper-
ability among different knowledge domains. This can be done through the exchange
of information between the ubiquitous devices mounted inside the cabin, interchang-
ing and manipulating the knowledge underlying the framework, and near real-time
reasoning over data to retrieve the most relevant information and adaptability.

In order to make the cabin smarter, several factors are considered including pas-
senger presence, health conditions, preferences, activities, and feedbacks. There-
fore, the cabin must be equipped with a synergic system consisting of heterogeneous
devices (sensors and actuators) mounted inside the cabin to gather data about the
current status of the indoor environment, a comprehensive knowledge base provi-
sioning passenger’s information, a reasoning system to make decisions according to
the gathered information coming from sensors and actuators—which actually make
the decisions happen.

In this context, Semantic Web technologies could be a promising solution to
tackle the knowledge representation of information coming from different domains.
Knowledge needs to be captured, processed, recycled, and interconnected to be con-
sidered as relevant. Thus, exploiting the ontology to manage knowledge bases, and
enriching the knowledge bases by deriving new facts using reasoning techniques,
can be a robust solution.
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Smart Cabin relies on domain ontologies—formal and explicit specifications
of shared conceptualizations [6]—modeled with Resource Description Framework
(RDF) [7], Web Ontology Language (OWL) [8] and Semantic Web Rule Language
(SWRL) [9]—which are W3C-endorsed standard languages.

Smart Cabin allows some indoor comfort metrics to be adjusted according to
the passenger’s health conditions and needs; in particular, the framework takes into
account indoor temperature and humidity rate, CO2 concentration, and lighting.

The remainder of this paper is organized as follows: Section. 2 highlights some
of the relevant works in the field of indoor comfort customization; Section. 3 delves
into Smart Cabin’s architecture; Section. 4 depicts two use cases and Smart Cabin’s
features; finally, the Conclusions summarize the main outcomes of this paper and
sketch the future works.

2 Related Works

Passengers’ comfort on a cruise ship is a little-debated topic in scientific literature;
there are works addressing the cabin as a social space [10], investigating the acoustic
comfort for passengers [11], and examining the leisure cruise service environment
[12], but only a few papers addressed the issue of indoor cabin comfort. Recently,
Buqi et al. [13] addressed the possibility to provide customized indoor comfort
to cruise passengers relying on a smartphone app and a decision support system;
similarly, Spoladore et al. [14] envisioned the possibility to rely on Semantic Web
Technologies to provide tailored comfort inside a cabin. These two works highlight
how a cabin can be seen as a—downsized—living environment, in which AmI and
CA technologies can be adopted to foster indoor comfort personalization.

There exists a variety of works related to the provision of customized indoor com-
fort metrics, but only few of them adopt the user’s health condition and preferences as
one of the determinants for comfort customization and actuation. In [15], the authors
leveraged semantic representations of domestic environment, comfort metrics, and
dwellers’ health conditions to configure the indoor comfort settings of a smart home.
Tila et al. [16] adopted a context ontology-based approach to manage indoor comfort
metrics, providing also the means for the description of actuators and sensors. Frešer
et al. [17] developed a decision support system to improve the quality of temper-
ature, humidity rate, and CO2 concentration in an indoor environment, leveraging
on reasoning processes enabled by the exploitation of Semantic Web Technologies.
Adeleke et al. [18] proposed anontology for indoor air qualitymonitoring and control,
formalizing some of the knowledge of the standard ISO 7730:2005. Stavropoulos
et al. [19] developed an ontology for smart building and AmI, mainly focusing on
services, hardware energy management, and some concepts regarding the context.
In the context of AmI and CA, Smart Cabin provides a semantic-based framework
able to deliver customized comfort to passengers; furthermore, encompassing AAL
vision, it takes into accounts passengers’ specific disabilities to provide them with a
tailored and comfortable experience inside the cruise cabin.
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3 The Architecture of the Smart Cabin

This section describes the architecture of the Smart Cabin framework and its modules
in detail. As mentioned in Sect. 1, in the context of AAL, the possibility of enabling
indoor environment responsiveness to the inhabitants’ needs and comfort require-
ments plays a pivotal role. In this context, this work proposes the Smart Cabin,
a system that aims at providing the maximum level of comfort within the cruise
cabin considering the diverse groups of people including people with disabilities,
and adjusting the system according to the various activities they might be perform-
ing. In this regard, the first issue to be addressed is the physical environment and
its substantial smart devices to ensure the passengers’ comfort. The cabin must be
equipped not only with proper living furniture, but also with necessary smart and
ubiquitous devices to be prepared for exploitation by the Smart Cabin framework.
Thus, a strong and solid network of sensors and actuators is needed to sense, mea-
sure, and exchange the data both from sensors to the application—where a decision
is made—and from the application to the actuators. The application designed in
this project is a user interface mobile application that is installed on the passenger’s
smartphone prior to boarding. The passenger may log in for more secure and tailored
services and provide the basic information to the application such as name, gender,
and disability status. The Smart Cabin considers a range of activities to be done by
the passenger inside the cabin, thus it modifies the indoor environment to leverage
the comfort metrics according to that specific passenger’s needs and preferences.

For example, the passenger decides to read: she/he selects the type of reading
she/he would like to dedicate to (relax, study or work) on her/his smartphone appli-
cation. She/he also chooses the position inside the cabin where she/he would like to
read (bed, desk, or balcony). The cabin system is aware of passenger’s impairment,
and adapts the comfort metrics according to her/his need, activity and position. In
order tomake this happen, Smart Cabin needs a comprehensive framework composed
of four different layers as follow:

a. Physical cabin equipped with smart devices to be connected to the application;
b. User interface smartphone applicationwhere the passenger can log in and interact

with the system;
c. Knowledge base including the domain ontologies, hosted on a Stardog semantic

repository equipped with SL reasoner to run SPARQL Protocol and RDF Query
Language (SPARQL) [20]; and

d. Middleware Java program to communicate between (b) and (c), translating the
information from Smart Cabin application to semantic repository and vice versa.

Figure 1 sketches the high-level perspective of the framework architecture and
communication between its modules, which enables the interoperability between
different layers of the platforms. Data lifecycle in this scenario starts from the smart
devices (physical layer), routes to the Smart Cabin application, passes through a
middleware program, is manipulated inside the semantic repository, and then comes
back through the middleware, and is submitted back to the application to trigger the
actuators in the cabin.
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Fig. 1 Overall architecture of the framework divided into four main modules

3.1 Real Cabin

In this work, a cabin of 3 × 6 m2 is being considered and it has been provided by
Fincantieri company in the University of Trieste for system deployment. As it is
shown in Fig. 2, the cabin is divided into four different functional areas—entrance
and bathroom; living area (including sofa, wardrobe, TV, desk, and a chair); sleeping
area (including a double bed, and two bedside tables); and balcony (including a chair
and a small table).

In addition to the cabin’s furniture, the physical layer of this architecture consists
of a network of interconnected devices, which produces data streams transmitted by
means of active transponders to proper receivers—thus, making the cabin equipped

Fig. 2 Cabin plan divided into four functional areas
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with a set of sensors and actuators to communicate between the environment and the
framework. These smart devices could be divided into two categories as follow:

a. Sensors (illuminance, temperature, humidity, and CO2 concentration sensors);
b. Actuators (Philips Hue lamps, and PCE thermo-hygrometer).

3.2 Smart Cabin User Interface Application

Smart Cabin App is an application developed using Android Studio. Its aim is to
help the passengers to reach a state of comfort inside the cruise cabin. User Interface
(UI) design focuses on anticipating what users need; the visual interface is original,
minimal, intuitive, and functional. TheHomePage layout of the application is divided
into four parts:

a. General settings,
b. Weather (weather situation, location, outside and inside temperature),
c. Functionality (cabin, activity, atmosphere, devices), and
d. User’s settings.

The UI has elements that are easy to access, understand, and use, thanks to the
grid’s disposition [21]. The four “functionality” icons of the Home Page are arranged
in themain part of the screen. The central position allows the user to view the situation
of the devices, to check the cabin’s characteristics, to choose the desired atmosphere,
or to initiate a new activity.

Figure 3 shows three different activities that passenger can choose to perform in
order to have different light settings within different functional areas of the cabin.

The simplicity and ease of access are two main factors for designing the applica-
tion, due to the fact that one of the main objectives of the project is to include the
elderly and people with disabilities.

3.3 Knowledge Base and Semantic Repository

As discussed in Sect. 3.1, a set of sensors and actuators has to be mounted within
the cabin to measure, analyze, and adapt the indoor comfort metrics. However, there
must be a control center—with special sets of rules and reasoning logic—between
the sensors and the actuators in which decisions have to be made. In other words,
sensors measure the data about indoor comfort, send them to the semantic repository
to be saved and reasoned over in the knowledge base, and finally, decisions provided
by reasoning process are sent to the actuators to initiate the required action. Smart
Cabin’s knowledge base, its different domains’ ontologies, semantic repository, and
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Fig. 3 A snapshot of Smart Cabin application indicating some indoor comfort metrics

reasoner are stored on a private server to be available anytime while being protected.
Thus, the second layer of this framework architecture consists of the following:

a. A set of ontologies for semantic representation of knowledge about both the cabin
environment and the passenger’s characteristics and health conditions modeled
with RDF and OWL;

b. A set of rules defined in SWRL to infer new pieces of information;
c. A reasoner engine to reason over data, rules (SWRL), ontologies’ constraints,

and axioms to infer new data;
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d. A semantic repository to upload the ontologies on the server to allow querying
and retrieving data; and

e. SPARQL to query over the semantic repository and allowing to insert, retrieve,
and delete the information modeled in the ontologies.

The semantic model—discussed in [14]—is composed of several modules to
describe different domains of knowledge, composing a comprehensive knowledge
representation of the cabin and its passengers. The ontologies developed for the
Smart Cabin framework are:

a. Passenger’s status ontology. This semantic model provides the means to describe
the passenger, her/his registry records (gathered from the purchase she/he has
made for the cruise ticket) and her/his health condition. The modeling of the
health condition of the passengers relies on the International Classification
of Functioning, Disability and Health (ICF) [22]—which allows Smart Cabin
knowledge base to reuse an existing and WHO-endorsed ontology. In this way,
it is possible to describe the passenger’s functional impairments: in fact, ICF is a
shareable and standard language for disability description that conceptualizes the
functioning of an individual as a “dynamic interaction between a person’s health
condition, environmental factors, and personal factors” [23]. ICF provides a set
of codes, each indicating a specific impairment that can be completed with qual-
ifiers in order to state the magnitude of the impairment (1st qualifier) and—only
for impairments in body structures—the origin of the impairment (2nd qualifier)
and its location (3rd qualifier). Figure 4 provides an example of the passenger’s
health condition modeling. In this case, the passenger suffers from light sensi-
tivity and has an impairment in the eyelid of her/his right eye.

Fig. 4 An example of Passenger’s health condition modeling with ICF. Diamonds represent indi-
viduals, circles represent concepts, arrows represent roles (dashed for datatype property, full-line
for object properties); the type of an individual is stated with a curved arrow
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b. Passenger’s preferences ontology. Passenger’s preferences regarding comfort
metrics (such as light intensity, indoor temperature, etc.) are also modeled and
saved relying on a set of datatype properties.

c. Activities performable by a passenger. A list of typical activities that a passen-
ger can perform inside a cabin is modeled in an application ontology (reading,
relaxing, sleeping, watching TV, etc.).

d. Cabin and devices ontology. The space composing the cabin is described leverag-
ing on a simplemodel created from scratch, which provides themeans to describe
the areas composing a cabin. The devices deployed in the cabins (sensors, appli-
ances, and actuators) are described by reusing the Smart Appliances REFerence
(SAREF) ontology [24], an ontology providing the means to formally describe
the appliances and their measurements; measurements provided by sensors are
also modeled with reusing an existing ontology design pattern [25].

3.4 Middleware Java Program

This section describes the middleware program between the semantic models and
the smartphone application. This middleware program is developed to connect the
smartphone application to the semantic knowledge base andmake themcommunicate
with each other and exchange information in various ways.

The Smart Cabin application needs to access the semantic repository to retrieve
the information, insert new pieces of data coming from sensors, and/or delete the
old information. However, modifying the ontology, which is already on the server,
is not a trivial task to do due to the Open-World Assumption (OWA) of monotonic
nature of Description Logic (DL) [26]. One of the consequences of the adoption of
OWA is the impossibility for a deductive reasoner to infer the existence of a new
instance unless it is already modeled in the knowledge base. As a result, inserting
a new piece of information into the semantic repository is not a task supported by
DL-based technologies [27]. On the other hand, retrieving precise information from
the semantic repository must be done through the execution of SPARQL queries in
which the exact passenger’s data should be provided to run the query. Moreover,
running the proper query to retrieve the most accurate and relative information at
each moment, is something that has to be done automatically.

As a result, Smart Cabin relies on a Java-based program acting as a middleware
between the smartphone application and the semantic repository to solve all of these
issues. This program runs each time the passenger decides to perform an activity
inside the cabin and taps the related button on the smartphone application to state
her/his intention. Themoment the passenger taps the related button on the application
to perform an activity, the middleware program runs to generate a proper query with
necessary input data to be able to retrieve information regarding the passenger’s
preferences and indoor comfort. These input data are passed from application to the
middleware through a JSON file indicating the passenger’s unique ID, the activity
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she/he would like to perform, and the place in which she/he would like to perform
that activity. This JSON file is fed into the middleware as an input to generate the
precise SPARQL queries to insert that specific situation inside the ontology, retrieve
the inferred data according to the new data inserted, and finally, delete the inserted
data to have the ontology ready for the next execution. After generating the correct
SPARQL query, the middleware program runs the Stardog server—in which the
ontology is saved—and executes three different SPARQL queries generated by the
program in the following order:

a. INSERTquery, to add new triple data about the passenger’s activity she/he intends
to perform, and the place in which she/he would like to perform her/his activity;

b. SELECT query, to retrieve triple data about the passenger’s comfort metrics
and preferences based on her/his health condition, the activity she/he intends to
perform, and the place in which she/he would like to perform her/his activity;
and

c. DELETE query to remove triple data from ontology on Stardog repository which
had been inserted in (a), to be free for further reuse.

4 Use Cases Scenarios

Smart Cabin framework combines various technologies to enable the AAL, AmI, and
CA environment running. Considering the complexity of the technological problem,
it is important to define some use case scenarios to depict the interaction between
the passengers and the Smart Cabin to demonstrate how these smart features could
help users to perform their activities more conveniently. In the following use cases, a
cabin is considered to be related to a middle-aged couple traveling together in order
to demonstrate how these smart features could help them to perform their activities
inside the cabin more conveniently.

4.1 “Find Indoor Comfort as You Left It” Mode

The first use case illustrates how Smart Cabin optimizes the energy consumption
within the cabin. Smart Cabin is equipped with the presence sensors to be able to
detect the presence of the passengers inside the cabin while one or both of them
are inside the cabin. The cruise ship is equipped with a network of Bluetooth Low
Energy (BLE) beacons as a proximity sensor to locate the passengers on the ship
due to the fact that it is not possible to rely on Global Positioning System (GPS) as
there is no Internet connection on the ocean. When the passengers leave the cabin
and reach a certain distance from her/his cabin, the system switches the status of
the Smart Cabin to the power-saving mode to maximize energy saving. However,
when the passengers return to the cabin, Smart Cabin sets the environment prior to
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passenger’s arrival when they reach a certain distance from the cabin. The system
resumes the indoor comfort metrics as the passengers left them before leaving. In
this way, Smart Cabin offers the possibility to save energy and preserve passenger’s
comfort.

4.2 Having Two Passengers Inside a Cabin Performing
Different Activities

The second use case demonstrates how Smart Cabin adapts itself to the different
needs of the passengers performing different activities to boost the level of comfort
and welfare. Smart Cabin is able to customize the comfort requirements based on
the activity the passenger is performing. Considering only one passenger in a cabin,
it could be done easily, however, having two passengers traveling together in a cabin
makes itmore challenging. Assume amiddle-aged couple is traveling together.While
the wife has no particular impairment, the husband suffers from light sensitivity—a
condition modeled in his ontology with ICF, as depicted in Fig. 4. In this case, the
Smart Cabin provides him with the specific light with a precise amount of intensity,
the right direction, and color to support his need. This feature is important when
it comes to activities that need focus and alertness like reading. When the husband
decides to read at the desk, he has to reveal his intention to the system through the
smartphone application indicating the type of reading he would like to perform (such
as study, work, or hobby), the particular type of support for reading (such as book,
magazine, newspaper, digital book, etc.), and his position within the cabin (such
as sitting behind the desk, sitting on the couch, lying on the bed, or sitting in the
balcony area). Smart Cabin then tunes the closest punctual light to him with proper
settings (180 lx intensity, 2500 K temperature) adjusted to his need to support the
entire reading session for him with constant and suitable luminance. In this way, the
wife can relax while listening to music in another area of the cabin, and Smart Cabin
provides her with a relaxing luminous setting (120 lx intensity, 1800 K).

5 Conclusion and Future Works

This work introduces Smart Cabin, a semantic-based framework aimed at enhancing
indoor comfort for cruise cabin passengers. The framework relies on Context Aware-
ness, Ambient Intelligence, and Ambient Assisted Living paradigms to encompass
also passengers with disabilities’ needs; according to evidences [25, 28], Semantic-
based technologies provide a sharable and machine-understandable representation
of passengers’ health condition and can trigger environmental actuation to help them
in performing several activities. Smart Cabin relies on a server-based architecture
and can be operated by the passengers via a simple smartphone application.
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Future works foresee the validation of the Smart Cabin framework and, in partic-
ular, the validation of the smartphone application using standard questionnaires and
tests—such as the Mobile App Rating Scale (MARS) test, the Technology Accep-
tance Model 2 (TAM2), and the System Usability Scale (SUS).
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of Probabilistic Real-Time Systems

Christian Nigro, Libero Nigro and Paolo F. Sciammarella

Abstract This paper considers formal modeling and analysis of distributed timed
and stochastic real-time systems. The approach is based onStochastic TimePetriNets
(sTPN) which offer a readable yet powerful modeling language. sTPN are supported
by special case tools which can ensure accuracy in the results by numerical meth-
ods and the enumeration of stochastic state classes. These techniques, though, can
suffer of state explosion problems when facing large models. In this work, a reduc-
tion of sTPN onto the popular Uppaal model checkers is developed which permits
both exhaustive non-deterministic analysis, which ignores stochastic aspects and it
is useful for functional and temporal assessment of system behavior, and quantita-
tive analysis through statistical model checking, useful for estimating by automated
simulation runs probability measures of event occurrence. The paper provides the
formal definition of sTPN and its embedding into Uppaal. A sensor network case
study is used as a running example throughout the paper to demonstrate the practical
applicability of the approach.
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1 Introduction

Many software systems built today are concurrent/distributed in character and have
timed and probabilistic/stochastic aspects. For proper operation of these systems,
both functional and non-functional (e.g., reliability, timing constraints) correct-
ness have to be checked early in a development. Building a system with a tim-
ing violation, in fact, can have severe consequences in the practical case. There-
fore, the use of formal tools both for modeling and property analysis is strongly
recommended [1, 2].

In this paper, the Stochastic Time Petri Nets (sTPN) formalism [3–5] is adopted
for abstracting the behavior of a timed and probabilistic system. The modeling lan-
guage is supported as a special case by the Oris toolbox [6] which admits generally
distributed timers for transitions (activities), that is not necessarily Markovian, and
can exploit numerical methods and the enumeration of stochastic state classes (state
graph or transition system) [3, 4] for quantitative analysis. The approach, although
accurate in the estimation of system properties, can suffer of state explosion problems
when facing complex realistic systems.

The work described in this paper claims that a more practical yet general solu-
tion for supporting sTPN is possible by using the popular and efficient Uppaal model
checkers [7], in particular the symbolicmodel checker [8] for non-deterministic anal-
ysis and/or the statistical model checker (SMC) [9, 10], for quantitative evaluation
of probability measures of event occurrences. Uppaal SMC does not build the model
state graph but rather depends on simulation runs which are automated according to
the desired level of accuracy in the results. Therefore, the memory consumption is
linear with the model size, and thus, large systems can be modeled and analyzed.
Although potentially less accurate than a method which uses numerical techniques,
the SMC approach is anyway capable of generating results which are of value from
the engineering practical point of view.

This paper extends the preliminary authors’ work reported in [5], by improving
the reduction of sTPN onto Uppaal and by focusing on performance prediction of
complex distributed probabilistic real-time systems [1, 2].

The paper structure is as follows. Section 2 describes the syntax and semantics of
the sTPNmodeling language. Section 3 proposes a realistic real-time sensor network
case studywhich is studied throughout the paper. Section 4 details amapping of sTPN
onto Uppaal which opens to both non-deterministic exhaustive model checking and
to quantitative statistical model checking of an sTPN model. Section 5 describes the
experimental analysis work carried out on the chosen case study. Section 6 concludes
the paper and indicates some directions of further work.
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2 The Formalism of Stochastic Time Petri Nets

2.1 Basic Concepts

As in classical Petri nets [11], an sTPN [3–5] is composed of a set of places (circles
in Fig. 1), a set of transitions (bars in Fig. 1), and arcs (arrows in Fig. 1) connecting
places to transitions or transitions to places only. A place is an input or output place of
a transition, depending on if an arc exists which goes from the place to the transition
(input arc), or vice versa (output arc). All the net objects have attributes. Places
can have tokens (small black dots in Fig. 1), arcs have weights (natural numbers,
by default 1) to condition transition enabling on the basis of the tokens into the
input places, and transitions have temporal and probabilistic/stochastic information
which constrain their firing. A transition is enabled if sufficient tokens exist in its
input places, as required by the input arc weights. When a transition is enabled, it
can fire. At the fire time, a number of tokens are withdrawn from the input places
according to the input arc weights, and a number of tokens are deposited into the
output places, always in a measure stated by the output arc weights. The firing of
a transition is an atomic event and can influence the enabling status of the other
transitions in the net model.

Fig. 1 An sTPN model for a sensor network real-time system
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2.2 Syntax

An sTPN is a tuple (P, T, B, F, Inh,m0,EFT,LFT, π, DF) where P is a set of
places; T a set of transitions, with P ∪ T �= ∅ and P ∩ T = ∅; B is the backward
function: B : P ×T → N+ which associates an input arc (p, t) ∈ B with its natural
(not zero) weight (default is 1); F is the forward function: F : T × P → N+ which
associates to an output arc (t, p) ∈ F its natural (not zero) weight (default 1); Inh is
the set of inhibitor arcs (input arcs ending with a black dot in Fig. 1): Inh : P × T ,
which have an implicit weight of 0. m0 is the initial marking of the sTPN model,
which assigns a number of tokens (also 0) to each place: m0 : P → N . EFT and
LFT are, respectively, the earliest firing time and the latest firing time of a transition,
as in the basic Time Petri nets [12, 13]: EFT : T → Q+, where Q+ is the set of
positive rational numbers including 0, LFT : T → Q+ ∪{∞}, with EFT ≤ LFT.
The set of transitions consists of two disjoint subsets: T = Ti ∪ Ts , Ti ∩ Ts = ∅,
where Ti is the set of immediate transitions (black bars in Fig. 1), Ts is the set of
stochastic transitions (white bars in Fig. 1). Immediate transitions are implicitly
associated with the times EFT = LFT = 0. In addition, π is a function which
associates to each immediate transition a probabilistic weight: π : Ti → [0, 1],
where [0, 1] is the dense interval of real numbers between 0 and 1. DF is a function
which associates to each stochastic transition aprobability distribution function (pdf),
which is constrained in the timing interval [EFT,LFT] which acts as the support for
the pdf: DF : Ts → pdf. By default, the pdf of a stochastic transition is the uniform
distribution function defined on the support [EFT,LFT] of the transition. The pdf
can be an exponential distribution function (EXP) defined by its rate parameter λ, or
it can be a generally distributed non-Markovian pdf.

The sTPN formalism adopted in this paper differs from the definitions in
[3, 4] because arcs can have an arbitrary weight. Moreover, our sTPN language
clearly distinguishes the immediate from the timed/stochastic transitions. Only to
immediate transitions, a probabilistic weight can be attached, whereas in [3, 4], each
transition can have its weight.

2.3 Semantics

Enabling. A transition t is enabled in a marking m, denoted by: m[t >, iff:

∀p ∈ P, (p, t) ∈ Inh ⇒ M(p) = 0∧
B(p, t) > 0 ⇒ M(p) ≥ B(p, t)

Firing. An enabled transition can fire. When t ∈ T fires, it modifies the current
marking m into a new marking m

′
as follows:

m∼(p) = m(p) − B(p, t)(withdraw sub − phase)
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m
′
(p) = m∼(p) + F(p, t)(deposit sub − phase)

wherem∼ is the intermediate marking determined by the withdrawal sub-phase. The
two sub-phases (withdraw and deposit) are executed atomically. They are explicitly
indicated because the firing of t can change the enabling status (from not enabled to
enabled or vice versa) of other transitions in the model, due to the sharing of some
input places (conflict situations), both just after the withdraw or after the deposit
sub-phase (also considering the existence of inhibitor arcs). A transition t

′
is said

persistent to the firing of t iff: m[t ′
> ∧m∼[t ′

> ∧m ′ [t ′
>. Transition t

′
is said

newly enabled, since the firing of t , if: m
′ [t ′

>. sTPN assumes that transitions are
regulated by single server firing semantics. In other terms, each transition will fire
its enablings one at a time, sequentially.

Immediate transitions always are fired before stochastic transitions. LetCm
i be the

candidate set of immediate transitions enabled inmarkingm:Cm
i = {ti ∈ Ti |m[ti >}.

Transition ti is chosen for firing with probability:

π(ti )
∑

t j∈Cm
i

π(t j )

Fireability of timed/stochastic transitions. The firing process of transitions in a
sTPN model is now described in more details. Each transition, except for the imme-
diate transitions, has a built-in timer which is reset at its enabling and automatically
advances toward the firing time. An sTPN model rests on global time and on the fact
that all the timers increase with the same rate.

Under non-deterministic semantics, as in classic Time Petri Nets [12, 13], proba-
bilistic weights and pdf s are ignored, and a transition is said fireable as long as the
timer value is within the [EFT,LFT] interval of the transition. Therefore, the transi-
tion cannot fire when timer < EFT, but it should fire when the timer has reached the
EFT and it is less than or equal to the LFT (last time point). It is worth noting that,
due to conflicts, an enabled transition can lose its enabling at any instant of the timer
and even at the last time LFTa. It is not possible for a continually enabled transition,
to fire beyond the LFT (strong firing model). In the case multiple transitions are
fireable, one of them is chosen non-deterministically and fires.

Under stochastic semantics, at its enabling, a transition gets a sample d (duration)
from its associated pdf which must be: EFT ≤ d ≤ EFT, then it resets its timer. The
transition is fireable when the timer == d, provided the transition does not loose its
enabling in the meanwhile. When multiple stochastic transitions are fireable, one of
them is chosen non-deterministically and it is fired.
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3 A Real-Time Modeling Example

In the following, a realistic distributed probabilistic and timed system is considered as
a case study. For validation purposes, the example is adapted from [1, 2] and concerns
modeling the behavior of a sensor network. In [1, 2], themodelwas achieved by timed
actors and asynchronous message passing.

There is a laboratory wherein a scientist is working. In the environment of the
laboratory, a gas level can grow so as to become toxic. One or multiple sensors are
used to monitor the gas level. In the case a toxic gas level is sensed, the life of the
scientist is threatened and thus, she/he has to be immediately asked to abandon the
laboratory. However, due to non-deterministic and probabilistic behavior, the request
to abandon the laboratory can possibly not occur at all (the sensor can be faulty),
or even that the dangerous situation is correctly sensed, the scientist can be in a
position of not hearing the request. As a consequence, following a given deadline for
the scientist to acknowledge the request to abandon the laboratory, a rescue team is
asked to go and reach the laboratory so as to possibly save the scientist. There is a
deadline, tied to the dangerous character of the gas, measured from the time a toxic
gas level occurs, for the scientist to be saved. Failing to rescue the scientist, in a way
or another, within the deadline causes the scientist to die.

The case study was modeled as an sTPN as shown in Fig. 1 together with
its initial marking. Black bars denote immediate transitions. White bars indicate
timed/stochastic transitions. In the model in Fig. 1, all the stochastic transitions are
deterministic. The model was designed to be a good abstraction [14] of the cho-
sen system, in the sense that only the relevant actions are reproduced. Not essential
aspects are omitted. In particular, the model focusses on the reaction of the system
to one single toxic gas level. The model consists of the following components: the
Environment, the Sensor (can be multiple instantiated), the Controller, the Rescue
and the Scientist. Each component is mirrored by a distinct place ( Env, Sen, Cnt,
Sci and Res) whose token represents its ability to perform actions.

At each period tE , the environment choices if the gas level is ok or not ok. In the
case the gas is not ok, one token is generated in the place ToxicEnv and in the place
SciTimeout. Transition SciDie, with time tDIE, activates the main deadline for the
scientist saving process. Would SciDie fire, the scientist dies (one token is generated
in the place SciDied). The Sensor, with period tS , samples the environment gas.
However, with probability swp (sensor working probability) the sensor is actually
working, and with probability 1 − swp it can become not working. A not working
sensor remains faulty forever and will not be able to inform the controller about
a toxic gas. All of this was achieved by a random switch between the conflicting
SenWorking and SenNotWorking immediate transitions of the sensor. In a similar
way, the environment decides between gas ok or gas not ok during its operation. It
should be noted, though, that following the first firing of GasNotOk, the transition
will no longer become enabled. A toxic gas level is reported by the sensor to the
controller through a firing of the ToxicLevel transition (which can fire only one time),
which is followed by a firing of the DoReport transition whose timing expresses the
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net communication delay (tND). One token in the ReportAlarm place, causes an
alarm event to be signaled to the controller. However, also the controller has a cyclic
behavior with period tC . Hence, an Alarm is actually heard at the next period of the
controller. Only one firing of the Alarm transition can occur during a model reaction.
Alarm deposits one token in the AbortPlanReq which, after one net delay, triggers
an AbortPlan event thus depositing one token in the AP place and in the WaitingAck
place. Following a tACK time, the controller knows the scientist was not responding
to the abort request. Therefore, the rescue is alerted to go and reach the scientist (the
GoAndReach transition fires). For realistic modeling, the scientist can hear a request
to abort plan with probability shp and with probability 1 − shp she/he cannot hear
the request. If the scientist is hearing, then an ack is sent to the controller through
the transition SendAck which definitely causes the rescue team to be not activated.
In addition, hearing the abort plan request, determines the scientist to generate one
token in the IsOutEnv which mirrors the scientist exited the laboratory and she/he is
saved. In the case the scientist is not hearing, the rescue will try to save the scientist
by a firing of the TrySave transition. Such a transition does not fire if the scientist was
already saved or she/he died. As a subtle point, TrySave was made timed with [0, 0]
time interval, to give priority to the event of responding to the abort plan request (see
NotRescue) would the ack be generated at the same time.

As a final remark, generating one token in SciDied or IsOutEnv terminates the
response of the system to the environmental stimulus of a gas toxic level. The model
in Fig. 1 can easily be extended to accommodate for multiple sensors. It is sufficient
to replicate the SenSample transition and to adjust the initial marking of the Sen
place to reflect the required number of sensors. All the SenSample transitions share
Sen as the input place and SenChoice as the output place.

4 Mapping STPN onto Uppaal

sTPN are supported by the TPN Designer toolbox [15]. This way an sTPN model
can be graphically edited and preliminarily simulated. An sTPN model can then
be translated into the terms of the timed automata of Uppaal for model checking. A
translated sTPNmodel can be decorated for it to be more convenient for the analysis.

The availability of a high-level modeling language with basic types (int and bool),
arrays and structures of basic types (under statisticalmodel checking is also permitted
the type double), and C-like functions, greatly facilitated the reduction process. The
main points of the translation are summarized in the following:

• The number of places (P) and the number of transitions (T ) are determined. In
particular, the number ST of stochastic transitions, and the number IT of immediate
transitions are defined, with T = ST + IT. In addition, constant names for places
and transitions are introduced as in the source model.
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• TheB andF functions of formal syntax are realized by two corresponding constant
matrices whose elements are pairs of a place id and its associated weight of the
input arc or output arc. An inhibitor arc has weight 0.

• The [EFT, LFT] intervals of all the transitions are collected into a (constant) matrix
I: T × 2. If t is a transition id, I[t][0] holds the EFT and I[t] [1] stores the LFT of
t. An infinite bound for LFT is coded by the constant INF = −1.

• The pdf of timed transitions are implemented in a double f (stid) which receives
the id of a stochastic transition and returns a sample of the corresponding pdf,
constrained into the associated [EFT, LFT] support interval.

• The random switch in a not empty candidate set Cm
i of enabled immediate transi-

tions in current marking, is realized by a function rank() which returns the id of the
Next Immediate Transition (NIT) to fire. A stochastic transition can fire provided
NIT ==NONE that is there are no immediate transitions to fire.

• The enabling, withdraw, and deposit operations of transitions are, respectively,
implemented by the bool enabled(const tid t), void withdraw(const tid t), and
void deposit(const tid t) functions. Such fundamental functions receive as param-
eter the id of a generic transition.

4.1 Timed Automata for Transitions

The active part of a reduced sTPN model into Uppaal is constituted by timed
automata each one corresponding to a distinct transition. Basic automata are: ndTran-
sition(const tid t), sTransition(const stid t), and iTransition(const itid t) whose param-
eter is the unique id of the transition. The ndTransition is used when an sTPN model
is analyzed by the exhaustive symbolic model checker of Uppaal. The stTransition
and iTransition are instead used when an sTPNmodel is evaluated with the statistical
model checker.

Figure 2 depicts the ndTransition automaton of a non-deterministic Time Petri
Net transition [12], which captures the basic behavior of any sTPN transition. An
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ndTransition owns a locally declared clock x which implements the timer explained
in the Sect. 2.3. The transition starts in the N (Not enabled) location. From N it
moves to the F (under Firing) location as soon as the transition finds itself enabled.
When moving from N to F, the clock x is reset to measure the time-to-fire. In F,
the transition can stay as permitted by the LFT time. In the case LFT is infinite, the
dwell-time in F is arbitrary. A finite stay in F is imposed by the invariant x <= I[t]
[1] attached to F, in the case of a strict [EFT, LFT] interval. At any instant in time,
the transition moves from F to N as it finds itself disabled.

As soon as the clock x reaches the earliest firing time EFT, and the transition
keeps continually enabled, the transition can terminate its firing by initiating the
withdraw sub-phase and switching to theW location. The complete firing process is
achieved by a pair of synchronizations using the end_fire broadcast channel, raised,
respectively, from the committed locations W and D (a committed location has to
be left immediately, without time passage; committed locations have priority over
urgent locations, for example, the F locations of transitions which have reached the
LFT time). Being broadcast, end_fire is heard by all the remaining transitions in
the model, which thus can evaluate their enabling status following, respectively, the
withdraw and the deposit sub-phase of the transition which is completing its firing.

A subtle point in Fig. 2 refers to the fact that at the first end_fire synchroniza-
tion (following the withdraw sub-phase), all the remaining transitions call enabled()
as a guard and check effectively their enabling status in the intermediate marking
established by the withdrawal of tokens (see Sect. 2.3). In the second end_fire syn-
chronization, the influenced transitions evaluate their status in the final marking
reached after the deposit sub-phase. FromD, the transition will move to N if it is not
enabled, or come back to F, by resetting the clock x, would it be still enabled.

For bootstrapping purposes, a Starter automaton (see Fig. 3) is usedwhich initially
launches a first end_fire synchronization and let transitions to reach the F location
or remain in the N location would they be, respectively, enabled or disabled in the
initial marking. After entering the S1 location, the Starter will take no further part in
the model behavior.

Figures 4 and 5 show, respectively, the iTransition and the sTransition automata
whose basic behavior coincides with that described for the ndTransition.

The F location in iTransition is a committed location, meaning that an enabled
immediate transition has to complete its firing without time passage. In order to guar-
antee the atomicity of the firing process of a stochastic transition st, it is fundamental
to forbid immediate transitions to exit F before the completion of the firing process
of st. The global bool fire variabile is set to true by a transition st at its exiting from
F (see Fig. 5), and put to false at the end of the firing. But an immediate transition
can conclude its firing only when it is selected by the rank() function which applies
probability weights and realizes the random switch (see Sect. 4). The automata in

Fig. 3 Starter automaton
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S0 S1
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Figs. 4 and 5 assume that transition conflicts are always homogeneous, that is they
are composed by the same type of transitions: immediate or stochastic.

The stTransition uses two clocks: x and d (delay). The clock d is assigned the
next sample of the pdf of the stochastic transition, returned by the f (t) function. In
F, the transition remains until x reaches d. During this time, the clock d is frozen
by putting its first derivative to 0. The pattern exploited in Fig. 5 is suggested in the
Uppaal SMC tutorial [9].

Since Uppaal SMC can have problems exiting the F location of a stochastic tran-
sition whose pdf is, e.g., deterministic, a force_firing broadcast and urgent channel
is used in Fig. 5. This way as soon as the delay is elapsed, F is forced to be exited.
The force_firing broadcast synchronization is non-blocking and it is heard by no one.
Only its urgent character is exploited. Both designs in Figs. 4 and 5 improve previous
authors’ work described in [5].

The automata in Figs. 4 and 5 implement in a natural way the semantics of sTPN
transitions discussed in Sect. 2.3.
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5 Analysis of the Case Study Model

AnsTPNmodel like that inFig. 1 naturally requires to bequantitatively analyzed, e.g.,
by a statistical model checker [10] in order to estimate, for example, the probability
for the scientist to be not saved in time when a toxic gas level occurs, when some
scenario parameters like those shown in Table 1 are assumed. It is important to
note that the EFT and LFT bounds of transitions must be integral values when the
non-deterministic model checker of Uppaal is used.

Some preliminary experiments were carried out using the non-deterministic sym-
bolic model checker of Uppaal [8] which ignores probability and pdfs. A perfect
sensor was assumed (the SenNotWorking transition in Fig. 1 was omitted). How-
ever, the scientist was kept capable of perceiving or not an abort plan request, as well
as the environment can choice at each period if the gas level is ok or not. It is worthy
of note that by ignoring probability weights, alternate model paths which could occur
with very different probabilities, are handled non-deterministically, in the sense that
the model checker considers and visits them as occurring with the same probability.

5.1 Non-deterministic Analysis

The sTPN model of Fig. 1 reduced to Uppaal, and with a perfect never faulty sensor,
was configured using only the ndTransition template of Fig. 2 as follows (implicit
instantiations of processes occur):

system Starter, ndTransition;

Then the exhaustive model checker of Uppaal was used which relies on the con-
struction of the model state graph. Properties are specified in the supported subset
of the TCTL temporal logic [8].

Table 1 Scenario parameters
for the sTPN model of Fig. 1

Parameter Name Value

Sensor period tS 2

Controller period tC 3

Environment period tE 5

Scientist saving deadline tDIE 14

Network delay tND 1

Scientist ack deadline tACK 2

Rescue time tR 3

Sensor working probability swp 0.99

Gas ok probability gop 0.98

Scientist hearing probability shp 0.90
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An important concern was checking that the system does not admit deadlock
states:

A[]!deadlock

This query was found satisfied. This in turn also proved that the model is 2-
bounded. In fact, except for the EnvChoice place of the Environment, all the other
places will have at most 1 token during system evolution. This property was checked
by the (satisfied) query:

A[]forall(p : pid)(p == EnvChoice||M[p] <= 1)

Since the use of a not faulty sensor, the next checked property was knowing if the
intrinsic timing behavior of the model (see parameters in Table 1) can guarantee the
scientist can always be saved when a toxic gas level occurs. The following queries
(both satisfied) were used:

ndTransition(GasNotOk).W − − > M[IsOutEnv] == 1

A[]M[SciDied] == 0

The first one, based on the leads − to operator, checks if starting from a firing
of the GasNotOk transition, it inevitably follows that one token will be generated in
the IsOutEnv place (i.e., the scientist is saved). The second query, similarly, checks
if invariantly, that is in all the states of the state graph, the marking of the SciDied
place is without tokens.

Since in the assumed operating conditions, the scientist gets saved, the following
query (satisfied) was used to assess that the saving is effectively performed by the
AbortPlan request or through the rescue team (see the TrySave transition in Fig. 1):

ndTransition(GasNotOk).W − − >

ndTransition(SciHear).W ||ndTransition(TrySave).W

A critical issue in the scenario parameters in Table 1 is the scientist die deadline
(tDIE) which obviously depends, e.g., on the sensor period. Therefore, by changing
the sensor period from1 to 15, and keeping unchanged all the other parameters except
for the tDIE value which was set to 30, it was determined the maximum end-to-end
delay (EED) between the occurrence of a toxic gas level and the completion of the
system reaction which saves the scientist. To this purposes, a decoration clock z
was added to the Uppaal model, which is reset (in the deposit(tid) function) when
the GasNotOk transition concludes its firing. Then, the clock z was checked when
either the SciHear or the TrySave transition concludes its firing, by a query like the
following:

A[](ndTransition(SciHear).W ||ndTransition(TrySave).W )&&
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(M[SciDied] == 0&&M[IsOutEnv] == 0) imply z op bound

where op can be >= or <= and the corresponding bound is the lower bound or
the upper bound of the EED. More precisely, the lower bound (best-case response
time) is assessed by the greatest value lb which satisfies the above query with the
constraint z >= lb. Similarly, the lowest value ub which satisfies the above query
with the constraint z <= ub establishes the upper bound (worst-case response time).
Figure 6 shows the observed lb and ub values for the monitored EED. The results
coincide with those achieved in [2] using actors for modeling the case study.

Some further checks were carried on the non-deterministic model with the sensor
which can fail, and thus is not able to inform the Controller about a toxic gas level. It
is observed that it is the logic of exhaustive verification that of checking all the state
paths, then also the path where the sensor fails.

E <> ndTransition(SenNotWorking).W

This query is satisfied. As one expected, even assuming a tDIE value greater than
the worst-case value of the EED emerged, for a given sensor period, in the analysis
on the optimistic model, the scientist can now die.

The query:

E <> M[SciDied] == 1
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is satisfied and clearly indicates that exists at least one state where the place SciDied
holds one token. For correctness of the model, the following query was also used to
check that in no case the scientist can be both saved and died.

E <> M[SciDied] == 1&&M[IsOutEnv] == 1

Such query is not satisfied.
From the non-deterministic analysis, it emerges that the sTPN model of the case

study is compliant with the actor model developed in [2]. This in turn talks about
correctness of the sTPN reduction into Uppaal.

The analysis confirms the scientist can possibly be not saved in the event of a
dangerous gas level. This fact raises the important concern of estimating a probability
measure for the scientist to be effectively saved under different operating conditions.

5.2 Quantitative Analysis

The statistical model checker (SMC) of Uppaal rests on a stochastic interpretation of
timed automata. Properties are specified using the Metric Interval Temporal Logic
(MITL) and its weighted extension (WMITL) [9]. An sTPN model can be naturally
analyzed under SMC because it depends on broadcast synchronizations only [9].

Basically, SMC uses simulation runs whose number is dynamically adjusted
according to the property to check. Important is the number of time units assigned
to each experiment for reaching a conclusion. Such time units should guarantee a
dangerous gas level occurs in the environment and sufficient time exists to produce
a system response, a sensor not working can happen, and the scientist receiving an
abort plan request can possibly be not hearing it. The sTPN model in Fig. 1 was
configured to exploit stochastic and immediate transitions, thus:

system Starter, sTransition, iTransition;

The following query:

Pr[<= 1000](<> iTransition(GasNotOk).W )

asks to quantify the probability of occurrence of a toxic gas by using a certain number
of experiments each one lasting after (at maximum) 1000 time units (tu). Each run
is actually stopped as soon as the event occurs. By setting the uncertainty error of
a confidence interval (CI) as ε = 0.005, 3013 runs were used with parameters as in
Table 1. Then, the following CI (0.95 confidence degree) was proposed [0.975932,
0.98593] which confirms the expected probability of the event. The query:

Pr[<= 1000](<> M[SciDied] == 1&&M[IsOutEnv] == 1)
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checks that never should happen that the scientist can be found (absurd) both saved
and died. After 368 runs, Uppaal SMC suggests a CI of [0, 0.00997405] thus wit-
nessing the event is almost impossible. For the sake of simplicity, in the subsequent
SMC analysis work, the default error of ε = 0.05 was adopted, which implies fewer
runs but anyway an acceptable level of accuracy in the results.

In the hypothesis that the toxic gas requires the scientist to be saved within a tDIE
deadline of 10 tu, the following query based on the until (U) operator [9], with the
sensor period varied from 1 to 15 and other parameters as in Table 1, was used to
estimate the probability of the event: “Would an instant in time in [0, 1000] exists
where a token is deposited in the SciTimeout place and no token is present in the
IsOutEnv place, will it happen that a token is put in the IsOutEnv place within the
next 10 time units?”.

Pr(<> [0, 1000]((M[SciTimeout] == 1&&M[IsOutEnv] == 0)

U [0, 10]M[IsOutEnv] == 1))

Each execution of the query uses 738 runs. The observed confidence interval
bounds, when only one sensor is used, are collected in Fig. 7 and are in good agree-
ment with similar results reported in [2].

As one can see from Fig. 7, the scientist saving probability is low for small and for
high sensor periods. In fact, the more frequent is the sensor sampling the more likely
the sensor can be faulty, and thus unable to notify the controller about a dangerous
gas level. On the other hand, a sensor with a high period can capture late a toxic gas
level thus delaying the controller intervention and putting at a severe risk the life of
the scientist.
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Fig. 7 Scientist saving probability versus sensor period (one sensor)
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Fig. 8 Scientist saving probability versus sensor period (two sensors)

The scientist saving probability increases as the sensor period augments by taking
a maximum when the period reaches the value 5. Other local maxima occur at 10
and 15 and so forth. These maximum points correspond to parameter alignment
situations (the sensor period is a multiple of the environment changing period tE ,
see Table 1), also observed in [2], when the sensor can perceive a bad gas level
at the same moment the environment signals it. Near to local maxima, the saving
probability keeps high because although the sensor can capture with a small delay a
toxic gas, sufficient time remains for the controller to execute the rescue operations.

Figure 8 portrays the scientist saving probability when two sensors are used. This
experiment was not carried in [2]. Figure 8 confirms the expectation that the more
are the sensors, the less likely is the circumstance that all the sensors become faulty
simultaneously. The same behavior with multiple maxima observed in Fig. 7 is also
present in Fig. 8 although now the scientist saving probability is higher.

The following queries evaluate specifically the probability that the rescue oper-
ations are completed, respectively, by the abort plan request of the controller or
through the rescue team intervention. The model is configured with two sensors, the
sensor period is tS = 5 and the scientist die deadline is tDIE = 10. All the other
parameters are as in Table 1.

Pr(<> [0, 1000]((M[SciTimeout] == 1&&M[IsOutEnv] == 0)

U [0, 10]iTransition(SciHear).W ))

Pr(<> [0, 1000]((M[SciTimeout] == 1&&M[IsOutEnv] == 0)

U [0, 10]sTransition(TrySave).W ))

The first query, after 738 runs, generates a CI of [0.645122, 0.745122]. The second
query proposes a CI of [0, 0.0838753] thus confirming that the scientist is mostly
saved through the first abort plan request issued by the controller.
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All the experiments were carried out on a Win 7 station with 4 GB RAM using
the Uppaal version 4.1.19 and the 4.1.20.beta 25 development version.

6 Conclusions

Modeling and formal verification are fundamental tools for the development of dis-
tributed and probabilistic timed systems [1, 2]. In this paper, the Stochastic Time
Petri Nets (sTPN) modeling language [3–5] is adopted. A reduction of sTPN onto
the Uppaal model checkers [8, 9] is developed which enables both non-deterministic
exhaustive analysis, and quantitative evaluation of system properties through statis-
tical model checking [10, 16].

A non-trivial case study concerning a distributed and dependable real-time sensor
network is introduced, modeled in sTPN, and thoroughly verified in the paper.

Prosecution of the research aims to:

• Building and making available in Uppaal SMC, a library of recurrent pdfs.
• Developing a structural approach to the operational semantics [17] of sTPN (see,
e.g., [1, 2]) and formally showing the correctness of the sTPN reduction into
Uppaal.

• Exploiting sTPN for performance prediction of general complex timed and
stochastic systems. In fact, the particular adopted syntax of sTPN is close to the
Generalized Stochastic Petri Nets (GSPN) formalism [18], when the default sup-
port interval [0,∞] is attached to each timed transition and a general distribution
probability function (pdf) is chosen.

• Establishing a formal transformation of distributed probabilistic timed actors
[1, 2] into sTPN so as to leverage the modeling and verification activities afforded
by Uppaal. A transformed timed actor model, indeed, as demonstrated through
the case study presented in this paper, can be more amenable to analysis due to its
abstraction level [14] and greater efficiency and scalability during verification.
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Classification Based on Random Forest
(RF), Decision Tree, and SVMs
Techniques

Nassr Azeez, Wafa Yahya, Inas Al-Taie, Arwa Basbrain and Adrian Clark

Abstract Landcover observationbasedon remote sensingdata demands robust clas-
sification techniques which give the precise complex land cover mapping. Scientists
and researchers made great efforts in improving classification accuracy considerably.
The aim of this paper is to show outcomes gained from the RF classifier and decision
tree and to compare their effectiveness with the SVMs technique. The mentioned
techniques are applied over the imagery we have captured with six different classes
of ROI (Region Of Interest) images including unknown range. Results indicated
that the performance of the random forest classifier outperforms the decision tree
and SVMs techniques performance in terms of the number of mis-classifications
instances and the classification accuracy with an overall accuracy of 86%, while the
decision tree accuracy is 67%, and the SVMs accuracy is 56%, respectively.
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1 Introduction

Land cover is known as the monitored structural cover on the earth’s surface [9].
Land cover mapping and observing used for estimation of land cover variation, and it
is considered as one of the essential applications of Earth monitoring remote sensing
data. Increasing the numbers of remotely sensed images made land cover observing
programs for big area mapping more easier [13]. Different classification techniques
have been employed to map the land cover by using remote sensing data. Classifi-
cation using remote sensing is a complicated process and requires the perception of
different factors. The main image classification factors that can be taken into con-
sideration to improve classification accuracy may include placement of a sufficient
classification system, choice of training samples, extraction of features, and selection
of appropriate classification techniques. Remotely sensed images classification is the
process of locating land cover classes to pixels [19]. Mapping andmonitoring of land
cover are fundamental to estimate land cover variation [24]. In land cover classifica-
tion, it is desired to use multisource or multisensor remote sensing data to extract as
much data as possible from the desired area to be classified [15]. Classification based
on remote sensing data is a challenging since an appropriate multivariate statistical
pattern is not obtainable for such as data. Thus, the traditional statistical methods that
have been utilized in the remote sensing data are not appropriate for such classifica-
tion [23]. Consequently, other methods have been proposed. In 1990, Benediktsson
et al. [4] used neural network classifiers. Swain and Benediktsson, 1992, proposed
a statistical theory that used heuristic weighting techniques on the data source for
classification [3]. In 1997, Benediktsson et al. used a hybrid approach by combining
the statistical theory with the neural network classifiers and accomplished improved
accuracies as compared to previous researches [2]. However, this technique is com-
plicated in implementation. Therefore, the attention has more been turned to the
ensemble classification approaches. The basic idea behind the ensemble classifica-
tion is that various classifiers are trained, and the outcomes comprised by using a
voting approach. Different ensemble classification methods have been introduced,
and the most commonly used are boosting and bagging methods. In 1994, Breiman
suggested the Bagging technique that is known as bootstrap aggregating [5]. This
technique is established on training different classifiers on bootstrapped pattern taken
from a training set to minimize the classification disparity. Schapire, 1999 suggested
the boosting technique that utilizes iterative re-training [11, 12]. As the iterations
progress, samples of incorrectly classified are given increased weight. Computation-
ally, boosting is less speed than bagging, but in most cases, it is more precise than
bagging. However, boosting has many drawbacks: it is extremely slow, sensitive to
noise, and it can overtrain [7]. Random forests classifiers are kind of tree classifiers
that utilizes an improved technique of bootstrapping as bagging. Random forests
are the improvement to the boosting method in terms of accuracy and without the
drawbacks [6]. In 2005, Ham et al. performed Random Forests classification to re-
mote sensing data [16] and achieved good results for this kind of data set. Parametric
methods are not convenient for classification of multisource data [14]. Therefore, the
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Random forest technique has received great attention for multisource classification
because it is nonparametric [10], and it also estimates the significance of the data
channels. The remainder of the paper is orderly as follows. Section2 looks into the
following components related to the remote sensing images principles and classifi-
cation in remote sensing. It is followed by a description of feature extraction based
on support vector machines classifier (SVMs), decision tree, and random forest clas-
sifier. Experimental results are showed in Sect. 6, and the paper completes with our
conclusions in Sect. 7.

2 Image Classification in Remote Sensing

In general, remotely sensed aspect is the aggregating of information from an Earth’s
surface object without any direct contact with it. Remote sensing observation is made
from over the object of interest, by using a sensor holed on a spaceborne platform
or airborne [21, 22]. Normally, remotely sensed images are in the form of digital
images, to extract important information from the images. Image processingmethods
can be used to enhance the image to support visual interpretation and to correct the
image if it has been subjected to blurring or degradation distortion by other factors.
There are various image analysis methods available used depending on the demands
of the specific problem interested. In many cases, image classification techniques
are employed to delineate different regions in an image into a thematic map of the
study area. Usually, the thematic map can be used with other test area databases for
additional analysis and utilization [22].

One of the popular functions of remotely sensed data is the production of land
covermaps that can be used by a procedure known as image classification [1]. Remote
sensing images classification built on the idea that various surface feature types of the
earth have a various spectral reflectance, and these features are recognized by using
the classification process [1]. In other words, image classification is the operation
of classifying all image pixels or remote sensing satellite data to gain land cover
themes [18]. As can be seen in Fig. 1

3 Support Vector Machines Classifier (SVMs)

SVMs are a supervised learning process with related learning techniques that analyse
data that are used for regression and classification analysis. Recently, SVMs have
become one of important techniques in the area of classification due to achievingwell
predicting to unseen samples with an acceptable degree of precision as compared to
other traditional classifiers [27]. In addition, SVMs provide efficient and powerful
classification algorithms which have the ability to deal with high-dimensional input
features [26]. SVMs learningmachine is definedby anoptimal separating hyperplane,
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Fig. 1 Example of remote
sensing image
classification [1]

where themargin between the negative and positive samples ismaximal. The solution
of this technique is based on these data points, which are located on the margin [28].
These points are known as support vectors. See Fig. 2.

4 Decision Tree Classifier

It is a simple and commonly based rule system that used a supervised learning
algorithm. This kind of classifier builds a classification or regression model in a
tree structure. It breaks down a data set into subsets while an related decision tree is
progressing incrementally at the same time. In otherwords, these classifiers organized
a set of test conditions and questions in structure of tree to be used to perform the
prediction on the test data set [25].
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Fig. 2 Optimal separating
hyperplane [20]

The decision trees learning algorithm is:

– Onset with the training data.
– Choose attribute along the dimension that produces the best split.
– Generate child nodes build on the split.
– Repeat on every child using child data till a stopping case is reached.

Build on the best decision tree is a key challenge in decision tree classifier. In
general, many decision trees are constructed from a specific set of attributes, whereas
some of these trees are more precise than others. However, many methods have been
introduced to construct an accurate decision tree in an acceptable time. In general,
these algorithms use a technique that grows a tree by applying a sequence of optimum
decisions to choose which attribute to be employed for the best data split [25]

5 Random Forest Classification

Random forest algorithm is considered as a supervised classification algorithm. It is
an improvement over the decision tree algorithm, in which a multiple numbers of
small decision trees been generated from random subsets of the data [15]. Each of
the decision trees builds a separated classifier where each of these classifier captures
various trends in the data. Then comprises the predictions of all the trees to classify
a class [8]. The random forest classifier achieves the high accuracy results with the
highest number of the decision trees [24].
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The random forests technique for regression and classification is summarized as
follows [17]:

1. From the original data, draw ntree bootstrap samples.
2. Expand a classification tree for each of the bootstrap samples with the following

modulation: for every node, instead of selecting the best split in all predictors,
select a random sample mtry of the predictors and take the optimal split from
those variables.

3. Assembling the predictions of the ntree trees to predict a new data. An estimation
of the error rate based on the training data can be obtained by applying the
following:

• Predict new data which are not included in the bootstrap sample (OOB data)
by using the tree expanded with the sample of the bootstrap.

• Assemble the OOB predictions and calculate the OOB estimate of error rate.

6 The Experimental Work

The aimof this part is to present outcomes obtainedwith theRFclassifier and decision
tree and to compare their effectiveness with the SVMs technique. The mentioned
techniques are applied over the imagery we have captured with six different classes
of ROI (Region Of Interest) images including unknown range.

The Davidsons Farm, Peldon, Colchester is the research area for this study. It is
situated in the south of Colchester near Mersea Island. RGB and NAR images are
taken by a drone to characterize variation of vegetal cover.

Figures3, 4, and 5 represent the outcomes of remotely sensed images classification
based on RF, decision tree, and SVMs classifier, respectively.

In the experimental works, a matching matrix (confusion matrix) is used to give
visualization of the algorithms performance. In another words, confusion matrix is
showing mislabelling one class as another. As it is shown in Figs. 3, 4, and 5, the
primary diagonal values of the table represent the number of instances that are classi-
fied correctly, while off-diagonal values represent the number of mis-classifications.
Through observation, it is clarified that small numbers along the primary diagonal
represent cases in which the performance of the classification is poor. Results in-
dicate that the random forest classifier performance outperforms the decision tree
and SVMs techniques performance in terms of the number of mis-classifications
instances and the classification accuracy with an overall accuracy of 86%, while the
decision tree accuracy is 67%, and the SVMs accuracy is 56, respectively.
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Fig. 3 Classification of remotely sensed images based on SVMs classifier

Fig. 4 Classification of remotely sensed images based on tree classifier
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Fig. 5 Classification of remotely sensed images based on RF classifier

7 Conclusions

The information of earth’s surface is demanded in various areas. Land cover classi-
fication based on using remote sensing images is one of the popular applications in
remote sensing, and many techniques have been improved and applied for remote
sensing images classification. Recently, RF and SVMs, which are supervised clas-
sification techniques, have been employed in the remote sensing area. The aim of
this paper is to present outcomes obtained with the RF classifier and decision tree
and to compare their effectiveness with the SVMs technique. The mentioned tech-
niques are applied over the imagery we have captured with six different classes of
ROI (Region Of Interest) images including unknown range. Results indicated that
the random forest classifier performance outperforms the decision tree and SVMs
techniques performance regarding to the number of mis-classifications instances and
the classification accuracy with an overall accuracy of 86%, while the decision tree
accuracy is 67%, and the SVMs accuracy is 56%, respectively.
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On Hierarchical Classification
Implicative and Cohesive MGK-Based:
Application on Analysis of the
Computing Curricula and Students
Abilities According the Anglo-Saxon
Model

Hery Frédéric Rakotomalala and André Totohasina

Abstract Extracting association rules from a huge binary data according to a quality
measure is an important pretreatment step in data analysis. Also, among unsupervised
techniques, our approach for a hierarchical classification implicative and cohesive is
based on the new measure of cohesion according to the interestigness measureMGK .
In this paper, we present, for the first time, a validation of this approach in the field
of education, mainly in the computing curricula and the performance capabilities of
students pursuing this curriculum in the Anglo-Saxon model.

Keywords Binary data · Quality measureMGK · Implicative cohesion · Statistical
implicative analysis · Oriented classification

1 Introduction and Motivations

Scientists all over the world are putting their energy into improving the ever-evolving
computing curricula, thanks to technological performance and large volumes of data,
as well as the constant demands of perfection of society. Considering the remarkable
properties of the interestigness measure MGK already studied in [1], we are moving
toward Régis Gras’s theory of statistical implicative analysis (SIA) to discover quasi-
implicative, non-symmetric rules of type “if we have X, we have generally Y” in
a binary context [2]; but this time, the extraction of association rule (AR) valid
is done according to the interestigness measure MGK [3]. The extracted AR-valid
will then be classified in relation to the hierarchical classification implicative and
cohesive (HCIC) method according to the new MGK -based cohesion index [4, 5]
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for a hierarchical representation of meta-rules [6]. This paper proposes a computing
curricula and abilities analysis using the HCIC method according toMGK .

Today, computing is almost always present in many areas related to human activi-
ties. In less advanced countries like Madagascar, the majority of the population does
not use computers in a private setting as in developed countries. This has an impact
on computing curricula and requires especially in-depth analyzes and innovations
adapted to the country’s situation. So, it is opportune for us to see Anglo-Saxon’s
model of the computing curricula and the students abilities following the programs
offered.

In the USA, four state-supported organizations set standards and describe com-
puting curricula in higher education in the Anglo-Saxon model. The ACM / AIS /
IEEE-CS Technical Report [7] described five branches of computer science dis-
ciplines at the university: Computer Science (CS), Computer engineering (CE),
information technology (IT), information systems (IS), and software engineering
(SE). Each discipline has its own training objectives, but a lot of knowledge and
performance capabilities are transversal. In CC2005 [7], the knowledge area offers
40 themes according to the consensus by the task force based on a review of the
discipline-specific body of knowledge found in the most recent curriculum volume
for each of the disciplines of computer science (CS, CE, IS, IT, SE) and indicates
their weight in each. The weight is characterized by two values: 0 (low) and 5 (high)
which represent the importance of a theme for the domain. Thus, we can construct a
binary table of the relationship between the lower and higher weights of each theme
of study programs in the five branches of computer science disciplines mentioned
above (Cf. Table1). The report also defines 60 performance capabilities and assesses
their weight for each computer discipline (Cf. Table2).

Table 1 Table of weight comparing computing theme through five types of study programs

Programming
fundamentals

· · · Technical support

CEmin0 0 · · · 1

· · · · · · · · · · · ·
CEmin5 0 · · · 0

CEmax0 0 · · · 0

· · · · · · · · · · · ·
CEmax5 0 · · · 0

· · · · · · · · · · · ·
SEmax5 1 · · · 0
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Table 2 Table of students abilities of computer science graduates per discipline

Prove theoretical
results

· · · Evaluate new forms of
search engine

CE0 0 · · · 1

· · · · · · · · · · · ·
CE5 0 · · · 0

CS0 0 · · · 0

· · · · · · · · · · · ·
CS5 0 · · · 0

· · · · · · · · · · · ·
SE5 1 · · · 0

2 Data Mining Tools

As it is mentioned in the title of our present paper, we essentially aim to apply the
theoritical work recently published in [6] and partially published in [5]:

– extracting association rules is based on the so-called interestigness implicative
measure MGK ; in its favoring component M f

GK which is implicative and closely
related with the one degree of freedom χ2 that enable to provide the critical values
(M f

GK(α)) of M
f
GK ;

– support value of each extracted valid rule was given by suppMGK [3]. To have
a contrast of each value, a normalization process is necessary to calculate its
respective normalized support supp(n)MGK [4, 8];

– classifying items is based on the so-called implicative cohesion cohsupp(n)MGK
.

According to the technical report [7], each discipline has its own training objectives,
but a lot of knowledge and performance capabilities are transversal. The knowl-
edge area offers 40 themes and indicates their weight in each of the five computer
disciplines. The weight is characterized by two values: 0 (low) and 5 (high) which
represent the importance of a theme for the domain. Thus, we can construct a binary
table of the relationship between the lower and higher weights of each theme in the
five types of study programs mentioned above (Cf. Table1).

The technical report also defines 60 performance capabilities and assesses their
weight for each computer discipline (Cf. Table2).

The data consisting of sixty objects (CEmin−max : 0 ÷ 5,CSmin−max : 0 ÷ 5,
ISmin−max : 0 ÷ 5, ITmin−max : 0 ÷ 5, SEmin−max : 0 ÷ 5) and forty variables
(40themes) for the computing curricula and thirty objects (CE : 0 ÷ 5,CS : 0 ÷
5, IS : 0 ÷ 5, IT : 0 ÷ 5, SEmin−max : 0 ÷ 5) and sixty variables (60 abilities) for the
performance capacities.
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3 Results and Interpretations

After processing the binary data (Tables1 and 2) with the HCIC-MGK tool:

• In regard to the computing curricula, we had seven hundred eighty valid rules
for a α = 10% threshold set by ourself of which five hundred eight rules are
positive and two hundred seventy-two are negative with 0.04 ≤ suppf(n)MGK

≤ 1
and formed thirty-two pairs of oriented variables, i.e., card(cohsupp(n)MGK

) = 32
with 0.048 ≤ cohsupp(n)MGK

≤ 0.607. Thus, we had fifteen meta-rules (Cf. Table3);
• For the students abilities, we had one thousand seven hundred eleven valid
rules for a α = 1% threshold set by ourself of which one thousand nine rules
are positive and seven hundred two are negative with 0.04 ≤ suppf(n)MGK

≤ 1 and
formed seventy-eight pairs of oriented variables, i.e., card(cohsupp(n)MGK

) = 78with
0.607 ≤ cohsupp(n)MGK

≤ 1. Thus, we had twenty-four meta-rules (Cf. Table4).

Rules’s interpretation for computing curricula:

– R(1): the themeHuman-Computer Interaction is the prerequisite of themeAnalysis
of Requirements Technical;

– R(2): those who master the Software Quality theme must master the Software
Evolution (Maintenance) theme;

Table 3 The 15 meta-rules concerning the 40 themes in CE, CS, IS, IT, and SE

Meta-rule

R(1) = (Analysis of requirements technical ⇒ human-computer interaction)

R(2) = (Software quality ⇒ software evolution (maintenance))

R(3) = (Systems administration ⇒ security implementation and mgt)

R(4) = ((Software quality ⇒ software evolution (maintenance)) ⇒ software Verification
and Validation)

R(5) = (Operating systems principles & Design ⇒ algorithms and complexity)

R(6) = (Network-centric design and principles ⇒ operating systems configuration & Use)

R(7) = (Technical support ⇒ digital media development)

R(8) = (Software process ⇒ ((software quality ⇒ software evolution (maintenance)) ⇒ software
verification and validation))

R(9) = (Ethics/professional/legal/society ⇒ (analysis of requirements technical ⇒
human-computer interaction))

R(10) = (Software design ⇒ (operating systems principles & design ⇒ algorithms and
complexity))

R(11) = (Network-centric use and configuration ⇒ integrative programming)

R(12) = (Intelligent systems (AI) ⇒ graphics and visualization)

R(13) = (Software modeling and analysis ⇒ information management (DB) Theory)

R(14) = (Management of info systems org ⇒ scientific computing (numerical mthds))

R(15) = (E-business ⇒ analysis of business requirements)
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Table 4 The 24 meta-rules concerning the 60 performance capabilities in CE, CS, IS, IT, and SE

Meta-rule

R(1) = (Determine if faster solutions possible ⇒ develop solutions to programming problems)

R(2) = (Design a spreadsheet program e.g., excel ⇒ design a word processor program)

R(3) = (Train and support spreadsheet users ⇒ train and support word processor users)

R(4) = (Select network components ⇒ (train and support spreadsheet users ⇒ train and
support word processor users))

R(5) = (Manage an organization’s web presence ⇒ (Select network components ⇒
(Train and support spreadsheet users ⇒ train and support word processor users)))

R(6) = (Design computer peripherals ⇒ design embedded systems)

R(7) = (Design complex sensor systems ⇒ (Design computer peripherals ⇒ design
embedded systems))

R(8) = (Design a chip ⇒ (Design complex sensor systems ⇒ (Design computer
peripherals ⇒ Design embedded systems)))

R(9) = (Program a chip ⇒ (Design a chip ⇒ (Design complex sensor systems ⇒
(Design computer peripherals ⇒ Design embedded systems))))

R(10) = (Design a computer ⇒ (Program a chip ⇒ (Design a chip ⇒ (Design complex
sensor systems ⇒ (Design computer peripherals⇒Design embedded systems)))))

R(11) = (Train and support database users ⇒ model and design a database)

R(12) = (Develop computer resource plan ⇒ (Train and support database users ⇒
model and design a database))

R(13) = (Schedule budget resource upgrades ⇒ (Develop computer resource plan ⇒ (Train
and support database users ⇒ Model and design a database)))

R(14) = (Manage databases ⇒ configure database products)

R(15) = (Manage computer networks ⇒ install upgrade computer software)

R(16) = ((Schedule budget resource upgrades ⇒ (Develop computer resource plan ⇒
(Train and support database users ⇒ model and design a database))) ⇒ (Manage an
organization’s web presence ⇒ (Select network components ⇒ (Train and support
spreadsheet users ⇒ Train and support word processor users))))

R(17) = ((Determine if faster solutions possible ⇒ develop solutions to programming
problems) ⇒ Prove theoretical results)

R(18) = (Develop business solutions ⇒ (Manage databases ⇒ configure database products))

R(19) = ((Manage computer networks ⇒ install upgrade computer software) ⇒ Install
upgrade computers)

R(20) = (Maintain and modify information systems ⇒ use word processor features well)

R(21) = (Configure and integrate e-learning systems ⇒ use spreadsheet features well)

R(22) = (Implement communication software ⇒ do systems programming)

R(23) = (Implement intelligent systems ⇒ design auto reasoning systems)

R(24) = (Develop multimedia solutions ⇒ configure and integrate e-commerce software)
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– R(3): before addressing the topic Systems Administration, wemust first go through
the topic Security: implementation and mgt;

– R(4): the prerequisite of R(3) is the Software Verification and Validation theme;
– R(5): The themeAlgorithms and Complexity is the crucial step before approaching
the theme Operating Systems Principles & Design;

– R(6): if we study the theme Network Centric Design and Principles, generally we
study the theme Operating Systems Configuration & Use;

– R(7): we must master the theme Digital Media Development, so as not to have
difficulty learning the theme Technical Support;

– R(8): the basis of the Software Process theme is to respect rule R(4);
– R(9): the prerequisite of the Ethics / Professional / Legal / Society theme is the
respect of the rule R(1);

– R(10): Software Design theme depends on rule R(5);
– R(11): the prerequisites of the Network Centric Use and Configuration theme is
the theme Integrative Programming;

– R(12): Graphics and Visualization theme has an implicative link with Intelligent
Systems (AI) theme;

– R(13): the InformationManagement Theory (DB) theme is the prerequisite of the
Software Modeling and Analysis theme;

– R(14): if you learn the Management of Information Systems Org. theme, you
usually learn Scientific Computing (Digital Mthds) theme;

– R(15): to do the E-business theme, one needs to know generally about the Analysis
of Business Requirements theme (Figs. 1 and 2)

Interpretation of some outstanding rules about students abilities:

– R(1): all those who are able to Determine if faster solutions possible are able to
Develop solutions to programming problems;

– R(2): students who master the Design of a spreadsheet users generally seem to be
able to Design a word processor program;

– R(5): students able toManage an organization’s web presence are usually able to
Select network components, to Train and support spreadsheet users and to Train
and support word processor users;

Fig. 1 Output as meta-rules on computing curricula
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Fig. 2 Output as meta-rules for students abilities

– R(10): Those who are able to Design a Computer usually arrive to Program and
Design a chip, to Design complex sensor systems, Computer Peripherals and em-
bedded systems;

– R(13): those who are able toModel and design a database typically can Training
and supporting database users, Developing computer resource plan and Schedul-
ing budget resource upgrades;

– R(14): those who are able to Manage Databases are usually able to Configure
database products;

– R(15) : those who can Manage computer networks are generally able toInstall /
Upgrade computer software;

– R(16) : those who have the competence under rule R(13) are generally capable of
assuring the rule R(5);

– R(17): to arrive at to Prove theoretical results, it was necessary to respect the rule
R(1);

– R(18): those who can develop business solutions are generally complying with
rule R(14);

– R(19): those who respect the rule R(15) are generally able to Install / Upgrade
computers;

– R(20): those who canMaintain and modify information systems generally manage
to Use word processor features well;

– R(21): if we are able to Configure and integrate e-learning systems, we are also
able to Use the spreadsheet features well;

– R(22): those who are able to Implement communication software usually have no
problem to Do systems programming;

– R(23): those who are able to Implement intelligent systems are usually able to
Design auto reasoning systems;

– R(24): those whoDevelop multimedia solutions usually manage to Configure and
integrate e-commerce software.
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4 Conclusion

This work aimed to verify the effectiveness of our HCIC-MGK tool in order to be
able to analyze the computing curricula and the students abilities who pursue the
computer course in the Anglo-Saxon model. The result of the analysis allows us to
help scientists who are mainly studying computer science curriculum so that they
can detect anomalies in the curriculum as well as to adapt and update the abilities of
young graduates required by companies.
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AModeling Environment for Dynamic
and Adaptive Network Models
Implemented in MATLAB

S. Sahand Mohammadi Ziabari and Jan Treur

Abstract In this paper, a software environment to support Network-Oriented Mod-
eling is presented. The environment has been implemented in MATLAB. This code
covers the principles of temporal-causal network models. The software environment
has built-in options for network adaptation principles such as the Hebbian learn-
ing principle from neuroscience and the adaptation principle for bonding based on
homophily from social science. The implementation is illustrated for an adaptive
temporal-causal network model under acute stress for decision-making.

Keywords Network-oriented modeling · Temporal-causal network · Adaptive ·
Software environment · Hebbian learning · Bonding by homophily · MATLAB

1 Introduction

In this paper, a dedicated software environment to support Network-OrientedModel-
ing is presented.TheNetwork-OrientedModeling approach addresseduses temporal-
causal network models. This means that any scientific field in which causal relations
are used to explain hypotheses, findings, and theories can be used in Network-
Oriented Modeling [1]. Such domains vary from mental processes in individuals
to social processes. For example, the interactions among individuals can be modeled
as a network taking into account a network adaption principle like bonding based
on homophily principle [2, 3]. Individual mental processes can be modeled as an
interaction between mental states taking into account a network adaption principle
based onHebbian learning [4]. The latter represents the notion of plasticity described
in Neuroscience which means that the communications within the brain are often
adaptive and change over time.
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There are twodifferent representations of a temporal-causal networkmodel named
a conceptual representation (labeled graph or matrix representation) and a numeri-
cal representation (representation by difference or differential equations). Using the
software environment presented here, a conceptual representation can be used as a
basis. By the software, it is automatically translated into a numerical representation,
which can be used for numerical simulation, mathematical analysis, validation by
comparing to empirical data or properties, and tuning of parameters to characteristics
of domain, person, or social context.

The example model presented in [5] has been used as an illustration. This model
incorporates adaptation principles based on Hebbian learning and on suppression of
connections due to acute stress. There are other implementations for other types of
network-oriented modeling, some of which can be found in [6–11].

The sections of paper are as follows. In Sect. 2, the Network-Oriented Modeling
approachbased on temporal-causal networks is brieflydescribed. InSect. 3,modeling
a temporal-causal network in MATLAB is introduced, and in Sect. 4 an Illustration
for an example network model has been described. Finally, Sect. 5 is the discussion
section.

2 The Network-Oriented Modeling Approach Addressed

This software environment covers the principles of Network-Oriented Modeling
based on temporal-causal networks discussed in the book [12]. The Network-
Oriented Modeling format used is based on a dynamic and adaptive variant of mod-
eling, reasoning, and simulation in a causal way which is a topic with a long history
in artificial intelligence [13]. In this respect, any scientific field of study in which
causal relations are applied can be addressed on the basis of this Network-Oriented
Modeling approach. Among the wide variety of application areas, there are two types
of applications that in a sense are dominant: describing individual mental processes
specifically anddescribing how individuals interactwith each other [1]. Table 1 shows
the overview of some combination functions. The following three notions are central

Table 1 Overview of some combination functions c(V1, …, Vk)

Name Description Formula c(V1, …, Vk) =
sum(…) Sum V1 + · · · + Vk

ssumλ(…) Scaled sum function V1+···+Vk
λ

with λ > 0

min(…)
max(…)

Minimal value
Maximal value

Min(V1, . . . , Vk)

Max(V1, . . . , Vk)

slogisticστ (…) Simple logistic sum function 1
1+e−σ(V1+···+Vk −τ) with σ , τ ≥ 0

alogisticσ ,τ (…) Advanced logistic sum function
[

1
1+e−σ(V1+···+Vk −τ) − 1

1+e−στ

]

(1 + eστ ) with σ , τ ≥ 0



A Modeling Environment for Dynamic and Adaptive Network Models … 93

in the Network-Oriented Modeling approach and define a temporal-causal network
model, and therefore are part of a conceptual representation of a temporal-causal
network model [14]:

• Connections strength ωX,Y

The connection strength between a state X to a state Y is called weight value ωX,Y

which is normally between 0 and 1.

• Aggregation of impacts of states cY (..)

Each state needs a combination function cY (..) to aggregate the impacts of other
states on state Y.

• Speed of change of a state ηY

There is a speed factor ηY shows how fast a state changes over a period of time based
on the impact.

A conceptual representation of a temporal-causal network model can be trans-
formed in a systematic or automated manner into a numerical representation of the
model as follows [1, 12]:

• Y (t) represents the value of Y at time point t in the model which is in the interval
[0, 1].

• impactX,Y (t) = ωX,Y X(t) shows the influence of a state X connected to a state Y at
time point t where ωX,Y represents the weight of the connection.

• The aggregated impact of some statesXi onY at t is calculated using a combination
function cY (..):

aggimpactY (t) =cY (impactX1,Y (t), . . . , impactXk ,Y (t))

=cY (ωX1,Y X1(t), . . . , ωXk ,Y Xk(t))

• The impact of aggimpactY (t) on Y is applied over time gently, based on speed
factor ηY :

Y (t + �t) = Y (t) + ηY [aggimpactY (t) − Y (t)]�t

or

dY (t)/dt = ηY [aggimpactY (t) − Y (t)]

• Therefore, the difference and differential equations for Y are achieved:

Y (t + �t) = Y (t) + ηY [cY (ωX1,Y X1(t), . . . , ωXk ,Y Xk(t)) − Y (t)]�t

dY (t)/dt = ηY [cY (ωX1,Y X1(t), . . . , ωXk ,Y Xk(t)) − Y (t)]
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Adaptation principles covered
The following adaptation principles are covered.

Hebbian learning
For Hebbian learning of a connection from state Xi to state Xj, the following model
is used

ω(t + �t) = ω(t) + ηω[cω(Xi (t), X j (t), ω(t)) − ω(t)]�t

with

cω(V1, V2, W ) = hebbμ(V1, V2, W ) = V1V2(1−W ) + μW

where μ is the persistence factor with 1 as full persistence.

State-connection modulation
For the adaptation principle for state-connection modulation with control state cs,
the following model is used:

ω(t + �t) = ω(t) + ηω[cω(cs2(t), ω(t)) − ω(t)]�t

with

cω(V, W ) = scmα(V, W ) = W + αV W (1−W )

whereα is the adjustment parameter forω fromcs. In combination, these two adaptive
combination functions can be used as a weighted average with 0 ≤ θ ≤ 1 as follows:

cω(V1, V2, V, W ) = θ hebbμ(V1, V2, W ) + (1 − θ) scmα(V, W )

ω(t + �t) = ω(t) + ηω[cω(Xi (t), X j (t), cs(t), ω(t)) − ω(t)] �t

All these difference equations can be used for simulation.
This state-connection adaptation principle can also be applied in a social context.

The hypothesis is based on that whenever a more intensive interplay between two
persons occurs, the connection will become solid, e.g., [15].

Bonding based on homophily
Bonding based on homophily shows that the more look like the states of two con-
nected states, the stronger their connection will become: ‘the more you are alike, the
more you like (each other)’ [12]; see, for example, [2, 16, 17]. When also the states
are assumed dynamic, this principle can be combined with contagion of states into
a circular causal relation [18]: State ↔ Link. See also, for example [19–22]. The
homophily principle can be as represented numerically by a combination function
cA,B (V 1, V 2, W ) as follows:
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ωA,B(t + �t) = ωA,B(t) + ηA,B[cA,B(X A(t), X B(t), ωA,B(t)) − ωA,B(t)] �t

dY (t)/dt = ηA,B[cA,B(X A(t), X B(t), ωA,B) − ωA,B]

Three variants of models for the homophily axiom are the linear, quadratic, and
logistic variants:

Linear

c(V1, V2, W ) = slhomo(V1, V2, W ) = W + W (1 − W )(τ − |V1−V2|)

Quadratic

c(V1, V2, W ) = sqhomo(V1, V2, W ) = W + W (1 − W )(τ 2−(V1−V2)
2)

Logistic

c(V1, V2, W ) =sloghomo(V1, V2, W )

=W + W (1 − W )(0.5−1/(1 + e−σ(|V1−X2|−τ)))

Based on these options that can be chosen the following numerical differential
and difference equations are generated

dωC,D/dt = ηC,D ωC,D(1 − ωC,D)(τC,D − |XC−X D|)
ωC,D(t + �t) = ωC,D + ηC,D ωC,D(t) (τC,D − |XC−X D|)�t

dωC,D/dt = ηC,D ωC,D(1 − ωC,D)(τ 2
C,D − |XC−X D|)2)

ωC,D(t + �t) = ωC,D + ηC,D ωC,D(t)(1 − ωC,D)(τ 2
C,D−(X A(t)−X B(t))2)�t

dωC,D/dt = ηC,D ωC,D(1 − ωC,D)(0.5−1/(1 + e−σ(|XC −X D |−τC,D)))

ωC,D(t + �t) = ωC,D + ηA,B ωC,D(t)(1 − ωC,D)(0.5−1/(1 + e−σ(|XC −X D |−τC,D)))�t

Here, XC , XD are the states of personC andD; ωC,D is the connection weight from
person C to person D, ηC,D the update speed factor for the connection from person
C to person D, and τC,D the threshold or tipping point for connection adaption.

3 Modeling a Temporal-Causal Network in MATLAB

The advantage of using MATLAB for simulation is that (as the abbreviation of that
says) ‘Matrix laboratory’ can easily work with matrices. The format is defined in
Table 2, if there is a connection between X1 and X2 as states, the connection weight
assigned to the matrix representation (w) of states between aforementioned states.
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Due to simplicity of MATLAB and also providing many functions, the MATLAB
software became one of the often-used software environments for engineers and
computer science developers. It has been used in different aspects of sciences from
image processing, due to providing many toolboxes, and also machine learning,
analyze and simulates the behavioral dynamics of agents in cognitive science, social
science, and in artificial intelligence.

The initialization of the matrices for doing actions, calculating based on the
combination functions (identity, advance logistic, advance advanced logistic, scaled
sum…),MATLAB representation of functions based on notations of states, relations,
and all principles are shown in Table 4 in the appendix.

In Fig. 1, the functional view of the MATLAB code is shown. The process starts
with the inputs named number of states (nodes), connection weights, speed factors,
and initial values. In the next step, all parameters are allocated in matrices with 1 ×
N dimensions, where N is the number of the states in the model.

The next phase is allocating the primitive values of the states in the first row
of the matrix (STDX) and then specifying the time period for having simulation.
If there is a Hebbian learning in the model, then parameters of Hebbian learning,
η, hebb, and μ are allocated in three different matrices, similarly for the homophily
principle, simple homophily (slhom), advanced homophily (alhom) simple quadratic
homophily (sqhom) and advanced quadratic homophily (qhom), threshold (hthau),
and finally for state-connectionmodulation (scma) and the number of the stateswhich
have modulation ability. Figure 1 illustrates the functional view of writtenMATLAB
code.

Then in the next step, if there is any above-mentioned principle in the model they
will multiply by the STDX matrix formed already with time. Meanwhile, the matrix
called condy with the weights of states formed in a column-wise order and thenmake
a new row based on any principle existed and then add the influence of them in the
matrix. Finally, all matrices with STDX and condy (if there was any state-connection
modulation) result in generating the simulation.

The human interaction flowchart is depicted in Fig. 2. As it can be seen, a first step
is initialization as providing inputs, for instance, number of states, weights among
states, speed factors, and combination functions. In the second step, it is needed to
be decided in which system the user wants to work. In this phase, there are two sys-
tems, multi-agent system and single-agent system. The former offers simple linear,
advanced linear, simple quadratic, advanced quadratic homophily principles, and for
latter, there are Hebbian learning and state-connection suppression, and finally, the
plotting of simulation occurs.

And for more specification, the flowchart of the code is presented in Fig. 3.
To enable easy use, one can also use a user interface betweenExcel andMATLAB.

As MATLAB works with matrices it might be easier to use an Excel interface of
matrices and just read the matrices from the Excel file and then do the execution in
MATLAB. Such a matrix expresses the parameters, combination functions, identity
function, sum function, scaled sum with scale factor, normalized with normalizing
factor, adaptive normalized sum, simple logistic, advanced logistic, advanced logistic
and adaptive advanced logistic function with steepness, and threshold and other
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ily, suppression, Hebbian learning

Allocating legends for showing each state

Allocating time for condy to make a graph if there is 
any state-connection suppression 

Making final STDX for simulating graph

Allocating legends for showing each connection

Simulating the graph of each connection if there is state-
connection modulation

Simulating the graph of each states

Fig. 1 Functional view of the MATLAB process

principles. As can be seen from Figs. 4 and 5, the MATLAB code reads the matrices
based on the matrix representation in Excel; for instance, in these figures, it would
be from column C1 to L32 to read matrix for all weights of states, speed factors,
deltaT, maxt, combination functions, and finally initial values from the first sheet and
if there is any principle combined with the model using the second sheet to read from
Excel for Hebbain learning principle and homophily for their principles. Figures 4
and 5 show this option in Excel sheets.

Parameter tuning using the sum of squared residuals and root mean square
For comparison between empirical data and simulation results and optimization of



100 S. S. Mohammadi Ziabari and J. Treur

Initialization
(Inputs)

States – Weights - Speed factors - 
Combination Functions

Multi-Agent
System

Single-Agent 
System

Simple linear Homophily  
Advanced Linear Homophily 
Simple Quadratic Homophily 

Advanced Quadratic Homophily

Hebbian Learning Principle 
State-Connection Modulation Principle 

Plotting

Fig. 2 Human interaction flowchart

parameters, MATLAB components are available; the sum of squared residuals (SSR)
has been implemented to calculate the difference.

SSR = ((X (t1) − Y (t1))
2 + · · · + (X (tN ) − Y (tN ))2)

RMS =
√
SSR

N
=

√
(X (t1) − Y (t1))2 + · · · + (X (tN ) − Y (tN ))2

N

% loading empirical data

load('Data1.mat', 'Data1'); 
[row, col]=size(Data1); 

% Calculating Root Mean Square
RMS = sqrt (nansum ((Output - emp_data) .^2 )) / (col * row) 
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Variables Initializations in matrices
(STDX (X))

Number of 
States (N)

Weights of 
Connections

(W)

Combination 
Functions 

(O)

Simple 
 Logistic 

(C12)

Advanced 
Logistic 
(C13)

Adaptive 
Normalized 
Sum (C7)

Normalized 
Sum (C5)

Sum (C2) Identity (C1)
Adaptive 
Advanced 

logistic 
(C14)

Scaled Sum
(C3) Scaling Factor

Normalizing 
Factor 

Steepness  
Threshold

Steepness  
Threshold

Steepness  
Threshold

Homophily Principles
(Condy (i,k))

Speed Factors 
(Sp_f)

Fig. 3 Structural view of the code

4 Illustration for an Example Network Model

It is shown how the model presented in [5] can be executed in MATLAB. The
conceptual representation of temporal-causal network of the model used in [5] is
illustrated in Fig. 5, and the explanation of states has been shown in Table 3. As can
been seen from Fig. 5, here, both the Hebbian learning principle and state-connection
modulation were used. The Hebbian learning principle used between states srss and
(psa1 and psa2) and also state-connection suppression between state cs2 and the
connections with Hebbian learning principle. The number of states considered to be
10. Figure 7 shows simulation result of weights of states and Fig. 8 shows state-
connection suppression (Fig. 6).

In Fig. 6 shows temporal-causal network model. An overview of explanation of
the states is illustrated in Table 3.
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Fig. 4 Excel interface to read for MATLAB programming (parameters, speed factor, combination
function, and initial values)

Fig. 5 Excel interface to read for MATLAB programming (Hebbian, homophily, and suppression
principles)
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Fig. 6 Adaptive temporal-causal network model’s conceptual representation [5]

Table 3 States explanations in the model [5]

X1 Sensory representation of stimulus s

X2 Sensory representation of context c

X3 Sensory representation of action effect e1

X4 Sensory representation of action effect e2

X5 Feeling state for extreme emotion ee

X6 Preparation state for action a1

X7 Preparation state for action a2

X8 Preparation state for response of extreme emotion ee

X9 Control state for timing of suppression of connections

X10 Control state for suppression of connections
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Fig. 7 Simulation outcome of presented model: states

Fig. 8 Simulation outcome for suppression and Hebbian learning for ω1 (connection X1–X6) and
ω2 (connection X1–X7)

%   SRSs  SRSc   SRSe1   SRSe2  FSee    PSa1    PSa2   PSee    CS1   CS2

%    X1    X2      X3     X4     X5      X6      X7     X8     X9    X10  

W=[  0     0       0      0       0      0.9    0.4      0      0     0   %X1  SRSs

0     1     -0.1    0.3      0      0       0       1      0     0   %X2  SRSc

0     0       0      0       0     0.7      0       0      0     0   %X3  SRSe1

0     0       0      0       0      0      0.7      0      0     0   %X4  SRSe2

0     0       0      0       0      0       0       1      0     0   %X5  FSee

0     0      0.7     0       0      0 -0.2      0      0     0   %X6  PSa1  

0     0       0     0.7      0    -0.2      0       0      0     0   %X7  PSa2 

0     0       0      0       1      0       0       0      0     0   %X8  PSee 

0     0       0      0       0      0       0       0      0     0   %X9  CS1

0     0       0      0       0      0       0       0      0   -0.9  %X10 CS2

];
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Sp_f=[ 0    0.05    0.5    0.5    0.5    0.5     0.5     0.4 0.02   0.6];

O=[    0     0       0      0       1      0       0       0      1     0   % identity function id(.)

0     0       0      0       0      0       0       0      0     0   % sum function sum (...)

0     0       1      1       0      1       1       1      0     1   % Scaled sum sum (...)

0     0      0.7     1       0      2       2       2      0     1   % Scaling factor 

0     0       0      0       0      0       0       0      0     0   % normalised sun norsum(...)

0     0       0      0       0      0       0       0      0     0   % normalizing factor 

0     0       0      0       0      0  0       0      0     0   % adnorsum 

0     0       0      0       0      0       0       0      0     0   % slogistic(...)

0     0       0      0       0      0       0       0      0     0   % alogistic(...)

0  0       0      0       0      0       0       0      0     0   % steepness

0     0       0      0       0      0       0       0      0     0   % threshold

0     1       0      0       0      0       0       0      0     0 % adaptive advanced logistic (...)

0    18       0      0       0      0       0       0      0     0   % steepness

0    0.2      0      0       0      0       0       0      0     0   % threshold factor

% Suppression among connections in Hebbian learning
adcon(13,6)=0.15;
adcon(13,7)=0.15;
adcon(14,6)=0.5;
adcon(14,7)=0.5; 
adcon(24,6)=-0.7;
adcon(24,7)=-0.7;

% Hebbian learning among states 1,6
eta(1,6)=0.5;
eta(1,7)=0.8;

hebb(1,6)=0.85;
hebb(1,7)=0.85;

mu(1,6)=0.8;
mu(1,7)=0.8;

% Assign time for plotting
dt=0.25;
time=0:dt:398;
L=length(time);
STDX=zeros(L,N);

% Assign the initialization for states 1 and 2 (can be for any states)
STDX(1,1)=1;
STDX(1,2)=0.1;

Figure 9 shows adifference between simulation result and empirical data provided.
And the result is 0.01309.

5 Discussion

The implementation of a dedicated MATLAB-based software environment for
Network-Oriented Modeling has been described. The modeling approach covered
can be found in [12]; see also [1]. This implementation has been used in dynamic
and adaptive network-oriented modeling. The environment was illustrated for the
example model described in [5] for which previously only an Excel-based model
was available.
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Fig. 9 Simulation result for empirical data (X1) and simulation result (X2)

An important advantage of the software environment is that modeling can take
place at the level of conceptual representations expressed as labeled graphs or matri-
ces. Therefore, it is suitable in a multidisciplinary context where different disciplines
play a role, also disciplines where technical knowledge from computer science or
AI is minimal. The more technical numerical representations and the actual exe-
cution are taken care of by the software environment, and therefore for users, no
programming skills are needed.

Acknowledgements Wewould like to thank our colleague Fakhra Jabeen, Ph.D. candidate at Vrije
Universiteit Amsterdam, for her assistance with making possible to have an Excel interface with
current MATLAB code.

Appendix: Inputs Description of the MATLAB Code

% Initializing the matrices with zeros in order to get less time in operating the main codese

id=zeros(1,N);

sum=zeros(1,N);

ssum=zeros(1,N);

lambda=zeros(1,N);

norsum=zeros(1,N);

norlambda=zeros(1,N);

adnorsum=zeros(1,N);

slog=zeros(1,N);

alog=zeros(1,N);

s=zeros(1,N);

t=zeros(1,N);

adalog=zeros(1,N);
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adas=zeros(1,N);
adat=zeros(1,N);
id=O(1,:);
sum=O(2,:);
ssum=O(3,:);
lambda=O(4,:);
norsum=O(5,:);
norlambda=O(6,:);
adnorsum=O(7,:);
slog=O(8,:);
alog=O(9,:);
s=O(10,:);
t=O(11,:);
adalog=O(12,:);
adas=O(13,:);
adat=O(14,:);
eta=zeros(N);
hebb=zeros(N);
mu=zeros(N);
slhomo=zeros(N);
alhomo=zeros(N);
sqhomo=zeros(N);
aqhomo=zeros(N);
htau=zeros(N);
amp=zeros(N);
adcon=zeros(14+N, N^2);

clc
clear 
close all
format long
N=10;

See Table 4.
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Face Authentication Using Image
Signature Generated from Hyperspectral
Inner Images

Guy Leshem and Menachem Domb

Abstract Face recognition technologies are commonly used in access control sys-
tems. It is done by extracting selected features from the face image, taken by a 2D
camera. This technique lacks the case of a picture placed in front of the camera. The
system will mistakenly recognize it as a real live person and so, allow the access
of the picture holder, which may be an unauthorized person. A new generation of
security systems uses a three-dimensional face recognition. Although it is better than
2D, it lacks a similar case, where a 3D image is generated from many 2D images.
The systemwill assume it is a picture taken from a live person, and mistakenly, allow
the access. We propose an enhancement to the existing authentication process given
2D face image. It is based on inner images extracted from a hyperspectral camera.
These images represent inner layers of the person tissue structure, which in general
are different from person to person and so, may be used to differentiate between two
persons. We use these generated features to generate an authentication signature.
The authentication signature is a composition of processed inner layers features. To
prove that this signature is universally unique and can substitute the current use of
2D image recognition system, there is a need to conduct a comprehensive testing
and apply other technologies to prove it. We are not at this stage. Therefore, at this
stage, we propose adding to each image a unique signature generated from the cor-
responding hyperspectral inner layers. When a person is trying to access, the access
control system, using a hyperspectral camera, captures its standard image features,
and in addition, calculates the inner images to generate a relatively unique signature,
and compares both elements to the identification table. Experiments show that this
combination generates a relatively unique identification key. From the beginning of
our initial experiments, it kept its attentiveness and uniqueness for all we tried to
challenge it. Further experiments prove the significant contribution of inner features
for strengthening the person authentication.
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1 Introduction

Many data protection, security and access control systems, use various technologies,
such as biometric fingerprints and face recognition. Current face recognition systems
are based on photos taken by a standard camera. The naive face recognition algorithm
uses one image to recognize a face. The problem with it is the ability to easily bypass
it. Better algorithms use several images and build a three-dimensional model of the
interior, but this approach can also be bypassed by building this model using several
images of the person. To solve such issues, we propose a new identification process,
which combines face recognition and image signature. It provides a reliable and hard
to break identification system.

Spectroscopy is a valuable tool implemented in many applications. Spectral mea-
surements from human tissue, is already used in biomedicine for classification and
monitoring applications. Hyperspectral imaging captures distinctive unique patterns,
which assists in composing unique signatures and codes.

2 Literature Review

There are four basic techniques for acquiring the three-dimensional multi-layer (x,
y, λ) dataset of a hyperspectral cube. The use of hyperspectral in face recognition
has been reported and led to an application of hyperspectral imaging to face recogni-
tion for a secure access control system, improving traditional face recognition. Pan
et al. [1] explore measurements of hyperspectral artifacts to be used for face recog-
nition in the near-infrared spectral range. Denes et al. [2] use three single visible
bands (0.6, 0.7, and 0.8 µm) to test the spectral asymmetry. Chou and Bajcsy [3] use
PCA for pre-processing hyperspectral, visible, and near-infrared images to extract
initial principle information for face detection. Chang et al. [4] fused hyperspectral
images in the visible spectrum (0.4–0.72 µm) into a single image and compared
the result to the visible image, to validate the improvement of image fusion to face
recognition. All the above, ignore the fact that each spectral band represents the spe-
cific reflectance/remittance information of the object. A certain type of tissue might
have distinctive spectral reflectance features in some bands, but might not be signif-
icant in other bands [5, 6]. Cho et al. [7] present an automatic selection framework
for the optimal alignment method to improve the performance of face recognition.
Ghasemzadeh and Demirel [8] introduce a three-dimensional discrete wavelet trans-
form (3D-DWT) based feature extraction for the classification hyperspectral. It is
extracting the spatial and spectral information simultaneously. Sharma et al. [9]
present a novel pipeline for discriminative band selection in hyperspectral images
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for the task of image-level classification. It is based on a convolutional neural net-
work for band selection. Chen et al. [10] reduce noise adaptively from each spectral
band, crop each face according to its eye coordinates, conduct a log-polar transform
to each cropped face image and extract 2D Fourier spectrum from them. They use
the collaborative representation-based classifier with voting for hyperspectral face
recognition.

3 The Proposed System

It has been proved that standard face recognition systems are vulnerable to hack-
ing. To overcome it, we propose adding to it an image, hard to break, signature.
The signature is generated from the inner image layers obtained by a hyperspectral
camera.

Since we are working on monochrome (x, y) space, we prefer the use of spectral
scanning, which generates multiple and separated layers of the same image, each in
2D. Each layer is analyzed separately to generate a unique binary string, which then
is used to build the image, unique signature. Figure 1 depicts five image layers of
the same person taken by a hyperspectral camera.

The following steps obtain the image signature:

(1) Obtain the hyperspectral image and separate it into layers.
(2) For each layer, select the “encryption” function to be activated.
(3) Each layer is analyzed by the selected function and returns a binary string (partial

signature).
(4) The binary strings, generated by all analyzed layers are concatenated to build a

single binary string.
(5) The complete concatenated binary strings, is the image signature.

Fig. 1 Face image taken by a hyperspectral camera (with multiple layers)
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Obtain Hyperspectral Image

Separate the image into layers, each layer 
is a 2D binary image

Analyze layer features, select function and 
generate a unique binary string

Attach the resulting string to the right of the 
previous string

The concatenated binary string is the 
image-signature 

Fig. 2 Signature generation process

To reduce the probability of reconstructing the signature, we pair a function and
an image layer. Assuming a hyperspectral image of l layers and an average number of
functions per layer f, the probability of a specific combination of layer and function is
1: l * f. To strengthen the signature uniqueness, we may apply each function several
times for a given pair or change the concatenation sequence of the binary strings.
Figure 2 describes the image-signature generation process.

4 Implementation of the Proposed Process

To better understand the implementation of the signature generation process, we use
an example using five hyperspectral layers and five known “encryption” algorithms.
In the experiment of the proposed system, we randomly selected one algorithm to
perform the analysis. The numerical result of each algorithm is a binary string. The
compound of these binary strings is the desired unique biometric signature, corre-
sponding to the person behind the image. Following, we describe the implementation
steps, using an example:

I. Obtaining the image layers: Running the converting function (MATLAB soft-
ware) to separate the different layers:
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Figure 3 depicts the output of this stage:

II. Analyzing the inner layers to generate its associated bit string:

a. First layer: we use the CascadeObjectDetector function, based on the Viola-
Jones algorithm for finding features inside. (Nose, mouth, pair of eyes, right
eye, left eye, and upper body.) The Viola-Jones algorithm for identifying
facial features in a picture or identifying face features in a picture, requires
a camera-facing image, without any side tilt. The algorithm has four main
stages: use of rectangles for classification, creating an integral image, apply-
ing a learning algorithm, and classifying of cascade. Figure 4 depicts the
output of this stage:

b. Second layer: we use the local binary patterns (LBP) algorithm [11]. LBP
is a type of visual descriptor used for classification. LBP is the case of
the Texture Spectrum model. The feature vector can be processed using
the support vector machine (SVM), extreme learning machines, or some
other machine-learning algorithm for classifying images. Figure 5 presents
examples of texture primitives.

Obtaining the image layers: Running the function (MATLAB software) to 
separate the different layers:

depicts the output of this stage:

Fig. 3 Divide the hyperspectral image into five dimensions/layers
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Fig. 4 Image analysis using the CascadeObjectDetector function

Fig. 5 Examples of texture primitives

The LBP algorithm starts with dividing the image into squares. For each square,
it counts the number of appearances of each pixel in it and builds a binary string
for each square and then combines these strings into a single string, which uniquely
identifies a feature and face. The algorithm provides the pixels and their neighbors,
allowing the discovery of a specific feature, such as the line of the lips or the eyes
and its inner components. The output of this stage is demonstrated in Fig. 6.

c. Third layer: In this layer, the Imfindcircles function is used. The function uses
the circular Hough transform (CHT) algorithm to find circles in an image, and
the CHT algorithm for identifying in an image, circles according to a given
radius value range, and the color of the circle with respect to its surroundings.
We guided the function to find just pupils, rather than other circles in the image.
It is done by providing the min/max values determining the size of a pupil and
finding the darkest circle in the eye. Once the pupil is identified, the output of the
Imfindcircles function is a binary string. The output of this stage is demonstrated
in Fig. 7.

d. Fourth Stage: In this layer, we combine the two components related to the eyes:
the angles between the eyes, and the distance between the two eyes. The eye
detection is done separately using the Viola-Jones algorithm. The output of this
stage is demonstrated in Fig. 8.
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Fig. 6 Image analysis using LBP algorithm

The pupils are marked in blue

Fig. 7 Image analysis using Imfindcircles function

e. Fifth layer: Activating the bwarea function. The area of each pixel is determined
by looking at its four neighbors. There are six different alternatives:

1. If there are zero white pixels, the area is 0.

2. If there is only one white pixel, the area is ¼.

3. If there are 2 adjacent pixels, the surface brick is ½.

4. If there are two diagonal pixels, the surface area is ¾.
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Fig. 8 Calculating the angles and the distance between eyes

5. If there are three white pixels, the surface is 7/8.

6. If all four are white neighbors, the area is 1.

The output of this stage is demonstrated in Fig. 9:

f. Final Stage: The signature composition is done by combining the five-bit strings.
Since we used an arbitrary algorithm for each hyperspectral layer, we can expect
getting a unique biometric signature. This stage is demonstrated in Fig. 10.

5 Experiment

Weused about 30 face hyperspectral images as input to produce a database containing
just biometric signatures. We ran the system with a mix of new and existing images
to check the level of miss detection and false alarms.
TEST #1 (Image #1 new, Image #2 database)
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Fig. 9 Image analysis using the bwarea function
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Fig. 10 Results for a typical figure
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Experiment results
TEST #2 (Image #1 new, Image #2 database)
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TEST #3 (Image #1 new, Image #2 database)

Experimental results

6 Conclusions and Future Work

In this work, we cope with the reliability of standard image processing used for
person identification. To enhance its reliability, we propose the use of image signa-
ture in addition to the existing standard image identification. Generating the image
signature, we require a hyperspectral image, which is a multi-layer image. The pro-
posed system, accepts the hyperspectral image, analyzes it, and generates a unique
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signature. To identify and authenticate a person, we require the face image along
with its signature. The probability to discover the pairs of layer and function is low,
due to the wide number of pair combinations. However, to ensure the identification
and authentication strength, we require the signature to be unique for the closed list
of authorized persons. Hence, in a very rare case, if the same signature has already
been generated, the system regenerates another signature.

In the futurework,we plan to focus on further testing of various cases and applying
this approach to other areas.

Acknowledgements TheHyperspectral images appear in this paper have been taken fromTorbjørn
Skaulia and Joyce Farrell paper [11]. We are also grateful to the subjects who have consented to
publishing their image.
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Unsupervised Learning of Image Data
Using Generative Adversarial Network

Rayner Alfred and Chew Ye Lun

Abstract Over the past few years, with the introduction of deep learning tech-
niques such as convolution neural network (CNN), supervised learning with CNN
had achieved a huge success in the computer vision area such as classifying digital
images. However, supervised learning has a major drawback, in which it requires a
large dataset for them to perform more effectively. As the data used in training grew
bigger, the cost of labeling data for training becomes more expensive and impracti-
cal. In order to resolve this issue, unsupervised learning is encouraged to be used as
it can draw inferences from datasets consisting of unlabeled input data. Generative
adversarial network (GAN) is one of the unsupervised learning technique that has
the ability to create natural-looking images, converting text description into images,
recover resolution of images and last but not least, its power of representation learn-
ing from unlabeled data. Thus, this study attempts to evaluate the effectiveness of
GAN algorithm in performing the supervised task and unsupervised task such as
classification and clustering. Based on the results obtained, the GAN algorithm can
learn the internal representation of data without labels and can act as good features
extractor. Future works include applying GAN framework in other domains such as
video, natural language processing and text to image synthesis.

Keywords Unsupervised learning · Supervised learning · Generative adversarial
network · Feature extraction
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1 Introduction

Machine learning is a field of artificial intelligence that enables computers to act
and make data-driven decisions rather than being explicitly programmed. The task
of machine learning such as classification and recognition in computer vision often
required input that is mathematically and computationally convenient to process.
Thus, feature learning is important as it allows a system to discover the represen-
tation needed for those tasks from raw data. One of the deep learning techniques,
convolution neural networks (CNN), is one of the top-performing algorithms and it
had led a significant enhancement in computer vision [1–3]. However, almost all the
CNNs require heavily labeled data and months of training. The annotation of a large
dataset is very expensive which required human power, time, expensive annotation
interfaces and usually subject to human biases. Other than that, the paucity of data in
real-world problem such as rare diseases in the medical application made the process
harder to complete. In such, unsupervised feature learning of image representation
shows a promising direction as the resources are quasi-unlimited due to the high
digital image data flows nowadays. Generative adversarial networks (GAN) consist
of two models which are called the generative model G and the discriminative model
D [4]. The whole idea of GAN can be thought of as the generative model, G trying to
produce fake currency and use it without detection, while the discriminative model
D trying to detect the fake currency. In such, GAN is one of the generative models
that take advantage from unsupervised learning as it can learn features from the dis-
criminator that could improve the performance of classifiers when limited labeled
data is available.

Thus, the aim of this study is to evaluate the effectiveness of GAN algorithm
in the representation learning power in the image domain. The rest of this paper is
organized as follows. A brief background related to generative adversarial network
will be described in Sect. 2. The experimental setup which is designed to evaluate the
effectiveness of GAN algorithm in the representation learning power in the image
domain will be outlined in Sect. 3. Section 4 presents the results and discussion
related to the experiments conducted. Section 5 concludes the paper.

2 Generative Adversarial Network

GAN is composed of two models, a generative model and a discriminative model.
The goal of GAN is to train a generator network (G) that produces samples from data
distribution, by transforming vector noise. The training signal for G is provided by a
discriminative network (D) that is trained to distinguish between samples that gener-
ated from G and real data. The generator network G trained to fool the discriminator
into accepting its output as being real. G is a differentiable function represented by
a multilayer perceptron where G can input noise variables to output the generator’s
distribution. D is trained to maximize the probability of assigning the correct label
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Fig. 1 Generator of DCGAN

to both training examples and samples from G. G is trained by receiving the update
fromD andG. In other words, D andG are playing the two-player minimax game and
trained until they reach a point which both models cannot improve. One of the vari-
ants of GAN is called deep convolution generative adversarial network (DCGAN).
The main difference between GAN and DCGAN is the replacement of any pooling
layers with strided convolutions (discriminator) and factional-strided convolutions
(generator) which allow the network to learn its own spatial downsampling. It uses
batch norm in both the generator and the discriminator in order to stabilize learning
by normalizing the input to each unit to have zero mean and unit variance. It is very
important as it prevents the generator from collapsing all samples to a single point. It
also removes the fully connected hidden layers and uses rectified linear unit (ReLu)
activation in the generator for all layers except the output, which uses Tanh activation
function. In order to test the quality of the representation learned by DCGANs, they
use the convolutional features of the discriminator to form a dimensional vector and
a regularized linear L2-support vector machine (SVM) classifier is trained on top of
them. Figure 1 shows the architecture of the generator in DCGAN.

Currently, there are many different variations of GAN frameworks performing
testing on different dataset [5–9]. This paper will implement the mentioned DCGAN
framework to perform clustering and classification on the STL-10 dataset. One of the
motivations to performmentioned tasks on theSTL-10 dataset is that the dataset never
been tested using DCGAN framework. Since every dataset has different parameter
settings for a machine learning model to achieve the best performances, this paper
intends to determine the parameter setting of DCGAN which produces the best per-
formance when using the STL-10 dataset with k-means clustering method and SVM
classification method. Besides that, due to the difficulty of convergence in DCGAN
framework reported in past research, this study aims to improve the performance of
overall framework by tuning the hyper-parameters of the discriminator.
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3 Experimental Setup

In this experimental study, DCGAN algorithm is implemented using the Python
platform in order to cluster and classify image data from STL-10 into correct cate-
gories. Four experiments were conducted by using different learning rate settings to
determine which setting is the best for STL-10 dataset.

Data Acquisition. The STL-10 dataset [10] is a set of digital images which best
used for determining the performances of the unsupervised learning, deep learning,
and self-taught learning algorithms. The dataset is inspired by CIFAR-10 dataset
which contains pictures of objects belonging to ten classes. The ten classes are air-
plane, bird, cat, car, deer, dog, horse, monkey, ship and truck. There are 500 training
images and 800 test images per class. Additionally, the dataset contains 100,000 unla-
beled images for unsupervised learning which extracted from a similar but broader
distribution of images. As an example, it contains other types of animals (bear, rabbit,
etc.) as well as different types of vehicles (trains, buses, etc.) in addition to the ones
in the labeled set. The size of each image is roughly 96 × 96 pixels with color. One
of the reasons to use this dataset is due to finding the best parameters settings of the
mentioned dataset in GAN framework as there is not any past research conducted
using STL-10 dataset. Other than that, this dataset is also convenient to investigate
the relationship of the unsupervised learning of GAN framework toward the per-
formance of classification and clustering task because it contains 10,000 unlabeled
images for training as well as 5000 labeled images for testing. Although the dataset
consists of annotation files, the dataset will be trained in unsupervised fashion. In
other words, the model will be trained with the 100,000 unlabeled images. After that,
5000 test images will be used in the testing of k-means feature extraction clustering.
The same batch of test images also will be used in the testing of SVM classification.
The images will be center cropped to 64 × 64 height and width before fed into
DCGAN.

Network Training. Both the generator and discriminator models are trained with
stochastic gradient descent. Stochastic gradient descent is a stochastic approximation
of the gradient descent optimization and iterativemethod forminimizing an objective
function that is written as a sum of differentiable functions. Here, the training will
maximize theD of x for every image from the true data distribution while minimizing
the D of x for every image not from the true data distribution until a fixed number of
iterations. Adam optimizing is used and the learning rate will be fixed to the settings
of each different experiment and momentum term will be fixed in 0.5. Batch size of
64 is used in training. All the weights are initialized with zero Gaussian noise with
a standard deviation of 0.02. In the LeakyReLU, the slope of the leak was set to 0.2
in all models. For every time step, the data is chosen from both distributions, then
updated discriminator using the ascending gradients. After that, G is updated using
the descending gradients.

Feature Extraction. Once the training is convergence, 5000 test images are used
for the feature extraction. The features of those image data are extracted from the
final fully connected layer in discriminator. Then, the features are then flattened and
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fit into a k-means method to cluster these features into categorical distribution. The
same features also fit into an SVM classifier.

Clustering using k-means. The aim of k-means algorithm is to partitionM points
in N dimensions into k clusters in which each observation belongs to cluster with
the nearest mean. K-means algorithm is known as one of the most common and
simplest clustering methods. The extracted features from the fully connected layer
of discriminator will be clustered using k-means into discrete set of k-categories. K
will be the number of categories that available in the dataset. After all the features
are clustered into several categories, a statistical measurement will be conducted
manually.

Support Vector Machine (SVM). Support vector machine (SVM) is widely used
for pattern classification problems. The advantages of SVMs are high generalization
ability especially when the number of training data is small, adaptability to various
classification problems by changing kernel functions. Support vector machines with
a square sum of slack variables are called L2-SVMs [11]. The objective of L2-SVM
is defined in Eq. 1.
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1

2
||w||2 + C

2

M∑

i=1

ε2i (1)

Comparing to other classifiers, L2-SVM is much more stable due to the L2-SVM
are less susceptible to outliers. Other than that, L2-SVM is differentiable and impose
a bigger (quadratic vs. linear) loss points which violate the margin over L1-SVM
[12]. As all the deep neural networks will ultimately output a final feature vector
representation of the input, which must then be classified or performed some other
task. This is generally done using a simple linear classifier.

Evaluation. After all the features are clustered into categories, purity of each
cluster (PUR) shown in Eq. 2 will be calculated to evaluate whether the categories’
predictions match the actual classes. In addition to that, the adjusted Rand index
(ARI) and normalized mutual information (NMI) are also used as shown in Eqs. 3
and 4.
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Confusion matrix will also be used for the evaluation of the SVM classifier. Based
on the number of true positive, true negative, false positive and false negative, accu-
racy, precision and recall can be computed. GAN and its variant frameworks are
notorious for unstable training in which the instability of training occurred due to
the one network overpowers the other one and it could be discriminator network or
generator network. For example, if the discriminator behaves badly, the generator
could not receive accurate feedback and the loss function cannot be used to represent
the ability of the generator to generate image look closely to the real images. How-
ever, if the discriminator performs well, the learning becomes slow as the generator
struggle to create something new to trick the generator. In both cases, the training
is considered as a failure. Thus, in order to investigate the relationship between
the successful training of DCGAN toward the clustering and classification task, the
learning rate of DCGAN is tuned with various settings. There are four settings of
DCGAN with different learning rates of both networks (discriminator learning rate
(DLR) and generator learning rate (GLR)). The four settings are DLR 0.0002 and
GLR 0.0002, DLR 0.0004 and GLR 0.0004, DLR 0.0006 and GLR 0.0002 and DLR
0.0002 and GLR 0.0006. The reason for using the learning rate setting of the first
experiment is to validate whether the learning rate setting used in previously pub-
lished research involving other datasets can be used again in the STL-10 dataset. In
the next experiment, higher learning rates on generator and discriminator are used in
order to investigate the effect of these learning rate settings toward the performance
of clustering and classification compare to the lower learning rate settings. The third
experiment has a high learning rate which is 0.0006 applied only on the discrim-
inator in order to investigate the effects toward the performance of clustering and
classification due to the discriminator are used as a feature extractor for those men-
tioned tasks. Last but not least, to find out whether a strong learning generator could
prevent instability of training and thus increase the performance of classification and
clustering, the fourth experiment applies a high learning rate only on the generator.

4 Results and Discussion

Based on the experiments conducted, the results are shown in Fig. 1. The results
of clustering and classification tasks are shown in Table 1. The result of training on

Table 1 Results of clustering and classification

Model ARI NMI PUR ACC

InfoGAN [5] 0.093 0.203 – –

DCGAN DLR (0.0002), GLR(0.0002) 0.080 0.240 0.2804 0.569

DCGAN DLR (0.0004), GLR (0.0004) 0.074 0.233 0.2664 0.555

DCGAN DLR (0.0006), GLR (0.0002) 0.084 0.251 0.2565 0.588

DCGAN DLR (0.0002), GLR (0.0006) 0.112 0.267 0.2906 0.613
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STL-10 dataset shows the generator can generate images, and however, the generated
images are not similar to the real images. Since the objective of the discriminator is to
makeD(G(z)) near 0, while the generator needs tomake the same quantity near 1, and
the training of GAN is to find the Nash equilibrium of both networks, the ideal loss
of both discriminator and generator are 0.5. However, it is difficult to achieve due to
updating the gradient of bothmodels cannot guarantee the occurrence of convergence
[13]. During the start of the training, the loss of generator is near to 0 and the loss
of discriminator is very high. This is because the discriminator cannot discriminate
between the actual sample and the fake sample. Once the training goes on, the loss
of discriminator decreases steadily because it can learn and classify the actual and
fake images. During the training for epoch 10–25, the discriminator loss value is
near 1 which indicates it is learning through the process. However, the discriminator
can overpower the generator and achieving loss near to 0. When the discriminator
is too powerful, it is almost guaranteed that the D(x) = 1 where the x is from real
data pool while the D(x) = 0 where the x is from the generated data pool. In such,
the loss function falls to 0 and there is no gradient to update the loss during learning
iterations. This indirectly leads to “the Helvetica scenario,” in which G collapses too
many values of z to the same value of x to have enough diversity to model Pdata when
G trained too much without updating D. Partial mode collapse can be observed from
Fig. 2 where the generator collapses to a setting that it produced multiple images
that contain same color or texture themes. Nevertheless, the generator can generate
some images that are related to real images such as bus and airplane.

Overall, the result of all clustering using DCGAN with various learning rate
exceed the result of InfoGAN when using the same dataset to perform clustering.
During the experiments, the discriminator is often become too strong for the epoch

Fig. 2 Result of training
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over 30 and caused discriminator to learn things slowly as there is no gradient to
improve the generator. Generator is unable to produce realistic images and tends to
have partial mode collapse. In such, the features extracted from discriminator are
not distinct enough to cluster into own class by k-means method. From the collected
sample, the discriminator can somehow extract the feature of background color and
cluster images with the identical background color. However, the detail feature inside
an image such as a curve line is not able being extracted from discriminator. Thus,
k-means method is not able to cluster images effectively with the same similarities
(e.g., cat and dog). This proves that the discriminator can learn the features obtained
from training data since the generated images are abstract and mostly consist of
distinct background colors. The generator with higher learning rate can catch up
with the overpowered discriminator and allowing the discriminator to learn more
during the training. Still, the performance of the clustering with higher generator’s
learning rate only exceeds the others by little margin due to the mode collapse of
the DCGAN. The experiment with the higher discriminator’s learning rate gener-
ally performed worse than other models as this only speeds up the mode collapse
and the generator was not able to trick discriminator thus slowing the learning of
discriminator. Even discriminator that uses 0.0004 learning pair with the generator
that uses the same learning rate, it produces the lowest result in term of ARI and
NMI. Thus, this indicates that higher the learning rate of a discriminator, faster the
generator overpowered the discriminator, sooner the mode collapse occurred due to
the instability training.

Overall, all experiments have produced accuracy performances of more than 50%
compared to the clustering result due to the cross-validation as it fits 80% of the
extracted features into the SVM classifier for training. The generator with the highest
learning rate scored the best, and this indicates that the mode collapse does affect
the classification task. The lowest score of precision of all models is obtained for
categories 4 (cat) and 6 (dog), respectively. Once again, the SVM classifier is unable
to perfectly classify the class having almost same features (e.g., dog and cat) due to
the mode collapse of the DCGAN. Although it does learn the hierarchy of features,
it cannot identify the unique features of the images. However, unlike clustering task,
the discriminator with the highest learning rate can score 0.596 which is the second
best among the other models.

5 Conclusion

In this paper, DCGAN was implemented to perform the unsupervised learning of
STL-10 dataset. The training stage of the DCGANwas difficult because partial mode
collapse always occurs after 30th or longer epoch even with different sets of learning
rate used during the training because the discriminator managed to always accurately
classify fake images and real images. Thus, this indirectly causes generator to stop
learning and produce only certain images that are confident to trick discriminator.
After the training reached 50th epoch, the discriminator of DCGAN is used as feature
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extractor of the test images data for clustering and classification. The highest purity
score of clustering is 0.2906 which is achieved by using generator with learning rate
of 0.0006 and discriminator’s learning of 0.0002. The ARI and NMI scores of the
clustering are also the highest and exceed past research with the mentioned learning
rate setting. Besides that, the highest accuracy score, 0.613 is achieved using the same
learning rate setting. This indicates that higher the learning rate of the generator,
the later the mode collapse occurred and thus higher the performance of clustering
and classification. Since partial mode collapse happened during the training of all
the experiments, the future works include tuning of parameters which could not be
done in this project due to time constraint. The results obtained are encouraging,
but the combinations of values for the discriminator learning rate (DLR) and the
generator learning rate (GLR) are not exhaustively investigated. Other than that, it
is also interesting to apply GAN framework in other domains such as video, natural
language processing and text to image synthesis.
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Adaptive Message Embedding in Raw
Images

Tamer Shanableh

Abstract In this paper, we propose an adaptive approach to message embedding
in raw images. The cover image is divided into blocks where the top left pixels are
dedicated as control pixels used to identify blocks carrying message information.
Message bits are embedded while restricting the number of pixel changes in a cover
segment to one change only. This is achieved through a concept of overloading the
embedding indices; therefore, a maximum of one pixel value is changed per block
for message embedding. The proposed solution is assessed in terms of percentage of
changed pixels, PSNR, SSIM, histogram changes, and blind steganalysis. Compar-
ison with existing work reveals that the proposed solution reduces both the image
distortions and pixel change rates. It is also shown that the proposed solution is less
detectable when tested with blind steganalysis in comparison to existing solutions.

Keywords Data embedding · Image processing · Steganography

1 Introduction

Multimedia data embedding has a number of applications including copyright pro-
tection, quality assessment and error concealment of transmittedmultimedia content,
medical applications like hiding patient records in medical images and convert con-
versations.

In general, the aim of data embedding techniques is to hide messages while mini-
mizing detectability of the embedding and minimizing distortion caused to the cover
medium like images, videos, and audio files. If the cover medium is compressed,
then data embedding techniques has to minimize the increase in file size as well.

It was reported in [1] that data can be embedded successfully in motion vectors of
compressed video. This was further extended by [2] to include both motion vectors
of multilayer or scalable video coding and transcoding with the aim of increasing
the overall data embedding rate while minimizing distortion.
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It was also reported that the quantization scales of compressed video can be used
for data embedding with minimal detectability [3]. Coding modes of compressed
videos are also used for data embedding by altering the partitioning modes and split
decisions of HEVC videos as reported in [4].

Data embedding in images, on the other hand, can be implemented in compressed
JPEG images [5] or compressed JPEG2000 images [6]. It can also be implemented
in uncompressed or raw images as well.

In this work, we focus on the spatial domain of natural images where data is
embedded by modifying raw pixel values. Recent work focusing on this research
domain is reported in [7] where a comprehensive solution was proposed based on a
novel edge detection approach in which data is embedded adaptively in edge-based
areas. The purpose is to minimize visual distortion while achieving an embedding
rate up to 40%. In the spatial domain, raw images were divided into 3 × 3 block
of pixels where corner pixels are used for edge detection and therefore facilitating
content-adaptive data embedding. A similar approach was also reported in [8] for
hiding encrypted patient records in MRI images.

Other pixel-domain data embedding solutions exist for both binary and grayscale
images. For instance, Feng et al. [9] proposed a binary image steganographic solution
where syndrome-trellis code is used to minimize the embedding distortion. As for
the grayscale images, the work in [10] used the values of a pixel pair to search for
a coordinate in the neighborhood set according to a given message digit. Message
embedding is then achieved by replacing the pixel pair by the searched coordinate.

The solution proposed in our paper is inspired by the work of [7]. We have two
contributions in this work, namely the paper proposes a fixed-size block-based solu-
tion that uses only one control pixel for adaptive data embedding.

The rest of the paper is organized as follows. Section 2 starts by explaining how
message bits are embedded and extracted; it then introduces the proposed fixed-
size block-based embedding solution. Section 3 discusses security considerations
using blind steganalysis. Section 4 introduces the experimental results and Sect. 5
concludes the paper.

2 Data Embedding and Extraction Solution

This section explains how message bits are embedded and extracted from pixels. It
also proposes a data embedding solution based on fixed block sizes.

2.1 Message Embedding and Extracting

The basic concept of message embedding is to hide a sequence of message bits
while restricting the number of changes in the cover image to one change only. This
is achieved through a concept of overloading the embedding indices or locations.
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Assume that the message is divided into a sequence of n bits, typical values for n are
2, 3, and 4. The n bits can be embedded in k pixel values with a maximum of 1 pixel
change given that:

k = nC1 + nC2 + · · · + nCn (1)

For example, if n = 3, then k is equal to the total number of ways in which 1
out of 3 locations can be selected plus, the total number of ways in which 2 out of 3
locations can be selected plus, the total number of ways in which 3 out of 3 locations
can be selected. That is, k = 3C1 + 3C2 + 3C3 = 7. The relation between the 7 pixel
locations and the 3 message bits is illustrated in Table 1.

To embed 3 message bits in 7 pixel locations, we start with the first message bit,
m1. If the parities of m1 and the summation of the pixels at locations corresponding
to m1 are different, then we set the flag m1_modification_required to true. From the
table, the pixels at locations corresponding to m1 are 1, 4, 5, and 7. In general:

modify_mi =
{
T, |parity(mi )− parity(p1 + · · · + p j )| = 0, i = 1, . . . , n
F, |parity(mi )− parity(p1 + · · · + p j )| = 1, i = 1, . . . , n

(2)

where pi indicates the value of a pixel at index i. The subscript j is the total number of
pixel locations to examine. The modification flag of Eq. 2 is computed for each of the
3 message bits;m1,m2, andm3. To embed the 3 message bits in the 7 pixel locations,
we use the following table which is based on the relation between the message bits
and pixel locations as illustrated in Table 2.

According to the truth table, if only the modification flag form1,m2, orm3 is true,
then the LSB of p1, p2, or p3, is modified, respectively, by a random ±1. If 2 out
of three message modification flags are set to true, then the LSB of p4, p5, or p6 is
modified, respectively. Lastly, if all message modification flags are set to true, then
only p7 is modified.

It is seen from the above example that at most one out of 7 pixels is modified to
insert a sequence of 3 bits. If by chance, all the message modification flags are false,
then no pixel modification is required.

Table 1 Relation between
pixel locations and message
bits

Pixel’s location/index Corresponding msg bits

1 m1

2 m2

3 m3

4 m1, m2

5 m1, m3

6 m2, m3

7 m1, m2, m3
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Table 2 Table for identifying
location of pixels to be
modified

m1 flag m2 flag m3 flag Modify

F F F –

T F F p1

F T F p2

F F T p3

T T F p4

T F T p5

F T T p6

T T T p7

Table 3 Number of required
pixels needed to guarantee a
maximum modification of 1
pixel value to embed
n message bits

Message segment (n) Number of required pixels, k

2 2C1 + 2C2 = 3

3 3C1 + 3C2 + 3C3 = 7

4 4C1 + 4C2 + 4C3 + 4C4 = 15

5 5C1 + 5C2 + 5C3 + 5C4 + 5C5 = 31

The extension of the above example to other values of n is straightforward, namely
two message bits (n = 2) can be embedded in 3 pixels locations (k = 3) with a
maximum of 1 pixel change. Likewise, four message bits (n = 4) can be embedded
in 15 pixel locations (k = 15) with a maximum of 1 pixel change. Typical n values
and corresponding k values are summarized in Table 3.

Themessage extraction procedure is based on examining the pixel parities accord-
ing to the values in Table 1. More specifically, m1 is listed with the corresponding
pixel locations/indices {1, 4, 5, 7},m2 is listed with the corresponding pixel locations
of {2, 4, 6, 7}, and lastly, m3 is listed with the corresponding pixel locations of {3,
5, 6, 7}. To extract m1, simply compute the parity of the sum of the pixel locations
{1, 4, 5, 7} and so forth for m2 and m3.

Clearly, this message extraction procedure assumes that the length of the message
segment, n, is known to the extractor. Otherwise, the value of n can be embedded in
the cover image. The aforementioned message embedding and extraction algorithms
are original; interestingly, they are similar to matrix encoding [11].

2.2 Selective Pixel Blocks for Message Embedding

In this solution, we vary the pixel block size according to the length of the message
segment, n, namely, for n = 2, we use a pixel block size of 2 × 2, for n = 3, we use
3× 3, and for n= 4, we use 4× 4. For control pixels, we use only one pixel located
at the top left corner of each block. The pixel block sizes are summarized in Table 4.
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Table 4 Pixel block sizes for difference lengths of message segments, n

Message segment (n) Number of required pixels, k Block size Excessive pixels

2 3 2 × 2 2 × 2 − 3 = 1

3 7 3 × 3 3 × 3 − 7 = 2

4 15 4 × 4 4 × 4 − 15 = 1

In the table, the last column indicates that for n = 2 and n = 4, each pixel block
will contain one extra pixel that is not used for data embedded. This will be used as a
control pixel and it is located at the top left corner of the block. For the case of n= 3
and k= 7, two extra pixels are available in the 3× 3 pixel block. The top left pixel will
be used as a control pixel as the case for n= 2 and n= 4. All remaining pixel values
shall be grouped into vectors of 7 pixels (k = 7) and used for data embedding.

The control pixels are used for computing the sum of absolute differences in all
directions similar to the work of [7] with the difference of having one control pixel
per block instead of 4. The proposed arrangement of control blocks is illustrated in
Fig. 1.

In this work, we propose to compute the summation of absolute differences (SAD)
in the three directions (i.e., horizontal, vertical, and diagonal) and select themaximum
value as mentioned above. The maximum SADs are then sorted in ascending order
and the percentiles are found. If the message payload is say, 70% of the available
pixel count then the SAD at the (100–70%)th percentile is selected as a global TH.
Once the global TH is computed, message embedding will take place in pixel blocks
with a max SAD greater than or equal to the global TH. Other pixel blocks will
remain as is.

The selected global TH needs to be available for message extraction as well.
Therefore, the global TH is embedded into the cover image as well.

Fig. 1 Location of control
pixels for 3 × 3 blocks and
arrows indicate the
summation of absolute
differences calculated in
three directions
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3 Steganalysis Consideration

In some scenarios, it is important to prevent detecting the existence of message
embedding using blind steganalysis. Examples of such scenarios are hiding copyright
information for digital rights management and hiding medical records of patients in
medical images with privacy taken into account. Therefore, we assess the detectabil-
ity of proposed solution using a well-known spatial domain steganalysis method
called Li-11D [12] which uses normalized histograms of linear transformations as
feature vectors. In the experimental results section, we show that blind steganalysis
does not distinguish between stego images and clear images based on the proposed
message embedding solutions.

4 Experimental Results

In all the experiments to follow, the message to be embedded is generated with a
uniform random number generator.

For data embedding in grayscale images, we compare our work against the recent
work proposed by [7], and therefore, we use similar experimental setup. The image
dataset used is BOWS2 [13] which contains 10,000 natural images with a spatial
resolution of 512× 512. Since the number of image is very large, we use systematic
sampling in which every third image is used in our experiments. Therefore, a total
of 3334 images are used in our experiments.

The results to follow apply the proposed embedding solution on pixel blocks of
sizes 2 × 2, 3 × 3, and 4 × 4. The reviewed work of [7] presented results for 3 × 3
blocks only.

In all the figures to follow, the embedding rate for the solutions using a fixed block
size is changed by varying the global embedding TH from the 90th SAD percentile
all the way to 0th percentile where all pixels are used for data embedding. The
computation of the TH based on SAD percentiles was introduced in Sect. 2.2.

We start by plotting the pixel change rate against the embedding capacity as shown
in Fig. 2.

Fig. 2 Data embedding rate
versus pixel change rate
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As mentioned previously, in the proposed fixed block size solution, two message
bits are embedding in a 2 × 2 block of pixels, three message bits are embedded
in a 3 × 3 block of pixels, and four message bits are embedded in a 4 × 4 block
of pixels. Therefore, the embedding rate in 2 × 2 pixels is the highest as shown in
Fig. 2. However, higher embedding rates imply higher percentage of pixel changes
as shown in the figure as well. Clearly, embedding 4 bits in 4× 4 pixel blocks results
in the lowest embedding rate and lowest pixel change rate.

It is also shown that the proposed embedding solutions have lower rate of pixel
change in comparison to the reviewed solution. This result indicates that the image
distortion caused by the proposed solution is lower than that of the reviewed work.
This is so because the proposed solution changes a maximum of one pixel value in
each embedding block.

The average PSNRs of the proposed and reviewed solutions are plotted in Fig. 3.
As expected, the proposed fixed block size solution results in lower image distor-

tions and therefore higher PSNR in comparison to existing work. When compared
to the proposed 3 × 3 solution, it is interesting to see that the difference is around
2.5 dB, which is a noticeable improvement. The PSNR results are consistent with
the pixel change rate of Fig. 2.

The figure presents another important conclusion; data embedding in pixel blocks
of 4× 4 results in the high PSNR and low change rate (Fig. 2). However, this solution
is restricted to a maximum data embedding rate of 25%. In conclusion, for data
embedding with rates less than 25%, a fixed pixel block size of 4 × 4 is preferred,
again as illustrated in Table 4, and in this case, four message bits are embedded in
15 pixels. Additionally, we can conclude from Figs. 2 and 4 that for data embedding

Fig. 3 Average PSNR as a
function of the embedding
rate
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Fig. 4 Average SSIM as a
function of the embedding
rate
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with rates between 25 and 40%, the proposed data embedding of three message bits
in 7 pixels (a block size of 3 × 3) is preferred.

The structural similarity index, SSIM, is a method for predicting the perceived
image quality. It is considered an enhancement over PSNR as it considers changes in
structural information while taking image contrast into consideration. The average
SSIM results are reported in Fig. 4.

As shown in the figure, at low embedding rates, nearly all solutions result in similar
SSIM. As the embedding rate increases, the reviewed solution starts to embed more
message bits into high-frequency regions which affects the structure of the image,
therefore affecting the average SSIM values. The proposed 2× 2 block size solution
has a similar behavior as small block sizes capture the structure of the image and
store message bits in high-frequency areas.

The normalized sum of absolute histogram differences between the cover and
stego images are presented in Fig. 5.

The lower the histogram SAD, the better is the overall result. The results in Fig. 5
are consistent with the pixel change rate of Fig. 2 and the average PSNR values of
Fig. 3 as well.

Table 5 presents the results of blind steganalysiswith comparison to existingwork.
For the proposed solution, we used a fixed block size of 3 × 3 which is similar to
the reviewed work. The aim is to train a classifier to distinguish between clean and
stego images based on features extracted using various techniques.

Fig. 5 Normalized sum of
absolute histogram
differences between the
cover and stego images
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Table 5 Classification results
using Li-110D steganalysis

Embedding rate (%) Reviewed (%) Proposed (%)

5 49.58 49.66

10 51.27 50.19

20 54.37 49.94

25 55.69 50.9

30 57.69 52.04

40 60.23 54.8

Avg. 54.78 51.25
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As mentioned previously, we extract feature using the Li-110D technique which
is designed for spatial domain steganalysis [12]. Half the data is used for training
and the other half for testing. The model generation is done through SVM with a
linear kernel. Tenfold round robin is used for training and testing and the average
classification results are reported in Table 5. The classification results in the table
indicate that the proposed solutions are less detectible than the reviewed work, and
they also indicate that the use of Li-110D blind steganalysis cannot be used to detect
stego images using the proposed solutions.

5 Conclusion

The paper proposed data embedding solutions in grayscale images. Pixel blocks with
high-frequency content are adaptively selected for data embedding. This is achieved
by examining the differences between control pixels in each block, where only one
control pixel is used per block. Experimental results revealed that when the proposed
solution is used with data embedding rates less than 25%, a block size of 4 × 4 is
preferred. Whereas, for data embedding rates between 25 and 40%, a block size of
3× 3 is preferred. The proposed solution also resulted in competitive image quality
and provided a trade-off between embedding rates and image quality. It was also
shown that by using two different blind steganalysis approaches, the classification
accuracy was around 51%, which makes it difficult to detect data embedding using
the proposed solution.
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Megapolis Tourism Development
Strategic Planning with Cognitive
Modelling Support

Alexander Raikov

Abstract The strategic planning of the megapolis tourism development is the pro-
cess that has to take into account hundreds of factors. Some of the factors cannot be
calculated or do not have statistic history. Some of the factors are latent or incorrect.
The long-term strategic planning usually includes a short-term action planning. In
this case, experts are creating cognitive models that take into consideration non-
formalized cognitive semantics. The modelling shows that small change in resource
allocation or some mistakes in decision-making can be the reason not to achieve the
goals and can replace the optimistic scenario of tourism development by a pessimistic
one. The cognitive models could be improved by mapping on the relevant Big Data.
The special author’s approach to make the process of tourism strategic decision-
making convergent was applied. This paper addresses the issue of using convergent
approach to megapolis tourism development strategic planning with a lot of focus
groups and cognitive modelling. The inverse problem solving with genetic algorithm
helped to find effective strategic decisions and reduce risks of decision-making. For
taking into account non-quantitative factors, it is suggested using networked exper-
tise. The convergent approach with cognitive modelling was applied for creating the
megapolis tourism development strategic plan for the megapolis. It helps to find the
multiplying events and prioritize strategic directions for tourism development.

Keywords Artificial intelligence · Big data · Cognitive modelling · Convergent
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1 Introduction

The strategic planning is well-known process that is realized with expert participa-
tion. The process is ill-defined and characterized by high risks’ level as usual. The
long-term strategic planning usually includes a short-term action planning for under-
standing priority actions to be undertaken to ensure sustainable tourism development
[1]. The different methods of computer modelling are applying. But the models are
created by experts and may have many mistakes, which give entail excessive risks.

The strategic planning is the poorly formalized process. It is unique and original
as usual, described by a lot of conceptual characteristics that cannot be proved with
statistics. The information is unreliable or simply missing. In the strategic decision-
making process, it is necessary to take into account non-formalized factors, such
as institutional strengthening, human resource development, socio-cultural environ-
ment, as emotions, feelings, andmeditative states of consciousness of the participants.

There is a problem of model building in the absence of the opportunity to present
the problem logically, with an indication of the causes and consequences of the
occurrence of events. In such conditions, cognitive modelling [2] comes to the rescue
with its potential for describing situations at a qualitative level, in the formof concepts
and indicating the mutual influences (relations) between them. A cognitive model is
a schematic conceptual model of the problem that takes into consideration not only
the real situation, but also the specifics of the processes occurring under conditions
of instability and uncertainty. Such a model allows getting answers to questions
like: “What will happen if …?” or “What should be done to …?”. This provides an
opportunity to consider the dynamics of changes in the state of the studied subject
area (tourism) and to evaluate potentially possible scenarios for its development.

The main emphasis in the traditional construction of strategies is made on assess-
ing existing experience, regression and statistical styles of analysis, and extrapolating
current trends. In contrast, cognitive modelling relies on the analysis of the strategic
future andpoints theway to the futurewith the inverse problem-solving approach.The
inverse problem solving is incorrect. To ensure its correctness, the special author’s
convergent approach to decision-making is applied [3].

This work is devoted to the convergent strategic planning of the tourism develop-
ment of large megapolis. The Artificial Intelligence (AI), cognitive modelling, and
verifications of cognitive models with Big Data analysis were applied.

2 Cognitive Semantic

The difficulties of cognitive modelling connect with requirements of taking into
account cognitive semantics. These semantics are not formalized, cannot be repre-
sented in a logical way, and have to be considered indirectly.

Classical semantic approaches of AI are based on the fact that the semantics of
texts is described by other texts or ontologies (frame-like constructions). These are
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denotative semantics, which do not take into account non-formalizedmentality, emo-
tions, and feelings. Here, as in quantum physics, if one only starts to measure the
cognitive semantic with logical constructions, so the cognitive semantic is immedi-
ately switched to denotative ones. The continuum power of denotative semantics is
many orders of magnitude lower than the cognitive one [4, 5].

To enhance the inclusion of coverage of cognitive semantics in aweakly structured
cognitive modelling of tourism sphere, the concepts of category theory and monads
are used, and the idea of “convergent monad” (CO) was introduced [3]. The classi-
cal monads can be used for representing divergent and formalized decision-making
processes. The classical monad does not provide the necessary conditions for ensure
decision-making convergence. The CO prevents a divergence of decision-making
processes. It is obtained to develop the classical monad by applying the author’s
approach to convergent support of decision-making. The axioms of “convergent
monad” E were introduced [3]:

• D: Set → Set; the number of elements in the system of the sets Set is infinite, and
the maps of the objects are the maps with a closed graph;

• B is a non-empty finite subcover of the monad E (Compact space—a topological
space if each of its open covers has a finite subcover);

• Every neighbourhood of the point e ∈ E can be associated with some neighbour-
hood (in the topological sense, every open set contains this point) such that for
each pair of points, there are always disjoint neighbourhoods (Hausdorff space).

These axioms help to make the tourism strategic-making processes fast and con-
vergent. It should be noted that connecting external experts and even civil society to
the strategic decision-making processmakes the process almost infinite-dimensional.
The convergent structuring of this process accelerates it [6].

3 Cognitive Modelling

The order of conducting expert procedures and cognitive modelling for tourism
strategic planning is represented in Fig. 1.

With the SWOT-analysis method and focus groups, the substantial 15 factors
were selected and the importance of the weight of their interaction was evaluated.
To answer the question “What should be done to…?” (inverse problem solving) the
genetic algorithm was used. With its help, the optimal ratio of controlling factors
to ensure the implementation of the optimistic scenario of development of strategic
tourism activities in megapolis was calculated. The cognitive modelling helps to
kick-start stable tourism development. The following list of factors was formed:

1. The quality (including filling the budget) of tourism activity (goal).
2. Digitization of tourism services (Digitization).
3. Holding major international events: forums, congresses, etc. (Major events).
4. Development of event and business tourism (Event and Business).
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Fig. 1 Order of expert procedures for cognitive modelling

5. Promotion of the image of the megalopolis (Image).
6. Globalization of the market of tourism and hotel services (Globalization).
7. Investing in tourism infrastructure by foreign competitors (Competitors).
8. Investment in infrastructure related to inbound tourism (Infrastructure).
9. There is a reserve for the active development of tourism (Rating).
10. Objects of cultural heritage are world famous (Heritage).
11. Security level (Security).
12. People who have visited the megapolis become promoters (Promoters).
13. Visa restrictions (Visas).
14. Improving transport accessibility (Transport).
15. The expansion of non-cash payments (Non-cash).

Then, the interaction between factors was assessed, and about 70 mutual factors’
influences were defined. The weight of influence was estimated with the scale [−1,
1]. The factors that can be exercised as controlling factors was: 2, 4, 8, 11, and 14.
The result of cognitive modelling in the author’s software is shown in Fig. 2.

The blocks of factors and mutual factors’ influences are responsible for editing
models (Fig. 2). The direct and inverse problem-solving blocks are responsible for
evaluating strategic scenarios. The block of model displays the cognitive model
(factors and mutual factors’ influences) as a directed graph.
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Mutual factors’ 
influences 

Model 

Direct prob-
lem solving 

Invers prob-
lem solving 

Fig. 2 Cognitive model in the special software

4 Big Data Verification of the Model

The verification of the cognitive model was carried out through its mapping on Big
Data with tourism activity documents. The mapping was made for every individual
factor or relation. The cognitive model verification software allows displaying ver-
ification results with superimposing it on a model built by experts. The verification
process was conducted on a block of data of Russian-language news sources of the
Internet (e.g. “Yandex.News” media database).

The search and collection of information were carried out using a shareware
program for processing data from Internet sites (the crawler program). Large-scale
studies of the newsbackground canbe conductedusing the services that allowsending
requests to the databases of Internet aggregators (Yandex, Google, etc.) and receiving
answers in the format required for cognitive model verification (Fig. 3).

In Fig. 3, the arcs of the computer simulation scheme (cognitivemodel) are colour-
coded in accordance with the verification results:

• Green—expert hypothesis about the relationship between a pair of factors was
confirmed (high probability of a connection);

• Yellow—the hypothesis of experts about the relationship between a pair of factors
was confirmed (low probability of a link);

• Blue—the possibility of a connection for expert verification of its inclusion in a
computer simulation scheme.

The result of the verification of the cognitive model showed a high degree of
compliance of the constructed cognitive scheme with the data of the subject area,
collected from the media (78% confirmed hypotheses about the presence of a rela-
tionship between factors).
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Fig. 3 Result of verification of a fragment of the cognitive model (there are the number of factors
in the nodes of the graph, see Sect. 3)

5 The Results of Modelling

The optimization modelling was carried out for determining the values of control
factors required to achieve the strategic goals of tourism development in the context
of getting the pessimistic and optimistic scenarios (Table 1).

Table 1 Results of optimization modelling (genetic algorithm)

№, Scenario Goal Factor: value Recommendation

Optimization
scripts

Value First decision Second decision

Pessimistic
scenarios

−0.87 2: −0.25
4: 0.6
8: −0.6
11: −0.1
14: 0.2

2: 0.7
4: 0.3
8: −0.5
11: −0.3
14: −0.2

Strengthen factors
2 and 4, while
weakening factor 8

Optimistic
scenarios

+1 2: 0.7
4: 0.7
8: 0.3
11: −0.7
14: −0.2

2: 0.5
4: −0.9
8: 0.7
11: 0.3
14: −0.4

Strengthen factors
2, 4, and 8
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Fig. 4 Optimistic management scenario for 5 controlling factors

The method of inverse problem solving with the genetic algorithm works is as
follows. The goal value is setting, and the combination of controlling factors values
is automatically calculating. Selection of a set of values of controlling factors in
computer simulation, in which the goal value “+1” will be achieved, is considered
as a complete achievement of goals. Setting the goal value “+1” in this simulation
was considered as a search for the optimistic scenario. Setting a negative target value
on the interval from “−1” to “−0.5”, for example, “−0.87”—corresponds to the
pessimistic scenario decisions, that is, a scenario in which the combination of the
values of the controlling factors will worsen the situation. Assigning the value of the
target factor in the interval from “+0.6” to “+1”, for example, “+0.75”, corresponds
to the construction of the baseline scenario.

The launch of the optimization modelling mode demonstrates the results, exam-
ple of which is shown in Fig. 4. These are bubble charts that reflect the result of the
cognitive modelling with genetic algorithm. Each of the five vertical columns corre-
sponds to one of the controlling factors. Each combination of blue dots that are on the
same horizontal level corresponds to one solution of the direct problem, which does
not give a required value of the goal. There may be several thousand such decisions.
The genetic algorithm for solving the inverse problem is constructed in such a way
that each subsequent solution gives a better approximation to the target value, that is,
the genetic algorithm builds converging solutions to the goal. The final decision—a
combination of the values of the five controlling factors—is indicated by a red (big on
Fig. 4) dot. With the values of the controlling factors corresponding to the red points,
the target value of the goal factor is reached. For example, in the implementation
of the optimistic scenario, the strongest impacts should be carried out by the same
factors as in the pessimistic scenario, but in an effort ratio of 0.7:0.7:0.3.

The modelling can also help to assess risks of implementation of various tourism
development scenarios. For example, let us illustrate this on comparative evalua-
tion of two risks: “Banning of monetary transactions” and “Strengthening the visa
regime”. To do this, the risks’ factors were defined as controlling factors, then an
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extremely pessimistic scenario was set (the goal value is “−1”), and the inverse prob-
lem was solved. The behaviours of the controlling factors were received. It helps to
get various conclusions, the main one of which states that even if anybody tries to
improve the meaning of the controlling factors, the result will depend on values’
changes in other factors.

For example, the modelling shows that insufficient attention to risk “Strengthen-
ing the visa regime” while simultaneously improving the factors associated with the
development of event tourism and payment for services, with insufficient attention to
the development of the infrastructure factor, will lead to a pessimistic scenario. Addi-
tional modelling shows that improving the infrastructure factor can greatly reduce
strategic risks.

6 Conclusion

One of the most important conclusions of modelling can be attributed to the fact that
different impacts on the same controlling factors can lead to both an optimistic and a
pessimistic scenarios. The correct influence on the controlling factors can either be
guessed, but it threatens with big risks. The correct impact can be determined fairly
accurately with computer cognitive and genetic modelling.

The indicated values of continuum power of cognitive semantics show that the
traditionally used logical and even artificial neural network constructions are insuf-
ficient in power to cover cognitive semantics. The convergent approach can help to
make the process of megapolis tourism strategic planning much more efficient.

According to the results of convergent cognitive modelling, the following recom-
mendations can be given in terms of the strategic management of tourism activities
in the megalopolis:

• It is advisable to conduct regular convergent cognitive modelling of strategic deci-
sions to reduce risks of decisions and increase the likelihood of an optimistic
scenario for the development of tourism activities;

• Create a distributed expert-analytical decision support system using cognitive
modelling and verification of cognitive models mapping its components on rele-
vant Big Data;

• Provide storage and end-to-end access to goal setting, forecasting, planning and
programming documents, as well as documents reflecting the results of the imple-
mentation of decision-making with the cognitive modelling;

• Ensure the reengineering of the cognitive model when the external conditions for
the development of tourism activities are changed;

• Use the AI with an emphasis on cognitive semantic, cognitive modelling, conver-
gent approach, and genetic algorithm;

• Create a system for maintaining a knowledge base of the best practices of strategic
decision-making in the field of tourism development;



Megapolis Tourism Development Strategic Planning … 155

• Ensure the maintenance of a register of typical factors and cognitive models,
which reflects the possibilities and limitations of tourism activities, compliance
with the megapolis development priorities, a summary and detailed description of
the cognitive modelling, etc.
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Design and Implementation of Ancient
and Modern Cryptography Program
for Documents Security

Samuel Sangkon Lee

Abstract Encryption technology is to hide information in a cyberspace built using
a computer and to prevent third parties from changing it. If a malicious user accesses
unauthorized device or application services on the Internet of objects, it may be
exposed to various security threats such as data leakage, denial of service, and privacy
violation. One way to deal with these security threats is to encrypt and deliver the
data generated by a user. Encrypting data must be referred to a technique of changing
data using a complicated algorithm so that no one else knows the content except
for those with special knowledge. As computers process computations that can be
done at a very high speed, current cryptographic techniques are vulnerable to the
future computer performance improvements. We designed and implemented a new
encryption program that combines ancient and modern cryptography so that the
user never knows about data management and transmission. The significance of this
paper is that it is the safest method to combine various kinds of encryption methods
to secure the weaknesses of the used cryptographic algorithms.

Keywords Ancient cryptography · Modern cryptography · Shift encryption ·
Polyalphabetic substitution · Transposition cipher · Nihilst encryption · DES and
AES encryption · MVVM

1 Introduction

For a long time, cryptography has played an important role in safely storing and trans-
mitting information. From the history of ancient cryptography, it can be observed that
people have been discussing the importance of cryptography and creating systems
for transmitting secret information since antiquity. These encryption technologies
led to the creation of modern cryptography systems, and as modern computer tech-
nology is developing at an accelerated pace, the amount of information that must be
stored by creating specialized systems is increasing rapidly. In the past, encryption
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was mainly used to store information within a particular organization or transmit
information from one organization to another, but the spread of Internet technology
has created the need for encryption technology for transmitting information between
individuals. However, so far, programs that allow individual citizens to easily create
their own cipher texts using a cryptography algorithm have not become widespread.

The goal of encryption is to prevent unauthorized third parties from acquiring or
reading one’s information. However, general users do not know how to encrypt their
data, or they are not aware that theymust use certain encryptionmethods to be safe and
do not know how to use these methods; hence, it is not easy to encrypt documents for
personal purposes. Therefore, even mid-level users store documents that they intend
to safeguard from others without encryption. In addition, the cryptography used by
current users employs encryption programs that are recommended and supported by
the government or verified organizations. The encryption techniques provided this
way mostly use published algorithms, and they can be decoded by using a high-
performance computer. The goal of this study is to design and implement a new
encryption system that combines ancient and modern cryptography so that third
parties can never decode a user’s data when it is transmitted and to make it possible
for anybody to easily use the encryption program.

To say that modern encryption technology has evolved implies that it was once
possible for encryption technology to be decoded by third parties. Therefore, if a
vulnerability is discovered in an encryption method currently being used, a better
encryption technique will be developed. Through these efforts, existing encryption
methods have continuously evolved from antiquity to the present. Initially, cryp-
tography began with the substitution encryption method, which simply substituted
one letter for another letter. Subsequently, transposition methods, which changed
the order and position of letters simultaneously by moving them to different posi-
tions, were developed. Currently, ancient cryptography can easily be decrypted by
using the impressive power of computers. To improve upon these methods, cryptog-
raphy methods that use mathematical algorithms were created. As the performance
of computers has improved, encryption methods have become more difficult, and
decryption technology has also been developed. The developed encryption methods
have evolved in a direction that depends upon the power of computing. Computers
can perform calculations that humans can perform but at a very fast speed, and cryp-
tography technologies that use this advantage are impressive. However, this has led
to the conclusion that, as the performance of computers improves, it is inevitable
that cryptography technologies will become vulnerable. This fact can be considered
a limitation of encryption algorithms that depend on computer performance. As the
algorithms used in encryption become more difficult, better performance of com-
puters is required, and computers with higher specifications are required to perform
decryption.

Most current encryption techniques depend upon mathematical encryption algo-
rithms, but most of these algorithms are public. If an encryption technique is public,
anybody can create a decryption algorithm if they decide to. Nevertheless, even
though the algorithms are public, their stability has been confirmed to the extent that
they cannot be easily decrypted, and hence, these encryption algorithms continue to
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be used. However, even though they are verified algorithms, if the performance of
computers continues to improve in the future, it cannot be known whether they will
be safe forever. One method for resolving this problem is to increase the length of the
encryption key. However, even if an encryption algorithm with a 128-bit key length
is used, decryption is not impossible if a quantum computer is used. Quantum com-
puting has not yet become common among average users, but as the performance of
computers improves, we still cannot ignore the possibility that encryption algorithms
that have been used in the past will be decrypted [1].

In addition, authentication methods that use biometric recognition (which is an
encryption technology currently attracting attention) have a vulnerability in that cam-
ouflage authentication may succeed if a sufficient number of attackers join together
and attempt to pass the biometric authentication [2]. As such, encryption that uses
biometric authentication is likely to be combined with other traditional encryption
methods. Methods that combine several types of encryption techniques are the safest
way to compensate for the vulnerabilities of cryptography methods currently being
used. This idea is the main concept behind this study.

This study uses existing algorithms, but it does not depend solely on existing
algorithms, and it focuses on reducing the possibility of unauthorized decryption
in the future. It does so by combining classical and modern encryption techniques.
The best method for verifying an algorithm’s performance is to make the algorithm
public so that it can be tested. Algorithms that have been verified this way can
be selected according to the user’s needs, and documents can be stored using a
multiple encryption method that combines ancient and modern methods. To perform
decryption, themaximumcombination of ten encryptionmethods selected by the user
must be known in inverse order, and each key value must be known. This method
significantly increases the strength of the encryption comparedwith existingmethods
in that it performs multiple encryption through cryptography algorithms selected by
the user from among encryption methods that depend on existing algorithms. The
following chapter describes each of the encryption methods.

2 Theoretical Background of Each Encryption Method

2.1 Ancient Cryptography

The shift encryption method, which is a part of ancient cryptography, is a relatively
simple method for creating cipher texts by shifting the 26 letters in the English
alphabet either left or right by the amount of the shift value (numerical), which is
the key. For example, the 26 letters of the English alphabet have been shifted by two
places. If this method is to be used for encryption, the key is applied to all the input
text sequentially, and the shift encryption is complete.

In this study, the shift encryptionmethod described abovewas expanded to include
the 11,172 characters of the complete form of the complete Hangeul text used in



160 S. S. Lee

Korea, as well as special characters (44) and English uppercase and lowercase letters
(26 + 26) for a total of 96 additional characters (44 + 26 + 26). Related published
books use only English letters and describe the implementation principles for such
a system, but this study includes Hangeul so that Korean citizens can explore the
encryption and decryption processes. The special characters, English uppercase and
lowercase letters, and complete Hangeul are converted to numerical ASCII codes and
Unicode values. The spaces between the number values are removed, and the shift
encryption method is applied. Subsequently, an operation is performed to insert the
same number of spaces that were removed from between the number values before
encryption, so that only characters within the possible input range are outputted. A
unique feature of the algorithm in this study is that it was designed so that, when
a positive integer is entered as the key value, a shift to the right is performed, and
when a negative integer is entered, a shift to the left is performed.

Vigenere cipher is the most typical form of “polyalphabetic substitution (PS),”
as referred to by researchers. This encryption method is also a classical encryption
method like the previously described existing method. Usually a 26 × 26 grid for
the 26 letters of the English alphabet is filled out so that the letters are moved
by one position for each row and column. The key used for encryption and the
input text, respectively, forms the horizontal and vertical coordinates to encrypt the
document [3].

Encryption with PS is usually based on the 26 letters of the English alphabet, but
similar to the shift encryption above, the 11,172 characters of complete Hangeul and
the 96 (= 44+ 52) special characters andEnglish uppercase and lowercase characters
were added. The characters of the input text are each converted toUnicode values and
the code values not used in the program are excluded to form a continuous numerical
string. The same operation is applied to the key value, the value is added to the
calculated input text, and this is restored back to characters. The restored text forms
the cipher text. To summarize, this study uses the concept of a cipher text from the
existing PS method, which is created with only English letters, but it implements an
algorithm expanded to include Korean, English, and special characters to create the
cipher texts. A unique feature of this study is that it has developed a program that
properly encrypts all characters when encrypting all text in a document written in
Korean.

PS is a standard substitution encryption method that is a part of classical encryp-
tion, and it can be classified according to the block encryption techniques [4], which
use blocks. The input text to be encrypted is entered (by row units) in the block, which
has as many columns as the key value amount (numerical), and this is outputted by
column units to create the cipher text. The key can create completely different cipher
texts according to its block size. This method has the advantage of increasing the
strength of the encryption by creating completely different cipher texts when the
size of the key is changed. In other words, when the key value is 4, a 4 x Y block is
created, and the input text to be encrypted is entered. Subsequently, the output text is
created by column units (vertical columns) in the block to complete the cipher text.

This method is called a “standard transposition cipher (STC),” and the program in
this study was designed so that the aforementioned style of transposition cipher can
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be used. The method in this study was designed so that the STC, can be combined
with English characters, complete Hangeul, and special characters.

The key transposition cipher (KTC) is similar to the previous method in that it
uses a block encryption method like the STC. However, the program designed in
this study provides an improved encryption method that allows character key values,
which increases its level of analysis strength compared with the existing standard
transpositionmethod, which limits the entered key values to numbers. The advantage
of the KTC is that numbers, letters, and special characters can be used as key values.
In this encryption method, a block with as many columns as the length of the entered
key value (character) is created, and similar to the STC, the input text is entered. The
key value (text) is substituted with numbers that correspond to the alphabetical order
of its characters, and the output is created starting at the column with the smallest
number to complete the cipher text.

2.2 Modern Cryptography

In 1975, the United States’ National Bureau of Standards established a type of block
encryption [4] called the data encryption standard (DES) as the standard for encrypt-
ing data. This is the encryption selected as the national standard by the United States’
National Bureau of Standards (NBS, currently the NIST). This technology is a sym-
metric key encryption method, which uses a 56-bit key; in the past, it was used
without issue, but it has problems in that its key length is too short and it can be
defeated with special techniques if it includes a backdoor. As such, the vulnerabili-
ties of DES became known after a short time, and currently, it has been replaced by
advanced encryption standard (AES).

The original name of AES-256was Rijndael encryption, and it is a type of modern
encryptionmethod.As theUnited States’ national standard encryptionmethod,AES-
256was designed to compensate for the vulnerabilities ofDES,whichwas previously
used as the national standard encryption method, as explained previously. AES-256
is known as one of the strongest forms of encryption currently being used [5]. AES
is a 128-bit block encryption method newly developed to resolve the problems of
DES encryption technology. AES still uses a symmetrical key technique in which the
same key is used in the encryption and decryption processes, but its main difference
from DES is that it can process 128-bit blocks with 128-, 196-, and 256-bit keys.

AES is used as one of the encryption methods for Wi-Fi, the most popular short-
distance wireless communications technology. In the case of Bluetooth, the SAFER+
encryption technology was used until version 3.0, but since Bluetooth 4.0, the AES
standard has been used. This study has implemented the modern cryptography meth-
ods of DES and AES, and it used the System.Security.Cryptography C# library to
develop a more effective and accurate encryption program and to implement it eas-
ily. This library not only performs tasks such as encoding/decoding hashes, random
number generation, andmessage authentication, but also provides methods for easily
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implementing encryption techniques that include data. In addition, this program uses
AES-256 to use 256-bit key values.

3 Design of Encryption Method

The purpose of this system is to implement functions that encrypt documents with a
combination of ancient and modern cryptography and save the documents and, con-
versely, decrypt saved documents and save them in their original plain text. Figure 1

Fig. 1 Overall control
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shows the structure of the entire system. The requirements for the functions are
as follows: The document-opening function allows text files to be imported and
displayed on the screen. The encryption type selection function allows up to ten
encryption methods to be repeatedly selected to create a hybrid encryption method.
This hybrid encryption method allows for seven types of ancient and modern cryp-
tography methods to be selected repeatedly up to 10 times for mixed encryption.
This paper distinguishes itself from other papers in that several types of encryption
can be combined in various ways.

When entering the key values that will be used in the encryption, it must be possi-
ble to enter each of the key values to be used according to the type of cryptography.
Here, the cryptography algorithm types and key lengths are important factors in
ensuring the level of system safety. The Korea Internet Security Agency (KISA) rec-
ommends using an individual key length of at least 160 bits and a valid usage period
of maximum two years. The seven types of encryption supported are Shift, PS, STC,
KTC, Nihilist, DES, and AES-256. It is possible to use these seven types in combi-
nation, and their order of use can be changed. The resistance of the encryption varies
significantly according to the order in which the methods are used. The encryption
output (displaying the encrypted text on the screen), cipher text storage (saving the
cipher text as a text file), and document decryption (decrypting the cipher text and
restoring the original document) functions are all integrated into the program.

From a software engineering perspective, the quality requirements of the program
are as follows. It must perform correct encryption according to the input and output
(it must have correct functions for importing input text and cipher texts, and there
must be no data loss) as well as the encryption types. It must be designed so that, if
the original text is modified even slightly, decryption is impossible.When decrypting
the cipher text, the decryption function must perform correct decryption. Figure 1
shows a flowchart of the overall encryption/decryption process of the program. A
description of the use-case actor details and the outline details are provided as follows.
The program has an actor known as the “user,” as shown in Table 1. Use-cases
diagram is used to easily explain the scope and functions of the system from the user’s
perspective. Use-cases gather together the purposes for which the system is used
to create a multi-purpose system. By gathering together use-cases and connecting
them as a system, the user can easily understand the development process. The
program’s use-cases include Open, Selection, Key Registration, Encryption, Save,
and Decryption. Table 2 presents use-case scenarios.

The sequence diagram was created usingWeb Sequence Diagrams. The sequence
diagram describes the sequence of message exchanges between interacting objects,

Table 1 Specification of the use-case “actor”

Actor Description

User • The user is the main agent who uses the program
• The user can use the program to open and save text
• The user can use the program to select or add document encryption methods
• The user can use the program to encrypt documents



164 S. S. Lee

Table 2 Scenario of the use-case

3.3.1 Open 3.3.2 Selection

A Overview The user can open
document files from
within the program

A Overview The user can select
and add document
encryption methods

B Relation – Initiator: User
– Supporters: None
– Pre-condition:
None

– Post-condition:
The text of the
file selected by
the user is
displayed on the
screen

B Relation – Initiator: User
– Supporters: None
– Pre-condition:
None

– Post-condition:
The encryption
method selected
by the user is
added

C Basic flow C-1. Select Open
File in the program
C-2. Select the file
to be opened
C-3. The text of the
document file is
displayed on the
screen

C Basic Flow C-1. Select the
encryption type to
be used in an
encryption list
combo box
C-2. Click the select
button to add the
encryption

D Alternative flow None D Alternative flow None

E Exception flow When a file is not
selected
1. Cancel file

selection and
return to the
initial program

E Exception flow When the
maximum number
of selections is
exceeded, an error
message is shown

3.3.3 Key registration 3.3.4 Encryption

A Overview The user can enter
the key to be used
according to the
selected encryption
method

A Overview The user can
encrypt the
document according
to the selected
encryption method

B Relation – Initiator: user
– Supporters:
– Pre-condition:
Select/add
encryption

– Post-condition:
The key value to
be used in the
encryption is
registered

B Relation – Initiator: User
– Supporters:
– Pre-condition:
Import document,
Select/add
encryption

– Post-condition:
The encrypted
document is
displayed on the
screen

(continued)
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Table 2 (continued)

C Basic flow C.1. Click the added
encryption button
C.2. Enter the key
value

C Basic flow C1. Click the
Convert button to
convert the cipher
text. There are no
alternative or
exception flows

D Alternative flow None D Alternative flow If the key value is
not entered, an input
window appears

E Exception flow If a key value that
violates the rules is
entered, an error
message is
displayed

E Exception flow If the encryption to
be used is not
selected or the key
value is not entered,
an error message
appears

3.3.5 Save 3.3.6 Decryption

A Overview The user can save
encrypted/decrypted
documents as files

A Overview The user can
decrypt documents
according to the
selected encryption
method

B Relation – Initiator: User
– Supporters:
– Pre-condition:
Encryption/

decryption
– Post-condition:
The document is
saved as a file

B Relation – 0 Initiator: User
– Supporters:
– Pre-condition:
Open document,
Select/add
encryption

– Post-condition:
The decrypted
document is
displayed on the
screen

C Basic Flow C.1. Click Save
C.2. Enter the file
name at the desired
path
C.3. Click the Save
button

C Basic flow C.1. Enter a key
value according to
the encryption
method
C.2. Click the
Restore button to
convert the cipher
text

D Alternative flow None D Alternative flow None

E Exception flow E1. If the save is
canceled
1. Return to the

initial screen

E Exception flow If the cipher text
has been changed or
the key value is
incorrect, an error
message is
displayed



166 S. S. Lee

Fig. 2 Sequence diagram

and it presents a unified modeling language (UML) diagram. UML is used in models
that establish words and rules to describe systems conceptually and physically in
order to create software. This helps in resolving structural problems in a system,
problems with decision-making within the project team, and software structure reuse
problems. The design content used in the program in this study is presented as a
sequence diagram in Fig. 2.

4 Implementation

4.1 Development Environment and Implementation Tools

The development environment is shown in Table 3. The program is an application
program that runs in the Windows environment, and hence, a language and tools
optimized for Windows applications were used, and the program was run in the
Windows 10 environment. It was developed in the C# language, which is optimized
for Windows applications, and the design was developed via eXtensible Application
Markup Language (XAML) usingWindows Presentation Foundation (WPF). Visual
Studio 2017 Community RC was used as the development tool. As for the execution
environment, the program was designed to operate correctly on a virtual machine
with the .NET Framework 4.6 or higher.

Table 3 Development
environment

Environment MS-Windows 10

Language C#, WPF (XAML)

Tools Visual Studio 2017 Community RC

Execution environment .NET Framework 4.6
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Fig. 3 System architecture

4.2 User Interface

The screen design was created to be a familiar design that users can use easily. A
menu is located at the top, and below this, a toolbar is used to quickly access menu
commands. The center of the program screen is divided into the window that displays
the input text and the window that displays the cipher text. A log Window is located
at the bottom so the user can check if the program is running, as shown in Fig. 3.

The menu bar contains two menus: File and Info. The file menu contains three
items: Open, Save, and Close. The first toolbar contains a collection of functions
related to file input and output. The second toolbar uses a combo box to display a
list of encryption methods. It also implements functions by which the encryption
type can be selected or the list can be reset by pressing the Select and Clear buttons.
The third toolbar contains functions related to encryption conversion. It contains five
buttons: Encrypt, Input ← Output, Decrypt, Reset Input, and Reset Output.

When the program was developed, the important design patterns were developed
using a Model-View-ViewModel (MVVM) model. Compared with the conventional
Model-View-Controller (MVC) or Model-View-Presenter (MVP) patterns, the user
interface (UI) in this model is efficient in dealing with UI accessibility or analyz-
ing program source code. In the conventional MVC pattern, the controller directly
accesses and controls the views and models, and the views can be indirectly accessed
from the models. In the MVP pattern, the views and models are accessed by the
presenter. However, the MVVM pattern used in this program is designed with three
structures—Views,Models, andViewModels. The views lay out the design, themod-
els process the data, and the ViewModels use the information of themodels to control
views through data binding.When the view on the left side of the figurewas designed,
the code (which is composed in a language useful for development andUIs composed
in XAML) was designed in code behind to create the UI logic. In the notifications
at the center of the image, the view is operated by the notifications of ViewModels,
and if this kind of operation occurs, a data binding information exchange is achieved
between the views andViewModels; furthermore, the commands are executed simul-
taneously. Speaking of efficiency, the ViewModels corresponding to the presentation
logic control the entire part that displays the views. The model on the right side of
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the figure, which corresponds to the business logic and data, manages the saving,
modification, and deletion of information.

The MVVM pattern is more modern than the previous two design patterns, and
it provides an evident distinction between domain logic and the presentation layer
so that the views from the user’s perspective and the models can be separated to
achieve efficiency. In addition, MVVM provides clean separation of code and has
good maintainability. The separation of core logic parts by external and internal
dependencies (i.e., unit testing of core logic) is easy, and program testing is easy.
MVVM is good for code reuse, code exchange, and adding code to areas suitable for
the software architecture. Simultaneously, it can perform abstraction by hiding code.
As mentioned above, the MVVM model was used in POWINZ_CC6 (the program
name) to design a more efficient program.

Figure 3 shows the structure of the system. First, the main window, which is used
as a view, was created, and WPF’s XAML6 was used to create the source code.
The main window view model (which becomes a ViewModel) was created, and
data binding with the main window was performed so that, if the data in the main
window viewmodel changes, it can be immediately reflected in the view. In addition,
commands were used to transmit user commands between views and ViewModels so
that each function can operate properly. In the main window viewmodel, the text file
that corresponds to the model can be opened or saved. In addition, the system was
implemented so that encryption algorithm files that are implemented in the Cipher
on the right side of the image can be accessed to use the encryption functions.

The program employs regular expressions for processing text strings and string
internal operations. Regular expression is effective at preprocessing the input text.
The regular expressions only allow the input of complete Hangeul and English letters
(including special characters). In the case of the transposition encryption method,
the text string internal operations are not required in the input text, but they are
required for the key value. The substitution encryptionmethod requires string internal
operations for both the input text and key values. The shift encryption method and
the STC allow only numbers as the key value regardless of the format of the input
text; hence, the entered key value must be converted into an integer type, which is
a number type, to perform operations. As input, the key value of the shift cipher
takes plus or minus values, which indicate difference directions. The input text is
converted to ASCII code or Unicode, and internal operations are performed. These
internal operations were implemented to substitute the numbers with characters in
reverse fashion after the encryption process is finished and the cipher text is to be
displayed. This is performed in the same way in not only the encryption process but
also the decryption process.
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5 Conclusions

When using this program to encrypt text, it is expected that there will be considerable
differences in the encryption strength when using the AES-256 encryption algorithm
for one round of encryption, when using it for two rounds of encryption, and when
also combining it with the various ancient ciphers for encryption. This indicates that
it is possible to create ciphers that are safer and stronger by using a combination of
ancient and modern cryptography, unlike existing encryption methods, which rely
on the performance of computers. Data encrypted in this way through a combination
of several ciphers cannot be decrypted to plain text through the decryption algo-
rithm used when decrypting AES-256. It can only be decrypted by applying all the
encryption methods used during encryption in reverse order. However, when the user
combines several types of encryption methods in various orders to create a custom
encryption algorithm, the number of cases that must be considered when decrypting
the data is exponentially increased, which indicates that the strength of the data secu-
rity can be considerably increased. This indicates that this method cannot be easily
decrypted even as the performance of computers improves in the future. The encryp-
tion method presented in this paper does not use a single algorithm but combines
several types of methods that have already been verified to make safe encryption
possible.
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Methodology for Selecting Cameras
and Its Positions for Surround Camera
System in Large Vehicles

S. Makarov Aleksei and V. Bolsunovskaya Marina

Abstract This article describes the methodology for selecting cameras and its loca-
tion for a surround camera system in large vehicles. The methodology includes
selecting a camera using a database that stores information about vehicle model,
its dimensions, angle of camera view, angle of camera tilt, area of blind zones, and
image sharpness. In addition, examples of cameras location and images from them
are shown.

Keywords Surround camera system · Trucks ·Wide-angle cameras

1 Introduction

The surround camera system in the cars is an auxiliary to driver and displays inac-
cessible to the driver through the rear-view mirrors and windows areas around the
vehicle on the monitor located in passenger compartment. We are developing a sur-
round camera system, which is a hardware–software system consisting of several
(4–6) cameras, a computer system and a monitor, which shows information from
cameras as a bird’s-eye view. In large-sized vehicles, dead zones are much larger.
Therefore, when designing such systems, there is a question of correct location of
cameras on vehicle body. There are three parameters required to select correct camera
position:

1. Position on vehicle body.
2. Height of location.
3. Angle of camera tilt to surface of earth.
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On the first two points, the question is solved depending on the model. Cameras
are usually located: in front (on radiator grille), rear (above license plate), and on
sides (on rear cab racks). From the choice of angle of tilt in combination with first
points, two output parameters depend: a camera’s area of view and a quality of output
image in pixels/m. In addition, area view of camera depends on its viewing angle.
That is, should choose the right camera. Then a question arises, how to make this
choice correctly. We propose a methodology for choosing it.

2 Input Parameters

To solve the issue of camera selection and its position relative to earth’s surface, we
offer a database containing the following data:

1. Model of vehicle. Therefore, its dimensions are stored: length, width, height, and
cameras position on vehicle body.

2. Angle of camera view.
3. Angle of camera tilt.

2.1 Model and Dimensions of Vehicle

In our methodology, all cargo vehicles we divide into three categories depending on
body type:

1. Vans.
2. Flatbed/dump trucks.
3. Saddle tractors.

Number of cameras and its position depends on type of vehicle. So, for vans and
flatbed/dump trucks, four cameras are required: front (above windshield), rear (on
top of van, and on board, respectively) and on the sides of cab at rear of it. An example
of location of cameras is shown in Figs. 1 and 2 [1]. Red color indicates cameras
located in plane of picture and blue color indicates cameras located in perpendicular
plane.

For surround camera system, six cameras should be used in saddle tractors (Fig. 3)
[2]. Three of them are located on front (number 1 in figure) and on sides of cabin
(2–3). Two are on trailer—rear (6) and on left side in direction of traffic (5). Side
camera on trailer serves to increase area of view and improve picture when cornering
(one of problems with introduction of surround camera systems in trucks is turning
parts). Camera from right side is considered unnecessary. In addition, another camera
(4) is located on rear of truck and is used when a trailer is absence.
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Fig. 1 Location of cameras on flatbed truck

Fig. 2 Location of cameras on van

Fig. 3 Location of cameras on saddle tractor
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The above location of cameras is recommendatory, and final position depends on
dimensions of vehicle and camera model. The dependence on these parameters is
described later in this article.

2.2 Angle of Camera View

Angle of camera view is a value that determines the area that falls within field of view
of camera. Angle of camera view depends on such criteria as focal length of camera
lens and size of matrix. Because cargo vehicles are preferably large, then to obtain
the largest area of vehicle environment, wide-angle cameras, including fish-eye type,
should be used. From this parameter, depends on the completeness of picture of
bird’s-eye view from cameras. Using wide-angle cameras allow to minimize number
of blind areas. But to get rid of barrel distortion, additional transformations are
required.

2.3 Angle of Camera Tilt

Angle of camera tilt to surface of earth is also an important parameter. The quality
of image depends on it in combination with viewing angle. This will be written in
the next section.

Since surround camera system can be used in the dark, problem of appearance
of glare from light sources may appear on image, which will affect its quality and
area of camera’s view. We have made experiments to determine effect of camera tilt
angle to light source on appearance of glare in the image. Results showed that serious
distortion is practically impossible, because glare occurs only at small distances to
light source, and camera’s direction to plane of propagation of light at an angle close
to zero. Results were obtained for a camera with a viewing angle of 150°, and its
schematic image is shown in Fig. 4.

3 Methodology

For correct selection of camera and its position on vehicle body, we offer a database
that stores the above parameters. It is a model of vehicle, a camera number on vehicle
body, an angle of camera view, and an angle of camera tilt. Last two parameters are
stored separately for each camera, because they can be located at different heights.

For each combination of input parameters, two outputs are stored:

1. The percentage of area covered by cameras, from total required for visibility.
2. Sharpness of image, pixel/m.
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Fig. 4 Glare and no glare
zones, depending on angle of
camera tilt to light source

The data was collected using the IP Video System Design Tool v.8 [3].
For example, for KamAZ-5320, table for front camera with viewing angle of 150°

will look like Table 1. First column contains minimum value of angle of camera tilt
and last column is maximum for a particular set of parameters.

In Fig. 5 two graphs are presented: dependence of viewing area on angle of
camera tilt and sharpness of image on angle of camera tilt. Optimal angle is an angle
corresponding to intersection point of graphs. But in database, not only optimal value
is stored, but also rest, so that there is a choice if area of view is more important than
image sharpness or vice versa.

In Figs. 6 and 7 scheme of location of camera’s viewing areas in environment of
cargo vehicle and an example of location of cameras and view that is obtained from
its is presented.

4 Conclusions and Further Researches

We have developed a methodology and database scheme that can be used to select
cameras and its position on vehicle body for surround camera system in large-sized
cargo vehicles. This methodology will be tested by us when installing on a real
vehicle. After the installation of cameras, it is planned to collect data from cameras
for further analysis and experiments on its.
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Fig. 5 Graphs of dependence of viewing area on angle of camera tilt and sharpness of image on
angle of camera tilt

Fig. 6 Example of location of cameras on a cargo vehicle
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Fig. 7 Views from cameras in surround camera system
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Fuzzy Models and System Technical
Condition Estimation Criteria

Gennady Korshunov, Vladimir Smirnov, Elena Frolova
and Stanislav Nazarevich

Abstract The problem of the limited hardware capability of the parametric toler-
ance control process of the state of technical systems is considered. A more com-
plete assessment of the technical condition of a workable product is necessary to
support decision making and reduce risks. An approach to estimating the parameters
of systems based on the theory of fuzzy sets to determine the state characterized
by considerable uncertainty and incompleteness of information for its modeling by
traditional methods is proposed. This approach is applicable to the organization of
tolerance control at different stages of the life cycle. This approach uses an addi-
tional fuzzy classification of parameter values to increase the reliability of control
results, taking into account uncertainty factors. It is proposed to use the working
capacity criterion, the criterion for the steadiness of the tendency of the dynamics,
the criterion of the rate of change of the parameter, and the complex criterion for
working capacity level in addition to the criterion of belonging to tolerance zones.
Four fuzzy classifiers have been developed, which allow to take into account the
inaccuracy and approximation of the initial information, operate with linguistic cri-
teria and include qualitative variables in the analysis. The procedure for estimating
the value of the parameter according to the complex criterion for working capacity
level is considered.

Keywords Working capacity · Parametric control · Tolerance field · Estimation
criterion · Fuzzy classifiers · Linguistic variable · Membership function
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1 Introduction

The limited capabilities of the hardware to control the technical condition of the
systems do not automatically allow a deeper assessment of the technical condition of
the product and cause a lack of necessary information for decisionmaking. The paper
presents the results of research on the development and improvement of the method
of tolerance control of the state of systems. An additional process of intellectual
processing of parametric control results using four fuzzy classifiers is proposed.
The proposed model of a parametric assessment of the state of the system based
on fuzzy classifiers and the matrix method of data aggregation allows one to take
into account the closeness of the parameter values to the limits of tolerance fields,
the dynamics of their changes within the limits of the tolerance fields, to obtain
an estimate of the parameter state according to the complex criterion for working
capacity level, and to increase the reliability of monitoring results’ uncertainties.
The software and hardware implementation of the model can be integrated into the
intelligent decision support system (IDSS). Such a system is designed to uncover the
uncertainty of the technical state on the basis of an updated knowledge base, which
allows for automatic analysis of the initial data and excludes the adoption of erroneous
decisions on the results of control with the maximum elimination of the human factor
from this process [1].

The system state up at any fixed point in time is characterized by a set of quanti-
tative values of parameters set by technical documentation that are subject to change
during production and operation. Parametric instability is due to the continuous
change in the properties of the elements of the system due to their aging, wear, and
the action of various destabilizing environmental factors. These reasons lead to a
change in the working capacity level. A traditional method for evaluating the per-
formance of the product, based on the criteria for the belonging of the parameter
values to the corresponding tolerance zones, is implemented in the known systems
of automated parametric control [2]. When controlling responsible and expensive
systems, such a binary approach does not take into account qualitative assessments
of intermediate states of a parameter of a workable system and the individual nature
of their dynamics.

2 Fuzzy Parametric Control Models

The binary approach to estimating the monitored parameters does not take into
account finding the values of the parameters of a workable product near the border of
the tolerance zone and their abnormal behavior, which is a sign of the development
of hidden defects or the influence of unaccounted factors. For the timely detection
of pre-failure states of the system and the detection of susceptibility to the instabil-
ity of the working state at the early stages of the development of the defect, it is
necessary to record and analyze such changes, which are the forerunner of system
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failure. A promising direction for solving the problem of improving the accuracy
of assessments of the results of parametric control, the quality of recognition, and
evaluation of the technical state of the system is the development of new models,
criteria, and algorithms based on the theory of fuzzy sets [3–6].

To improve the reliability of estimates of the results of parametric control, a model
of parametric estimation of the system has been developed on the basis of four fuzzy
classifiers and the matrix method of data aggregation. Three fuzzy classifiers make it
possible to obtain a qualitative assessment of the state of a parameter according to the
criteria of working capacity, steadiness of the tendency, of the rate of change of the
parameter within the limits of tolerance fields. The results of the classification are the
input data for the fourth fuzzy classifier, which evaluates the state of the parameter
according to the complex criterion for working capacity level.

To reduce the large dimension of the data set, which are subject to more accurate
estimation, it is necessary to choose the most informative set of parameters, taking
into account the specifics of the problem area. It is proposed to use parameters which
values are beyond the tolerances and a critical failure of the product could occur. The
criterion for the selection of such parameters is the permissible level of significance
of possible effects.

The results of measurements of the parameter values obtained during various tests
come from an automated control system to the IDSS. Measured values, which are
time series, are converted and stored in a knowledge base in a case-based format. On
their basis, the numerical values of the input variables are determined, which are fed
to the inputs of fuzzy classifiers.

The use of a fuzzy-set approach for solving the problem of classifying parame-
ters is due to the presence of a high degree of uncertainty in the initial information
and the need to mathematically formalize fuzzy expert information [7]. The vague-
ness of information is related to the uncertainty of the expert that occurs during the
classification. The construction of classifiers is based on the results of processing
expert opinions and analyzing the existing database of previous test results. The key
model formalism is the membership function of a fuzzy subset of a linguistic vari-
able defined on the corresponding real media, allowing you to more fully take into
account the qualitative aspects that do not have an exact numerical evaluation.

Since the parameters to be classified have a different range of possible values, a
single segment of the real axis [0,1] is chosen as the carrier of linguistic variables.
The finite length segments of the real axis can be reduced to the [0,1] segment by a
simple linear transformation (1). The selected segment of unit length (relative scale)
is universal. Thus, the condition of proportionality of elementary parameters and
classifiers constructed on their basis is satisfied.

zn = z − zmin
zmax − zmin

, (1)

where zn—normalized variable value z, having a range of possible values from zmin

till zmax.



182 G. Korshunov et al.

Table 1 Setting term sets for variables A1, A2, A3, and B

Designation Linguistic variable Term set

A1 Estimation of the parameter state by
the criterion of dynamic tendency
steadiness

EC1—“excellent condition”
GC1—“good condition”
SC1—“satisfactory condition”
DC1—“dangerous condition”
PS1—“pre-failure status”

A2 Estimation of the parameter state by
the criterion of working capacity

EC2—“excellent condition”
GC2—“good condition”
SC2—“satisfactory condition”
DC2—“dangerous condition”
PS2—“pre-failure status”

A3 Estimation of the parameter state by
the criterion of the rate of change of
the parameter

EC3—“excellent condition”
GC3—“good condition”
SC3—“satisfactory condition”
DC3—“dangerous condition”
PS3—“pre-failure status”

B Estimation of the parameter state by
the complex criterion for working
capacity level

EC4—“excellent condition”
SC4—“satisfactory condition”
PS4—“pre-failure status”

When constructing fuzzy classifiers, first the names of linguistic variables were
defined, term sets were defined and ordered, and membership functions were con-
structed for each term of the linguistic variable.

The linguistic variables of the model for obtaining comprehensive assessments
of parameters are A1—“Assessment of the state of the parameter by the criterion
of dynamics tendency steadiness,” A2—“Assessment of the state of the parameter
according to the criterion of working capacity,” A3—“Assessment of the state of
the parameter by the criterion of the rate of change of the parameter” and B—
“Assessment of the state of the parameter according to the complex criterion for
working capacity level.” The combination of linguistic values A1, A2, A3, and B
presented in Table 1.

The choice of the number of terms of the linguistic variable and the names of
the fuzzy variables corresponding to them are made on the basis of the analysis of
verbal scales used in practice to measure the degree of confidence and taking into
account the need to ensure the minimum degree of difficulty in using the classifier
in the control process and maximum consistency of expert judgments in its creation.

The use of membership functions depends on the expert’s opinion and is not
formalized. In [8], recommendations are given on the areas of application of mem-
bership functions. Following [9] to specify fuzzy sets characterizing the uncertainty
of the type “located in the interval” corresponding to the tolerance parametric control
with lower and upper tolerances, piecewise linear functions are used. Z-shaped or
S-shaped membership functions are used to define fuzzy sets characterizing uncer-
tainty of the “lower tolerance” or “upper tolerance” type, respectively. It is possible
to build bell-shaped functions. With a lack of information, it is recommended to
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use piecewise linear membership functions. In the course of operation, the type and
parameters of the membership functions, the number of terms of linguistic variables
and their names can be adjusted upon receipt of clarifying information and new
empirical data.

To describe subsets of a term set (Table 1), a system of membership functions
is used, the basis of which is constituted by triangular membership functions. The
choice of the type of triangular membership function is justified by the following
considerations:

• when estimating the parameters of the membership functions, only interval con-
straints and the most acceptable values of the parameters are known. If the
researcher does not have more information, then the only acceptable approxi-
mation is linear. The triangular membership function is defined by the minimum
number of parameters: minimum value, modal value, and maximum value;

• triangular membership functions have a low computational complexity, which
allows them to be used in situations with a limited time for making management
decisions. In addition, they are widely used in existing fuzzy logic applications;
their reliability and efficiency have been tested in practice.

The numerical value of the input variable x1 is determined based on the time series
of the parameter values and the rank correlation coefficient of C. Spearman RS using
the following formulas:

x1 = |1 − RS|, (2)

RS = 1 − 6
∑n

h=1 d
2
h

n3 − n
, (3)

RS = 1 − 6
∑n

h=1 d
2
h − A

n3 − n − 12A
, (4)

A =
∑m

t=1 (A3
t − At )

12
, (5)

where d—the difference of the ranks of the parameters and the ranks of the moments
of time in the series, n is the number ofmoments of time in the series,A—amendment
to the Spearman formula in the presence of fractional ranks, t—number of groups
of the same rank in order, At—the number of identical ranks in the tth group. The
numerical value x1 from the interval [0,1] characterizes the steadiness of the direc-
tional change of the parameter values and the steadiness of the parameter values.
A violation of a strictly ranked sequence of parameter values indicates the incom-
plete stability of their directional change, and a deviation from the tendency in one
direction or the other direction indicates an incomplete stability of parameter values.

In the fuzzy classifier of the parameter x2, the interval [0, 1] on the relative scale
corresponds to the width of the tolerance field. The initial data for determining the
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numerical value of x2 are xi is the current value of the parameter, xmin and xmax are
the parameter values that specify the lower and upper limits of the tolerance field,
and RS. It should be noted that with RS > 0, the main tendency of the dynamics is
the growth of parameter values (upward trend), with RS < 0—a decrease, and with
RS = 0—there is no tendency. The parameter x2, which characterizes the working
capacity, allows us to estimate the distance of the current value from the boundary
of the tolerance field, taking into account the tendency of dynamics. The numerical
value x2 is determined using a system of three production rules:

Rule 1: If “RS = 0”, then “Fulfill Rule 2”; otherwise, “Fulfill Rule 3”;
Rule 2: If “xmax − xi > xi − xmin”, then “x2 = xmax − xi”, otherwise “x2 = xi − xmin”;
Rule 3: If “RS > 0”, then “x2 = xmax − xi”, otherwise “x2 = xi − xmin”.

The value of the input parameter x3 expresses the speed of increasing or decreasing
the current value of the parameter for the time interval between the current and the
previous measurement. It is determined by the formula:

x3 = xi − xi−1

ti − ti−1
. (6)

The value of y is a numerical estimate of the state of the “fit” parameter by
the complex criterion for working capacity level, obtained on the basis of a fuzzy
classifier and a matrix method of data aggregation [10].

As weights for the aggregation of data at the level of their qualitative states, a set
of nodal points was introduced:

α1 = αEC = 0, α2 = αGC = 0.3, α3 = αSC = 0.5, α4 = αDC = 0.7, α5 = αPS =
1. The nodal points are symmetrical with respect to node 0.5 and are the abscissas
of the maxima of the corresponding membership functions, which makes it possible
to unambiguously recognize the values of the input and output variables with one
hundred percent expert confidence.

Thus, the set of linguistic variable Aj, defined on a single segment of the real axis
[0,1], the term set of its values and a set of node points is a five-level fuzzy classifier
of the parameter xj. The term set of values is described by triangular, z-shaped, and
s-shaped membership functions. Graphically, the set of membership functions of a
term set of values of the linguistic variable Aj is presented in Fig. 1, B in Fig. 2.

It should be noted that the sum of all values of the membership functions for any
parameter xj and y is equal to one, which indicates the consistency of the classifier.
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xj

1

0 1

ECj

0.5 0.70.3

PSjDCjSCjGCj

Fig. 1 Five-level fuzzy parameter classifier xj

1

0 1 y

EC4 PS4SC4

0.50.1 0.3

Fig. 2 Three-level fuzzy parameter classifier y

3 Criteria for Assessing the Technical Condition

Recognition of values x1, x2, and x3 produced by the criteria of classification tables.
Table 2 is a classification of parameter values xj.

Table 2 Classification of parameter xj

The interval of values xj Classification of the parameter
value

The degree of evaluation
confidence

0 ≤ xj ≤ 0.1 ECj μEC j (x j ) = 1

0.1 < xj < 0.3 ECj μEC j (x j ) = 0.3−x j
0.2

GCj μGC j (x j ) = 1 − μEC j (x j )

xj = 0.3 GCj μGC j (x j ) = 1

0.3 < xj < 0.5 GCj μGC j (x j ) = 0.5−x j
0.2

SCj μSC j (x j ) = 1 − μGC j (x j )

xj = 0.5 SCj μSC j (x j ) = 1

0.5 < xj < 0.7 SCj μSC j (x j ) = 0.7−x j
0.2

DCj μDC j (x j ) = 1 − μSC j (x j )

xj = 0.7 DCj μDC j (x j ) = 1

0.7 < xj < 0.9 DCj μDC j (x j ) = 0.9−x j
0.2

PSj μPS j (x j ) = 1 − μDC j (x j )

0.9 ≤ xj ≤ 1.0 PSj μPS j (x j ) = 1
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All the necessary data for the calculation of the estimated state of the parameter
by the complex criterion are collected in a matrix (Table 3).

To obtain a numerical estimate of the state of the “fit” parameter using the complex
criterion of working capacity level, the double convolution formula is used:

y =
3∑

j=1

p j

5∑

i=1

αiμ j i (x j ), (7)

where pj are the weights of the input parameters xj, αi are the node points of the
classifiers, μji(xj) are the values of the membership functions of fuzzy sets corre-
sponding to the node points relative to the current values of the input parameters xj.
The values of weights for different stages of control may vary. The values can be
determined by the Fishburn rule [11], and with sufficient justification, they are taken
equal and then pj = 1/3.

Recognition of the obtained value of assessing the state of the “fit” parameter
according to the complex criterion of working capacity level is made according to
the classification Table 4.

The result of the classification is a linguistic description of the state of the param-
eter and the degree of confidence of the expert in this recognition result.

4 Conclusion

The results of the evaluation of all the considered parameters are the initial data
for subsequent analysis and decision making. It should be noted that the proposed
approach can be used in monitoring and diagnostic systems for solving the following
applied and research tasks:

• increase the reliability of control;
• increase of control productivity by reducing the time for analyzing the results of
test checks;

• reducing the cost of labor for control;
• detection of pre-failure states of technical systems at the earliest stages of defect
development;

• evaluation of the effectiveness of various control actions and prediction of their
consequences;

• prediction of the technical condition of the product, its component parts, defects,
and pre-failure states in various operating conditions;

• determination of the degree of perfection of the design, production technology, the
correctness of the choice of the denominations of the elements, circuit solutions,
and operating modes;

• making more informed decisions on the suitability of the product to perform its
functions, on proactively setting up, adjusting the working capacity of its compo-
nents, and debugging their interaction;
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Table 4 Classification of parameter y

The interval of values y Classification of the parameter
value

The degree of evaluation
confidence

0 ≤ y ≤ 0.1 EC4 μEC4 (y) = 1

0.1 < y < 0.3 EC4 μEC4 (y) = 0.3−y
0.2

SC4 μSC4 (y) = 1 − μEC4 (y)

y = 0.3 SC4 μSC4 (y) = 1

0.3 < y < 0.5 SC4 μSC4 (y) = 0.5−y
0.2

PS4 μPS4 (y) = 1 − μSC4 (y)

0.5 ≤ y ≤ 1.0 PS4 μPS4 (y)= 1

• assessment of thewear of complex systemswith a significant service life, to extend
their service life with the possible replacement of individual units and assemblies;

• transition from the system of preventive maintenance and servicing to the strat-
egy of managing the operational reliability of the system according to its actual
technical condition;

• a retrospective analysis of the causes of failures of the technical system;
• optimization of the program, scheme, and scope of control, taking into account
the specifics of each specific system, its components in the specific conditions of
production and operation;

• monitoring the development of dangerous tendency in the parameters to identify
potentially defective components of the system;

• optimization of the nomenclature and the number of spare parts, assemblies, and
materials;

• addition and training of the knowledge base in IDSS.

The proposed approach provides more correct system parameters estimating for
tolerance control processes. It is characterized by the presence of an additional orig-
inal procedure using four fuzzy classifiers that take into account the proximity of
parameter values to the limits of tolerance fields and the dynamics of their change.
This approach allows to increase the reliability of control results under conditions of
uncertainty and risk.

The estimates obtained make it possible to make informed decisions aimed at
preventing potential failures in order to prevent abnormal and emergency situations
in operational conditions under complex technical system, to take timely remedial
and preventive measures aimed at increasing its working capacity level and ensuring
sustainable operation, i.e., increasing its actual resource.
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Software Tools and Techniques
for the Expert Systems Building

Arslan I. Enikeev, Rustam A. Burnashev and Galim Z. Vakhitov

Abstract The report presents the results of research on the creation of CASE tools
that provide the ability to effectively build expert systems. As a part of the creation
of CASE tools, we focus on building an integrated development environment that
includes a combination of SWI-Prolog, Java, Python programming languages, Post-
greSQL database management system (DBMS) as well as telemetry tools. On the
basis of the created integrated development environment, an experimental version
of the expert system was built. This expert system is mainly focused on automating
the analysis processes and forming requirements for the software applications and
hardware being developed using the built-in telemetry tools and taking into account
the specifics of the corresponding subject area. The expert system is performed using
the logical rules concerning the characteristics of workstations and corresponding
software systems. As a result, the expert system forms requirements and recommen-
dations to the properties of the software and hardware products being developed.

Keywords Expert system · Database management systems · CASE tools ·
Continuous integration · Telemetry

1 Introduction

Currently, when developing software applications, the process of communication
between the customer, the developer, and user is often limited only by the function-
ality of the application being developed. The practice of a software development
shows that this is not enough because, first of all, it is necessary to clarify why the
program is needed and who will use it. The developer of a software product, in order
to make quick money, is often taken to design an application without even getting
an answer to a question from a customer—why? As a result, sometime after the
exploitation of the embedded application, the developer is informed that the appli-
cation will be used for example not only by the personnel department but also by
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the accounting department and the director. Even worse, this application needs for
its work the different operating systems. Thus, the developer spends a lot of effort,
time, and finance to rebuild this application.

For the correct and effective implementation of a software application, the devel-
oper has to precisely specify the properties of the application with the customer and
only then begin to collect and analyze the requirements.

The analysis of requirements for a software product is the foundation of a future
software product, which requires a lot of time and knowledge in the development of
software products for subsequent integration into the subject area processes. In order
to formulate and analyze software product requirements, one can use the specialized
expert systems based on the dynamically updated knowledge base and the respec-
tive telemetry tools. Depending on the operating environment, the hardware used,
and the subject area, it can be various specialized expert systems. Therefore, for the
effective creation of such expert systems, it is reasonable to build a unified integrated
development environment, appearing to be one of the substantial components of
CASE technologies [1]. This report proposes an approach to building an integrated
development environment for specialized expert systems based on a combination
of SWI-Prolog, Java, Python programming languages, PostgreSQL database man-
agement systems (DBMS), as well as telemetry tools, which make building tools
universal in solving analysis problems design, testing, and commissioning of the
finished product. Using the created integrated development environment, we have
built an experimental expert system [2, 3] focusing on automating the analysis pro-
cesses and forming requirements for the software applications and hardware being
developed based on the built-in telemetry tools and taking into account the specifics
of the corresponding subject area.

2 Methods

One of the main purposes of the ES is to solve tasks that are rather time-consuming
for experts based on the accumulated knowledge base filled with data that reflect the
professional experience and qualifications of experts in the relevant subject area [4].

An expert system that was built using an integrated development environment
allows you to automatically generate and analyze the requirements for the applica-
tions being developed [2] in the relevant subject area based on the knowledge base
and telemetry tools. In Fig. 1, the scheme of interaction between “developers” and
“customer” is represented.

3 Telemetry

The telemetry tools are embedded in the integrated development environment to
determine the necessary characteristics of software and hardware of workstations.
The relevant information about these characteristics is used subsequently to fill the
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Fig. 1 The scheme of interaction between “developers” and “customer”

knowledge base of the developed expert system with new facts. Using the obtained
characteristics on workstations in the knowledge base, the expert system produces
reference information which will be later used for creating technical specifications
to ensure successful implementation of the software product. Testing on the level of
the specification is a very important process as it is cheaper than making a change
in the final product. The structure of the system involves the use of client–server
component, responsible for sending, collecting, and subsequent processing of data
in the knowledge base.

Software developers are offered a wide range of selection of the necessary char-
acteristics for workstations in the network including:

(1) Operating system (version information, discharge, latest update)
(2) ROM (memory information)
(3) GPU (frequency, memory)
(4) CPU (core frequency, cache)
(5) IP addresses and computer names of the network, etc.

Intelligent data analysis is the process of detecting previously unknown, non-
trivial, practically useful, and accessible interpretation of knowledge necessary for
decision-making [5] in various spheres of human activity. Applying an intelligent
data analysis to software design process, we form the necessary characteristics of
the workstations. For an implementation of that, we used SWI-Prolog, Python, and
the necessary modules included in the integrated development environment:

//pandas module and DataFrame object for analyzing characteristics
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ra = pd.DataFrame ({
'PC name': [socket.gethostname()],
'IP': [socket.gethostbyname(hostname)],
'OS': [platform.system()],
'OS version' : [platform.release()],
'CPU capacity': [sys.platform],
'CPU' : [proc_info.Name],
'RAM' :  [system_ram],
'Date:': [time.ctime()],
}, index = [‘Work station’])

In data mining, there are the following stages:

• Identification of patterns (free search);
• Predictive modeling;
• Exception analysis.

At the stage of identifying patterns, a dataset is examined to find hidden patterns.
Free search is represented by such actions: the identification of patterns of conditional
logic, the identification of patterns of associative logic, the identification of trends
and fluctuations.

In the course of solving the problem of searching for associative rules, regularities
are found between related events in a dataset. The distinction of association from
the tasks of classification and clustering is that the search for patterns is carried out
not on the basis of the properties of the analyzed object, but between several events
which occur simultaneously.

4 Results and Discussions

Using the data in the knowledge base, the expert system generates requirements
and recommendations for system and hardware characteristics for the qualitative
integration of a software product into workflows of various subject areas that will
permit to satisfy basic needs and expectations of software products customers.

The system of measuring the characteristics of workstations is a set of measured
characteristics, units of measurement, measurement scales, and connections estab-
lished between the elements [6].

The «pandas» module in Python provides the possibilities for a convenient com-
bination of several workstations characteristics using Series, DataFrame, and Panel
objects with various types of dataset logic and relational algebra. Below, the pro-
gram code in Python for structuring the characteristics of workstations for further
data analysis is represented:
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Example of the workstation:

>>ra = pd.DataFrame ({
'PC name': [socket.gethostname()],
'IP': [socket.gethostbyname(hostname)],
'OS': [platform.system()],
'OS version' : [platform.release()],
'CPU capacity': [sys.platform],
'CPU' : [proc_info.Name],
'RAM' :  [system_ram],
'Date:': [time.ctime()],
}, index = [‘First work station’])

Combining workstations using the «concat»() function:

>> result = pd.concat(frames)

The result of measurements of characteristics (Fig. 3) in the selected scale was
the identification of similarities and differences in the characteristics of hardware
and software of workstations using the Apriori algorithm, searching for association
rules in data mining in Python.

Education on association rules (hereinafter, associations rules learning—ARL) is
quite often applicable in real-life method of finding relationships (associations) in
a dataset. For the first time, Piatesky-Shapiro G [20] wrote about this in detail in
“Discovery, Analysis, and Presentation of Strong Rules” (1991).

There are a number of basic concepts in ARL:

• Support
• Confidence
• Lift (support)

Support
To check when a transaction is a single element set result, (1) is used:

supp(X) = {t ∈ T, X ∈ t}
|T | (1)

where

X is a data element to determine the similarity in a set of sets in all transactions.
T is the number of transactions.

To check several items (Fig. 2) with transaction (2):

supp(x1 ∪ x2) = σ(x1 ∪ x2)

|T | (2)
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Fig. 2 Using the «concat» () function to combine workstations

where

σ is the number of transactions containing x1 and x2
T is the number of transactions

In the example of collecting and analyzing performance requirements:

supp = Windows transactions and resolution 1280:768
all transactions

= P(A ∪ B) (3)

The result is presented in the form of a diagram createdwith thematplotlibmodule
(Fig. 3) in Python:

supp = 80% (Windows OS)

supp = 100% (Screen resolution) (4)

Fig. 3 The result of the analysis of the characteristics of workstations
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Confidence
This indicator is designed to test the entire set of result elements, (5) is applied:

conf(x1 ∪ x2) = supp(x1 ∪ x2)

supp(x1)
(5)

where

conf(x1 ∪ x2)—the rule is checked, namely in which transactions the rule “A” supp
(X) is executed, in the elements A to H “results”:

supp(X ∪ Y ) (6)

The programming code for implementing the Apriori algorithm in the Jupyter
Notebook integrated development environment (Fig. 4):

import pandas as pd
from apyori import apriori

plt.style.use('ggplot')
plt.yticks(y_pos, labels)
plt.ylabel('PC',fontsize=18)
plt.xlabel('Compatibility',fontsize=18)
plt.title('Requirements',fontsize=20)
plt.show()

support=df.iloc[0:12]['support']
products=df.iloc[0:12]['items']
simple_bar_chart(support,products)

Fig. 4 System for
measuring characteristics
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Fig. 5 The main menu for
working with database

Below, a listing of the soft.pl knowledge base implemented in the SWI-Prolog
(logic programming language), in which there are facts and rules that ensure the iden-
tification of facts of compatibility of database management systems with a software
product, is represented.

An example of the implementation of the query language in SWI-Prolog (compat-
ibility with the standard SQL) in the production model of knowledge representation
(Fig. 5):

s_compatible('PostgreSQl').
s_compatible('MySQL').
s_compatible('Oracle Database').
# software compatibility
soft _compatible('PostgreSQl').
soft _compatible('MySQL').
soft _compatible('Oracle Database').
# Rules in the knowledge base for determining the compat-
ibility of software products
s_compatible(X) :- soft_compatible(X)

getTables:- 
odbc_current_table(PostgreSQLProlog,Table),
write(Table).
getColumns(Table):- 
odbc_table_column(PostgreSQLProlog,Table,Column),
write(Table-Column).

5 Conclusion

As a result of the study, we developed an experimental version of a specialized
expert system based on logical rules for the creation of the workstation character-
istics. These characteristics provide an efficient process of software and hardware
product development. The expert system was built using the integrated development
environment of expert systems. In the nearest future, using the implemented inte-
grated development environment, we intend to create an expert system for medical
applications.
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A Component-Based Method
for Developing Cross-Platform User
Interfaces for Mobile Applications

Marek Beranek and Vladimir Kovar

Abstract A common problem with User Interface (UI) frameworks is their closed
architecture forcing designers to implement user interfaces from a limited set of
components. This lack of extensibility limits the usability features of the applica-
tion and may result in an unappealing user interface. Additionally, poor reusability
associated with UI development leads to low application development productivity
and high project costs. In this paper, we describe the Unicorn Universe User Inter-
face framework uu5. uu5 is a component-based framework designed to support rapid
development of reliable and scalable cross-platform mobile applications. The uu5
framework simplifies UI development using specialized components that improve
user experience and facilitate integration with React and other commonly used UI
libraries. We illustrate the uu5 design method with an example of uuCourseKit edu-
cation delivery application.

Keywords Component-based method · Cross-platform user interfaces ·Mobile
applications

1 Introduction

Development of user interfaces for mobile applications is a challenging, labor-
intensive task that involves different types of skills, ranging from creative high-level
design to highly technical developer skills. To achieve the best user experience results,
user interfaces are often handcrafted to suit a particular business use case, reduc-
ing reusability across different projects, and resulting in low application develop-
ment productivity. To improve application development productivity, User Interface
(UI) must be built from reusable components, extending existing components and
developing new components only when no existing components have the required
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functionality. Another important benefit of UI component reuse is a consistent user
experience across the entire application portfolio. UI development frameworks play
an important role in component-based development of user interfaces; however, most
frameworks have a closed architecture forcing developers to implement user inter-
faces from a limited set of components. This lack of extensibility limits the usability
features of the application and may result in an unappealing UI on some devices
(e.g., mobile phones).

In this paper, we describe the Unicorn Universe User Interface framework uu5,
designed to support rapid development of reliable and scalable cross-platform
mobile applications. The uu5 framework simplifies UI development by using spe-
cialized components that improve user experience and facilitate integration with
React (https://facebook.github.io/react/) and other commonly used UI libraries. uu5
implements a comprehensive and extensible graphical system and typography based
on the Material Design standard developed by Google.

In the next section (Sect. 2), we review related literature on UI development
methods and frameworks. In the following sections, we discuss component-based
UI development using the uu5 component library (Sect. 3) and the uu5 component
design process (Sect. 4). Section 5 illustrates the uu5 method using the uuCourseKit
education delivery application. Section 6 contains our conclusions.

2 Related Literature

Methods and tools for developing cross-platform user interfaces for mobile appli-
cations have been the subject of recent research interest both in academia and by
industry practitioners [1–4]. Melamed et al. have investigated the use of pervasive
computing to deliver applications and services on mobile phones, evaluating a num-
ber of platforms including J2ME and native smartphone development [5]. The paper
introduces HTML5, describes its advantages and drawbacks, and concludes that
HTML5 is a good solution for creating and distributing pervasive media applica-
tions. Another study compares native code and Web code development for mobile
applications [1]. Authors conclude that hybrid solutionswill play an important role in
the future. In another recent publication, the authors report on a comparative analysis
of cross-platform development approaches for mobile applications and conclude that
HTML5will play a key role in the future [2]. Experiences gained during an industrial
project concerned with building user interfaces for database access are discussed in
[6]. The authors describe a systematic approach to analysis of standards and con-
ventions for the design of user interfaces for various mobile platforms, focusing on
interoperability of different systems such as HTML5, Java, and .NET. Kruchten et al.
describe the 4 + 1 Architectural View Model for the Rational Unified Process [7].
View scenarios consist of a set of use cases that describe sequences of interactions
between objects and processes. UML 2.5 specification describes use cases that cap-
ture system behavior with users and IoT devices represented as actors that interact
with the system through use cases [8]. Brambilla et al. [9] propose an extension

https://facebook.github.io/react/


A Component-Based Method for Developing Cross-Platform … 203

to the OMG Interaction Flow Modeling Language (IFML) for mobile applications
and describe their implementation experience with the development of automatic
code generators for cross-platform mobile applications based on HTML5, CSS, and
JavaScript. The authors illustrate their approach implementing a popular mobile
application and provide a productivity comparison with traditional approaches. In
another publication, authors investigate the application ofmodel-driven development
of user interfaces for Internet of Things (IoT) systems [9]. Acerbis et al. [10] propose
a comprehensive tool suite (the WebRatio Platform) for model-driven development
of Web and mobile applications. The tool supports developers in the specification
of domain and user interaction models using extended versions of the OMG IFML
language. The extensions include primitives tailored for Web and mobile application
development.

In summary, it is evident that there is a trend toward the use of HTML5-based
technologies for the implementation of cross-platformmobile applications.However,
at present, there is no widely accepted standard framework forcing developers to use
a combination of various technologies, programing languages, and libraries for the
development of mobile applications. Furthermore, most of the above approaches do
not provide effective support for reuse of UI components.

3 Component-Based UI Development Using the uu5
Framework

In traditional (fat client) client/server applications, user interfaces are implemented
using components with properties and methods that are activated by application
events. This approach facilitates high levels of component reuse. HTML-based user
interfaces are typically constructed from a set of HTML elements that are not asso-
ciated with properties and methods, making reuse of UI components difficult. For
example, if the requirement is for a data table that displays a set of data elements
and enables sorting and filtering, identical HTML elements and JavaScript code have
to be implemented repeatedly in different applications and across different projects.
With the emergence of HTML5, customizable and reusable UI components have
become feasible, significantly improving the potential for reuse. HTML5 applica-
tions typically run as a single-page application (SPA) [11], and when combined with
suitable frontend technologies (e.g., React) have several important advantages [12]:

• The amount of transferred data from the server is minimized as the user interface
is loaded only once.

• The page does not flicker as it does not need to be fully re-rendered.
• As the page does not need to be re-loaded, the JavaScript contained within the
page is compiled only once when the page is first loaded, substantially improving
the response time.

• Advanced features and capabilities of HTML5 and JavaScript result in a user
experience that is comparable with a native UI.
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• Resources (i.e., processor and memory) of the client device are used for rendering
and for executing user interface logic, avoiding having to generate the HTML5
code on the server. The server executes Application Programming Interface (API)
calls and needs lower resources, making the application less expensive to run.

3.1 uu5 Library

Unicorn uu5 is a platform and a library for building user interfaces based on HTML5
and JavaScript [13]. The uu5 library integrates React framework [14] and Material
Design graphical system [15]. A number of typography and responsivity principles
are adopted from the Bootstrap framework [16]. The uu5 library facilitates develop-
ment of responsive,mobile-first applications with UI that adapts to a specific device,
ensuring that the user experience is comparable with native applications (i.e., appli-
cations designed to run on a specific platform, e.g., iOS or Android). The uu5 library
can be used for any device that supports a Web browser, including smartphones,
tablets, desktop and laptop computers, and smart TVs. uu5 is ideal for developing
single-page applications and produces applications that can be easily controlled via a
keyboard, mouse, or touch. The uu5 library is an open-source library, and its license
is derived from the standard BSD 2.0 license.

3.2 uu5 Components

A uu5 component is an application element (that can be composed of a combination
of HTML5 elements) placed on a page or within an application. Composition of com-
ponents allows developers to create complex components that can be encapsulated
within a visual use case to display text or to perform input validation. Component
behavior is controlled via settings and depends on the context that the component is
deployed in. More complex components can display data tables, provide interactive
charts, or read and process QR (Quick Response) codes. uu5 is based on React and
manages components along the React lifecycle [17]. uu5 extends React rules with its
own rules, designed to increase efficiency of theUI development process. Every com-
ponent is stored in a separate JavaScript file and has its own style sheets file, so that,
for example, the BigCalendar component is implemented using the big-calendar.js
and big-calendar.less files. uu5 recommends using the backward-compatible lan-
guage extension less (Leaner Style Sheets) for style sheets. Table 1 lists the main
elements of uu5 components.

The uu5 library defines the following types of components [18]:

• User Interface Entry point (UVE) component represented by an HTML file with
linked libraries.

• Route-specific content of a page.
• Other types of application components.
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Table 1 uu5 component elements

Mixins Mixins extend a component, for example with the functionality to react
to change of its size. Mixins support multi-level inheritance

Statics The Statics object contains constants that are initialized when the
library is first loaded into a page

PropsTypes Data types of component properties are defined and validated against
PropsTypes

DefaultProps DefaultProps are used to define the default properties for all propsTypes

Component lifecycle Component lifecycle describes the implementation of the methods
required by React component lifecycle, as described in Sect. 3.3

Interface The component interface includes public methods that can modify
component properties or behavior without the need to re-render the
parent component

Overriding methods Overriding methods are used to override component default behavior
and are typically implemented through aMixin

Private methods Private methods can be called only within the component code

Render Every React component must have the render method

3.3 uu5 Component Lifecycle

Similar to React, every uu5 component has its own lifecycle supported by a set of
methods which are called during mounting, running, and unmounting of the com-
ponent. Figure 1 illustrates the sequence of methods calls and the component life-
cycle. When a component is created, the following methods are called: componen-
tWillMount, render, and componentDidMount. If component properties change, the
componentWillReceiveProps method is called and then the methods: shouldCompo-
nentUpdate, componentWillUpdate, render, and componentDidUpdate are called. If
a parent component is unmounting, the componentWillUnmount method is called.

3.4 Single-Page Applications

A single-page application (SPA) is a technique for organizing HTML5 pages and
communicating with the server. An application using this technique creates user
interface by dynamically changing the current HTML5 page. This avoids loading a
new page after each click event, which is commonly the case with traditional Web
applications. All the necessary HTML5, CSS, and JavaScript elements are loaded
either during the initialization of the application or on-demand in the background.
This technique is also suitable for developing cross-platform mobile applications.

Because a SPA loads only a single page, there are no changes in the Web browser
address bar when interacting with the user, and thus no need to save the browsing
history. This affects the behavior of thePrevious andNext browser buttons.Activating
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Fig. 1 React component lifecycle [14]
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the Previous button causes the browser to display the page that preceded the SPA,
not the previously displayed page. uu5 deals with these problems by using the router
component (<UU5.Common.Router>).

A typical SPA layout consists of several parts; some are static (e.g., application
header, main menu navigation, and application footer), and some are continuously
changing according to the corresponding visual use case. uu5 deals with this layout
requirement by using the page component (<UU5.Bricks.Page>).

3.5 Responsivity

The main advantage of the uu5 mobile-first approach is that Responsive Web Appli-
cations can be adapted to different devices including mobile phones, tablets, and
desktop computers. As these devices have different screen size, the framework needs
to define the basic range of sizes that the application can render. For example, Boot-
strap definesfive sizes: extra small devices (portrait phones), small devices (landscape
phones), medium devices (tablets), large devices (desktops), and extra-large devices
(large desktops) [19]. Bootstrap uses a grid technique that supports responsivity by
dividing the screen into 12 notional columns and rearranging the columns according
to screen size ensuring that the UI is best suited to the device it runs on. So that, for
example, a component on a mobile phone extends over the entire screen, but on a
desktop computer, it spans only three columns, allowing the display to contain four
times as much information.

The uu5 column component <UU5.Brick.Column>) forms the basis of responsive
behavior. The most important property is colWidth, which defines how many of the
12 columns the component spans and what screen size the settings apply for. For
example, the settings “xs-12 s-12 m-6 l-4 xl-3” result in rendering the component
on a mobile device (xs= extra small device) across all 12 columns, on small tablets
or landscape phones (s = small device) it will be rendered across the entire screen,
but on large tablets (m=medium device), the component will be rendered only over
half of the columns (i.e., 6 columns), allowing two components to be rendered next
to each other. On desktop devices (l = large device), the component will span four
columns, and three components will be rendered on the screen next to each other.
On a high-resolution device (xl = extra-large device), the component spans three
columns, and four components will be rendered on the screen.

In order to make responsive behavior work as intended, the uu5 row component
<UU5.Bricks.Row> has to encapsulate the column components. The row component
ensures that all of its columns on mobile devices are lined up vertically. Vertical
centering is difficult to achieve with standard CSS styles; the Flexbox layout module
supports vertical centering and helps UI developers to overcome this problem.
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3.6 Component Communication

Effective communication between components is critical when implementing com-
plex UI applications. A number of different component communication methods can
be used in practice. In uu5 (and React), the basic mechanism for communication
between components is via component properties and by using component interface
methods. When developers need to work with an instance of a specific component,
React uses the ref property that saves the instance of a component to an instance vari-
able. This is useful in situations where child components need to communicate with a
parent component using interface calls (e.g., a parent form component communicates
directly with a modal component via its interface methods using the ref property). In
situations where there is no parent-child relationship, the uu5 framework provides
a central component register (CCR) service that enables the registration of compo-
nent instances under a specific key. This makes it possible to reference the saved
component instances from any other component and call its interface methods.

3.7 Localization

Most applications need to be available in different languages. Native applications
have built-in support for multiple languages, but multilingual support has been an
issue for cross-platform applications. The uu5 framework is natively multilingual; it
provides a Language Sensitive Item (LSI) component that responds to a change of
the environment language.

3.8 Dynamic Rendering of Components

More complex cross-platform applications often consist of a range of components
from different libraries provided by different vendors or development teams. The
use of multiple libraries may result in a large amount of code being downloaded at
runtime, and this can impact on application performance, in particular, if the Internet
connection is slow. In order to alleviate such issues, the uu5 framework supports
dynamic loading of components during runtime. The uu5 Component Registry ser-
vice keeps track of library versions and always loads the latest version of the requested
library.
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4 uu5 Component Design Method

The uu5 methodology defines component design steps for different components
types. Table 2 shows the design information used for different component types.

Basic information contains a brief summary of the component design, including a
diagram that shows graphically the structure of the component and its main methods.
In the case of a User View Entry (UVE) component, it contains UVE and its routes.
Routes are represented by a table that contains all UVE routes. SPA component is
represented by a diagram which contains routes (including route parameters that are
part of a route URL) and events. Properties are represented by a table that contains
a list of component properties, including component name, data type, and a default
value. If a component has an interface, it is described in the interface section. Com-
ponent static data and list of Mixins are also described. Finally, if a component is
made up of other components, then these components are included in the component
list section.

Components can be composed of other components using a combination of
sequence, selection, and iteration operations. This approach is inspired by the Jack-
son Structured Programming (JSP) method [20]. The uu5 framework applies the JSP
method for designing the structure of components.

Component diagrams are used to show the internal structure of components. An
example of a component diagram is illustrated in Fig. 2.

The uu5 framework uses the Unicorn Universe Business Modeling Language
(uuBML)—a visual modeling language based on Unified Modeling Language
(UML). All techniques for building complex components based on sequence, selec-
tion, and iteration are fully supported by the uuBML visual notation. Key elements
of uuBML notation used for component design are listed in Table 3.

Table 2 Design information
and component types

Information UVE Route Comp.

Basic information X X X

Diagram X X X

Routes X

SPA component X

Mock up designs X X X

Graphic designs X X X

Parameters X

Properties X X X

Interface X X X

Static data X X X

Mixins X X X

Component list X X X
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Fig. 2 Component diagram
[21]

Table 3 Key elements of
uuBML notation used in
component design

Symbol Description

Component

Sequence

Selection

Iteration

Method

1:1 relationship represents existence of a
component method

4.1 Sequence

The sequence is one of the main structures for building complex UI components.
A sequence represents a set of components from which a complex component is
constructed. Components can have labels that indicate that a component is only
visible under certain conditions (D—disabled components), or that a component is
rendered only under certain conditions (R—rendered component).

Figure 3 shows the use of a sequence of nested components within the Test View
component that is made up of Header, Property List, Parameter List, Set State Button,
and Toolbar nested components. The Set State Button component is disabled (D)
and under specific conditions will be unavailable. The Toolbar component will be
rendered (R) only under specific conditions.
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Fig. 3 Sequence of nested
components

4.2 Selection

A selection is used in situations where a complex component is composed of several
nested components, but only one of the components is being displayed at the time,
depending on a condition controlled by amethod. A selection is often used in wizards
that are composed of several steps, with only the active step displayed at a time. A
wizard is implemented as a complex component, and the steps are implemented as
nested components. Figure 4 shows the use of a selection of nested components of
the Test Wizard component. The wizard has three steps represented by nested com-
ponents: Basic Properties, Property Administration, and Parameter Administration.
The _getChild() method returns a component which represents the active step within
the Test Wizard component. Another example of the use of a selection is in sit-
uations where an application needs to display different nested components based
on the device type (e.g., cards on smartphones and tablets and a table on desktop
computers), or different type of view (map view vs. grid view vs. card view).

Fig. 4 Selection of nested
components
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Fig. 5 Iteration of nested
components

4.3 Iteration

An iteration is used in situations where a nested component has to be displayed
several times. An example of an iteration is a table that displays a list of employees
represented as a set of rows in the table (each row is a nested component).

Figure 5 shows the application of iteration in the Test List componentwhich shows
a list of performed tests visualized as a card. Each test is implemented as a nested
component called Test. The _getChildren() method returns the number of times that
the nested component is displayed.

5 Case Study

In this section, we illustrate the application of the uu5 framework for the design
of cross-platform user interfaces of the uuCourseKit education delivery application.
uuCourseKit is a cloud-based application that supports the development of variety of
courses that can be accessed by students and external participants. The uuCourseKit
application delivers self-learning online courses that use quizzes and knowledge
cards to progressively evaluate course participants. Each course consists of blocks,
and each block consists of topics. Each topic consists of lessons that are composed
of interactive questions and knowledge cards [22].

The uuCourseKit application has three user view entry points (UVEs): Course
Study, Course Content Administration, and Student Administration. The numbers of
routes and components related to each UVE are shown in Table 4.

We have selected the CourseMenu route and the CourseMenuBlock components
to illustrate the application of the uu5 component-based approach for UI design,

Table 4 Number of routes
and components

UVE No. of routes No. of comp.

course 14 67

executivesContent 7 32

executivesStudent 1 10
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showing component diagrams and the visual representation of the structure of the
user interface.

The goal of the selected route is to provide the main portal and an entry point
for the students of the course. Figure 6 shows graphical designs of the CourseMenu
route. The screens illustrate different sizes of the topic cards that could be used on
devices with different screen size.

Figure 7 shows a component diagram that depicts the structure of the CourseMenu
route, including nested components andmethods fromwhich the route is constructed.
The CourseMenu route consists of the body component, that consists of a sequence
of six components: course welcome button row, prerequisite test and scan test row,
block list, test menu button row, course rating button row, and the background image.
The double forward-slash (“//”) in the component name indicates that the element
is assembled from native uu5 components or their extensions and does not need
to be separately specified. The prerequisite test and scan test rows are rendered
under specific conditions as indicated by the label R. These components consist of
sequences of two components: prerequisite test button and scan test button, also
rendered under specific conditions. The conditions under which the components are
rendered are described in the route design. The diagram shows the methods that are
calledwhen the prerequisite test button or scan test button is activated. The underscore
“_” in front of the method name indicates a private (helper) method.

Fig. 6 Graphical designs of CourseMenu
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Fig. 7 Component diagram of CourseMenu

Block list consists of the iteration of the CourseMenuBlock component. The dia-
gram also illustrates that the _openCourseRatingModal method is called from course
rating button row. This helper opens the CourseRating component. The Course-
MenuBlock and CourseRating components are described in greater detail in a sepa-
rate design following the same rules and structure as described in Sect. 4. Figure 8
depicts the graphical design of the CourseMenuBlock component displaying differ-
ent sizes of the topic cards (similar to the illustration in Fig. 6).

The CourseMenuBlock component structure is shown in Fig. 9. The component
consists of a sequence of three components: block name, topic list, and checkpoint.
The topic list component consists of a selection of two components displaying block
topics in two sizes: standard and big. The topic list component, checkpoint, and
both CourseMenuBlockTopic components are visible under conditions specified in
the component design. Both CourseMenuBlockTopic components are described in
greater detail in a separate design.



A Component-Based Method for Developing Cross-Platform … 215

Fig. 8 Graphical design of CourseMenuBlock

Fig. 9 Component diagram
of CourseMenuBlock
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6 Conclusions

We have argued that most UI frameworks suffer from lack of extensibility forcing
designers to implement user interfaces using a limited set of components. Further-
more, poor reusability associatedwithUI development leads to lowapplication devel-
opment productivity and high cost. We have described the uu5 component-based UI
development method and illustrated this method using the uuCourseKit education
delivery application. We have described the role of the uu5 library in supporting the
implementation of cross-platform user interfaces based on HTML5 and JavaScript.
The use of well-structured, loosely coupled UI components makes the develop-
ment and maintenance of software easier and faster, improving code readability, and
reducing software defects. Another major long-term benefit of component-based
development is that applications running on different devices share the same code
base, avoiding complex release management, and reducing the cost of application
development.
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Improvement of Vehicles Production
by Means of Creating Intelligent
Information System for the Verification
of Manufacturability of Design
Documentation

Irina Makarova , Ksenia Shubenkova , Timur Nikolaev
and Krzysztof Żabiński

Abstract The article presents one of the options for solving the optimization prob-
lem, the interaction between designer and technologist in the transition to the concept
of Industry 4.0, by creating an intelligent information system for the verification of
manufacturability design documentation of automotive company. The conceptual
scheme is presented, and the interaction of modules and algorithms are described.
The adequacy of the proposed solution is checked by conducting a multifactor com-
puter experiment. Verification and validation of the system are based on real-world
examples.

Keywords Manufacturability · Intelligent information system · Digital twin

1 Introduction

Reasonable and rationalmanagement and development of all spheres of human activ-
ities, including automotive industry, is associated with intellectualization. The high
level of motorization and the globalization of markets force automakers to search for
new solutions, to constantly improve both the vehicle’s design and production tech-
nology. Hence, it is possible to withstand considerable competition in the markets
only through the continuous development and application of innovative solutions.
Latest technological achievements provide a transition from industrial automation
into a new, fourth, stage of industrialization. Industry 4.0 is the German initiative’s
brand name that defines the prospects of future production. The combination of the
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Internet’s dissemination growth, mobile devices, the development of data analysis
methods, the “Internet of Things” and machine learning is changing the expecta-
tions and requests of consumers. Digitalization helps to focus on the customer; so,
mass production of a new item allows the industrial manufacturing of an individ-
ual product. Interconnected industry allows everything from design to manufactur-
ing to be done through teamwork between products and machines, and between
machines themselves. At the same time, the actual task is to organize the interaction
between the designer and the technologist, i.e., checking the design documentation
for manufacturability. Numerous studies have been devoted to study various possible
improvements of these processes.

2 Problem’s State-of-the-Art

Industry 4.0 has become a frequent topic at a number of conferences and even in
the mass media. The document [1] deals with industry 4.0 in terms of benefits and
risks that are not related to social aspects, but solely with serial production data in
the automotive. Article [2] aims to determine the digital twins’ role in industrial
conditions for industry 4.0. The article analyzes how the concept originally born in
the aerospace sector can be useful for the production sphere.

The article [3] discusses the possibilities of using the modeling potential within
the framework of the smart factory concept. In the article [4], a manual on rethinking
the product development processes is presented.

Simulation of products and production processes is widely used in the engineering
phase. Faster optimization algorithms, increasing computer power, and the amount
of available data can be used in the simulation area for real-time management and
optimization of products and production systems—a concept often called digital twin
(DT). The article [5] identifies the functionality and data models needed to provide
real-time geometry, and how this concept allows you to move from mass production
to the more individual one. The authors of the article [6] believe that since 3D CAD
data includes not only model figures, but also part structures and specifications, you
can reuse data in various types of post-production activities.

Automotive design depends on the purpose of usage. The document [7] discusses
the development of automotive technology, taking into account the setting and ver-
ification of targets, as well as methods for optimization of this critical aspect of the
engineering design process.

Authors of the article [8] proposed a multi-component structural units synthesiz-
ing method with maximum structural productivity and manufacturability. Authors
use a multi-purpose genetic algorithm in combination with FEM analysis to obtain
optimal Pareto solutions. Trade-offs between structural rigidity, total weight, com-
ponents manufacturability (size and simplicity), and the compounds number have
been analyzed. The authors of the article [9] argue that the previous projects’ study
is important to prevent repetition of problems and is usually implemented using par-
allel development and design for production (DFM). The purpose of this article is
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to indicate the key factors for the effective reuse of production experience, which is
believed to help reduce costs and improve product quality. Article [10] proposed a
new method for supporting reliable disassembly planning in uncertainty conditions
of the input product’s quality.

In the authors’ view [11], ICT innovations have begun to change traditional prod-
ucts to intelligent, smart ones. These changes, associated with the product, imply the
need for new engineering processes. When developing the product, it is necessary to
concentrate not only on the early phase of its lifecycle, but also on the phase of prod-
uct usage. Personalization is a new production paradigm for meeting the customer’s
diverse needs. Document [12] proposes a framework for the effective creation of
personalized products. The authors proposed an integrated structure to support per-
sonalization and is shown on the example of a personalized bicycle. The articles [13,
14] are devoted to data collection technologies for the creation of cyber-physical
systems and DT.

3 Materials and Methods

Themain quality criteria for technologicalmachines include their performance, accu-
racy, and reliability. In addition, there are many other criteria. Criteria for the mech-
anisms quality measured quantitatively can be divided into five groups: kinematic
and dynamic, energy, thermal, reliability, geometric and weight [15].

Qualitative evaluation characterizes the technological design of the construction
in general, based on the engineer’s experience—on the basis of ensuring interchange-
ability andpermissible errors in units and aggregatesmounting.Qualitative analysis is
carried out by themethod of expert assessments; quantitative evaluation is performed
by statistical analysis methods. The quantitative estimation is based on engineering
and calculation methods and is carried out according to design and technological
features, and it can be performed according to planned indicators, when the techni-
cal specification sets the basic indicators of the technological quality of the product
(TQP), and on non-planned indicators—when an alternative to TQP arises to choose
the most rational design solution of a number of equivalents with respect to the prop-
erties under consideration. Constructive and technological consistency is one of the
main principles of the most expedient preparation of production. The application of
this principle allows us to consistently analyze the processes of science research,
experimental design, and technological developments. It is known, for example, that
when designing new products of mechanical engineering and instrument making, up
to 80% of constructive solutions passes from product to product. Interaction between
technologists and designers is carried out in the system named Teamcenter. This sys-
tem allows you to process notifications from designers by technologists, but does not
allow you to analyze design documentation (DD) for manufacturability.

The proposed information system should be integrated with two systems avail-
able at PC “KAMAZ”: NX and Teamcenter. Integration with two systems will allow
designers and technologists to coordinate notifications in a faster way by: automatic
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product analysis; issuing a preliminary result; storage of the conclusion and results
in a single place; feedback between technologists and designers; no need to down-
load products and work in NX for technologists. The two-way interaction between a
technologist and a designer at the stage of designing and starting manufacturing of
a new product allows not only to speed up the processes, but also to optimize them.
The main criteria for evaluating the product for manufacturability are the coefficient
of novelty and complexity. Formalization and automation of these actions allow you
to optimize the technologists’ operation. We propose automation of the product’s
manufacturability evaluation process by implementing the algorithm calculating the
corresponding coefficients (Fig. 1). The individual surface complexity Ci depends,
first of all, on its curvature degreeCur (flat, single, double) and also on the additional
attributive information’s volume A associated to a given surface (roughness, geomet-
ric tolerances). In addition, each surface is included in some structural element Fj of
the part. To take into account the elements complexity, onemust take into account the
surfaces number N adjacent to the one under consideration. The bigger this number,
the more the element is geometrically complex.

Mathematical models were developed to formalize the manufacturability evalua-
tion process. The ith surface complexity function:

Ci = f1(Cur) + N 2 + R + T 3
geom + Tdim + N 2

dim (1)

where f 1 is the surface curvature function.

f1(Cur) =
⎧
⎨

⎩

1,Cur = 0
2,Cur = 1
8,Cur = 2

(2)

Fig. 1 Activities algorithm for a the designer; b the technologist
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where N is the conjugate surfaces number; R—surface roughness coefficient (R =
1, 2); T geom—the geometric tolerances number, affixed to the surface; T dim—the
number of actual dimensions on the surface; Ndim—actual number of dimensions on
the surface (not taken into account when calculating the surfaces of the base sample).
Constants for formulas (1) and (2) are obtained by the expert estimates method and
can be refined in further research time.

The detail’s complexity consisting of m constructive elements is expressed as the
relative sum of each element complexities:

C =
∑m

j=1 C j

m
(3)

To determine the complexity of the projected units in comparison with its base
sample, it is necessary to determine the complexity of each part, and then calculate
the complexity increment:

Ccom = C1 − C2 (4)

where C1 is the complexity of the compared product and C2 is the complexity of the
base model.

The complexity degree definition is as follows

Ccd = |Ccom|
C

· 100% (5)

where |Ccom|—increase in complexity; C—a product complexity quantitative indi-
cator (if |Ccom| ≥ 0, then C = C1, otherwise C = C2).

An algorithm reducing the analysis laboriousness of large assembly units inter-
project (mutual) unification has been developed

If m < nmax KMU =
⎡

⎣

(∑H
i=1 ni − Q

)

(∑H
i=1 ni − nmax

)

⎤

⎦ · 100%

If m > nmax KMU =
⎡

⎣

(∑H
i=1 ni − Q

)

(∑H
i=1 ni − m

)

⎤

⎦ · 100% (6)

whereH is the total number of the product groups under analysis;m—the list of names
of component parts uniting the product group; ni—the total components number in

the ith product group; Q =
m∑

i=1
qi—the total components names number used in

the products group under analysis; qi—the name of the ith constituent part number;
nmax—the maximum components number from the product groups being analyzed.
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Repeatability factor allows you to estimate the duplication (repeatability, borrow-
ing) percentage of the product components under comparison. The calculation is
carried out according to the formula:

KR = NS − N

NS
· 100% (7)

whereN is the number of different constituents;NS is the total number of constituents.
The modularity coefficient, which is the ratio of the parts number included in the

blocks to the total number of vehicles parts, is calculated by the formula:

K mod = Nas.un.

Ntot.
· 100% (8)

where Nas.un.—the number of parts included in the assembly units; N tot.—total num-
ber of parts in the product (Fig. 2).

In addition, amethodology for calculating the applicability coefficient with recog-
nition of original parts and units having the status of “EP” (Experimental Production)
has been developed. The goal is to check the number of components adopted from
other assemblies. The calculation is carried out according to the formula:

Kapp = n − nn
n

· 100% (9)

wherenn—is the number of novel components;n—is the total number of components.

Fig. 2 Interaction of a designer and a technologist in IS
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4 Results and Discussion

Manufacturability evaluation implies at the first stage analysis of each detail which
is a part of the assembly unit. 3D model of a sheet metal product is analyzed for the
following attributes: input data verification (material, thickness of roll-sheet mate-
rial, bending radius); control accessories of “product’s material” to the category of
rolled sheet products; calculation of previously created product’sminimumallowable
bending radius Rmin mathematical model; comparison of the minimum permissible
bending radius Rmin with the product’s bending radius R: ifRmin ≤R, then the product
is ready for production; if Rmin> R products, then correction of CD is necessary.

Conclusions about the product’s manufacturability are based on the
results of analyses of the following scenarios: (1) The product manufacturability
is in production. (2) The product manufacturability is in production with correction
of DD: (a) it is required to increase the bending radius of the product, so that Rmin≤
Rbend, and (b) the material of the product is missing. (3) There is no bending of the
element on the 3Dmodel. (4) It is required to choose a product, the material of which
is roll-sheet steel.

Analogically, the analysis of the distance from the bending line to the protrusion
angle of roll-sheet products obtained by cold sheet stamping/flexible is performed;
rounding radii of products internal corners subjected to heat treatment; heights of the
bent straight part of a shelf on product from rolled sheet metal; products from pipe
assortment to possibility of cold bending; release of folds on products with ledges
of rolled sheet. To verify the proposed algorithms adequacy, calculations were made
using the proposed methods and forecasts of reduction in labor times using the
developed IS. For example, let us consider a comparison of the parts’ 3D models
shown in Fig. 3a, b.

The basic model contains three flat surfaces and three single curvature surfaces.
The outer surface of the cylinder is marked with a roughness, and the flat ends of
the bushing have parallel’s profile. The element’s complexity is calculated by the
formulas 1–3. The model of the new element has three new flat surfaces and changes
its complexity (Table 1). We obtained the calculated complexity equal to 19.3, the
increment in complexity with respect to the base sample according to the formula 4
is 9.3, which is 48% with respect to the base sample (formula 5). To determine the

Fig. 3 a, b 3D models of basic and new products; c, d determining the product’s novelty
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product’s novelty, the following steps are needed: find analog; compare materials
and components; define new elements, and then calculate the novelty degree as per
formula:

N = Num1

Num2
· 100% (10)

whereNum1—number of new elements in relation to the product analog;Num2—total
number of elements in a new product.

An exemplary comparison of two products is shown in Fig. 3c, d. The products
are made of the same material (Steel C45). The new product contains four new
elements—a threaded surface (5), a chamfer (3), a groove (6), and a keyway (4).
There are six elements in all. The calculated complexity degree, relative to the analog
is as follows:

H = 4

6
∗ 100% ∼= 67% (11)

The degree of novelty “N” when choosing an analog should tend to 0. Thus, it
is necessary to choose an analog having the lowest value of “N.” If the degree of
novelty is 70% or more, the product is completely new. With a novelty degree of
20–70%—it is a new type of a product, if less than 20%—it is a product of minor
novelty.

5 Conclusions

Taking into account the results obtained, it can be observed that the developed system
may reduce labor times by a factor of 8. It can be obtained by automation of design
documentation analysis on manufacturability. This system will surely accelerate the
interaction between designers and technologists (Fig. 2).
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Group Delay Function Followed
by Dynamic Programming Versus
Multiscale-Product for Glottal Closure
Instant Detection

Ghaya Smidi and Aicha Bouzid

Abstract This paper fits in the context of glottal closure instant (GCI) detection.
Based on the algorithmic steps of DYPSA method and those set by the Multiscale-
Product of LPC residual signal, MP(e(n)), method, it is proposed to compare the
effect of Group Delay function followed by Dynamic Programming with that of the
MP method, with a view to GCI detection. Results of this comparative approach are
presented in terms of reliability, accuracy, and cost of execution in a clean environ-
ment. Also, the robustness of the performances of these two methods is compared
in the presence of white and babble noise. According to all comparison made, we
can conclude that the Group Delay function followed by Dynamic Programming is
inefficient in the GCI detection compared to the MP method.

Keywords Glottal closure instant · Group Delay function · Dynamic
Programming · DYPSA ·Multiscale-Product · LPC residual signal

1 Introduction

The measurement of glottal closure instant (GCI) is a basic requirement in many
speech processing applications, such as the speaker identification [1], the speech
synthesis [2], the diagnosis of pathologies [3], the analysis stages in the context
of handling different acoustic features of a variety of voice qualities [4]. Different
methods are known by their reliability in terms of GCIs detection, among which
we found the Group Delay (GD) method followed by Dynamic Programming (DP)
applied to the LPC residual signal, namely DYPSA algorithm [5]. In fact, the GD
is a function based on the characteristics of the global phase of the phase-minimum
signals, like LPC residual signal. Also,Multiscale-Product (MP)methodwas applied
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in the same signal for GCI detection [6]. The LPC residual signal, noted e(n), is
obtained by the inverse filtering of the pre-accentuated speech signal by the transfer
of the estimated vocal tract. Given that these two last methods are based on the LPC
residual signal,wepropose to compare them, in termsofGCIdetection performances;
GD function followed by DP versus MP method.

As regards to theGD function [7], the operating principle is as follows: for theLPC
residual signal, the average slope of the phase spectrum is zero [8]. The offset version
of the same signal will have a phase spectrum like the original, but with an average
slope proportional to the displacement. Thismeans that the average slope of the phase
spectrum is a function of the location of the excitation pulse. The characteristics of the
systemsmanifest themselves as fluctuations in the phase spectrum, whereas themean
slope of the phase spectrum is determined by the moment of excitation with respect
to the origin of the times. The GD function is smoothed using a three-point median
filter to eliminate all discontinuities. The phase slope is calculated at each sampling
instant to obtain the phase slope function. If the excitation time is in the middle
of the frame, then the phase slope is zero. Therefore, the positive zero crossings
of the phase slope function correspond to the significant excitation times. Finally,
the candidates not considered by the phase slope function are recovered using the
technical projection [5]. The DP is an algorithm for solving optimization problems,
relying on a cost function.

As for the Multiscale-Product (MP),it is defined as the product of the coefficients
of thewavelet transform for different scales. It allows by appropriate choice of scales,
to raise the line of maxima and to reduce the presence of noise [9].

This paper is structured as follows: Sect. 2 presents an algorithmic comparison
between DYPSA and MP(e(n)), in order to underline the effect of the GD function
followed by DP versus that of the MP method when both applied on e(n) signal.
Section 3 presents the comparative results of GCI detection in terms of reliability,
accuracy, and cost of execution, in a clean environment. Section 4 presents the com-
parative results ofGCI detection in a noisy environment. Conclusion and perspectives
are finally presented.

2 Proposed Comparison Approach

The proposed comparison approach examines the GCIs detection performance
offered by the GD method followed by the DP versus the GCIs detection perfor-
mance offered by the MP method when both applied on the LPC residual signal.
Knowing that the application of GDmethod followed by the DP on the LPC residual
signal (e(n)) is known under the title of DYPSA method, it is proposed to compare
DYPSAwith theMPmethod applied on the same signal noted e(n). Figure 1 outlines
the various steps of the respective GCIs detection algorithms: DYPSA, MP(e(n)).
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Fig. 1 Algorithmic comparison between DYPSAmethod andMP(e(n)) method, for GCI detection

3 Comparative Results in a Clean Environment

3.1 Comparison of Reliability and Accuracy

Table 1 shows the performance of the methods considered in a clean environment in
terms of IDR,MR, FAR, IDA, and accuracy to±0.25ms, using bothKeeleUniversity
database and the BDL-ARCTIC database.



232 G. Smidi and A. Bouzid

Table 1 GCI detection reliability and accuracy given by [(GD + DP)](e(n)) versus MP(e(n)) on
Keele and BDL databases

Databases Method IDR (%) MR (%) FAR (%) IDA (ms) Accuracy to
0.25 ms (%)

Keele [(GD +
DP](e(n))

81.3 15.74 2.98 0.55 71.57

MP(e(n)) 97.8 1.83 0.38 0.30 92.07

BDL [(GD + DP]
(e(n))

95.54 2.12 2.34 0.42 83.74

MP(e(n)) 98.29 1.62 0.11 0.21 96.65

Evaluation metrics of the proposed comparison approach are defined as follows:

• IDR(%): IDentification Rate; the percentage of larynx cycles for which we detect
only one GCI.

• MR(%): Missing Rate; the percentage of larynx cycles for which no GCI detected.
• FAR(%): False Alarm Rate; the percentage of larynx cycles for which more than
one GCI is detected.

• IDA(ms): Identification Accuracy; the standard deviation of the timing error dis-
tribution.

• The accuracy to ±0.25 ms(%): the percentage of detections for which the timing
error is smaller than this bound.

Considering different comparative results given by Table 1, we note that:

• On the Keele University database, MP insures by far the best GCI identification
rate (97.80 vs. 81.30%); this is due to the very high rate of missed GCI (15.74%)
recorded during application of [(GD+ DP)] on e(n). Regarding the precision, the
MP applied to e(n) records a good accuracy, 92% of temporal errors are less than
±0.25ms, versus amediocre accuracy provided by the application of GD followed
by the DP on the same signal (71.57% of accuracy to 0.25 ms).

• On the BDL-ARCTIC database, the rate of missed values given by [(GD +
DP)](e(n)) is visibly reduced, improving thus remarkably the identification rate
given by this method (95.54%). Nevertheless, this latter rate remains much lower
than this given by the MP (98.29%), because the false alarms rate still quite high.
The accuracy to 0.25 ms given by applying the MP is exceptional (96.65%),
clearly exceeding that given by applying the Group Delay function followed by
the Dynamic Programming on the same signal.

This comparison allows us to conclude that for a reliable and accurate detection
of GCIs, the MP method is much more efficient than the Group Delay function
followed by Dynamic Programming. Histograms given by Figs. 2 and 3 presenting
respectively the Identification Rate (%) and the Accuracy to 0.25 ms (%) given by
MP(e(n)) compared to those given by [GD+DP](e(n)) confirm this last conclusion.
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Fig. 2 Identification Rate
(%) given by MP(e(n))
compared to that given by
[GD + DP](e(n))
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Fig. 3 Accuracy to 0.25 ms
(%) given by MP(e(n))
compared to that given by
[GD + DP](e(n))
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3.2 Comparison of Execution Costs

In order to provide a complete comparison between MP and [GD + DP], when
both applied to e(n) signal, a study of computational complexity is described in this
section. In the case of DYPSA and MP(e(n)), we have to calculate the LPC resid-
ual signal, which makes the same computational load for the two methods; what
remains concerns the load of the GD and the DP compared to that of MP. Specially,
the load of calculation of Dynamic Programming is much heavier because of the
large number of false GCIs candidates that must be eliminated, also the minimiza-
tion of the cost vector, which concerns the measurement of waveform similarity
during Dynamic Programming, presents a high computational load due to the large
number of executions necessary to find the optimal path [10]. In order to compare
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Table 2 Relative calculation time (RCT) for the evaluated methods, averaged across all BDL
database speakers

Method CPU(s) RCT (%) Duration of all BDL database(s)

MP(e(n)) 526.176 16.24 3240

[(GD + DP)](e(n)) 644.76 19.9

the computation complexity, the relative computation time (RCT) of the considered
methods is evaluated on the BDL database. The RCT in % is given by Eq. 1:

RCT (%) = 100 · CPU time (s)/sound duration (s) (1)

Table 2 shows the averaged RCT obtained for considered methods using BDL-
ARCTIC database.

4 Noise Robustness

We propose in this section to compare the performances of MP(e(n)) method with
those of [GD + DP](e(n)) method, in a noisy environment, and thus to compare
the Group Delay function followed by Dynamic Programming to the Multiscale-
Product. The robustness of both methods is evaluated in the presence of white and
babble noise based on the Keele University database.

4.1 Robustness to White Noise

Figure 4 illustrates the robustness of reliability of the two methods against white
noise with an SNR ranging from −5 to 10 dB.

By examining the representative curves presented by Fig. 4, between 10 and 0 dB,
we note that the slope of the curve representing the identification rate of the method
[GD + DP](e(n)) is much greater than that of the MP(e(n)) method. In fact, [GD +
DP](e(n)) has 9.82% of degradation in terms of identification rate between 10 and 0
versus 3.38% of degradation for MP(e(n)). Indeed, the graph representing the rate of
false alarms of the GCIs detected by [GD + DP](e(n)) has an increasing slope with
noise between 0 and 10 dB. For an SNR less than 0 dB, both methods are almost
similarly affected. However, under severe noise conditions (−5 dB), the MP method
has the best identification rate close to 90%.

Figure 5 illustrates robustness of accuracy of the two methods against white noise
with an SNR ranging from −5 to 10 dB.

As shown in Fig. 5, the rate of errors less than ±0.25 ms of the GCIs detected by
the [GD + DP] method is much more affected by white noise than that given by the
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Fig. 4 Comparative illustration of the robustness of the reliability given by MP(e(n)) with that
given by [GD + DP](e(n)), in the presence of white noise

MP method. The MP(e(n)) method keeps the best rate of errors less than ±0.25 ms,
under−5 dB of white noise (64.85%). The standard deviation of the two methods is
similarly affected between−5 and 5 dB of white noise. But between 5 and 10 dB, the
standard deviation of the MP method (e(n)) is a little less affected. The MP method
exhibits GCI detection with the lowest standard deviation at −5 dB of white noise.

4.2 Robustness to Babble Noise

Figure 6 illustrates robustness of reliability of the two methods against babble noise
with an SNR ranging from −5 to 10 dB.

By examining the curves given in Fig. 6, we can note that the reliability perfor-
mances given by MP(e(n)) are remarkably affected in the presence of babble noise;
in fact, the missing rate recorded by MP(e(n)) is strictly increasing with the severity
of noise which masks the GCI’s peaks. Even though the identification rate given by
[GD + DP] is constant between 0 and 5 dB, that given by MP remains much better
regardless of the babble noise rate.

Figure 7 illustrates robustness of accuracy of the two methods against babble
noise with an SNR ranging from −5 to 10 dB.
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Fig. 5 Comparative illustration of the robustness of the accuracy given byMP(e(n)) with that given
by [GD + DP](e(n)) in the presence of white noise

By examining the curves given in Fig. 7, it can also be deduced that accuracy given
byMP(e(n)) in the presence of babble noise is remarkably affected; theMP keeps the
best rate of errors less than 0.25 ms, but concerning the Identification Accuracy, [GD
+DP] shows a little better standard deviation than that recorded byMP, respectively
1 ms versus 1.16 ms at −5 dB of babble noise.

5 Conclusion

This paper presents a comparative approach between two GCIs detection methods,
both based on the LPC residual signal, to highlight the effect of the Group Delay
function, yet followed by Dynamic Programming versus the simple application of
the Multiscale-Product. By comparing the MP(e(n)) with [(GD + DP)](e(n)) in a
clean environment, we find that the MP provides a higher identification rate with a
much better accuracy and much lower execution time than that put by [(GD+ DP)].
Under white noise conditions, reliability and accuracy of GCI detection given byMP
are slightly affected compared to those given by [GD + DP]. Obviously, MP(e(n))
keeps the best performance under severe withe noise conditions. Under babble noise,
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Fig. 6 Comparative illustration of the robustness of the reliability given by MP(e(n)) with that
given by [GD + DP](e(n)), in the presence of babble noise

reliability and accuracy of GCI detection given by MP are visibly affected but this
method keeps the best identification rate and the best accuracy to 0.25 ms at −5 dB
of SNR. This leads to the conclusion that the Group Delay function followed by
the Dynamic Programming is inefficient in the detection of GCIs, compared to the
Multiscale-Product method. In future work, the efficiency of MP method compared
to that of the Group Delay function followed by Dynamic Programming will be
further highlighted, by comparing the YAGA algorithm with MP method applied on
the derivative glottal waveform signal.
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Fig. 7 Comparative illustration of the robustness of the accuracy given byMP(e(n)) with that given
by [GD + DP]e(n), in the presence of babble noise
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Activity Logging in a Bring Your Own
Application Environment for Digital
Forensics
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Abstract The use of cloud applications introduces new challenges to information
system’s security. The idea of applications accessible from multiple devices and
hosted or provided by third-party organisations brings new complications to IT secu-
rity. In situations where organisations are embracing Bring Your Own Applications
(BYOA) and where they allow use of free to public cloud applications within their
networks, it is important for IT security experts to consider how to secure their BYOA
environments and also monitor how these applications are used and the flow of infor-
mation. The aim of this research was to develop a digital forensics-based solution
for securing BYOA cloud environment. This solution can be used to improve secu-
rity in an organisation implementing BYOA. The research focuses on free to public
cloud applications, whereby security challenges are identified and security mea-
sures proposed. The security measures are enforced through the development of a
customized solution. The solution has been developed using rapid application devel-
opment (RAD) system methodology. Using Geany editor and Python programming
language, the prototype developed relies on digital forensics artefacts to gather infor-
mation about the usage of BYOAs. The solution captures digital forensics artefacts
and stores them into a database as logs of the activity on Google Drive application.
The solution demonstrates how digital forensics artefacts can be used to enhance
security in a BYOA environment.
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1 Introduction

Companies are embracing cloud computing and other models spawned from cloud
computing like bring your own application (BYOA). There are many factors behind
this: employee productivity, staff mobility, costs—it is cheaper than enterprise solu-
tions especially for smaller organisations and also considering licensing and other
related software costs [1, 2].

However, the risks of adopting this model of computing are also significant. There
is almost complete loss of control of applications and, to some extent, data. Organi-
sations need to get back some of the controls [3, 4]. In some continents, especially for
small and medium enterprises (SMEs), BYOA is very attractive but the same cannot
be said in organisations where security is of high importance. Implementing BYOA
involves balancing security requirement, budgets available and the risk appetite of
the organisation.

Cloud computing is an approach that provides ubiquitous, convenient, on-demand
network access to a shared pool of computing resources enabling organisations
to increase computing capacity or capabilities without heavily investing in capi-
tal expenditure. Cloud computing has transformed how IT services are managed,
accessed and delivered. There are various types of cloud computing delivery models;
IaaS—infrastructure as a service, PaaS—platform as a service and SaaS—software
as a service [5].

Bring your own application sometimes also referred to a build your own appli-
cation is a growing trend that allows employees to use their preferred applications
for work purposes [3]. If implemented as a strategy, it has a very low cost barrier
and together with bring your own device they form the cornerstone of bring your
own everything strategy [6]. BYOA in respect to this research specifically looks at
those delivered as SaaS model and as a free service to the public. The companies
“selling” these applications as a service make money by getting more people to use
the Internet and also through selling advertisements.

There are a wide variety of free to public cloud applications, popularly referred
to as consumer versions/applications [6]. Such applications continue to be adopted
as BYOA, sometimes even without the knowledge of the organisation itself, in such
situations they are said to operate within “shadow IT” of the organisation. Employees
use these consumer applications to access enterprise systems and also store organi-
sational data [6]. Some of these cloud applications do not need installation into the
device. They can just be accessed via Web browsers.

However, BYOA introduces additional security challenges. Consumer adoption
of smartphones has encouraged the culture of “apps” which is a popular moniker
used to refer to applications. Mobile phones have morphed into mini-computers;
now, applications are providing the same experience in computers and in mobile
devices [7]. This is driven by user’s demand to have similar experience on computers
and mobile devices. This in turn makes users more comfortable. Enterprise systems
have responded by breaking down “big systems” into modules and allowing users to
choose what they want or feel comfortable with.



Activity Logging in a Bring Your Own Application … 243

BYOA implementation poses security threat especially through information leak-
age [8]. Information can be moved from one point to another, or other crimes or
violations can occur in a BYOA environment. When incidents do happen, an organ-
isation will only have two sources of information where they have complete control:
their device and their network.

Organisations are embracingBYOA for various reasons.With Internet penetration
increasing, and the average Internet speeds also increasing, more people are using
mobile devices and home computers to access enterprise applications. BYOAmodel
also means that not everything is under the absolute control of the IT department of
the organisation [1]. A third-party cloud provider is added into the picture. For IT
security experts and digital forensics practitioners, examiners and researchers, this
is a new challenge.

2 Methodology

The system development methodology used in this research is rapid application
development (RAD). RAD is an incremental model where a prototype is produced
and improved in an iterative approach based on input fromusers and developers. RAD
provides the abilities to quickly develop an application and to make modifications
when needed. RAD reduced the traditionalwaterfallmodel into four steps. These four
steps are a compressed version of the waterfall model and form a cycle of iterations.
These four steps put more emphasis in analysis and design.

The key phases in RAD were:
System Analysis: The problem was defined as this stage; it was the initial pro-

cess to gather the specific requirements of the system. This was the planning phase
that determined the system scope. A qualitative-exploratory research approach was
undertaken. This was intended to provide answers to underlying issues, gain insights
into the problem and discover new ideas of tackling the problem. It was useful in
getting the real security issues for BYOA: Google Drive, looking at other measures
that can improve the security and discover new ideas for implementing security.

The exploratory research was best considering the little knowledge available on
this subject. Data collection process was not through fixed-response questions, it
allowed capturing of opinions and personal choices and even deviation from the
subject line but not the research objectives. RAD and the qualitative-exploratory
research technique were complimentary; focus group discussions were conducted
during the initial system analysis stage and then on each subsequent iteration. The
focus group consisted of five IT managers who work for small companies ranging
from 10 to 20 users. These companies have Google Docs and Google Drive operating
within their shadow IT. The team was used to refine the solutions’ functionalities by
providing personal, technical and expert opinion.
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SystemDesign: The requirementswere then analysed and transformed into logical
and then physical systems specifications and descriptions. The data collected during
system analysis was derived into system processes and functionalities, and further
visually analysed using unified modelling language (UML). Processes within the
system were defined including all critical system components.

Development/Construction Stage: The designs were translated into code. Geany,
a text editor, was used to write the Python code. The workspace: computer and
development platform were prepped; installation of the required software was done.
System code was generated as well as database descriptions. The “dummy” accounts
for Google Docs were opened. The coding was implemented to achieve all identified
functionalities to produce the prototype. A prototype was built and then tested, and
feedback was provided that was used to refine the prototype. The feedback and
modification cycle continued until a final, acceptable version of the system emerged.
The initial prototype had limited functionalities and was improved with feedback
from the focus groups until a final acceptable product was developed.

Testing: The system was tested, and its functionalities were evaluated. The inten-
tion was not only to identify errors but to identify weaknesses and areas of improve-
ment. Weaknesses and improvements were then integrated in the next iteration to
improve the prototype. System testingwas done using the iterative approach of RAD.
The development was evolutionary and the system was improved as prototypes were
produced and reviewed by the focus group. Testing was integrated all through the
development cycle; prototypes were tested during every iterative cycle.

RAD drastically reduced the time required to develop the application; it also gave
greater control over project to the developer. End-user satisfaction level was high
because of the continuous involvement through the feedback processes within the
methodology. Reusability of prototypes saved on time.

3 Proposed Solution

3.1 Forensics Artefact Acquisition

When Google Docs is installed, the following artefacts are created on
the default installation location which is c:\users\<username>\AppData\
Local\Google\Drive\user_default; three SQLite databases—snapshot, sync_config
and uploader.

Snapshot.DB: This database contains seven tables. Within these tables is all the
information of actual history of synchronisation between the local computer and the
cloud.

Sync_config.DB: This database provides information about the users account
email address, local root path and Google Drive version.
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Google Drive incorporates Google Docs and offers Web-based office suites
applications such as Word documents that allow users to create and edit doc-
uments online while collaborating in real time with other users. To access or
work on Google Docs offline, an extension must be enabled in Google Chrome
browser. Google Drive client installation maintains different profiles for each user
“C:\Users\<username>\AppData\Local\Google\Drive\user_default\”.

On installation of Google Docs, different keys and values are recorded into the
registry, and these keys and values can be used to identify the Google Drive client
version and user folder for synchronisation;

i. SOFTWARE\Microsoft\Windows\CurrentVersion\Installer\Folders\
ii. SOFTWARE\Google\Drive
iii. NTUSER\Software\Microsoft\Windows\CurrentVersion\Run\GoogleDriveSync
iv. NTUSER\Software\Classes.

During installation, configuration files are saved within the installation folder
in the user profile, the executable and libraries are stored in the bin subfolder,
and prefetch files are created in Windows prefetch folder. Some information can
also be derived from RAM analysis, using string searches. A process analysis of
googledrivesync.exe produces the results in Table 1.

Table 1 Process analysis Code Label

00000000‘004bcd6e “VS_VERSION_INFO”

00000000‘004bcdca “StringFileInfo”

00000000‘004bcdee “040904B0”

00000000‘004bce06 “CompanyName”

00000000‘004bce20 “Google”

00000000‘004bce36 “FileDescription”

00000000‘004bce58 “Google Drive”

00000000‘004bce7a “FileVersion”

00000000‘004bce94 “2.34.5075.1619”

00000000‘004bceba “LegalCopyright”

00000000‘004bced8 “Google”

00000000‘004bceee “ProductName”

00000000‘004bcf08 “Google Drive”

00000000‘004bcf2a “ProductVersion”

00000000‘004bcf48 “2.34.5075.1619”

00000000‘004bcf6e “VarFileInfo”

00000000‘004bcf8e “Translation”
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3.2 Data Storage Requirements

The application needs to capture data from SQLite and store it into MySQL. The
data needs to be dated appropriately. The solution is required to run independently on
each client. Central storage is required to capture and store data from various clients.
Data is stored as system logs for easier retrieval. The logs are stored for retrieval and
review if required.

3.3 Data Classification Requirements

The entire SQLite data can be captured and stored, but for logging purposes not
all data is required. There needs to be some elimination of unwanted data and some
formof “normalisation” to remove unnecessary data from log files. The data available
through digital forensics is in the following table representations: Table 2 contains
information about files uploaded into the cloud.

Column definitions:

Doc_ID: The first half of the characters for this field remains constant for every file
uploaded by a user in their own Google Drive. The second half of characters keeps
changing. The first 13 characters are similar for all files uploaded under the same
user account even using different computers. An assumption can be made that the
first half is attributed to the user account used to upload the document into Google
drive. It can be used to uniquely identify a user account with a file. The Doc_ID also
serves as the link via HTTP to the file. The Doc_ID utilizes a numeral system, which

Table 2 Table Cloud_entry Column Data type

Doc_id Text (primary key)

Filename Text

Modified Integer

Created Integer

Acl_role Integer

Doc_type Integer

Removed Integer

Size Integer

Checksum Text

Shared Integer

Resource type Text

Original size Integer

Original checksum Text
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seems to be autogenerated. Files created online seem to have longer Doc_IDs and do
not seem to follow any pattern. Uploaded files have 28 character names (there were
some few exceptions), while files created online have longer Doc_IDs more than 28
characters.

Filename: Actual filename of the file in the cloud sync folder.
Modified: Last date modified. This is in UNIX timestamp; the number of seconds

since 1 January 1970 at the time of modification.
Created: The date the file was created in the cloud; this field will remain empty if

a file is created locally and uploaded into the cloud.
Acl_role: This column defines the creator of the document files that have been

created and shared by other users and then downloaded into Google drive should
have a value of 1. Files uploaded or created by a user in their own Google Drive
display a value of 0.

Doc_type: This column should assign documents values based on the key below.
However, it does not seem to work for documents created locally and uploaded.
Documents that have been created and uploaded are assigned a value “1” while
documents generated using Google Docs are appropriately assigned other values as
follows:

Document Type List:

i. 0 = place holder for folders
ii. 1 = Appears to be a place holder type for various file extensions. All files

uploaded to the drive have this number
iii. 2 = Google Presentation/slides
iv. 3 = Google Form
v. 4 = Google Spreadsheet
vi. 5 = Google Drawing
vii. 6 = Google Document
viii. 12 = Google Map
ix. 13 = Google Site.

Removed: All tests on this field did not result to anything significant to note. The
value remained 0, thus, no assumptions or conclusion can be made.

Size: Size of the file. Folders do not appear to have values even if there are files
inside them.

Checksum: MD5 hash of the files. When files are created in the cloud, they do
not appear to get an MD5 hash. They get MD5 hash if they are locally placed in the
Google Drive or uploaded via the Web through the upload feature Google has.

Shared: Shared files and folders are assigned 1; those not shared are 0—a repre-
sentation of Boolean true or false.

Resource_type: Files uploaded are only defined as files. Folders are appropriately
named folder whether created offline or online. Files created online are defined as
document.

Original_size: all test done did not result to anything significant to note, the field
remained Null therefore, no assumptions or conclusions can be made.
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Table 3 Table Local_entry Column Data type

Inode Integer (primary key)

Volume Text

Filename Text

Modified Integer

Checksum Text

Size Integer

Is_folder Integer

original_checksum: all test done did not result to anything significant to note, the
field remained Null therefore, no assumptions or conclusions can be made.

Table 3 contains information about files stored locally.

Column definitions:

Inode_number: Unique inode number assigned to each file. Under the local_relations
table, it refers to the child_inode_number and connects to the parent_inode_number.
The assumption is that it is a pointer reference to the file.

Volume: This column represents the volume serial in decimal. By running the
command Vol C: in Windows, the same value in hexadecimal is retrieved. The value
is the same as all files are stored locally on the same volume.

Filename: Actual filename of the file in the local default sync folder.
Modified: Last date modified. This is a UNIX timestamp, i.e. the number of

seconds since 1 January 1970 when file was modified.
Checksum: MD5 checksum of the file, as per calculated in the local default sync

folder of the computer.
Size: File size measured in bytes.
Is_folder: This column defines whether a resource is a file or a folder. File is 0

and folder is 1.
Table 4 contains references between files and folders in the cloud.

Column definitions:

Child_doc_id: references the doc_id of the file
Parent_doc_id: references the doc_id of the folder
Table 5 contains reference information between files, folders and disc
drive/volume.

Column definitions:

Table 4 Table
Cloud_relations

Column Data type

Child_doc_id Text

Parent_doc_id Text
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Table 5 Table
Local_relations

Column Data type

Child_inode Integer

Child_volume Text

Parent_inode Integer

Parent_volume Text

Table 6 Table mappings Column Data type

Inode Integer

Volume Text

Doc_id Text

Child_inode: references the file inode
Child_volume: serial of local volume
Parent_inode: references the folder inode
Parent_volume: serial of local volume.

Table 6 contains reference found in other tables.
These columns are already represented in other tables.
Two tables; Table volume_info and Table_overlay_status remain empty and did

note populate any data.

3.4 Data Output

From the tables above, the following information, displayed in Table 7 is derived to
form logging information for Google Drive.

This requires that an operation to join the tables is conducted and appropriate
primary keys and foreign keys are identified in the tables.

Join operation involves cloud_entry + local_entry.

Table 7 Logging output Column From table?

Doc_id Cloud_entry

Filename Local_entry

Checksum Local_entry

Share Cloud_entry

Acl_role Cloud_entry

Modified Cloud_entry

Volume Local_entry
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3.5 Digital Artefacts Explained

Doc_id: This field can be used to map files to users. Using the first 13 characters, it
is possible to identify the person who originally uploaded a document to the cloud.
This can only be done when looking for users within the organisation.

Filename: This can be used to identify the file and document type using the
extension. Getting this data from the table local_entry can also help identify both
Windows-created andGoogleDocs-createddocuments. Files created inGoogleDrive
have the extension .gdoc, .gmap, .gform and so on, while local files only have usual
Windows extensions.

Checksum: This MD5 hash can be used to uniquely identify a resource. This data
is collected from local_entry because in the cloud_entry table files created online do
not have this field populated.

Share: This field will inform whether a resource is shared or not.
Acl_role: This field will indicate whether the file was created by the users or

downloaded from another Google Drive shared resource.
Modified: This is the only populated timestamp. It provides information when

the file was last accessed. This information is picked from cloud entry so that online
access can also be recorded.

Volume: This column shows under which volume the file currently resides on
local device.

For the purposes of such an application, some artefacts outside Google Drive
are also important, the computer name and the timestamp of when any logging
information is collected.

3.6 Application

The application runs silently on system shutdown or logoff and system restart, grab-
bing required information and appropriately storing in log files. The application does
not require input from user but is set to run by an administrator and always run in
the background silently. The application should collect information and store them
appropriately into a MySQL database.

3.7 System Design

Figure 1 shows all information available for capture. However, the information is
more than required as per the system requirements. The image is an extract from
DBVizualizer analyzing the relationships between the various tables.

The tables local_entry and cloud_entry are joined, but the unrequired columns
are left out to produce a log. The docID is chosen as the primary key, and it is thus
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Fig. 1 SQLite tables
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unique. The best way to capture the logs is through a trigger event. The trigger event
should activate a background application, which silently creates the necessary log
files. This event must be constant to ensure that the logs are created. The best trigger
event is system shutdown or logoff or restart.

The system should pick data from SQLite database, create appropriate logs in
a CSV file, and then transfer and store this data into MySQL. CSV is used as an
intermediary to perform join actions from the required tables so that the data can be
stored appropriately into MySQL.

3.8 Python Implementation Description

Step 1: Data Acquisition

The first operation is the capture of required information; this is done by joining of
two tables cloud_entry and local_entry and only selecting the required information
fields. This is achieved by capturing the data through creation of a CSV file.

Step 2: Connection to Database Server

The data is to be captured from various devices/computers. However, the captured
information is stored centrally. Using MySQLdb Python module, a TCP/IP connec-
tion can be established.

Step 3: Create Database in MySQL

It is important to store data in a manner that it can be accessed and searched easily. If
Google Drive is running in several computers, this information needs to be captured
from all the computers. This application should have the capacity to create storage
and appropriately store the logs for easy reference. A MySQL server is used to
manage a database for each device/computer. The database stores daily activity logs.
Python Code was used to create MySQL database and name it using computer name.

Step 4: Create Table and Insert Data

For purposes of daily logging, a table is created with an appropriate name (to make
easy reference, the current date is used) to store the data. The data is then transferred
from the CSV file into the MySQL table. Python Code was used to create tables in
MySQL and insert data from CSV.

3.9 Use Interaction

Once the data is captured in theMySQLserver, there is need to query and interactwith
the data. A simple user interface developed using Laravel Framework is developed.
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Fig. 2 A sample user interface

This simple user interface allows interaction with data stored in the database server.
Though the user interface has predefined queries, it is only demonstrative and does
not exhaust the type queries or interaction that can be performed on the data.

There is a functionality to filter using various criteria, like files shared/not shared,
files stored in various user drives and are owned or not owned by the various users,
duplicate files residing in the various user drives. Figure 2 shows a sample user
interface.

3.10 System Testing

The testing process was undertaken in two forms: one is the testing of the application
and whether it can efficiently run and capture the required data and the other is
feedback from potential users on whether the tool adds value and improves the
security setup in a BYOA environment.

Test 1: Data Acquisition → Creation of CSV File

This test is done to ensure the code for acquiring data and creating the consolidated
CSV file works as required. Also, there is need to ensure that file activity is captured
on the CSV file. The test steps are as follows:

i. New files are created/copied.
ii. Allow time for synchronisation.
iii. Run the code to generate the CSV file.
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iv. Check whether new files are captured in CSV file.
v. The expected result is that both files should appear. The file copied into the local

repository should generate an appropriate “file Checksum”.

One file is copied into the local Google Drive repository and another is created
online. The file copied is a JPEG: “tables-2.jpg”, and the online file created is “first
spreadsheet”. Once the files have synchronised/replicated, the Python script for cre-
ating a CSV is executed. Figure 3 shows the results of the test.

The CSV file is created, and the details of the files are found in the CSV file
contents. The red lines highlight the file names of the files created. The results are
accurate, including the population of the checksum column for the local file and null
for the online generated file.

Test 2: Creation of Device Database, Tables and Recording of data

This test involves testing the code that creates the database and tables and captures
the data in theMySQL server. The database used for testing purposes isMySQL. The
solution should create a separate database for each device, and under each database,
tables are created and named according to dates for easier reference and referral. The
steps for this test are as follows:

i. The code is run.
ii. A database should be created and named according to the computer the code

ran from.
iii. A table should be created under the current date.
iv. The identified data should be captured into the table.
v. The test is repeated daily for several days so as to confirm results.

Figure 4 shows the test results which were successful.
A look into the MySQL server shows that a database similar to the computer

name (Duncan) has been created and three tables within the database named using
the format mYYYYMMDDm. The systemmanaged to capture data for the computer
“duncan” on three different dates: 02/05/2017, 05/05/2017 and 09/05/2017. A look
into the tables also shows that data is appropriately captured.

Fig. 3 Test results
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Fig. 4 Test results

Test 3: Running Application in Different Device/Computer

This test was conducted by running the application in a different computer. The steps
for the test are as follows:

i. Run application on different computer (named “litunya”).
ii. New database is created with computer name.
iii. New table is created with current date.

The results were positive, and a new database is created in the MySQL server and
new table according to the date of execution which is 2nd November 2017. Figure 5
shows the old computer database with a red arrow and new computer database with
a green arrow and the new table appropriately named.

4 Discussions

This research clearly brings out the role of activity logging and retrospective anal-
ysis. It shows the importance of activity logging and a comprehensive IT forensics
support framework. An appropriate system development methodology and research
technique was used to gather system requirements for a solution that can address
activity logging requirements when implementing BYOA (Google Drive). Digital
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Fig. 5 Test results (new
database)

forensics artefacts were identified, how they can be obtained specifically for Google
Drive and what they represent.

A study of the digital forensics artefacts is done to identify how the artefacts can
be useful while logging BYOA activity. These artefacts are the core information for a
logging application which can be used to enhance security. The application including
a simple user interface is also developed to facilitate interaction with the collected
data and sample queries tested. The system undergoes some simple tests to ensure
that it is functional.

Theproposed solution after undergoing repetitive enhancements and tests is finally
evaluated through feedback from potential users. The feedback is positive, and the
system can be used to enhance security through monitoring and logging of BYOA
activities on devices.

The application provides actionable information. It collects information, which
has been investigated and found to be relevant, from different computers. The infor-
mation is stored in a structured manner that is easy to retrieve and query. In IT,
security intelligence is a comprehensive approach that integrates multiple processes
and practices designed to provide 360° protection. Log management or log data is
an integral part of such systems, and this application demonstrates how BYOA can
be monitored using digital forensics artefacts.
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5 Conclusions

This research reviews the security challenges in BYOA. It investigated possible
options that can be implemented to improve the security. BYOA is important to
enterprises more importantly those with limited budgets. The proposed solution built
for Google Drive demonstrates a concept that can work with most free to public
applications including browsers. It provides a simple solution to logging of activities
of Google Drive, allowing multiple devices to be monitored. The information is
easily retrievable from the database.

As a limitation of this study, there is still need to accurately investigate the purposes
of the various columns and tables that store data in SQLite on Google Drive usage.
There seems to be a relationship between the Doc_ID and the user account. If such
a connection can be confirmed and the how the field is generated, it may be possible
to identify the user account using the Doc_ID.

Future research needs to take into consideration that cloud sync applications are
now incorporating encryption. Dropbox already uses encryption—how could the
activity of such an application be logged? The same may apply on Google Drive
soon and other BYOA cloud applications.
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Game Theory for Wireless Sensor
Network Security

Hanane Saidi, Driss Gretete and Adnane Addaim

Abstract This paper presents a comprehensive study on applications of game theory
to face the security problems in wireless sensor networks. The dynamic nature of
WSNs makes them vulnerable to different security challenges. In the literature, three
techniques have been proposed to protectWSNs frommalicious nodes, cryptography,
trust-basedmethods, and game theory. In this paper, we review themajor game theory
approaches to overcome denial-of-service attacks and selfish behaviors in wireless
sensor networks; we propose at the end the fusion of cryptography techniques and
game theory for more privacy and security. Finally, we discuss some limitations of
game theory solutions in WSNs.

Keywords Wireless sensor networks · Game theory · Security

1 Introduction

Wireless sensor networks are gaining more interest in the last years; their application
is covering multiple fields such as healthcare monitoring and environmental sensing
forest fire detection. These applications are growing thanks to the contributions of
the researchers that try to improve their utilizations. Several works have been done to
reduce the energy consumptions of the nodes and strengthen the links while reduc-
ing the time of data transmission. However, due to the hostile environments where
WSNs are deployed, security represents a major challenge in these kinds of net-
works. The most well-known attacks against WSNs that degrade the performances
of the nodes are denial-of-services and distributed DoS. To encounter these attacks,
several security techniques have been proposed such as cryptographic mechanisms,
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reputation-based methods, and game theoretic approaches. In this paper, our focus is
on the last protection technique. Game theory is an applied mathematics branch. It is
precisely a strategy to cope with decision-making situations. John Von Newman and
OscarMorgenstern have invented game theory in 1944. Its applications have covered
war strategies and then biology and economics to be widely used in science fields.
Researchers thought of game theory techniques as a security solution for wireless
sensor networks that involve safe and malicious nodes. This paper is divided into
four sections: the first is about the main principle of the wireless sensor networks,
the second will cope with the issues and attacks threatening the WSNs; the third will
expand the game theory approaches; finally fourth is an approach to fusion cryptog-
raphy techniques to game theory, for more security and reliability of the network.

2 Wireless Sensor Networks

2.1 Architecture

The popularity of WSN is tremendously growing. Their applications [1] in different
fields aremaking the human life easier and safer since the sensing characteristics help
with detecting WSN is a collection of sensor nodes distributed in an environment
able to collect, to store, and to process data, and send it to neighboring nodes. The
main feature of WSNs is that they transform the data collected from an environment
into an electrical signal that can be processed. Figure shows the main components
of a sensor node; the sensing unit composed of the analog-to-digital converter. The
processing unit is the main component that exchanges the data saving, energy gener-
ating, and processing; other components include the power unit and the transceiver.
Some sensors may contain more than these units such as location unit (Fig. 1).

Sensing Unit Processing Unit

sensors Processor Transceiver
I/O

ADC Memory

Power Unit

Fig. 1 Wireless sensor architecture
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2.2 Routing Protocols

2.2.1 Traditional Routing

Routing protocols aim to find the best paths with low costs in terms of energy con-
sumption constraints and link losses plus a small number of hops. Traditional routing
techniques seem to be less performance compared to the new utilities given by the
opportunistic routing approaches [2].

2.2.2 Opportunistic Routing

The main feature of the opportunistic routing is that it exploits the nature of the
broadcast medium for data transmission [3]; each node participates at the sending
depending on its distance from the destination. The next hop in the OR is selected
after the transmission, whereas in the traditional routing the transmission node is
selected before.

Opportunistic routing protocols [4] operate in threemain steps: First data is broad-
casted to a group of nodes (set) that have fully received the packet; this set runs a
coordination protocol to choose the best node to forward the packet to the destination.

The coordination methods [5] are the most important parts of this chain because
it makes the sending easy with a good quality. In the literature, the coordination
methods are divided into: timer-based, token-based, and encoding-based.

Timer-Based

This type of coordination [6] is the easiest to implement, but one of its weakness is
it allows duplication. To select the best relay from the network, the source sends the
packet to all the nodes and then they are ranked by order of responding; the first to
respond is the relay; this mechanism could also occur in a set of nodes to choose one
of the CRS. Opportunistic wakeup MAC (OPWUM) [7] is a timer-based contention
protocol for wireless sensor networks that allows selecting a relay with low cost
of energy and preventing transmission duplication by allowing the relay to choose
nodes from the neighboring.

Token-Based

This method has been proposed by Hosseinabadi and Vaidya [8]; a token sweeps
all the nodes of the network starting by the destination (higher priority); if a relay
is selected, an acknowledgment is injected in the token to avoid other nodes from
transferring and thus avoid packet duplication, and this is the main advantage if
this solution coped with timer-based coordination, but the cost in terms of control
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Table 1 Comparison between TR and OR

Broadcast
nature

Number of
relays

Relay Selection Time of
candidate
selection

Type of
transmission

TR Ignore One Fix Before Unicast

OR Uses it Multiple Dynamic After Broadcast

packets and energy is high. Token DCF is a distributed MAC protocol that uses
an overhearing technique to rank network stations for transmission on the wireless
medium. The design goal of Token DCF is to decrease idle and collision time, which
significantly improves the performance in terms of system throughput and access
delay. O-ACK is an efficient MAC protocol, which improves the channel utilization
by employing packet overhearing and eliminating explicitACK frames. This protocol
adjusts itself based on the surrounding environment. This protocol outperforms the
DCF and Token DCF protocol.

Encoding-Based

Network coding is a technique [9] in which data is encoded at the source and decoded
at the destination, tominimize the number of candidates andmaximize the throughput
there’s basically no coordination overheard when an opportunistic routing is network
coding-based which makes the wireless network duplication-free (Table 1 ).

Attacks threatening WSNs
Attacks against wireless sensor networks could be on the hardware or on the routing
protocols. We can notice less damage in network coding-based protocols due to the
fact that they involve coding and decoding mechanisms but still both opportunistic
routing and traditional routing are vulnerable to the same threats equally. Here, the
major attacks in wireless sensor network schemes.

2.3 Blackhole Attack

Figure 2 shows that in a sinkhole or blackhole [10] attack, a malicious node collects
all the traffic in the sensor network, and instead of sending them to the destination, it
drops them; in another scenario, the attacker may spread false information between
the nodes to make the illusion that the packets are correctly forwarded.
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Fig. 2 Blackhole attack
illustration

2.4 Sybil Attack

In the Sybil attack [11], a malicious node illegitimately takes multiple identities.
The aim of this attack is to degrade the routing, data integrity, security, and energy.
The peer to peer are more vulnerable to Sybil, whereas in wireless sensor networks
it could be avoided by using correct protocols. Known targets of Sybil are the dis-
tributed storage, routing protocols, voting, data aggregation, resource allocation, and
misbehavior detection.

2.5 HELLO Flood Attack

Discovery protocols in wireless schemes use HELLO messages to discover neigh-
boring nodes. In a HELLO flood attack, the attacker uses these packets to saturate the
network and consume its energy. The malicious node X in the figure has a powerful
connection that allows it to send HELLO messages to a large number of nodes in
a continuous manner. The neighboring nodes N will then try to answer it, even if
they are located at far distances from the malicious node. By dint of trying to answer
these messages, they will gradually consume all of their energy (Fig. 3).
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Fig. 3 Sybil attack
illustration

2.6 Denial-of-Services

Denial-of-service, also called denial-of-service attack, in a computer network is an
attack carried out in order to harm the normal operation of this network.

There are many ways to proceed, and there is therefore a multitude of existing
denial-of-service attacks. The state of the art in this field has the particularity that
it includes two points of view: that of the attacker and that of the “defender.” It is
essential to be able to define the model of an attack to be able to propose adequate
countermeasures. In addition, more or less reciprocally, the protective mechanisms
put in place over time push attackers (or researchers) to develop new attacks to
circumvent them. Sensor networks are unfortunately very exposed to attacks denial-
of-service, due to:

• Their extremely limited resources, and mainly in terms of energy;
• Their weak capabilities, which can introduce delays (latency in communications
or processing time);

• Their exposure to physical attacks;
• The low reliability of the transmissionmedium, about confidentiality or collisions;
• Their remote management;
• The lack of centralized management (and the impossibility of knowing precisely
the status of other nodes).

3 Game Theory

Game theory is a branch of applied mathematics that copes with decision-making
situations involving multiple players. A game is generally based on a number of
players that may behave in opposition or cooperation, to receive payoffs according
their actions.

The following definitions are the fundamental rules of the game theory:

Players: An entity involved in a game beside a set of players; the players in a WSN
are the nodes.
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The strategy: It is a plan that gives the main rules that a game and the players will
follow.
Payoffs: It’s also called the utility is a positive or negative reward given to a player
for a work or an action. Nash equilibrium: It consists of list of strategies, one for
each player, which has a property that no player can unilaterally change his strategy.

3.1 Game Theory for Wireless Sensor Networks

The game theory methods used in wireless sensor networks are classified; non-
cooperative game focuses on the behaviors between the nodes and their strategies;
the players act in a selfish mode to cooperative games that represent a coalition
between a number of nodes for the purpose to enhance the security of a network
against internal and external attacks. The utility function of the cooperative game is
constituted by three main parameters known as the security level between the set of
nodes, the cooperation, and the reputation; the main categories of the cooperative
game are:

Bargaining game: It is an agreement between the cooperating nodes to reach a Nash
equilibrium solution. The nodes maximize the WSN performances to reach these
goals. The parameters the node should be aware of are: fairness of resource allocation,
no selfish nodes, the quality of services, the nature of the broadcast medium.
Repeated game: In strategic or static games, the players make their decisions simul-
taneously at the beginning of the game. On the contrary, the model of an extensive
game defines the possible orders of the events. The players can make decisions dur-
ing the game, and they can react to other players’ decisions. Extensive games can
be finite or infinite. A class of extensive games is repeated games, in which a game
is played numerous times and the players can observe the outcome of the previous
game before attending the next repetition.
Coalition game: A strategy to predict selfish behaviors, attacks, false alarms, and
energy consumption to protect the network from malicious external and internal
threats.

4 Application of Game Theory in WSN Security

Game theory is a technique used first in the economic field to predict the effect of
a phenomenon when different parts are competing for the same resources. This
scheme is used to secure opportunistic routing. Nodes are players in a routing
game. Benign and malicious nodes are both parts of the game. The mathematical
design of the game theory fixes the conflict between players aiming for the same
goal. In opportunistic routing scheme, for example, benign nodes tend to find effi-
cient and best path to transfer the packets, whereas malicious nodes tend to drop
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messages; the evolution of game theory has settled a new mathematical model that
nodes will followwhenmalicious appear in the network. In this section, we are going
to list the existing game theory-based opportunistic routing protocols.

4.1 Aim

Is a game theory based protocol,AIMprevent selfish nodes behaviors in opportunistic
routing protocol SOAR (time bases coordination), andmake the energy consumption
even equal between the nodes [12]. The source node uses a payment technique to
make the relays transmit the packet to the destination. The forwarding nodes send
the bids.

The authors designed a forwarding auction game. First the source chooses an
amount of forwarding nodes, these relays determine the price that a node deserve to
get to forward the packet. The aim of the auction game is to settle a pricing plan in
order to optimize the transmission. AIM achieves The Bayesian Nash equilibrium
solution to maximize the benefit of the nodes. This process requires an important
amount of energy the authors did not forget this detail by including it in the auction
game process.

4.2 COMO

Is a game theory based protocol that stand for cooperation optimal protocol for multi-
rate opportunistic routing and forwarding this protocol mainly aim to prevent selfish
nodes to ensure fidelity of the players and reach maximized end to end throughput
by using Nash equilibrium. When the author nodes obey the protocol, the network
is optimized and the nodes get paid; the protocol measures link loss probabilities
to include probe message [9]. COMO uses cryptographic elements to defend the
probed messages from casting. The payment scheme ensures that nodes do not take
advantage from link loss probabilities. COMO main metric is EATT (time metric).
In real network, a source node pays the relays for transmitting packets by using the
strongly Pareto, the relays cannot expand their utility if the other nodes utility does
not decrease. The Authors have experimented COMO on ORBIT wireless scheme
and prevent nodes misbehaviors, because nodes report the activity of their neighbors
using traditional routing to compute the link loss probabilities. Moreover, when a
node is reported, it gets paid and thus prevents selfish relays. Authors provided an
extended amount of simulation to show the efficiency to prevent selfish behaviors.
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5 Contribution and Discussion

Three main security techniques are separately used to secure WSNs which are:
cryptography, trust based methods and game theory. In this section, we propose
an approach to integrate cryptography to game theory methods to ensure a high
confidentiality and integrity of data in WSNs (Fig. 4).

The following flowchart is a mixing between cryptography features and game
theory pricing methods to motivate the nodes to act cooperatively. When the source
wants to send a packet to a destination, it uses a protocol to select the next hop; this
protocol can be traditional routing protocol or opportunistic; in our work, we aim
for opportunistic routing as long as it gives the possibility to adapt the sending to
the dynamic nature of the broadcast medium. After the selection, the next hop the
data is encrypted using whether symmetric or asymmetric cryptography technique
we assume the first one would avoid an important amount of processing because of
the small processors capacities of the nodes. When the data is received by the relay a
timer evaluates the normal duration of the packet to reach the destination, if it costs
more than usual the node is punished and doesn’t get any payoff, if not the data is
decrypted and reaches the destination. The node is then rewarded.

Fig. 4 Game theory and
cryptography combination
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This method will surely increase the WSN security requirements:

• Confidentiality: The nodes are capable to communicate and understand each other.
• Integrity: Data should not be intercepted by a malicious sensor node.
• Authentication: Each sensor node uses the authentication information to verify
that data comes from the benign node.

• Authorization: Nodes are allowed to perform some tasks like sending and receiv-
ing.

• Availability: The sensors must be ready when needed.
• Secrecy: The transit of data in the WSN should be encoded and decoded.

6 Conclusion

This paper has presented a comprehensive survey of the game theory methods and
their application to secure wireless sensor networks. We have presented first an
overview of the wireless sensor architecture and the security problems and attacks
that face them. Then, we gave a clear explanation of the game theory techniques
and their definitions. We finally presented our work on integrating game theory to
cryptography techniques to enhance the security inWSNs.Which is to the best of our
knowledge neglected, since the main focus is on energy saving and the robustness
of these types of networks. Many works should be done to ensure a security for
WSNs as long as they may operate in hostile environment and under threats. For
that, we decided to extend this work by applying a cryptography and game theory
combination to make it less energy and processing consuming that would be then
our perspective for future projects.
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Abstract Geosynchronous satellite and development of its earth-based receiver has
a lot of importance in satellite networks. The geosynchronous time division multi-
ple access (TDMA) narrowband satellite receiver must have the ability to do proper
baseband processing including frequency and time synchronization, phase offset
correction, and baseband demodulation. This paper discusses the efficient imple-
mentation of baseband processing implemented in Texas Instruments (TI) multicore
TMS320C6678 DSP for a field-deployable geosynchronous multichannel TDMA
satellite receiver. It also discusses a complete discrete domain baseband processing
technique for demodulatingOQPSK-modulated bursts for a geosynchronous satellite
receiver. In the proposed implementation, highmultichannel capacity is easily attain-
able because of the reduced computational time and reduced complexity. Bit error
rate (BER) performance exhibited in this implementation matches the requirements
for a satellite receiver. The technique proposed in this paper is rather enticing due to
the narrowed estimation error limit which is attainable with even a short preamble,
especially for OQPSK-modulated bursts with its self-induced inter-symbol interfer-
ence (ISI).
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1 Introduction

Line-of-sight path between the geosynchronous satellite and earth stations ensure
an AWGN-only impaired communication channel. Drifts in carrier frequency and
phase are largely caused due to the oscillator mismatches between the transmitter
and receiver. To attain the desired BER performance at the operating SNR, it is
required to remove or compensate for these offsets in synchronization parameters.
Estimating these error values is rathermore challenging for narrowband case than that
ofwideband because of the stringent deviation tolerance requirement. As the data rate
decreases, the probability of the constellation points crossing over its decision region
increases even for small frequency offsets, which in turn implies an increased bit error
rate. Hence, attaining a near perfect synchronization is desirable for satisfactory
performance at low SNR.

Estimation of the synchronization parameters typically employs known sequences
in TDMA systems. These data-aided techniques are widely discussed in [1, 2]. The
performance accuracy of these methods has a direct relation to the length of the refer-
ence sequences employed with respect to the burst length. Nevertheless, these known
patterns are necessarily employed in burst mode transmissions to assist in finding the
burst position within the time slot period. Burst position acquisition, which is almost
always the prior step in the burst synchronization, requires techniques like double
correlation and differential correlation [3] which work well, even with uncompen-
sated carrier frequency offset. Complete baseband synchronization using data-aided
method is described in [4]. However, carrier recovery relying solely on short pream-
bles or midambles often gives a very poor estimate of the frequency and phase errors.
This motivated the use of non-data-aided carrier synchronization techniques [5, 6]
for better results at the cost of increased complexity and computational time.

This paper focuses on attaining high accuracy burst synchronization in the base-
band demodulator, with the complexitymeasure clearly between data-aided and non-
data-aided techniques. While the burst alignment within the time slot is pinned down
with the aid of reference sequence, carrier frequency, phase offset estimation, and
tracking employ a combination of data-aided, non-data-aided, and decision-directed
methods to obtain the desired precision without compromising on the computational
time and complexity requirements.

The paper is organized as follows. Section 2 gives the system model. Section
3 explains the proposed algorithm comprehensively. Software architecture of the
receiver, hardware test setup, and performance results are shown in Sects. 4, 5, and 6,
respectively. The conclusion is drawn, and future works are given in Sect. 7.

2 System Model

The transmitted data is assumed to be organized into bursts. The burst consists of
a known short preamble of length Lp OQPSK symbols, followed by convolution-
encoded data of length Ld OQPSK symbols and guard period of length Lg symbols.
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Fig. 1 Burst structure

The burst is pulse shaped by root-raised-cosine (RRC) filter with roll-off factor
α = 0.4 and transmitted over the AWGN impaired channel after up converting the
baseband data. The received signal is represented as (Fig. 1)

r(t) = √
4/TRe

{
s̃(t)e[j2π(fc+Δf )t+θ0]} + w1(t) (1)

where 1/T is the baud rate and Re{·} is the real part. Here, fc is the nominal carrier
frequency, Δf is frequency offset which can be positive or negative, θ0 is the phase
offset, w1(t) is the additive white Gaussian noise with two-sided power spectral den-
sity of N0/2 (watts/Hz), and s̃(t) is the complex envelope of the OQPSK transmitted
signal and is given as

s̃(t) =
L−1∑

k=0

Sk,I h(t − kT ) +
L−1∑

k=0

Sk,Qh(t − kT − T/2) (2)

where Sk,I ∈ ±1, Sk,Q ∈ ±1 are the in-phase and quadrature phase components of
OQPSK symbol respectively, h(t) is the impulse response of the transmit filter which
is assumed to have the root-raised-cosine filter with roll-off factor of 0.4.

The received analog signal is sampled by an analog-to-digital converter (ADC)
with sampling rate Fs1 and down converted to baseband by mixer. It is then passed
through low-pass filter and down-sampled at a rate Fs, where Fs ≥ 2(B + ΔFmax)

and Fs = Fs1/D. ΔFmax is the maximum allowable frequency offset in baseband
received signal, D is decimation factor, and 2B is the passband bandwidth. The
received baseband signal is

r(nTs) = s̃(nTs)e
(j2πΔfnTs+θ0) + w1(nTs) (3)

3 Proposed Algorithm Flow

At the receiver, the proposed algorithm flow for baseband processing is depicted in
Fig. 2. It performs the tasks of estimating coarse frequency offset using differential
correlator branches and fine frequency offset estimation using maximum likelihood
(ML)method. Since the burst is OQPSK-modulated, the start of burst of received sig-
nal should be accurate before applying toMLmethod, which can be achieved through
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double correlation. The algorithm also performs the estimation and correction of the
phase offset in the received samples before soft demodulation and decoding the data.
Algorithm flow is described as below.

3.1 Frequency and Time Synchronization

Coarse Frequency Estimation: Coarse frequency offset estimation depicted in
Fig. 3 consists of several differential correlator branches, each covering a certain
frequency range. In each branch, the input signal is corrected by a different fre-
quency offset. The spectrally shifted signals are differential correlated with the
raised-cosine (RC) filtered OQPSK-modulated preamble sequence [Pr(lT )]. The RC
filtered preamble is precomputed and stored for processing. The maximum search
length over which the preamble needs to search depends on the guard period in the
time slot within which the burst can shift. Coarse offset estimation is given by the
path that gives the maximum value of the so obtained peaks among all the branches.
The estimated offset correction is done which brings the frequency deviation within
±FLHz.

In Fig. 3, Fstep = 2 ∗ FL, N = (2 ∗ ΔFmax)/Fstep, and ±ΔFmax are the maximum
frequency deviation. Maximum value that can be chosen for Fstep is such that the
maximum frequency deviation after passing through the desired branch is less than
the baseband filter bandwidth. There are (N + 1) branches in total as shown. Here,
matched filter is the receiver RRC filter with α = 0.4.
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Sample corresponding tomaximum correlation peak in each branch is not affected
by the residual frequency offset with differential correlation as can be seen from the
formula

y(nTs) =
Lp−1∑

l=0

μ∗
n+lM ′, l μn+(l+1)M ′, l+1 (4)

μn+lM ′, l = x′((n + lM ′)Ts)Pr
∗(lT )

= x′(nTs + lT )Pr
∗(lT )

where x′(nTs), nεI , is the frequency shifted and matched filtered received baseband
samples in each branch. Pr

∗(lT ) is the conjugate of the lth RC filtered preamble
symbol and M ′ = T/Ts is the baseband sampling factor in each branch.

The branch N ′ (N ′ = 0, 1, . . . ,N ), with the maximum peak |y(n′Ts)|2, gives the
coarse frequency offset as

Fcoarse = −(−ΔFmax + N ′Fstep). (5)

The coarse estimation can be brought further close to the actual frequency offset by
searching in the range [Fcoarse − Fstep Fcoarse + Fstep] with a smaller Fstep = Fstep2

using the same coarse estimation procedure. This can be done iteratively for one
or more times to bring it closer to the actual offset. A number of iterations done
depend on the computational time required. Residual frequency offset in the burst
is estimated and corrected with an ML-based fine frequency estimator, which can
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estimate the maximum offsets in the range
[ −1
2Ts

1
2Ts

]
. The winning branch hence

gives the coarse frequency-corrected and filtered samples, x1(nTs) which is passed
to the next block in the sequence.

Double Correlation for Start of Burst Estimation (ñTs): Differential correlation in
the coarse frequency estimator block gives an approximate start of burst, sob1 for the
winning branch even in the presence of noise. There could, however, be chances of
deviation from the exact start of burst by few samples due to filter introduced ISI for
OQPSK-modulated signal. The accuracy in the start of burst estimation plays amajor
role in finding the fine frequency offset estimation using ML method. Hence, dou-
ble correlation technique is employed in the algorithm which exhibits an improved
performance as can be observed in Figs. 4 and 5.

y1(nTs) =
Lp−1∑

l=1

{∣∣∣∣

Lp−1∑

k=l

X ∗
n+k−l Pk−l Xn+k P

∗
k

∣∣∣∣ −
Lp−1∑

k=l

|Xn+k−l ||Xn+k |
}

(6)

Xn+k−l = x1[nTs + (k − l)T ]
Pk−l = Pr

∗[(k − l)T ]

The first term inside the bracket in (6) is the magnitude of the correlation be-
tween Xn+k−lP∗

k−l and Xn+kP∗
k . This correlation

∑Lp−1
k=l Xn+kP∗

k (Xn+k−lP∗
k−l)

∗ will be
referred to as the double correlation with lag l. The second term inside the bracket
in (6) is data correction term. The value of n at which Eq. (6) gives maximum value
is ñ, the exact start of burst of the signal.
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The robustness of the start of burst estimation techniques was examined by es-
timating the false acquisition probabilities for various normalized frequency offsets
(fT) in the range [0 0.12], at Eb/No = 2dB. The results are shown in Fig. 4. The
performance of correlation-based estimator degraded rapidly as fT increased. The
double correlation method outperforms the differential correlation. In the simula-
tion shown in Fig. 5, the behavior of the sob estimators with respect to Eb/No was
investigated at fT = 0.02.

Fine Frequency Offset Estimation: Fine frequency offset estimation is done over
the filtered output of the coarse frequency offset-corrected data with start of burst
ñ. Residual fine frequency Ffine is searched over [−FL +FL] using ML method. The
computational time can be reduced without compromising the accuracy by perform-
ing the fine frequency estimation in two steps:

(i) Approximate fine frequency, Ffine1 is estimated using data-aided ML approach
with the known filtered preamble. This does not yield a very accurate estimate as the
preamble length is short; however, error in the estimation will be of the order of a
few hertz for a narrowband signal.

Data-aided ML equation for the fine frequency estimation is written as,

setwfine1 = wi, ifwi maximizes

∣∣∣∣∣∣

Lp∑

l=0

x1(ñTs + lT )P∗
r (lT )e−jwi l

∣∣∣∣∣∣
(7)

with wi = −wL + iwfine_step
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where wL=2πFL/F and i → 0 to 2wL/wfine_step, with F being the symbol.
Computational time can be further reduced by choosing a relatively larger

wfine_step = wfine_step1 to search over [−wL +wL] to obtain the DFT peak at some
wfine1_temp and then searching over [(wfine1_temp − wfine_step1) (wfine1_temp + wfine_step1)]
with a smaller wfine_step = wfine_step2 to obtain a more precise wfine1.

(ii) Search is performed around wfine1 for few tens of hertz using non-data-aided
ML estimation technique to obtain a precise fine frequency estimate wfine2. Number
of samples, L′ used should be adequately large to give a very precise frequency offset
estimate. Modulation can be removed from the samples by using a nonlinear method
given by

z(mTs) = F[ρ(m)]ej4φ(m) (8)

where ρ(m) = |x1(mTs)|, φ(m) = arg[x1(mTs)]

F[ρ(m)] = ρk(m), with k = 2

Non-data-aided ML estimation equations are given as

setwMfine2 = wi, ifwi maximizes

∣∣∣∣∣

L′−1∑

n=0

z(nTs)e
(−jwin)

∣∣∣∣∣
(9)

with wi = 4 ∗ wfine1 − w′
L + i ∗ wfine2_step

wherew′
L= (2πF ′

L)/Fs, withF ′
L = 4 ∗ F ′, forF ′ being a frequency in few tens of hertz

and Fs being the sample rate. Here i → 0 to (2w′
L)/wfine2_step, the total number of

samples used for ML estimation is denoted by L′ and wfine2_step = (2πFfine2_step)/Fs

is the step increment in the angular frequency which defines the frequency resolution
of the ML method. The fine frequency estimate is given by

wfine2 = wMfine2/4 (10)

Ffine = wfine2/(2π ∗ Ts)

Total frequency offset estimated from the coarse and fine frequency offset estimates
is compensated in the received baseband signal. The frequency-corrected burst is
then match filtered with the RRC filter to obtain x2(nTs). x2(nTs) is correlated with
the RC filtered preamble [Pr(lT )] to find the peak correlation point which gives the
exact start of the burst.

Cr(nTs) =
Lp−1∑

l=0

x2(nTs + lT )Pr(lT ) (11)
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3.2 Phase Offset Estimation and Correction

The value of n = n̂, where |Cr(nTs)|2 represents the maximum peak, is the exact start
of burst. At n̂Ts, phase offset estimate can be obtained as

θ̃ = arg[Cr(n̂Ts)] (12)

Synchronized data x2(n̂Ts) is down-sampled to twice the symbol rate, and the
estimated phase offset is corrected from it to obtain x3(nT ).

3.3 Phase Tracking

Phase tracking is used to correct the very small uncompensated frequency offset
remaining in x3(nT ). Phase tracking technique employed is decision-directed, mak-
ing use of the OQPSK hard decision-demodulated bits obtained from frequency,
phase and time synchronized data x3(nT ) are OQPSK-modulated and RC filtered to
generates the estimates β̃. Residual phase offset values are obtained at symbol rate.
x3(nT ) and β̃ are down-sampled and passed to the decision-directed phase tracking
loop which operates at symbol rate. LISI is the length of filter-induced inter-symbol
interference and ρ is 0 < ρ < 1. Optimum performance is observed at ρ = 0.999.

for 0 ≤ k < Lp − LISI

Z0(kT ) = x3(kT )β̃(kT )

Zavg(kT ) = ρZavg((k − 1)T ) + (1 − ρ)Z0(kT )
(13)

for −LISI ≤ l ≤ Ld − 1

Z0((Lp + l)T ) = x3((Lp + l)T )β̃((Lp + l)T )

Zavg((Lp + l)T ) = ρZavg((Lp + l − 1)T ) + (1 − ρ)Z0((Lp + l)T )

θ((l + LISI )T ) = arg[Zavg((Lp + l)T )]
(14)

The estimated residual phase offsets are corrected from the data portion of x3 at
twice the symbol rate and are given by:

Y (2kT ) = x3(2(Lp + k)T )e−j2πθ(kT )

Y ((2k + 1)T ) = x3((2(Lp + k) + 1)T )e−j2πθ(kT ) for 0 ≤ k < Ld
(15)
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3.4 Soft and Hard OQPSK Demodulation

Since Q component has an offset by T/2 with respect to I component in OQPSK
signal, alternate samples of Y are used to extract the ISI free I and Q components
which are then mapped to even and odd bits, respectively. For each sample, based on
the proximity of the corresponding I orQ component to the constellation point, 3-bit
soft decision-demodulated output is obtained. Likewise, hard decision demodulation
outputs are also obtained by considering I andQ components from alternate samples.

3.5 Soft Decision Viterbi Decoding

3-bit soft decisiondemodulator output bits corresponding to the complete data portion
of the burst are passed to a soft input 1/2 rate Viterbi decoder to get the transmitted
information bits.

4 Software Architecture of Receiver

The input IF signal is sampled by an analog-to-digital converter (ADC) at sampling
frequency Fs1 which is greater than the bandpass sampling frequency. The output
from the ADC goes to the multicarrier digital down converters (DDC) which are
implemented in the Xilinx’s Kintex-7 FPGA using system generator blocks. The
FPGA is programmed to have threeDDC, each ofwhich in turn handles four different
channels. Each DDC consists of a direct digital synthesizer (DDS), a mixer, two
cascaded integrator comb (CIC filters), an FIR filter, and scaling blocks. The DDC
outputs are buffered alternatively in two RAMs. The block diagram is shown as
below in Fig. 6.

For the IF at 70MHz with 16MHz bandwidth, the ADC samples at a rate of 40.6
Msps. DDC brings it to baseband with a numerically controlled oscillator (NCO)

Mixer

CIC

DDS

FIR
Demodulator

ADC

Frequency
Word

CIC

Ping

Pong

Decoder

Fig. 6 Software architecture of receiver
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Table 1 Parameters of ADC
and DDC

ADC o/p rate or DDC i/p rate (Msps) 40.6

CIC decimation 725

FIR decimation 2

DDC clock (MHz) 162.4

FIR filter baseband cutoff (KHz) 12.4

DDC o/p sample rate (Ksps) 28

DDC o/p symbol rate (Ksps) 3.5

DDC o/p samples/symbol 8

Modulation OQPSK

No. of channels/DDC 4

No. of DDC/FPGA 3

and further reduces the sampling rate to 28Ksps using CIC and FIR filters for each
channel. Hence for a baud rate of 3.5Ksps, eight I/Q samples are generated per
symbol per channel. The I/Q samples of the 12 channels per FPGA are contiguously
stored in two alternating ping and pong buffers, such that, while data is fed to DSP
from one RAM, the sampled data for the corresponding burst period is stored in the
other RAM, with the storing and feeding toggling between the alternating RAMs
with each time slot. The input/output parameters are shown in Table 1.

Baseband processing is done in TMS320C6678 TI eight core DSP operating at
1.25GHz frequency. The 4MB shared on-chip SRAM provided by multicore shared
memory controller (MSMC) can be accessible by all the eight cores. As shown in
Fig. 7, DDC outputs are fed to the DSP using external memory interface (EMIF16).
The DSP is programmed to handle I/Q samples of 12 channels. These samples are
stored in contiguous buffers in multicore shared memory (MSM SRAM), which is
shared across all the cores. Core 0 functionality is dedicated to the reception and
shared memory buffering of the DDC output samples. Baseband synchronization
and demodulation algorithms run on core 1, core 2, core 3, and core 4 which are
programmed to handle three channels per time slot. The demodulated soft decision
outputs from these cores are fed into the Viterbi decoders programmed in Virtex
FPGA. The Virtex FPGA has Viterbi decoder to handle the demodulated data of
the 12 channels. Interfacing between DSP and Virtex FPGA again uses EMIF16.
Core 5 receives the decoded data which is passed to the Core 6 for IP packetization
and interfacing to the external world. The synchronization algorithm is implemented
using fixed-point C and optimized using TI intrinsic operators and other compiler
techniques in code composer studio (CCS), an integrated development environment
(IDE) fromTI. DSP can verywell be programmed to increase the number of channels
per DSP. The use of C intrinsics reduces the overall computation time of the demod-
ulation algorithm. Complex multiplications and additions are done effectively using
intrinsics that operate on 64-bit numbers, thus reducing the time taken. DSP uses
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Fig. 7 Baseband processing of receiver in multicore DSP

seven cores for burst reception, synchronization, demodulation, and finally packeti-
zation. The total processing time for every burst is 35.125M clock cycles (1 clock
cycle=1/1.25ns). So DSP can support 12 channels.

5 Hardware Test Setup

Hardware test setup is depicted in Fig. 8. The IF signal carrying the OQPSK-
modulated burst is generated from E4438C ESG vector signal generator. This IF
is given to the programmable noise generator which adds the required AWGN. The
IF output of the noise generator is passed on to the device under test (DUT). DUT
has the IF card where ADC is implemented, the Kintex-7 FPGA which performs
DDC functionality, demodulator in DSP, and decoder in Virtex FPGA.

E4438C ESG Vector Signal Generator Programmable  Noise Generator

IF

CARD

KINTEX-7
FPGA

  TI   

 DSP

VIRTEX
FPGA 

DUT

Wireshark (PC)

Fig. 8 Hardware test setup
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Fig. 9 BER performance versus Eb/N0

6 Performance Results

E4438C is programmed to generate IF signal with a carrier frequency of 70MHz
and offset within±7.5kHz, carrying OQPSK-modulated encoded bursts with 7 kbps
bit rate. Each time slot is 120ms duration, where transmission time is 110ms and
guard time is 10ms. A short preamble of length Lp = 32 symbols is used in the burst.
Pulse shaping filter set at the baseband is RRC filter with α = 0.4. BER is obtained
by varying noise in the noise generator for Eb/No in the range from 0 to 10dB for
different nominal frequency offsets.

Coded and uncoded BER obtained is plotted in Fig. 9. Slight degradation from the
ideal as can seen from the figure is caused by ADC quantization error. Demodulator
algorithm in the DSP cores takes 28.1ms for its execution which allows for up to 3
channels to be processed per core per DSP with all the interfacing delays. Hence, it
provides a high multichannel capacity even with a single DSP.

7 Conclusion and Future Work

This paper discusses a complete discrete domain baseband processing technique for
demodulating and decoding OQPSK-modulated bursts for a geosynchronous satel-
lite receiver. It also touches up on the IF processing section involved. The algorithm
is able to attain a very close synchronization of the received burst with the transmit-
ter. Baseband synchronization and demodulation are completely implemented in C
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language to run on TMS320C6678 TI multicore DSP. BER performance exhibited
is appreciable for a satellite receiver. High multichannel capacity is easily attainable
because of the reduced computational time and complexity involved. Future work is
in the direction of receiver design for variable data rates.
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Textile Sensor-Based Exoskeleton Suits
for the Disabled
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Abstract The exoskeleton suit is designed to make a person who is completely or
partially paralyzed below the waistline capable of walking, running with minimal
effort. This suit is mainly focused on people suffering from paraplegia. The special
ability of the following suit is that it does not make the person bulky rather it retains
the natural formation and structure of a human. The following suit is based on textile-
based sensors that determine themovement andmotionof the forearms.The advanced
sensors placed in the forearmcalculate the pattern and swingingmotionof the forearm
and formulates the action. The calculated motion of the forearm provides a gesture-
based input for the control system. Thus, it provides a quicker response time for
the manipulators to act according to the scenario. The suit consists of lithium-ion
battery inside a backpack which powers the manipulators. A control system is further
initiated to the actuators placed in thigh, knee, and ankle of the leg. The cutting-edge
technology will be able to improve the muscle movement in the legs and help to
permanently resolve the issue instead of relying on the use of wheelchairs for the
rest of their lives.

Keywords Computational geometry · Graph theory · Hamilton cycles
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1 Introduction

Paraplegia is an impairment in motor or sensory functions of the lower extremities.
It is usually caused by spinal cord injuries or a congenital condition that affects the
neural elements of the spinal canal. The American spinal injury association (ASIA)
classifies the above condition to be extremely severe. This suit is designed to help
the disabled people capable of performing their everyday activities in ease. The suit
is designed using ultra-light aluminum alloys which provide maximum ease to the
user. Self-balancing technologies have been implemented to achieve stability. There
are textile-based sensors which are present in the sleeve of the shirt which the user
wears on. These sensors are the new technology that we have implemented to the
already existing exoskeleton technology. These sensors calculate the angle of the
arm bending and process the required criteria to provide the required speed for the
suit to perform with. It boasts of high flexibility and rigidity. The suit consists of
a lithium-ion battery producing power for the control system. The backpack also
comprises of the gearbox which regulates the speed in which the suit operates. This
is further connected to the manipulators, actuators, and the sensors in the arm. The
objective of the suit is to provide maximum efficiency and comfort to the user.

2 Construction

2.1 Limb Support

This is categorized as the functioning region. Aluminum alloy-based limb support
is designed using CAD software and manufactured. This limb support consists of
three parts; they are present in the thigh region, limb region, and the ankle region and
are named L1, L2, L3, respectively. These are further connected with two pneumatic
drive system actuators situated in the hip-thigh joint, limb joint, and ankle joint
named A, B, C, and D, respectively. This followed by a gearbox connected with dc
motors. The following is similar in both the legs.

2.2 Backpack

This is categorized as the powerhouse and the processing unit of the suit. It consists
of a lithium-ion battery powering the TM4C1294NCPDT controller inside the back-
pack. It also comprises of a three geared gearbox. This ensures three various speed
for movement—walking, fast walking, and running. The backpack is designed in a
sleek and slim way to ensure that the suit does not become bulky. The battery pro-
vides sufficient power for the user to cover a maximum distance of 13,000–14,000
steps while walking and 4000–8000 steps while running, depending on the speed.
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The average person walks nearly 7000–12,000 steps daily. Hence, the following suit
is sufficient enough for the user to carry out his day-to-day actions.

2.3 Backpack

A textile pressure sensor for muscle activity and motion detection are equipped in
the forearm of the disabled person to track the dynamic movement of the person.
Example: running, walking, and climbing. A force pressure sensor is also equipped
in the bottom of the heel in the suit to detect if the movement is continuous. A
dedicated switch is found in the suit which helps the user to switch between walking
and staying still. This can prevent unwanted movement while performing normal
activities.

3 Working

3.1 Textile Sensors

The sensors used in this research finding are based on a tri-layer structure with a
capacitive force among them along with a pressure detecting neutral dielectric layer.
The purpose of the sensors is to detect the muscular movements of the higher limbs.
On shrinkage of the muscles, it broadens and this in turn promotes the pressure
increment on the muscle. This principle of the sensor allows the suit to determine
the required motion of the person. Whether to walk, run, or climb stairs. Not only
the motion of the arm can be detected, but also the activity of the biceps and triceps
can be measured accurately.

These accurate readings help us to figure out the exact angle inwhich the forearm is
swung during a movement. In brief description, we understand that when the human
tends to walk the forearm is swung at an angle between 180° and 90°. Similarly,
during running, the forearm is swung at an angle between 90° and 270°. From the
above context,wediscover the dynamicmotion of the forearmdifferentiatingwalking
and running. The sensors located in the forearm identify such change in the angle
and sends the information to the microcontroller system. Another interesting notion
on human body motion is that, the human hand is first initiated as a gesture and the
opposite leg is swung in parallel, completing a movement (Figs. 1 and 2).

So basically the movement of the suit basically depends on three major aspects.

– The angle of the forearm swinging movement
– The hand which swings
– Activity of biceps and triceps.

This information is fed into the control system.
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Fig. 1 Walking and running

Fig. 2 Positioning of the
pressure sensing elements
consolidated under fabric

4 Control System

Control system is the place where all the analytical operations take place and all
the operations to be carried out are calculated here. This control system is embed-
ded into the backpack of the suit and along with the gearbox and the battery.
TM4C1294NCPDT is the primary microcontroller used in the following suit. This
is the main control unit of the exoskeleton. This is the main functioning unit of the
suit. The control system is present in the backpack along with the battery and the
gearbox unit. The control system facilitates total control of the suit by regulating the
speed of the suit by feeding the output to the gearbox. This is the brain of the suit.
All functions are carried out in this block. Self balancing of the suit is achieved using
stabilizing mechanism using the control system (Fig. 3).

The left region of the frontal lobe commands the right side of the human hands
and legs, whereas the right region of the frontal lobe commands the left side of the
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Fig. 3 Structural alignment
of the integral sensing
element. Conductive yarn on
1 and 3, high fiber spacing
compressible layer

human hands and legs. On the course of walking a systematic sync of the limbs are
observed. When right side of the lower limb is put forward the left upper limb moves
in forward and vice versa. These postulates are strictly followed on the design and
construction of the exoskeletal wearable. The image portrays the command path.

In the figure, is the body of person who is paralyzed from the waistline because
he had an injury. So, to deal with this problem a textile sensor is fixed rigidly on
both the arms. When left-hand swings in front, the angle will decrease and reach
a threshold point. This threshold point is that angle at which the arm swing angle
is minimum. When a person walks his arms move in a specific manner. The textile
sensors are used to calculate the angle of the arms and send the information to the
computing system. The sensor sends these readings to the microcontroller. Imme-
diately the microcontroller sends signals to the solenoid-operated DCV (directional
control valve). While it is decreasing its angle, there is a DC motor which is fixed
to the flow-control valve is revolving, and thereby the stroke length of the piston
cylinder is increasing. The speed of the exoskeleton depends on the angle detected
by the textile sensors and as a result the control system and generates the output
required which triggers the gearbox and increases or decreases the speed (Fig. 4).

There are two pneumatic actuators one at the back-thigh muscle and one at the
calf muscle. The back-thigh muscle actuator actuates gradually as soon as it gets
information from the sensors. These sensors ensure free owing movement of the
user and do not cause any disruptions for the user. These sensors also ensure comfort
for the user.

The encoder is deployed to summarize the rotations undergone by the direct
current (DC) powered motor and relay it to the microcontroller on board to direct the
motor to rotate in the contrary directions with the identical number of rotations and
the two actuators are pulled back every time the feet is in contact with the surface
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Fig. 4 Active control system

using a force detecting sensor, which is placed on the exoskeleton suits bottom,where
the force is sensed.

5 Leg and Thigh Assembly

5.1 Leg Assembly

The lower functioning infrastructure comprises of three pneumatic actuators B, C,
and D, respectively. When actuator B extends, the upper body mainframe refuses to
coordinately move with the nether body since it is attached to the robust overlying
body frame which is bridged to the substructure of the foundation of the cylinder and
predominantly due to the adverse tension spring. Eventually, an oscillating move-
ment which is habitual in an individual gait cycle. Actuators C and D are always in an
extended state to assist the ruptured leg derived from the response forces. This facil-
itates the linear motion of the suit in almost any unfavorable terrain. Furthermore, an
adaptable strap which assists in providing a composed rigid bridge connecting the
main upper frame and the supporting lower structure which is variable.
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5.2 Thigh Assembly

The actuator A is coordinated through a pseudo-motion that the augmented stroke
of cylindrical piston achieves paramount angles, which is susceptive for movement.
Immense vibrations are produced in accordance with the pneumatic pressure. Princi-
ple reinforcement is provided for the safety of the structure. The actuatingmovements
are enforced to the rigid structure of the metallic extension. Thus, the expansion/nulli
cation will induce actuating movement of the thigh tissue and this in turn leads to
providing mobility. The metallic frame structure consists of high-grade aluminum
alloys for high rigidity and low mass. Therefore, there is null forward transference
of potential to the thigh tissue. The underface of metallic structure is laminated with
occult material providing gushing inner fabrication. Elastic belts are aligned with
the motive to adapt to the metallic structure with utmost ease along with adjustable
capabilities with respect to the subject. The welding of robust links with metallic
frame structure provides utmost rigidity.

6 Conclusion

Thus, the suggested methodology can assist the humans suffering from paraplegia.
Paralysation is an ideology widely described in the paper. The idea of a textile sensor
in a suit is an unexplored and opens new arenas for research development. This
ideology being in its sapling stage currently, a huge evolution can be expected and
thatwould aid the biomedical engineering to revolutionizemed-tech to aid non-motile
paralyzed humans to move around by making them walk.
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A Comparison of Indoor Positioning
Systems for Access Control Using Virtual
Perimeters

Brian Greaves , Marijke Coetzee and Wai Sze Leung

Abstract Integrated smart technologies are fast becoming the norm inmodern work
and home environments for providing interactivity and ease of use. Greater intercon-
nectivity, however, enables greater risk of misuse. Logical assets in such environ-
ments are protected by logical access control. However, if a logical asset is given a
physical form, it no longer has the same protection due to logical and physical access
control not being well integrated into physical spaces. Great strides have been made
to protect assets in physical spaces by geographically placing a security perime-
ter around them. Geo-fencing enables the demarcation of a virtual perimeter around
locations to protect them fromunwarranted access. A limitation of geo-fencing is that
location cannot be determined accurately indoors as positioning technologies such as
GPS are ineffective, and tag or active positioning systems are easily subverted. This
research explores indoor positioning systems to define virtual perimeters in indoor
spaces for access control to be performed even when topological changes may occur.

Keywords Indoor positioning systems · Virtual perimeters · Access control

1 Introduction

Physical spaces such as office buildings are becoming more integrated with smart
technologies to enhance the level of interaction between users and building services
[1]. Security services for such environments need to consider the protection of the
physical and cyber assets they contain. It is not sufficient to prevent access to a room
containing assets, but to limit what can be done while within the room itself [2].
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In a laboratory, one may be able to use some equipment but not others if they do
not have sufficient clearance. If the restricted equipment is moved, it should remain
restricted. Thus, topological changes must be considered when designing security
[2].

Location-based access control is an active field of research that uses location
information in access decisions with sufficient granularity to suit the needs of the
space [4]. Protection can be provided by creating a virtual perimeter around devices to
performaccess controlwhen entities are in sufficient proximity [3].Virtual perimeters
exist in the form of outdoor GPS or 3G geo-fences [4] which provide a boundary
to trigger actions when crossed. However, due to the inaccuracy of GPS and 3G
indoors, such systems would not be effective in an office or laboratory environment
[5].

When designing an indoor equivalent of a geo-fence it is important that a sys-
tem is accurate, unobtrusive, and cost-effective. Currently, beacons, tags, and Wi-Fi
positioning systems are popular choices in systems with low-security requirements
[6].

This research makes a contribution by comparing various forms of indoor posi-
tioning systems to create the equivalent of an indoor geo-fence system, a virtual
perimeter.

The following section presents a scenario as a basis for this research and followed
in Sect. 3 by a discussion on access control and indoor virtual perimeters. Section 4
presents a set of access control requirements for the scenario and Sect. 5 discusses
indoor positioning systems that could potentially satisfy them. Finally, Sect. 6 com-
pares the indoor positioning systems and Sect. 7 concludes the research.

2 Motivating Example

An office building is a physical space with offices, meeting, and printer rooms. The
topology of the building determines which spaces are reachable with many offices
being open plan. Some offices may be restricted and if an employee is granted access
to an office via an access token, he has satisfied its reachability requirement.

Within the offices, employees have laptopswhich store sensitive documents. These
laptops are physical entities, but should someone interact with them, there could be
repercussions in the physical or cyber realms. For example, Alice is a finance officer
with a laptop storing sensitive documents. Logical access control prevents others
from viewing documents on her laptop, but nothing is stopping a colleague from
snooping over her shoulder as she works. Thus, logical access control fails to protect
the cyber document in the physical realm. Should a clerk of lower clearance be
granted access to Alice’s office to consult with her, the documents should not be
viewable to him.

Furthermore, if Alice goes to another room, any sensitive information on her
screen should still be protected. Similarly, if she prints a document in the printer
room, it should not be readable by those without sufficient clearance. Since other
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employees may already be in the office, access control cannot be done at the door.
Therefore, both physical and logical access control must be used in unison to protect
cyber assets. A perimeter can thus be created aroundAlice’s laptop to prevent viewing
if a clerk is too close. Therefore, determining the accurate location of all entities is
important.

To address this consideration, the next section discusses indoor access control.

3 Access Control for Indoor Physical Spaces

Access control is the security service that limits access to resources and services
for legitimate users of a system [7]. Access control falls into either the physical or
logical domains. This section discusses physical and logical access control and the
use of location therein. Access control and virtual perimeters are then defined.

3.1 Physical and Logical Access Control

Physical access control is defined as the ability to permit or deny access to a physical
space based on an entity’s identity and permissions [7], often using doors and locks.

Logical access control limits access to cyber assets such as files or services based
on rules or permissions that allow subjects to perform actions on objects [7]. Addi-
tional factors such as roles or context can provide greater granularity for access
decisions.

The scenario illustrated that both physical and logical access control needs to
be performed and cannot, therefore, be treated as individual domains [8]. Thus, the
focus shifts inward from perimeter defense to protect objects inside the perimeter. To
address this, the systemmust know here entities are to prevent acts such as snooping.

3.2 Location and Context for Access Control

Due to being in a shared office space, it is not sufficient to knowwhich room two enti-
ties are in, as in common building access systems [9]. The system must know where
they are relative to one another [10]. Should the screen not be viewable by the clerk,
work can continue normally. If the clerk moves to view the screen, snooping should
be prevented even if the laptop is moved by Alice. Some objects such as printers may
not move so anyone in a given area should not be able to view printed documents
[11]. Thus, access control should use absolute and relative location interchangeably.

In the scenario, the locations of the employees and the access levels that they
have provided the context for the space. Access control enforcement is affected by
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Fig. 1 Conceptual examples of virtual perimeters

the context of the space [7]. Thus, it is imperative to know the location and clearance
of entities.

3.3 Virtual Perimeters

In a prison, only if the prisoner escapes by crossing the physical perimeter is there a
need for action. A physical perimeter can be translated into a virtual counterpart by
instead considering the area where a screen is viewable. If the clerk is out of viewing
range, then no action is required until he crosses the virtual perimeter to view the
screen. Therefore, a perimeter can be established around the screen and then actions
can be taken when the distance between the clerk and screen is low enough. Virtual
perimeters, therefore, can be expressed using absolute coordinates [4] or relative
distances.

A and B in Fig. 1 show a relative and absolute virtual perimeter around Alice’s
laptop and the printer, respectively. As the laptop can move but the printer does not,
the access control system should be able to use relative distance from the laptop and
absolute coordinates dependent on the type of object and the nature of the space in
question. Therefore, the following section presents a set of requirements to address
the security needs of the scenario using virtual perimeters for access control.

4 Access Control Requirements for Indoor Virtual
Perimeters

Based on the previous work using the same scenario [12], the researchers have
identified a set of requirements for indoor virtual perimeters to be used in access
control. Here, follow the three most pertinent requirements presented as a basis for
later comparison:
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1. Virtual perimeters need to be enforced: For access control decisions, the system
must prevent the unwarranted viewing of sensitive information using subject and
object location. If within viewing range, the information should be hidden [10].

2. Sensors should accurately identify and locate physical and cyber entities: Sensors
must be able to locate subjects and objects accurately enough to determine if a
subject has crossed a virtual perimeter so that access control can be enforced
while still being usable and cost-effective in an office work environment [13].

3. Logical access control should be enforced in a physical space: Access control
must protect physical representations of logical objects so that they have the same
level of protection as their cyber counterparts [14].

These requirements bring into question the capabilities of indoor positioning sys-
tems. Physical entities must be tightly coupled with their logical counterparts so that
subjects do not view screens while being reported as outside of viewing range by
sensors [8]. To address this, the next section discusses current indoor positioning
systems.

5 Indoor Positioning Systems

Indoor positioning systems (IPSs) determine the location of entities in buildings. In
Fig. 1, there is a need to ensure that the clerk is not able to view the information
on Alice’s screen. Inaccurate location information could result in false positives
or negatives, resulting in incorrect action being taken. Thus, location accuracy is
important.

There are four primary categories of IPSs [10]; direct sensing, dead-reckoning,
triangulation, and pattern recognition. Each of which are now briefly discussed:

Direct sensing uses sensors installed at the position of location measurement [10,
15]. For example, barcodes are scanned at fixed locations to provide information
from a location database [10]. Infrared systems [10] broadcast an infrared beam
that imparts location information to a reader when passed through. Ultrasound sys-
tems [10] use short-range transmitters to localize subjects that pass under them.
Passive RFID tags are unpowered and inexpensive, while active tags are expensive
and maintenance-heavy but yield accuracies of mere centimeters (passive) to 3 m
(active) [10]. Except for infrared and active RFID, these approaches benefit from
being inexpensive, simple, and reliable but are inflexible as they have fixed installa-
tion locations.

Dead-reckoning is a positioning system that estimates a subject’s location basedon
a previous estimate or known location. Devices use embedded sensors to infer posi-
tion based on the previous known locations. Sensor-based dead-reckoning systems
use accelerometers or magnetometers with an accuracy of roughly 1.62 m depen-
dent on the sensor [16]. Bluetooth low-energy beacons [16] are accurate to 1.7 m
but require the installation of many beacons. Camera-augmented dead-reckoning
systems [17] use camera images to compare against a pre-mapped building with a
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sensor-dependent accuracy of 5–30 cm. Dead-reckoning systems have a great deal of
variance in accuracy but benefit from low setup costs. However, if the measurement
device is removed, it becomes impossible to position the subject as the system is
tracking the device [10].

Triangulation compares location readings from three known points to localize
subjects. RFID triangulation systems are low cost and accurate to 72 cm (active) and
15 cm (passive) [18] with a high density of sensors. Infrared triangulation boasts an
accuracy of 20–30 mm [19] but is a costly investment [15].Ultrasound triangulation
has an accuracy of 5 cm [15] but is expensive and inflexible. Wi-Fi triangulation
produces errors of up to 2 m but can be implemented using existing hardware [6].
However, all the IPSs in this category cannot locate subjects if the sensor device is
removed [13].

Pattern recognition systems are either computer vision-based or fingerprinting-
based.Monocular computer vision systems use a single camera to determine the pres-
ence of subjects in line-of-sight [14]. Stereoscopic systems use calibrated dual cam-
eras to determine depth with an accuracy of 10 cm [15].Computer vision approaches,
however, tend to suffer from problems with occlusion and poor lighting [15] but
approaches have been implemented to address these problems [20]. Both approaches
are inexpensive using off-the-shelf cameras but require enormous computing power
to process images. Signal distribution or fingerprinting [10] relies on a pre-recorded
map of data to compare sensory readings to. Magnetic field measurement (MFM)
[13] enables devices to locate themselves by finding landmarks in a building’s mag-
netic field map with an accuracy of 2.9 m but requires an inexpensive MFM device
to be carried at all times.

It is important to note that the methods and systems presented above are not
exhaustive, but rather serve to provide a general basis for comparison in the next
section.

6 Comparison of Indoor Positioning Systems

Table 1 provides a condensed version of the information presented above. Each IPS is
listed in its category with columns for location type, stating if it uses absolute or rel-
ative location and its expected accuracy. Sensor location indicates if it requires fixed
or carried sensors. #Sensors lists the number of sensors required and the expected
cost.

Section 4 stated the three access control requirements derived from the scenario,
each of which are now discussed with respect to the IPSs above.

The first requirement of virtual perimeters needs to be enforced and requires the
specification of virtual perimeters in absolute coordinates or relative distance using
techniques such as floatable geo-fences [4]. Accurate sensors are then required to
determine if the virtual perimeter is crossed. However, token-based systems are not
ideal as the token can be removed and direct sensing does not lend to changes in
topology [13].
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Table 1 Comparison of indoor positioning systems

Category Type Loc.
type

Accuracy Sens.
loc.

# Sensors Cost

Direct
sensing

RFID A <3 m Fixed
+
subject

1 Receiver/location
1 Tag/subject

Low

Barcode A Exact Fixed 1 Barcode/location
1 Reader/subject

Low

Infrared A Line-of-
sight

Fixed 1 Transmit-
ter/location
1 Receiver/subject

High

Ultrasound A Line-of-
sight

Fixed
+
subject

1+ Transmit-
ter/location
1+
Receiver/subject

Low

Dead-
reckoning

Phone
sensing

A + R ~1.7 m Fixed 1 Sensor/initial
location
1 Smart
device/subject

Low to
med

Camera
sensing

A 5–30 cm Fixed 1 Smart
device/subject

Low

Triangulation RFID R 15–72 cm Fixed
+
subject

1+
Receiver/location
1 Tag/subject

Low

Infrared R 20–
30 mm

Fixed
+
subject

1+
Receiver/location
1 Tag/subject

V. High

Ultrasound R ~5 cm Fixed
+
subject

1+
Receiver/location
1 Tag/subject

High

Wi-Fi R <2 m Fixed
+
subject

1+ AP/location
1 Smart
device/subject

Low

Pattern
recognition

Mono
camera

R Line-of-
sight

Fixed 1 Camera/location Low

Stereo
camera

R ~10 cm Fixed 1+ Camera/room Low

MFM A −2.9 m Device
+
subject

1 Smart
device/subject

Low



300 B. Greaves et al.

The second requirement of sensors should accurately identify and locate physical
and cyber entities, requires an IPS to accurately position subjects to prevent unwar-
ranted viewing of sensitive information. An exact measurement of location is ideal
as greater error measurements may result in false positives or negatives [11]. Of the
remaining IPSs, stereovision cameras are ideal as they have 10 cm accuracy and are
not costly or easily circumventable due to having no tags or devices to be worn or
carried.

The third requirement of logical access control should be enforced in a physical
space, requires a location-based access control model to make use of location infor-
mation to prevent unwarranted viewing of information with minimal disruption to
employees. If a subject enters a virtual perimeter, the actions in policy must be exe-
cuted to prevent viewing, for example, by dimming of screens, removal of windows
from view [14], or prevention of access to a room containing documents in plain
view. Each approach should be tailored to the nature and topology of the space to be
effective.

Considering the above, the only approaches that satisfy the three requirements are
the two camera-based approaches under the pattern recognition category.Approaches
such as [14] use line-of-sight cameras to perform access control at end points. Stereo
camera research is currently an active study field with approaches such as [21] using
depth sensing for localization of entities for use in environmental mapping and room
supervision. Technologies on the market such as [22] provide a native means to
produce 3Dmaps of the environment using only the depth-sensing camera and image
processing.

Even with these advances, there is still a need to apply such technologies for
use in access control. Coupled with the use of biometrics and image processing
technologies, computer vision systems provide a unique opportunity to automate
intelligent access control systems that require minimal administrative control which
reduces the infringement on privacy that cameras generally pose. Biometric systems
such as gait recognition can provide greater amounts of information about the context
of entities within the environment such as the direction a subject is facing or, when
coupled with learning algorithms, if a subject is behaving suspiciously [23]. Such
advances provide abilities that the other non-computer-vision-based approaches do
not provide in one package.

It is therefore the view of the researchers that the integration of stereo camera
systems into access control can be further explored for virtual perimeter access
control.

7 Conclusion

This research presents a virtual perimeter as an indoor analog to a geo-fence to protect
information that can be given a physical form. The researchers identified the need
for accurate location from indoor positioning systems (IPSs) to determine if a virtual
perimeter is crossed so that access control can be performed. To enable this, a set of



A Comparison of Indoor Positioning Systems for Access Control … 301

security requirements were extracted from the scenario and IPSswere comparedwith
respect to their accuracy, usability, and cost. Pattern recognition systems emerged as
a contender to satisfy the requirements as they are inexpensive and do not require
tags to be carried by subjects making them more difficult to circumvent. This leads
them to be ideal candidates for integration into a virtual perimeter access control
model.

Furthermore, the researchers identified that stereo camera technologies can accu-
rately localize entities within a physical spacewhile also providing additional context
information about the subject such as posture and direction fromgait recognition. The
researchers therefore conclude that stereoscopic cameras can be a viable technology
for location-based access control to be performed in a physical space, wherein logical
information may be given a physical form and still requires access to be controlled.

Future work entails an evaluation of computer vision-based IPSs for access con-
trol.
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Abstract Herein, we propose a new class of stochastic gradient algorithm for chan-
nel identification. The proposed q-least mean fourth (q-LMF) is an extension of the
least mean fourth (LMF) algorithm and it is based on the q-calculus which is also
known as Jackson’s derivative. The proposed algorithm utilizes a novel concept of
error correlation energy and normalization of signal to ensure a high convergence
rate, better stability, and low steady-state error. Contrary to conventional LMF, the
proposed method has more freedom for large step sizes. Extensive experiments show
significant gain in the performance of the proposed q-LMF algorithm in comparison
to the contemporary techniques.
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1 Introduction

Themodernwireless communication systems provide a reasonable trade-off between
performance parameters. They provide high throughput with mobility while main-
taining efficient utilization of limited bandwidth. Such cost-effective developments
come with a number of stumbling blocks and invigorating challenges. Channel esti-
mation is one such essential techniquewhich is effectively used to enhance the perfor-
mance of the modern wireless communication systems. It is a widely used technique
specifically inmobile wireless network systems as the wireless channel shows signif-
icant variations over time, and generally, these variations are caused by a number of
reasons such as transmitter or receiver being in motion at high speed. Multi-path in-
terference from surroundings, such as highlands, buildings, and other hindrances also
affect mobile wireless communication. In order to offer consistency, accuracy and
high data rates at the receiver, accurate estimates of the time-varying channel are the
requirement. Linear models provide reasonable estimates with reduced bit error rate
(BER), thereby improving the capacity of the system [12]. Adaptive learning meth-
ods are widely used to estimate the characteristics of the communication medium.
Due to their simplicity and ease of implementation, the least square-based methods
are considered to be widely used optimization techniques for adaptive systems. The
technique has been applied in diversified applications such as function approxima-
tion [10], detection of elastic inclusions [1], noise cancelation [9], nonlinear system
identification [11], ECG signal analysis [20], elasticity imaging [6], and time series
prediction [15]. Adaptive filters are used to extract the desired components from a
signal containing both desired and undesired components. The least mean square
(LMS) is a popular choice for designing adaptive filters. However, it has a slow con-
vergence rate [7]. Besides these variants, various definitions of gradient have also
been used to derive improved LMS algorithms [3, 13]. The algorithm is derived
using Riemann–Liouville fractional derivative for high convergence performance.
In [2, 14], some adaptive schemes were proposed for maintaining stability through
adaptive variable fractional power. The FOC variants are, however, not stable and
diverge if the weights are negative or the input signal is complex [16, 18, 21].

Recently, Jackson’s derivative q-steepest descent algorithm is proposed that com-
putes the normal to the cost function to achieve a higher convergence rate [5]. The
q-LMS algorithm has also been used for a number of applications, such as system
identification, and designing of whitening filter [4]. In [17], adaptive frameworks
are proposed for q-parameter. In this research, we propose a modified variant of the
stochastic gradient descent method by utilizing the q-steepest decent approach. The
proposed method is an extension of the least mean fourth (LMF) algorithm which
minimizes the fourth power of the instantaneous estimation error. The conventional
LMF can achieve higher convergence compared to the LMS algorithm [22]. How-
ever, it is inherently prone to instability due to the cubic power of the error signal in
its update rule. In the proposed q-calculus-based LMF (q-LMF) algorithm, the per-
formance of the conventional LMF can be improved while maintaining the stability
of the algorithm by using an additional controlling term q.
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1.1 Research Contributions and Paper Organization

Following are the main contributions:

• A novel adaptive learning algorithm is derived for the identification of linear
systems. In particular, Jackson’s derivative-based variant of LMF is derived using
the q-gradient descent method [5].

• The reactivity of the proposed q-LMF algorithm is analyzed for q controlling
parameter.

• An interesting application of XE-NLMF filter is presented, and a time-varying
normalization technique is designed.

• Performance of the LMS and the LMF algorithms are compared to the q-LMF.
• The Big Oh complexity is also analyzed. The q-LMF achieves significantly im-
proved performance at the cost of very low computational overhead.

• Performance claims are validated through computer simulations for a linear chan-
nel estimation task.

We organize the paper as follows. A detailed overview of the q-calculus is ex-
plained in Sect. 2. In Sect. 3, the description of the proposed algorithm is provided,
followed by the experimental findings in Sect. 4. The paper is concluded in Sect. 5.

2 Basics of q-Calculus

Quantum calculus is also referred to as the calculus without a limit. It has been suc-
cessfully used in various areas including number theory, adaptive filtering, opera-
tional theory,mechanics, and the theory of relativity [8]. In q-calculus, the differential
of a function is defined as dq(p(x)) = p(qx) − p(x). The derivative therefore takes

the form Dq(p(x)) = dq(p(x))
dq(x)

= p(qx)−p(x)
(q−1)x , and when q → 1, the expression becomes

the derivative in the classical sense. For the form xn, the q-derivative of a function is
given as:

Dq,xx
n =

⎧
⎨

⎩

qn − 1

q − 1
xn−1, q �= 1,

nxn−1, q = 1.
(1)

The q-gradient of a function p(x) for n number of variables, x = [x1, x2, . . . , xn]ᵀ
is given as∇q,wp(x) � [Dq1,x1p(x),Dq2,x2p(x), . . . ,Dqn,xnp(x)]ᵀ, where q = [q1, q2,
. . . , qN ]ᵀ [19]. There is also a rule similar to the chain rule for ordinary derivatives.
Let g(x) = cxk . Then, Dqp(g(x)) = Dk

q(f )(g(x))Dq(g)(x).
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3 Proposed q-Least Mean Fourth (q-LMF) Algorithm

By utilizing the idea of steepest descent with the following weight update rule, the
conventional LMF algorithm is obtained

w(i + 1) = w(i) − η

4
∇wJ (w), (2)

where η is the step size, J (w) is the cost function for the q-LMF algorithm
and is defined as J (w) = e4(i), where e(i) is the estimation error which is the
deviation between the output signal at the ith instant and the desired response
d(i), i.e., e(i) = d(i) − wᵀ(i)x(i). Here, x(i) is the input signal vector defined as
x(i) = [x1(i), x2(i), . . . , xM (i)]ᵀ, and w(i) is the vector which consists of weights
given as w(i) = [w1(i), w2(i), . . . , wM (i)], where M is the length of the filter.

The q-LMF utilizes the Jackson derivativemethod [5], and it takes larger steps (for
q > 1) toward optimal solution. To derive q-LMF algorithm, conventional gradient
in (2) can be replaced with the q-gradient, we get

w(i + 1) = w(i) − η

4
∇q,wJ (w). (3)

The q-gradient of the cost function J (w) for the kth weight is defined as∇q,wk J (w) =
∂qk
∂qk e

J (w)
∂qk
∂qk y

e(i)
∂qk

∂qk wk (i)
y(i). Solving partial derivatives using the Jackson deriva-

tive defined in Sect. 2 gives
∂qk
∂qk e

J (w) = ∂qk
∂qk e

(e4(i)) = q4k−1
qk−1e

3(i) = (q3k + q2k + qk +
1)e3(i), where J (w) = e4(i), we employ the instantaneous error term and it is giv-
en as e(i) = d(i) − y(i). Substituting

∂qk
∂qk wk (i)

y(i) = xk(i), and
∂qk
∂qk y

e(i) = −1 gives

∇q,wk (i)J (w) = −(q3k + q2k + qk + 1)e3(i)xk(i). Similarly, for k = 1, 2, . . . ,M ,

∇q,wJ (w) = −(q31 + q21 + q1 + 1)e3(i)x1(i), (q
3
2 + q22 + q2 + 1)e3(i)x2(i),

. . . , (q3M + q2M + qM + 1)e3(i)xM (i).
(4)

Consequently, Eq. (4) can bewritten as∇q,wJ (w) = −4E[Gx(i)e3(i)], where η is the

learning rate andG is a diagonal matrix diag(G) = [( q31+q21+q1+1
4 ), (

q32+q22+q2+1
4 ), . . . ,

(
q3M +q2M +qM +1

4 )]ᵀ. Due to the ergodicity of the system∇q,wJ (w) results in∇q,wJ (w) ≈
−4Gx(i)e3(i). Substituting ∇q,wJ (w) in (2) renders the learning method of the q-
LMF algorithm by

w(i + 1) = w(i) + ηGx(i)e3(i). (5)
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3.1 Formulation of the qXE-LMF

The least mean fourth (LMF) algorithm shows better performance in non-Gaussian
environment compared to the LMS [22]. For its stability, normalized versions of the
LMF algorithm are proposed that enhanced its performance and stability in Gaus-
sian noisy environments. For example, the newly developed normalized LMF (XE-
NLMF) algorithm is normalized by the error powers and mixed signal, and fixed
mixed-power parameter is used to give it some weight [23]. As quantum calculus-
based algorithms show faster convergence, it is thought-provoking to expand the
concept of normalization for the proposed q-LMF algorithm. The proposed qXE-
NLMF algorithm is expressed by the following equation:

w(i + 1) = w(i) + ηGe3(i)x(i), (6)

where diag(G) = 1/(δ + α‖x‖2 + (1 − α)‖e‖2),, δ is a small value added to avoid
indeterminate form, the notation ‖.‖2 shows the squared Euclidean norm of a vector
and α is the mixing power parameter.

3.2 Computational Complexity

Computational complexity is an important performance measure of the learning al-
gorithms. We analyze the computation cost of the LMS, the LMF, and the proposed
q-LMF algorithm. For each iterations, the proposed q-LMF requires 3M + 3 mul-
tiplications and 2M additions, which is M + 2 and M multiplications expensive
compared to the LMS and LMF algorithms, respectively. Here,M denotes the num-
ber of unknown weight parameters. The additional multiplications are required due
to the presence of diagonal matrixG. Additionally, in initialization step, the proposed
q-LMF requires 3M multiplications and 3M additions only once to compute the G
matrix.

4 Experiments

For a system identification scenario, the performance of the proposed q-LMF algo-
rithm is examined in this section. Channel estimation, for instance, is a widely used
method in communication systems to estimate the characteristics of an unknown
channel.

Themathematical model of the system is defined as y(t) = h1x(t) + h2x(t − 1) +
h3x(t − 2) + h4x(t − 3) + d(t), where the input and output of the system are denoted
by x(t) and y(t), respectively, and d(t) is the disturbance which is taken to be white
uniform noise in this case. For this experiment, x(t) is chosen to be 1 × 104 randomly
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generated samples obtained from Gaussian distribution of zero mean and variance
of 1. For the simulation purpose, the signal-to-noise ratio (SNR) is set to be 10dB.
The experiments are repeated for 1000 Monte Carlo independent runs and meanults
are reported. Impulse response of the system hround# is in each simulation round set
randomly, and weights of the adaptive filter were reset to zero. Following are the
objectives of our simulations:

• To show the performance gain of q-LMF over LMS in non-Gaussian environment.
In particular, we compare the performance of the proposed algorithm with the
conventional LMS when q-LMF is operating as conventional LMF filter (i.e.,
q = 1).

• To test the reactivity of the q-LMF algorithm over q parameter.
• To evaluate the performance of the proposed algorithm when q-LMF operating as
XE-NLMF.

For the performance analysis, the normalized weight difference (NWD) between
the actual and the estimated weights is calculated. In particular, we define NWD =
‖h−w‖

‖h‖ , where w is the obtained weight-vector and h is the actual impulse response
of the channel.

4.1 The Proposed q-LMF as the LMF Algorithm

In this experiment, we compare the performance of q-LMF algorithm with the con-
ventional LMS algorithm. It is well established in [22], that when operating in a
non-Gaussian environment the LMS perform inferior to the LMF. For the evalua-
tion of the proposed method in non-Gaussian environment, we choose the step size
η = 1e−3 for both the LMS and the proposed q-LMF with a fixed value of q, i.e.,
1. It can be seen from Fig. 1 (first column) that when operating in non-Gaussian
noise environment q-LMF also outperforms the LMS algorithm in steady-state error
and convergence rate measures. The proposed method converges at 2000th iteration,
whereas the convergence of the LMS algorithm is achieved at 4000th iteration at
a higher steady-state error compared to q-LMF. In steady-state error, the proposed
q-LMF algorithm outperformed the LMS algorithm by a margin of approximately
0.6dB. The steady-state error for LMS is−18.239dB while for the proposed q-LMF
it is relatively smaller, i.e, −18.827dB. q-LMF exhibits results in comparison to the
traditional LMS.

4.2 Reactivity Study of the Proposed q-LMF

We observe the change in response of the q-LMF algorithm with the change in q
parameter. Specifically, we conducted the simulations for a system identification
problem and compare the normalized weight difference (NWD) learning graphs of
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Fig. 1 (first column) NWD behavior for the proposed q-LMF and the LMF algorithm. (second col-
umn) Sensitivity of q-LMF. (third column) Comparison of the conventional LMF and the proposed
qXE-LMF

the proposed q-LMF algorithm on various values of q (see Fig. 1 (second column)).
We considered four different values ofq, i.e.,q = 1,q = 2,q = 4, andq = 8. Figure1
(second column) shows that for q = 1 the proposed q-LMF behaves exactly like the
conventional LMF algorithm. Note that for higher values of q, the proposed q-LMF
shows faster learning accompanied with a larger final error. The q-LMF took the
largest number of iterations for q = 1, i.e, at 28,000 while for greater values of q it
took lesser iterations such as for q = 2, q = 4, and q = 8 it took 14,000, 6000, and
2500 iterations to converge.

4.3 The Proposed q-LMF as XE-LMF

Stability of theLMFalgorithm is difficult to achieve, since the cubic power of the error
(e3) in the LMF gradient vector can create overwhelming initial uncertainty. To solve
this problemwe propose to use the q-LMF in XE-NLMFmode, this will help q-LMF
to operate at higher values of step size on which the conventional LMF diverges and
the proposed algorithm can achieve better performance. In this section, we show the
comparison of the LMF and the proposed q-LMF algorithm for large and small values
of step size. In Fig. 1 (third column), when operating at η = 0.001 it can be noticed
that both the algorithms show slow convergence. At a higher convergence rate, we
simulated the LMF algorithm for same simulation setup with 2 times greater value
of step size, i.e., η = 0.002 at which it shows the divergence while the proposed q-
LMF when operating in XE-NLMF mode (derived in (6)) can operate at even higher
convergence speed (i.e., η = 0.01). Overall, the proposed q-LMF algorithm when
operating in XE-NLMF mode can achieve higher convergence while maintaining
the stability.
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5 Conclusion

In this research, we proposed a q-calculus-based LMF algorithm called q-LMF. The
proposed algorithm provides additional control over the convergence and steady-
state performances through q parameter. The standard LMS and LMF algorithms
are compared to the proposed q-LMF for a problem of channel estimation in non-
Gaussian environment. The algorithms are compared on the basis of steady-state
error, convergence rate, and computational complexity. The simulations were re-
peated for 1000 independent Monte Carlo simulation rounds at 10dB SNR value.
Overall, the proposed q-LMF algorithm comprehensively outperformed the LMS,
and the LMF algorithms, achieving the best steady-state error and convergence rate
performances.
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authorization mechanisms in workflow management systems based on roles, tasks,
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This paper proposes process driven authorization as an alternative approach to data
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to accomplish a task in the business process. Due to vast sources of regulations, a
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contradictions is presented. An extended workflow tree language is also presented
to support constraint modeling. An industry case pick and pack process is used for
illustration.

Keywords Compliance · Collaborative business process · Verification and
validation

The original version of this chapter was revised: The author’s name has been corrected to “Paul
de Vrieze”. The correction to this chapter is available at https://doi.org/10.1007/978-981-15-0637-
6_45

J. P. Kasse (B) · L. Xu · P. de Vrieze
Computing and Informatics Faculty of Science and Technology, Bournemouth University,
Poole BH12 5BB, UK
e-mail: jkasse@bournemouth.ac.uk

L. Xu
e-mail: lxu@bournemouth.ac.uk

P. de Vrieze
e-mail: pdvrieze@bournemouth.ac.uk

Y. Bai
Industry Engineering of Engineering College, Shanghai Polytehnic University,
Jinhai Road 2360, Pudong, Shanghai, P. R. China
e-mail: ywbai@sspu.edu.cn

© Springer Nature Singapore Pte Ltd. 2020
X.-S. Yang et al. (eds.), Fourth International Congress on Information
and Communication Technology, Advances in Intelligent Systems
and Computing 1041, https://doi.org/10.1007/978-981-15-0637-6_26

313

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0637-6_26&domain=pdf
https://doi.org/10.1007/978-981-15-0637-6_45
mailto:jkasse@bournemouth.ac.uk
mailto:lxu@bournemouth.ac.uk
mailto:pdvrieze@bournemouth.ac.uk
mailto:ywbai@sspu.edu.cn
https://doi.org/10.1007/978-981-15-0637-6_26


314 J. P. Kasse et al.

1 Introduction

Compliance requires strict adherence to policies, norms, and regulations by anorgani-
zation’s business processes which translate into products and services, e.g., products
mustmeet quality standards, systemsmust observe data privacy etc. Non-compliance
is punishable with monetary fines or litigations. Business processes aim to achieve
business objectives, yet compliance objectives provide a form of controls that con-
strain the business process and overall operations.

To achieve a balance between objectives and compliance requirements, a com-
pliance by design approach is adopted where both business and compliance require-
ments are designed into the process. Data privacy management is a key driver made
mandatory by the EU’s General Data Protection Regulation (GDPR). It requires pri-
vacy by design, which in the business process context impacts the entire engineering
process. Separation of duty (SoD) and binding of duty (BoD) [1, 2] are other forms
of constraints restricting process behavior from Sarbanes Oxley Act and Basel II.

Business processes are constrained by both company internal and external poli-
cies. As policies restrict valid executions of processes (or combinations of processes),
these restrictions could lead to deadlocks in the process where the process is inca-
pable of meeting the policy requirements [3]. For example, in a complex process with
multiple restrictions, the four eyes principle could lead to a problem where there is
only one authorized person that meets the other restrictions. This makes the need for
verification of process behavioral conformance with constraints legitimate.

Existing compliance frameworks do not address conflict checking among regu-
latory requirements [4, 5]. In a collaborative environments where different policies
apply, an illustration of how to achieve a composite policy set and verifying it against
contradictions, inconsistency, and inaccuracy is desirable.

To address constraintmodeling and validation problem in the context of regulatory
requirements, an extended workflow tree language with constructs like OR, loops,
and time is presented. Using a constrained processmodel, we illustrate process driven
authorization as a data access control mechanism with the case study introduced in
[6].

The rest of the paper is organized as follows. Section 2 presents the motivating
use case; Sect. 3 presents the proposed language illustrating application of extended
constructs while Sect. 4 illustrates how to achieve a composite policy set and its ver-
ification. Section 5 discusses how to achieve process driven authorization. Section 6
presents related work and Sect. 7 is conclusion and outlook.

2 Use Case

Pick and pack process is based on actual industry use. It is collaborative and designed
for use in international corporations (Europe and parts of Asia).
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Fig. 1 A BPMN representation of the pick and pack business process

Fig. 2 A workflow tree representing a constrained pick and pack business process



316 J. P. Kasse et al.

To create orders (Figs. 1 and 2), customers register online. Once order is received,
the customer and the store are notified. The store staffs check order details and
proceed to pick and pack the order. Before handover, the order is verified to match
with order details. For items that may be out of stock, the order is suspended for
a period until stock is available or customer is contacted to seek opinion either
to proceed without the item, substitute it, or cancel the order. Delayed orders can
be canceled by customers; ready ones are picked or delivered by the delivery team.
Individual stores may vary the process to fit specific contexts. Consequently, a family
of process variants is created with different implications on the control flow and data
resource allocations.

3 Workflow Tree Language

Several formal approaches are used in process modeling with BPMN being a stan-
dard from [7]. BPMN limitations like inability to expressively support intuitive and
in-depth analysis of business process models involving simulation, validation, and
verification [8].To support this analysis, models are enhanced with annotations, e.g.,
security and safety [8–10], model verification [11], etc. BPMN may not be the best
formalism to model and verify compliance constraints because annotations come
with associated complexity.

To this effect, a workflow tree language (WTL) is proposed. WTL is a popular
approach in process modeling and validation. In Nikovski and Akihiro [15], WTL is
used to represent processes in a way that facilitates process mining in models where
parallelism is not explicitly recorded. Crampton and Gutin [16] use WTL to express
workflow model constraints to facilitate means to extend and solve the workflow
satisfiability problem. The study however omits important constructs like the OR,
loops, and time which are relevant for current business processes. These constructs
formpart of our extension as represented by symbols in Fig. 2 to support themodeling
and analysis of processes which are collaborative, adaptive, and declarative [12] as
well as expression of constraints relating to privacy, SoD, BoD, and need to know
(Table 1).

Workflow trees provide a natural hierarchical representation of processes. In an
ordered tree, the process tasks and functional units are represented by leaves and
internal nodes, respectively. For instance, T5 represents a loop back to T5 in a
workflow. The X symbol is a cancel or termination, e.g., customer cancels the order

Table 1 Symbols and their
meaning

Symbol Name Symbol Name

|| Parallel • Sequence

⊗ XOR ⊕ Inclusive OR

Loop X Cancel
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due to delay.WTLextension is intended to support verification; (1) among constraints
to identify conflicts and inconsistencies, and (2) between model and the constraints.
Using compliance attributes in Kasse et al. [6], we illustrate to achieve modeling and
compliance verification for process models.

3.1 Constraint Expression with WTL

Constraints limit the behavior of the business process in terms of task ordering,
resource assignment, and data flow.WTL facilitates constraints expression in a man-
ner useful to analyze and identify properties necessary to support their verification.
Figure 2 is aWTLpick and pack processmodelwith SoD (�=) andBoD (=) constraints
symbols adopted from [13]. Constraints expression over models yields complexity
and task redundancy. This necessitates model verification to guarantee soundness.

In [6], useful compliance attributes in relation to branching and temporal con-
structs are suggested which we adopt to express compliance constraints over a WTL
model. Figure 2 illustrates expression of serialization (a), parallelism (b), looping
(c), XOR (d), and choice (e) constructs as segments of the use case.

The OR is likely to introduce redundancy in the workflow tree. For example, if
three tasks are represented on a single node. The nesting of tasks or use of similar
labels for two nodes that have parent/child relationship should be avoided to retain
a sound workflow tree. Simply, add a child node to the current node. All nodes must
have two children or otherwise be eliminated [14, 15]. Time-based constraints specify
temporal requirements defined as absolute time or relative time, e.g., task durations,
deadlines, task waiting time, resource availability, data access, and authorization
schedules.These compound into total process duration, e.g., the total order processing
duration is 6 h from submission time. Delays cause process costs or trigger exception
handling tasks, e.g., when customers reject delayed orders, it leads to a cancelation.

4 Optimal Policy Derivation and Validation

Amechanism to achieve a composite set of policies from internal and external policies
and their validation is described. Policies change overtime directly impacting on
existing processes. Changes must be propagated to all areas where it has effect.

4.1 Optimal Policy Derivation

Regulations are specified in natural language without implementation specifics. Nat-
ural language can be a source of ambiguity. External regulations have a direct influ-
ence over internal policies and the two should not contravene, otherwise a violation
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results in the business processes. Mapping internal and external policies has associ-
ated complexity or requires skills not common to compliancy officers. A mechanism
to derive an optimal composite policy set is a step to solve the complexity and facil-
itate non-expert users.

Internal Policy set: composed of polices to regulate processes behavior. For
instance, parties a, b, c collaborate on a business process each with individual inter-
nal policies. IPinternal.a = {P1.a, . . . Pn.a}, IPinternal.b = {P1.b, . . . Pn.b}, IPinternal.c =
{P1.c, . . . Pn.c}

Contractual Policy set: an integration of non-contradicting policies from IPinternal
to form a set Pcontractual binding all parties. If there other relevant policies outside of
the IPinternal,they are co-opted as Pother. Therefore,

Pcontractual =
c∑

i=a

Pother⋃

Pinternal,i

(1)

Global Policies: composed of industry wide policies Pglobal = {Rg1, Rg2 . . . Rg3}
Composite set: composed of global and contractual sets. Therefore

PComposite =
∑ (

Pcontractual, Pglobal

)
(2)

The composite set should be complete to include all relevant policies.

4.2 Validation of the Derived Optimal Equation

To validate the composite policy set, we define and formalize consistency and com-
pleteness equations to support formal reasoning to identify potential errors.

Consistency—equation with at least one solution. The composite set is composed
of all non-repeating policies compounded in contractual and global sets.

∃(Pcontractual, Pglobal) → Pcomposite (3)

Simple consistency—a composite policy set is consistent if and only if there is no
policy ρ in Φ such that a policy ρ and its negation exists in the same set, otherwise
Φ is inconsistent. No policy should allow and disallow actions at the same time, e.g.,
no resource assignment can be SoD and BoD at the same task otherwise a deadlock
results.

∃ρ(Pcomposite) ↔ �¬ρ(Pcomposite) (4)

Maximum consistency—a composite policy set is maximally consistent if and
only if for every policy ρ is part of the set.
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∀ρ ∈ (
Pcomposite

) ↔ ∃ρ ∈ (Pcontractual) (5)

Completeness: Pcomposite should include all relevant policies from the internal,
contractual, and global sets, otherwise it is incomplete.

∀ρ ∈ (Pcontractual) ⊇ (
Pcomposite

)
(6)

For all policies sets in contractual set are superset of the composite set.
From space limitation, it is not possible to illustrate the mechanism with the use

case.

5 Toward Process Driven Authorization (PDA)

With a consistent composite policy set, PDA mechanism aims to control access to
data based on legitimate and legalized purpose for which it is required in the process.
Access is granted with respect to time and history of task executions in the workflow.

5.1 Constraint Formalization

PreliminaryworkflowWdefinitions are concernedwith user—task assignment (u, t),
user—role assignment (UR ∈ UXR), and role—permission assignment (RP ∈
RX P).

i. SoD constraint δ for two workflow tasks T 1 and T 2 is a tuple expressed as

δt1 ∈ T1, t2 ∈ T2 → ¬∃u ∈ U {(u, t1), (u′, t2)} ⊆ W (7)

δ Constraint is satisfied iff there exists different users assigned to tasks t1 or t2 in W

ii. BoD constraint, β a user is assigned to execute two conjoint tasks t1 and t2

βt1, t2 �= t1 → ∀u ∈ U
[
(u, t1) ⊆ W → (

(u, t2) ⊆ W ∧ ¬∃u′ �= u[(u′, t2) ∈ W ])] (8)

β Constraint is satisfied if there exists a user assigned to execute tasks t1 and t2 in
W., e.g., tasks ‘pack items’ and ‘verify order’ are executed by different users

iii. Need to Know (N2K) constraint η assigns special permission to execute task
and access necessary data
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iv. Authorization policy℘ over a workflow is a triple composed of constraints SoD,
BoD and need to know.

℘ → (β, δ, η) (9)

Workflow history includes past executed task instances relevant to future user task
assignment (UT). This makes the element of temporal constraint relevant. Temporal
constraints assignment applies to the user, object, action to be executed and the
intention to allow or deny access, i.e.,

tm = (I, U, A, +/−) (10)

where I is the period interval, U is the subject or user, A is the action to be taken
(e.g., read) and +/- permissions to allow or deny time-based access. These variables
fit well with the proposed time-based compliance attributes in Kasse et al. [6], e.g.,
AllowBefore, AllowAt, DenyBefore, DenyAt, etc. Since the user is already part of
the task assignment, it is withdrawn to retain the formula as

tm = (I, A,+/−) (11)

Therefore, an authorization policy with temporal constraint is

℘ → (β, δ, η, tm) (12)

Additionally, access under PDA is granted with respect to history h executions.
A valid constrained workflow model is one that satisfies the authorization policy
in reference to the execution history. The history is important during execution to
check whether a previous user has right to access current task in reference to SOD
and BOD. Formally, a constrained workflow model CW with a history is;

CW → (℘, h) (13)

where h is workflow history. An execution of a workflow model satisfying all con-
straints is an authorized model under PDA. PDA is achieved as a service at runtime
which is contacted whenever a task is to execute. The authorization engine checks
the assignments and grants or denies access.

6 Related Work

The consistency of task-based constraints is addressed in [5] where the authors derive
a consistent constrained workflow schema. However, the study did not consider tem-
poral constraints which we have addressed in this paper. Crampton andGutin address
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workflow satisfiability problem using constraint expression in [16] and refine it in
[17]. Compliance of a workflow to specified constraints is considered a workflow
satisfiability problem which they provide solution to. Like the previous study, tem-
poral constraints were ignored. In Basin [13], an approach for deriving an optimal
workflow aware authorization is presented as an NP hard problem and solved as
a parameter tractable problem. We did not take that direction though it is a future
plan. In [18 and 19], a tool is implemented to automate the enforcement of privacy
policies and requirements on personal data used in organization systems. The tool
disregards other forms of compliance based on business process perspectives. In all,
the studies are relevant to the subject of compliance to regulations. However, none
of them specifically supports optimal policy derivation as well as its validation.

7 Conclusion and Outlook

This paper presents an explicit mechanism to compose and validate policies that
originate from different sources. By presenting a mechanism to integrate, validate
and verify different policy sets for consistency and completeness we contribute to the
subject. The concept of process driven authorization as an access control mechanism
to achieve compliance to data privacy and other regulations has been introduced
along with a WTL. Using an industry use case, the concept has been illustrated.
Currently, we are working on theorem proofs and lemmas to make the concept more
concrete.
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Abstract Sentiment analysis and opinion summarization have become an important
research area with the increase of available data on theWeb. Since the Internet started
containing more and more opinions and reviews for different products, individual
users and companies saw the benefits of a priori evaluations based on other users’
experiences; thus, automated analyses centered on customer impressions and expe-
riences emerged as crucial marketing instruments. Our aim is to create a scalable and
easily extensible pipeline for building a custom-tailored sentiment analysis model
for a specific domain. A corpus of around 200,000 games reviews was extracted,
and three state-of-the-art models (i.e., support vector machines, multinomial Naïve-
Bayes, and deep neural network) were employed in order to classify the reviews into
positive, neutral, and negative. Current results surpass previous experiments based on
word counts applied on a similar game reviews dataset, thus arguing for the adequacy
of the proposed workflow.
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1 Introduction

Internet has become a common practice and this trend leads to an increased influ-
ence in marketing and buying decisions. For example, online comments play a major
role in the popularity of a game, movie, or any kind of media product. Thus, the
popularity of a brand increases or decreases depending on the thoughts expressed
by different people. Gaming is one the most thriving industries in which players are
highly influenced by user reviews. As game rankings are mostly based on aggre-
gated user or critic scores, it is essential to extract and consider the actual value of
individual reviews. Full-text reviews provide important benefits for users who can
make informed decisions, as well as for game companies which can use online mar-
keting mechanisms to take appropriate decisions (e.g., promotions for low evaluated
games).

A sentiment refers to attitudes, emotions, and opinions conveyed with regards
to a given entity. Multiple points of views or ideas can be found just by analyzing
online reviews as these originate from different social groups, genders, professions;
therefore, this provides a better overview of the perceived impressions. Sentiment
analysis (or opinion mining) focuses on the task of extracting human feelings and
opinions from texts written in natural language [1, 2]. Sentiment analysis models
are widely employed in different domains including marketing, business, education,
sociology, psychology, and economics [2]. These automated models frequently use
natural language processing (NLP), information retrieval, and data mining [3] tech-
niques. An important factor for the increased efficiency of machine learning and
NLP methods resides in the huge amount of information available online for train-
ing purposes [4]. In addition, we can perceive sentiment analysis as a simplification
of in-depth discourse analysis and semantics as our aim is to automatically extract
global features (e.g., positive or negative sentiments and their corresponding labels)
[5].

Sentiment analysis methods entail various processing steps, out of which two are
frequently encountered: text preprocessing, followed by the automated classification.
The first stage uses NLP techniques such as: tokenization, stop-words, numbers and
punctuation removal, and lemmatization. Second, a wide range of classifiers can
be employed consisting of two major categories—machine-learning techniques and
lexicon-based statistics—as well as a combination of them (i.e., hybrid methods).
Pang andLee [6] envision an optimal solution for opinion-mining as amachinewhich
processes the text for a given item, creates a list of product features, and aggregates
all opinions for the given entity.

The aim of this paper is to compare multiple state-of-the-art models capable of
classifying game reviews as positive, negative, or neutral. The next section describes
frequently employed methods for opinion-mining and sentiment analysis. The third
section introduces the used corpora (consisting of around 200,000 game reviews
gathered for over 3000 games), followed by a description of the proposed methods.
The fourth section presents the results and a comparison of our selected models,
followed by conclusions and the future work.
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2 State of the Art

Two major NLP-based methods for sentiment analysis compete, for which rep-
resentative models are presented in this section: lexicons and machine-learning
techniques, each with its own limitations. Machine-learning techniques require a
large dataset of human examples for training, which is opposite to lexicon-based
approaches that do not capture context-sensitive semantics because they rely on
isolated word occurrences [7]. Moreover, context is important for expressing word
meanings because somewords can havemultiple valences in different contexts. How-
ever, most approaches rely on the bag-of-words assumption in which word order is
disregarded. Thus, the discourse structure is completely disregarded, and, for exam-
ple, the following two phrases will have the same polarity, even though they express
opposite positions: “You are right, I do not like this ice cream” versus “You are not
right, I like this ice cream.”

Sentiment lexicons are lists of words which express polarities for different dimen-
sions. These vectors contain information about semantic valences (e.g., intensifica-
tion or negation) [8], potential parts of speech [9], and can be divided into two main
categories: domain-independent word lists (i.e., general dictionaries that grant a
global overview) and domain-dependent vectors (i.e., accurate for certain categories
like books, tourism, shopping, gaming, or movies review, but potentially irrelevant
for other domains).Multiple dictionaries and tools have been developed, out ofwhich
the most representative open-source ones are: Affective Norms for English Words
(ANEW) [10], SenticNet, The General Inquirer (GI) [11] including the Lasswell [12]
dictionary, Geneva Affect Label Coder (GALC) [13], and EmoLex [14]. In addition,
several approaches build on top of individual word lists by combining them into
meaningful components—for example, SEANCE [15] or the method introduced by
Sirbu, Secui, Dascalu, Crossley, Ruseti, and Trausan-Matu [16].

Machine-learning approaches mostly rely on supervised-learning algorithms to
classify opinions into positive and negative classes, such as: Naïve-Bayes [17], max-
imum entropy [18], multinomial logistic regression [19], support vector machines
[20] or deep neural networks [20]. Themost representativemethodswere selected for
our pipeline and are presented in detail in the following section. Some NLP libraries,
like Stanford CoreNLP [21], also include a sentiment analysis component. Socher,
Perelygin, Wu, Chuang, Manning, Ng and Potts [22] use a recursive neural network
applied on the constituency parsing tree of a sentence. Each node in the tree is labeled
with a polarity score with seven possible values.

In addition, Kim, Ganesan, Sondhi, and Zhai [23] point out reasons why opinion-
mining has not yet been used by major industries when developing products. Unfor-
tunately, this subject is still in research and the solutions are not as accurate as
possible. The accuracy of the solutions should incorporate better understanding of
the text and make a more generalized solution so that it can be used in different
fields. The downside of using more features to improve the accuracy means that
scalability decreases. This can be mitigated by introducing parallel processing and
streamlined workflows. Another potential problem is the lack of common and public
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datasets. Most researches are performed on private data and other researches cannot
have easy access to it. Moreover, besides standardization, quality control [24] needs
to be enforced—only in this manner, valuable opinions are taken into consideration
for researches and projects [25].

3 Method

3.1 Corpora

Our dataset consists of 201,552 games reviews crawled from Metacritic. Crawler4j
[26] was used to extract reviews from over 3000 games. Games and reviews were
indexed in Elasticsearch [27], whereas Kibana [28] was used to create interactive
visualizations and statistics over our dataset. Figure 1 displays the number of reviews
for each user rating.

In Fig. 2, we present a comparison between the users’ score and critics’ metascore
as we want to analyze the accuracy of the user ratings. All scores were rounded to
the closest integer in order to ease the follow-up classifications. We consider that
the metascores are the best available reference for quantifying the subjectivity and
objectivity within a user’s opinion. The data shows that critics usually give higher
scores compared to user reviews; however, there are no major differences in the
assignments of games in specific intervalswhenusing their correspondingmetascores
or the users’ scores.

The initial dataset was split into three categories depending on the rating given by
users, as follow: negative—reviews with rating between 1 and 5, neutral—reviews
with rating between 6 and 8, and positive—reviews with rating 9 and 10. In order
to have a balanced dataset, the same number of reviews was sampled from each

Fig. 1 Number of reviews per score
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Fig. 2 Comparison between a. Metascores (critics) and b. Average user score of the considered
games

Table 1 Classes and reviews
number for sentiment
prediction pipeline

Negative
reviews

Neutral
reviews

Positive
reviews

Training 33,000 33,000 33,000

Validation 3000 3000 3000

Test 3000 3000 3000

class. Table 1 contains the distribution of the three types of reviews in the training,
validation, and test partitions.

3.2 Extensible Architecture

Figure 3 presents our extensible sentiment analysis pipeline. First, we extracted a
large number of games reviews from Metacritic using Crawler4j [26]. Second, all
games reviews were indexed into Elasticsearch [27]. Third, we applied a text prepro-
cessing pipeline which includes: stop-words removing (stop-words like preposition,

Fig. 3 Building a scalable sentiment analysis pipeline
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conjunctions, pronoun, etc., are eliminated), lemmatization (bringing words to the
base form, i.e., verbs are transformed to infinitive form), content-words extraction
(all models were trained only on content-words because they express sentiments and
contain valuable information).

In the last step, we evaluated three classifiers on the preprocessed texts: support
vector machine, multinomial Naïve-Bayes, and deep neural networks (DNN). The
three classifiers use the words as features and predict the score of the review. The
hyper-parameters of each model were tuned using the validation partition and the
reported results are obtained on the test partition by training on both training and
validation sets.

In general, a neural network-based text classifier uses an encoder that computes
a representation for the text followed by some fully connected layers that produce
the probabilities for each output class. In this case, we used the deep averaging
network (DAN) and transformer versions of the Universal Sentence Encoder [29]
from TensorFlow Hub1 These models were pre-trained on several text prediction
tasks which require a general representation of the text and show good results when
transferred on other tasks.

The SVM and multinomial Naïve-Bayes were applied on the bag-of-words rep-
resentation of the text. We have also tested a Tf–Idf weighting of the words. The
scikit-learn python machine-learning library2 was used for preprocessing and model
training.

4 Results

The accuracies obtained by each evaluated model are presented in Table 2. The DNN
models performed better than the other classifiers, but did not achieve a significantly
higher accuracy. One possible explanation for this limitation is the fact that the pre-
trained encoders should capture themeaning of a text, whichmight not be very useful
for sentiment analysis applied on a specific dataset.

Table 2 Accuracy of
different models on the test
set

Model Representation Accuracy (%)

SVM BoW 66

SVM Tf–Idf 61

Multinomial NB BoW 65

Multinomial NB Tf–Idf 65

DNN DAN 66

DNN Transformer 67

1https://www.tensorflow.org/hub/modules/google/universal-sentence-encoder/2.
2http://scikit-learn.org.

https://www.tensorflow.org/hub/modules/google/universal-sentence-encoder/2
http://scikit-learn.org


Comprehensive Exploration of Game Reviews Extraction … 329

The obtained results surpass previous lexicon-based analyses performed on a
similar game reviews dataset that considered emerging PCA components [16, 30].

5 Conclusions and Future Developments

This paper analyses the accuracy of different classifiers for predicting the rating of
game reviews extracted fromMetacritic. Our goal was to create a scalable and easily
extensible pipeline for building a custom-tailored sentiment analysis model for a
specific domain.

In the future, we want to improve the training dataset and create a complete
pipeline for Romanian language that can be employed onto different domains and
industries, including books and film reviews. However, the first step is to extract
a large collection of reviews written in Romanian. Moreover, we observed a lot of
writing mistakes in reviews, which can potentially influence the accuracy of the
classifiers. This is especially important in the case of bag-of-words inputs in which
any wrongly spelled word acts as a completely different feature. One way to avoid
this is to use an automated spell-checker in the preprocessing step. In addition to
the previous classifiers, we will also consider additional potential methods (e.g.,
k-nearest neighbors, random forest) in order to create a strong baseline.

Additional experiments should be conducted on this dataset using other DNN
architectures. The dataset is large enough to train an encoder on it, instead of using
a pre-trained one. In a sentiment analysis task, the adjectives and adverbs from the
text are more important than the nouns and verbs, which are usually central elements
for computing text similarity. By training directly on this dataset, the encoder should
be capable of learning what parts of speech to focus on.
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MHAD: Multi-Human Action Dataset

Omar Elharrouss, Noor Almaadeed and Somaya Al-Maadeed

Abstract This paper presents a framework for a multi-action recognition method.
In this framework, we introduce a new approach to detect and recognize the action of
several persons within one scene. Also, considering the scarcity of related data, we
provide a new data set involving many persons performing different actions in the
same video. Our multi-action recognition method is based on a three-dimensional
convolution neural network, and it involves a preprocessing phase to prepare the data
to be recognized using the 3DCNN model. The new representation of data consists
in extracting each person’s sequence during its presence in the scene. Then, we
analyze each sequence to detect the actions in it. The experimental results proved to
be accurate, efficient, and robust in real-time multi-human action recognition.

Keywords Human action recognition ·Multi-human action recognition ·
Convolutional neural network (CNN) · Video surveillance

1 Introduction

In the past twenty years, a big number of videos are captured by different types of
cameras, including surveillance cameras, phone cameras, and filming crew cameras.
Videos that recorded, uploaded, and transferred via Internet contain amassive amount
of data to be analyzed [1], which in turn implies the need for systems and technics
that can analyze the content. Analyzing these videos represents the main goal in all
computer vision tasks. One of the most important tasks is the video summarization
that aims to reduce the browsing time to find a particular information. Another
important task in computer vision is the recognition of human action, which is the
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first step for many other tasks like summarization [2]. Therefore, many datasets
were created and collected to be used for testing different human action recognition
approaches.

Existing human action datasets provide a massive number of videos that repre-
sent human actions in many situations. According to the purpose of acquisition or
collection of these videos, datasets can be generally classified into two categories:
surveillance datasets and Web-movie datasets. Surveillance datasets are captured by
a fixed camera where the objects (human bodies) acting in a static scene. This cate-
gory includes many datasets, such as KTH [3],Weisman [4], IXMAS [5], UCF-ARG
[6], and PETS series [7–9]. In each dataset many actors with different situations and
appearances are acting an action in the scene; herein, each video contains one action
made by a single actor only. Because of the simplicity of the videos in terms of
camera’s position and illumination variation; the recognition rate is very high (up to
90%) for almost all methods. So, these datasets can be used for surveillance purposes
to recognize human actions.

On the other hand, the Web-movie datasets contain videos from Internet like
YouTube and movie clips that are captured by filming crew. Scenes in these kinds
of videos can change with time and while cameras move. Under this category, we
can find the following datasets: Hollywood [10], Hollywood2 [11], UCF sport [12],
UCF50 [13], UCF101 [14], HMDB51 [15], HMDB [16], andActivityNet [17]. These
are called realistic action datasets because they contain real-life videos fromYouTube
and real movies. The diversity of clips content (scale of the actors, objects change
positions, etc.), the variation in camera’s motion and background obsolete analysis
of this category of dataset. Table 1 presents all the aforementioned datasets in details.

Recently, many approaches of detecting and recognizing human action in video
sequence have been proposed. The robustness of these methods depends upon the
features used and the technologies implemented. Recent studies employ deep learn-
ing models to improve the performance of action recognition process [18]. Existing
deep learning models, based on 2D convolutional networks, are extended into 3D
domain to be suitable for temporal information [19]. Authors in [20] use the motion
in consecutive frames to extract information for action recognition; they use two-
stream ConvNet architecture that incorporates spatial and temporal networks. In the
same context, Wang et al. [21] built up a spatiotemporal CNN model that recog-
nizes multi-action using Motion History Image (MHI) as input for the deep learning
model namedMHI-CNN.Moreover, in [22], trajectory-pooled CNNs were designed
by fusing Improved Trajectories into CNNs architecture, while adaptive recurrent
convolutional hybrid networks were proposed consisting of a data module and a
learning module. Other methods use infrared images with CNN architecture to rec-
ognize the human action [23]. The use of infrared images is a good feature to be used
with a CNN because of the simplicity of information in images.

Surveillance systems record videos that are being analyzed after; however, many
tasks require real-time analysis. Herein, human actions can provide important infor-
mation for the monitoring systems. Thus, the recognition of human action provides
a good assistance to these systems and to security agents to act in any expected
event. In real scenes, human can do many actions during his presence in the scene
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Table 1 Description of existing human activity recognition datasets

Category Dataset Background Year Action #videos Resolution

Surveillance KTH [3] Static 2004 6 2391 160 × 120

PETS’04 [7] Static 2004 – 28 384 × 288

Weisman [4] Static 2005 10 90 180 × 144

IXMAS [5] Static 2006 11 33 –

PETS’07a [8]
[9]

Static 2007 – 7 768 × 576

UCF-ARG [6] Static 2010 10 4320 960 × 540

Web-Movie Hollywood
[10]

Dynamic 2008 8 129 Vary

Hollywood2
[11]

Dynamic 2009 12 3669 Vary

UCF sport [12] Dynamic 2009 9 200 720 × 480

UCF50 [13] Dynamic 2010 50 6676 Vary

UCF101 [14] Dynamic 2012 101 13,320 320 × 240

HMDB51 [15] Dynamic 2011 51 6849 320 × 240

HMDB [16] Dynamic 2011 51 7000 Vary

ActivityNet
[17]

Dynamic 2015 203 27,801 1280 × 720

monitored by a surveillance camera. Each person’s actions can be recognized and
summarized to be used where needed. Researchers working on human action recog-
nition for videos surveillance systems found a lack of datasets that contain videos
with many actors acting many actions in the same time. Therefore, in this work, we
propose a new human action dataset that represents the common human action which
can be found in surveillance videos. Also, we present a 3DCNN-based approach for
multi-human action recognition.

2 Multi-Human Action Dataset (MHAD)

MHAD1 attempts to provide a new dataset that contains many actions made by
many actors in the same video, as the naming reflects. In one hand and related
to video surveillance needs, each actor can act many actions during his presence
in the scene. That can be a good data for many tasks in computer vision including
video summarizationmethods based on human action, motion detection and tracking
methods, people detection and recognition, and people counting. On the other hand,
many persons can be found in the same video in action. Compared to the existing
video surveillance dataset (that contains moving objects in the scene but with one

1https://drive.google.com/open?id=1pfnnansy4VAejLRKNhCA8fn9IABarwwz.

https://drive.google.com/open?id=1pfnnansy4VAejLRKNhCA8fn9IABarwwz
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Table 2 Characteristics of
MHAD dataset

Actions 10

Actors 3–5

Number of videos 4

Duration of each video 2–3 min

Duration of each action 2–3 s

action like walking), our dataset provides many persons acting different actions in
the same video.

The proposed dataset can help computer vision researchers, especially thosework-
ing on video summarization, motion detection and tracking, real-time human action
recognition, and many related tasks. By the following, we present the characteristics
of the proposed dataset in details.

2.1 Dataset Characteristics

The proposed dataset includes a set of human actions representing usual human
activities. MHAD composed of ten actions, including boxing, walking, running,
hand waving, hand clapping, jogging, carrying, standing, backpack carrying, and
two persons fighting.

Generated videos contain from three tofivepersons acting in the scene. In addition,
three of the videos are outdoor videos and one is an indoor. The background is
generated for each video, and annotations of each moving actor are provided. Table 2
illustrates the characteristics of the MHAD dataset. Also, Fig. 1 represents many
frames from each video with also the background.

3 Proposed Method

To recognize multi-action at the same time in a video, the silhouette of human bodies
should be detected and extracted to form a new sequence for each one of them. This
new presentation of data consists of the extraction of sequence of each human body
duringhis presence in the scene to formanewsequence.Thenewsequencegeneration
based on the human body detection using motion detection method in [24], then
tracking it using kernel-correlation-filter-based method in [25]. Figure 2 illustrates
the sequence generation of each of existing persons in the scene. The background
model of each video allows using it for detecting the moving objects [26, 27]. So,
using the background subtraction technique,we form the sequence of detected person
to be used in action recognition.

After that, with the proposed 3DCNN deep learning model, each action will be
recognized using the new representation of video inputs. The 3DCNN-proposed
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Fig. 1 MHAD dataset. First row: background images, rest rows: frames from the dataset

Fig. 2 Sequence extraction from a video from UCF-ARG dataset

architecture is an extended version of the CNN model presented in [23, 28]. We
use the same model and transferred into three-dimensional-based model. After the
recognition of each action, the result will be presented in the original video.

The architecture of our model, as illustrated in Fig. 3, composes of two 3D
convolution-pooling units, with two convolutional layers and two MaxPooling lay-
ers, one flattened layer and two fully connected layers. The output layers comprise
of ten neurons that represent the number of actions. We introduce 3D convolution as
Conv (x,y,d,f) and pooling Mpool (x,y,d,k) where x and y are video dimension d the
temporal depth, f number of channels, and k number of kernels. Using the notations,
the proposed 3DCNN model can be described as follow:

conv(32, 32, 10, 1), Mpool(10, 10, 3, 64), conv(10, 10, 3, 64), Mpool(3, 3, 1, 64),
flatten(576), FC(128).
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Fig. 3 Proposed 3D CNN architecture

The input of the system is a video of the background subtraction results with a
resolution of 32× 32 pixels with a temporal depth of 10. For the training and testing,
we use the preprocessed data from KTH Weizmann and UCF-ARG datasets.

4 Experimental Results

Experimental results were obtained by employing the proposed datasets as well as
the proposed 3DCNN methods for human action recognition.

Each video in our dataset contains four people acting many actions from the range
of ten actions, mentioned earlier, during his presence in the scene. In each video,
and using motion detection and tracking method, the annotations that represent the
coordinates of each person in the scene are provided. The location of the acting
person in the scene helps us to generate a sequence for each one, in order to be used
for recognition. Here, we extracted two sequences for each actor, the first sequence
contains RGB images, and the second sequence contains the gray scale of extracted
images after subtracting the background. For the new representation, we can also
extract binary videos and other features like Motion History Image MHI, HOG,
HOF, etc.

The existing datasets, presented in Table 1, that can be classified into two cat-
egories: (1) Surveillance datasets that are captured by a fixed camera with a static
background. (e.g., KTH, Weizmann, UCF-ARG, and IXMAX). (2) Datasets col-
lected from Web like YouTube and from movies that are more complex.

The proposed system has been implemented with Python programing language
using a laptop with GPU NVIDIA 1070 GTX. The evaluation has been made using
the new representation of data of four dataset KTH, Weizmann, UCF-ARG, and our
dataset MHAD. For the training phase, we use 80% of data where 10% of data is
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Fig. 4 Training and validation evaluation results

Table 3 Performance
comparison with
state-of-the-art-methods

Methods Accuracy (%)

Jin et al. [21] 96 (KTH)

Akula et al. [23] 87.44

Proposed approach 93.75

for validation and 10% for testing. Using 1000 epochs, the accuracy of the proposed
3DCNN-based approach reaches 93.75% for validation and 98.44% for training.
Figure 4 illustrates two graphs that represent training and validation lose and training
and validation accuracy, respectively.

Compared to state-of-the-art-methods, that use the same datasets represented in
Table 3, it can be observed that our proposed method results are improved and more
effective. Obtained results are related to the use of the new representation of the data,
in addition to the use of spatiotemporal features represented by 3DCNN which is
more robust for human action recognition in video.

5 Conclusion

In this work, we provide a multi-human action dataset MHAD. Compared to the
existing datasets, our dataset contains different actions made by many persons at the
same time in the same video. The dataset allows a real-time human action recog-
nition in public area where people acting simultaneously in the scene. Also, in this
paper, we present a human action recognition method based on three-dimensionel
convolutional neural networks 3DCNN. With the proposed representation of data in
preprocessing phase, which we performed prior to the recognition phase, the accu-
racy of action recognition with proposed architecture reaches 94% which represent
a good recognition rate. Also, it can be robust for the real-time multi-human action
recognition.
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Abstract Dengue is a fast-spreading viral diseasewhich has no preventivemedicine.
Due to this infectious disease, almost half of the global population is at risk. Conse-
quently, much research has been conducted using various medical as well as com-
putational methods in order to prevent this menace. The main aim of this paper is to
review machine learning approaches to this problem and to identify the most suit-
able method to predict the spread of this disease for distinctive geographical areas of
countries like Sri Lanka.We consider environmental factors such as climate and veg-
etation data, dengue case data along with the population of a specific geographic area
for the disease outbreak predictions. Specifically, this paper consists of the following
sections: (i) A brief description of the disease and the factors affecting the spread; (ii)
review the pattern of the environmental and population factors affecting the spread;
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1 Introduction

Dengue is the most prevalent vector-borne viral disease in the world which can even
cause deaths in its extreme form [1, 2]. This mosquito-borne disease is transmitted
mainly through the bites of Aedes aegypti and Aedes albopictus mosquitoes with
the serotypes of virus DENV-1, DENV-2, DENV-3, and DENV-4 [3]. According to
the World Health Organization (WHO), the occurrence of dengue has increased in
30 folds when compared with previous 50 years by affecting almost 50 percent of
global population [4, 5]. Today, it heralds an era which desperately needs control and
prevention from dengue [6]. Due to the non-availability of prevention medicine, little
success is obtained to control this menace; therefore, lots of researches are carried
throughout the world in order to eradicate this life-threatening disease [4]. Dengue
disease is prevalent in more than 120 countries of tropical and subtropical country
areas. This disease takes place worldwide in countries like Australia, US-affiliated
pacific islands, US Virgin Islands, Caribbean, and Asian countries [7]. Europe is also
in threat of possible disease outbreak with the first transmission reported in 2010 in
France [8]. Dengue has become a huge health burden to Asians including countries
like Sri Lanka [5]. In 1989, a major outbreak was reported in Sri Lanka, and since
then, epidemics are present regularly with the increase of dengue statistics [9].World
Health Organization stated that in Sri Lanka, the statistics for 2017 occurrence has
increased in 4.3 folds compared to the average of dengue case statistics for the years
from 2010 to 2016.

Dengue has become a hazard to Sri Lankans massively. Substantial proportion
of Sri Lankan budget for health is utilized for dengue-associated expenditures and
the management of crisis in Sri Lanka, but limited impact could be seen in the
prevention purpose [10]. The only reliable method to prevent from this global burden
of health is through vector controlmeasures [11]. The vector causing the disease is the
mosquitoes; therefore, mosquito eradication and control methods should be carried
out to minimize the spread. Through this rapid spreading menace, lot of valuable
lives and money are destroyed. Therefore, there is an urgent requirement for timely
accurate early dengue outbreak detection for a specific area with the use of new
computational methods in order to control this deadly disease.

Previous studies showed different factors which affect the disease spread.

2 Factors Affecting the Disease Spread

The epidemiology of dengue is inextricable from the ecology of vector [5]. The
disease transmission and spread show interactions with climate, population, and
mosquito disseminating virus with distinct patterns [5]. For the expansion of vectors
by facilitating dengue spread, climate change along with different environmental
changes are considered as the major factors [12]. The circulation of this burden of
disease is not only influenced by climate factors but also through socio-environmental
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factors like land use and population density [13]. Through identification of pattern
of the factors affecting the disease spread of a specific area, the model can detect
future dengue outbreaks.

2.1 Dengue Occurrence with Climate, Vegetation,
and Population

Dengue has a significant correlation with the climate change [13]. In lots of studies, it
is mentioned about the associations on dengue occurrences with climate factors [14,
15]. The temperature climate factor has a remarkable influence on the life cycle of the
mosquitoes [15, 16]. The temperature increase and rainfall which result in climate
variation may trigger outbreaks of dengue [15, 16].According to studies, climate and
vegetation variables are remarkably related to dengue incidence. Vegetation plays
an important role in the explanation of dengue occurrences and also with the future
outbreak location identification [17]. A research done in Sao Paulo mentioned that
different vegetation coverage has different impacts on the dengue incidence [18].

Population is also one important factor affecting the disease spread [19]. The
population growth is a key factor for the increase of the spread of this menace
[20]. According to a study, human population is an important factor which gives
better predictive power when modeling high-risk areas of dengue [21]. It is vital to
emphasize the relation of environmental and population factors in order to minimize
the number of dengue occurrence statistics [20, 21]. Dengue data is also important
to identify the dengue occurrence in an area and also to detect the count and impact
of dengue for the related area [13].

As discussed in this paper, dengue data along with the environmental and popula-
tion data plays a crucial role in the disease spread and is important for the predictions.
A predictionmodel with the identification of a distinct pattern of dengue for a specific
area will be of immense capability and save lots of valuable human lives. Due to the
severity of this global health issue, lots of research methods are carried out in the
world to prevent and predict the disease spread [13]. With the advancement of tech-
nology, several computational model development attempts have been carried out
globally for the disease prevention purpose [22]. In this paper, the machine learning
approach for prediction is discussed with better evaluation.

3 Machine Learning Approach

Machine learning is a computational field which delivers the ability for computers to
learn without explicit programming [23]. Machine learning has become omnipresent
and crucial for resolving complicated problems of any sciences especially in the field
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of medicine [24]. With the use of technical advancement, machine learning algo-
rithms will provide the ability to predict, identify different diseases in medical field
like experts by handling numerous complicated data [24]. Machine learning is con-
sidered as one of the best research methods for disease prediction. Different previous
researches done using machine learning are included in this paper to emphasize its
importance.Machine learning approach is used by some research done inUK for pre-
dicting cardiovascular risks, and the results show that it gives more accurate results
from this approach compared to other methods [25]. Some researchers of USA and
Canada did a research on the machine learning usage for heart failure predictions and
classification [26]. Multiple researches with the application of machine learning for
different disease prediction could be found [26–28]. Through these researches, the
invaluable outcome from the machine learning-approached predictions to the health
sector is emphasized. Research done using this machine learning approach could be
seen in substantial amount for dengue also.

Different types of machine learning algorithms could be used for the disease pre-
diction. Various types of dengue prediction researches carried out in dengue preva-
lent areas are critically evaluated in this research paper. In Table 1, various types of
machine learning algorithm approaches are evaluated with the related work for the
research.

In lots of dengue prediction research classification, machine learning approach
comparisons are carried out to find the best approach [40]. In a research carried
out for dengue prediction, different machine learning techniques like SVM, KNN,
and decision tree method of random forests were used and compared [41]. First, the
data was acquired then after processing and feature selection, the training algorithms
were used for the predictions. In this research, the random forests method outper-
formed the other classification algorithms in the performance. It is emphasized that
the random forests method produced best accurate results by using random decision
trees with the discovering of other effective features which would else be overshad-
owed through the prominent features [41] Decision tree algorithm is an algorithm
which has a hierarchical flow with a tree-like structure where nodes, branches, and
leaves present the features, rules, and outcomes [42]. A random forest is a collection
of decision trees. A research for dengue early detection through machine learning
approach used different algorithms to detect the disease early [40]. In this research,
with high classification accuracy, the method of the random forests is selected due
to the superior performance comparatively to the others [40].

This prediction methodology with the use of random forests of decision trees
gives solutions to the dimensionality issues which are present in ANN and KNN
algorithms. The ANN and SVM algorithms are complex, comparatively decision
tree methods are easy to understand and interpret. Through the reviewed research
cases, theRandom forestswith decision trees provide high accuracywith better visual
understanding of pattern identifications, provide priority to each contributory factor,
and also superior predictions are given. Different types of supervised classification
algorithms of machine learning approach are discussed in Table 2—algorithm anal-
ysis with their pros and cons. Many studies emphasize the accuracy of the prediction
of the disease is dependent on the data set and themechanisms [29]. These algorithms
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function in pros and cons according to different situations and variable effect with
data. The data collection accuracy as well as the data set will have a huge impact on
the final output accuracy of the classification [28]. The best classification algorithm
methodology selection through comparisons and with the use of accurate data sets
will give the best solution model for these location-based dengue predictions.

4 Conclusion

Dengue global health burden with the factors affecting the dengue spread is criti-
cally evaluated in this paper. Then, the relationship of the factors affecting the disease
spread with the importance of identification of different patterns of those factors with
dengue incidence is included. Different computational approaches are used for the
disease predictions. In this paper, different researches carried out for disease pre-
diction with the use of computational method of machine learning are critically
evaluated. Finally, machine learning-approached dengue research models with dif-
ferent classification algorithms with their pros and cons which will be useful for
the research are mentioned. One main thing which emphasizes on the functionality
and accuracy of these models is the data set. Data is collected manually, and human
error could be a major limitation on accuracy of the model. With the use of proper
data set along with the most suitable machine learning approach, accurate and effi-
cient location-based dengue prediction models can be developed. In this review, the
decision tree methods and random forests of machine learning approach are empha-
sized due to the superior performance. The contributory factors affecting the diseases
change from the location to location so with best accurate approach, variable selec-
tions, and accurate data sets will provide best location-based models. These types of
location-based predictive models will be really useful for dengue-endemic countries
like Sri Lanka which is in huge threat due to dengue occurrences. These models will
help the government, public, and the decision makers of health sector to prevent and
minimize future dengue outbreaks. Through that millions of valuable human lives
could be saved as well as the money utilized for disease treatment could also be
saved.
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Abstract Dementia is the loss of cognitive functioning and behavioural abilities to
some extent. This is a major neurocognitive disorder which is a group of symptoms
caused by other different conditions. Alzheimer’s disease has considered as the most
common type of dementia. Apart from that, vascular dementia (VD), Lewy body
dementia (DLB), frontotemporal dementia (FTD), Parkinson’s disease dementia,
normal pressure hydrocephalus (NPH), Creutzfeldt–Jakob disease and syphilis are
under Dementia. The cure for this disease is yet to be found, hence recognizing
the disease in early stages and delaying the progress is a highly important fact. So,
the investigation of this disease will remain as an open challenge. The aim of this
paper is to review biomarkers and selected machine-learning techniques that can be
segregated into early detection of dementia. Various machine-learning techniques
such as artificial neural networks, decision trees and support vector machine will be
discussed in this paper to find a better approach to identify Dementia in early stages.
Especially this paper is consisting of following sections: (i) A brief description of
Dementia and each type and the global statistics; (ii) A review of various type of
medical techniques to identify dementia (MRI, CT, SPECT, fMRI, PET, EEG and
CSF); (iii) Pre-processing signals; (iv) A review of machine-learning techniques.
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1 Introduction

Among older people worldwide, Dementia is one of the major causes of dependency
and disability. It not only is an impact on people with dementia but also to the society;
mentally, physically, socially and economically. But this is not a normal part of
ageing, though it mainly affects older people. According to the “Dementia fact sheet
December 2017” ofWorldHealth Organization [WHO] [1] globally, there are around
50million peoplewith dementia and nearly tenmillion new cases reported every year.
Estimated proportion of the general population with dementia is between five and
eight per 100 people. Also, forecasted figures note that the number of demented
people will mark a 204% increase from 2018 to 2050, which shall be 50 million in
2018 increased to 82 million in 2030 and to 152 million in 2050.Worlds Alzheimer’s
Report 2015 [2] states that East Asia is the region with the most people living with
dementia (9.8 m). As per the “Dementia UK: Second edition” [3], the evaluated total
price of dementia in UK is £26.3 billion. It should be noted that one out of every three
people born in 2015 will develop Dementia during their lifetime [4]. Nevertheless,
there are 209,600 numbers of new cases per year in UK and 74,000 of men and the
rest of 135,000 are women [5]. It has been found that Dementia as the first cause of
death of women and third of men in the UK [6]. A detailed report of the survey can
be found in [7].

The most common type of dementia is Alzheimer’s disease (AD). It accounts
60–80% of cases [8]. Most rarely this can affect who are under age 65 and it is
called “early-onset Alzheimer’s”. This happens due to the changing in the brain
by building up two proteins called amyloid and tau. Although the researchers have
not confirmed what triggers Alzheimer’s, they suggest that these both proteins are
involved in progressing the disease and when it does, more nerve cells become
damaged and then it leads to the symptoms of the Alzheimer’s [9]. The second
most common type of dementia is vascular dementia (VD) [8]. This occurs due to
the damages of blood vessels in the brain which has the body’s richest network
of blood vessels. So, the inadequate blood flow can be damaged and eventually it
kills cells anywhere in the body. This can cause memory and thinking problems [9].
Mild stage of this is called vascular cognitive impairment (VCI) and vascular brain
changes often coexist with the changes to the other types of dementia [8]. Dementia
with Lewy bodies (DLB) is the third most common type of dementia is [8]. This
is caused by small round clumps called Lewy bodies of proteins such as alpha-
synuclein which damage the way nerve cells work and communicate and it affects
the thinking, memory and movement. This is also due to the movement problems
in Parkinson’s disease and the changes these show are typical of Alzheimer’s which
makes hard to distinguish DLB from Alzheimer’s [9]. Clinical diagnosis is using
for DLB and it diagnoses when dementia symptoms appear within one year after
movement symptoms. As DLB, Parkinson’s dementia has plaques and tangles. This
affects movements first and then gradually affects mental function such as memory
and the ability to pay attention [8]. Frontotemporal dementia (FTD) is caused due
to the brain cell damaged by building up of proteins such as tau, TDP-43 and FUS
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Fig. 1 Motivation and contribution of this study

in temporal and frontal lobes of the brain. This affects the personality, emotions and
behaviour, speech and understanding of language [9]. In the diagnosis of the FTD,
brain scans such as glucose positron emission scans andmagnetic resonance imaging
(MRI) are very useful [8].

According to the “Prevent Study” which is conducted by National Institute for
Health Research of UK, says that even though the disease has arrived at an early
stage of an individual’s life, it will stay dormant until the symptoms will surface
after about 20–30 and the average survival of patients’ after clinical diagnosis is
about 5–8 years [10]. It should be noted that no cure has been found for those
affectedwith the captioned illness but some treatments at the early stages of dementia
might be helpful to delay the evolution of dementia [11, 12]. Hence, recognizing
the disease in early stages and delaying the progression is a highly important fact
for managing the consequences of this illness [13]. However, as discussed in the
preceding sections, having common symptoms similar to which a person will get
due to ageing, the medical diagnosing of dementia is difficult. As a solution to
this, various machine -learning techniques have been vastly investigated to identify
individuals with potential dementia. However, according to the systematic review
carried by Pellegrini et al. [14], still, there are gaps which make these machine-
learning solutions, refrain from the routine usage. As such, there is a need for a
suitable technical solution with a higher percentage of accuracy and eligibility for
routine usage, which can be helpful to early diagnosis of dementia. Therefore, the
motivation and contribution of this study are to discuss and review the current status
of diagnosing dementia at early stages (see Fig. 1).

2 Biomarkers for Detecting Dementia

Dementia is occurring due to the affection with the disease of the brain or due to
cognitive impairment [15]. In the past years, biomarkers such as biochemical, genetic,
neuroimaging and neurophysiological biomarkers played a great role in revealing the
early stages of dementia [16–19].

2.1 Biochemical Marker

Cerebrospinal fluid (CSF) and serum are the two main types for detecting dementia
under this category [23, 28]. Several types of research have been done addressing the
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development in protein analysis of total tau (T-tau), amyloid β (Aβ) and hyperphos-
phorylation tau (P-tau) in CSF and though this is specific for AD, Paraskevas et al.
[20], provided a research where CSF was used to investigate the potential contribu-
tion for the differential diagnosis between AD, MCI and vascular dementia. T-tau
and Aβ42 measurements in CSF are used to identify the MCI and Aβ42 and P-tau
can assist in detect VD or FTD [21]. But the disadvantage of using the CSF and
serum as the biomarkers is the limits of sensitivity and the specificity of these tests
[22].

2.2 Genetic Biomarkers

A blood test can be helpful to evaluate the changes in thinking andmemory. Thyroid-
stimulating hormone (TSH), complete blood count (CBC), rapid plasma reagin
(RPR), vitamin B12, comprehensive metabolic panel (CMP), and human immun-
odeficiency virus (HIV) are some of the most common blood tests [22]. Though
genetic biomarkers provide an indication for developing dementia, it also needs the
other biomarkers such as neuroimaging and chemical [18, 19, 22].

2.3 Neuroimaging

This can be classified into Structural scans and Functional scans [17].

2.3.1 Structural Scans

Computed tomography (CT) scan and magnetic resonance imaging (MRI) scan are
under this type [17]. These are used to detect the affected area and the type of atrophy
or vascular damage. While MRI is righteous at contrast resolution, CT is righteous
at spatial resolution [23].

Rentoumi et al. [24] have presented a framework to predict dementia and cognitive
impairment using brain MRI images concerning its automatic segmentation of grey
and white matter regions as anatomical features. It is mentioned that the changes
in the cerebral structure of demented patients can be influenced by the changes in
the size or volume of these regions and also the thickness of the cortex helps to
determine the severity level of the disease. As Nayaki and Varghese [25] mentioned
in their research paper, grey matter (GM) of the brain is segmented and local patterns
are extracted using GM and they have used the GM changes in NCI, MCI and AD
patients and have found that MCI progresses than AD.
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2.3.2 Functional Scans

Positron emission tomography (PET), Functional MRI (fMRI) and single-photon
emission computed tomography (SPECT) are considered under this. These can mea-
sure brain metabolism parameters, such as regional cerebral glucose metabolism and
regional cerebral blood flow are good at indicating AD andVD beforemorphological
changes occur [17, 26].

Xia et al. [27] have used PET data of 86 subjects andwith the proposed non-sparse
infinite-kernel learning machine (NS-IKLM) recognition he was able to differentiate
AD from normal people. By using 310 FDG-PET studies with 100 AD, 110 HC and
100 MCI, Lu et al. [28] have proposed an unsupervised and semi-supervised model
to differentiate AD, MCI and NC (normal controls). PET scan is capable of showing
activities of tissues of the brain and it can detect whether there is an increment of
amyloid proteinwhich is a sign of AD [27]. Geller et al. [29] have provided a research
based on SPECT scan with quantile-based classification to differentiate AD, FTD
patients and normal people. SPECT scan is capable of showing blood flows through
arteries in the brain and affected areas show diminished activity [17]. Tripoliti et al.
[30] have used fMRI which has the capability of showing vivid pattern activation on
the brain and has differentiated theAD from normal people. His dataset consists of 40
gender and age-matched subjects; MCI and AD patients. Moreover, fMRI indirectly
reflects neuronal activity and identify the brain activities which are correlated with
cognitive tasks. This also can be used to measure the brain function over time based
on blood oxygen level at rest [30]. Huang and Chen [31] proposed an fMRI-based
immersive tool based on arterial spin labelling images to diagnose the severity of
the dementia disease using 350 patients of including AD, MCI and non-cognitive
impairment (NCI) patients.

Though there is a high spatial resolution for anatomical details, neuroimaging
techniques have limited temporal resolution. Incapability of differentiating the stages
within the brain distribution network in series or in parallel activation is another
disadvantage [32]. Additionally, CT and MRI may be affected by fluid imbibition
after brain injury in some cases, thus becoming incapable of detecting the best risk
changing or becoming inadequately sensitive to detect dementia in its early stages
[33].

2.4 Neuropsychology

Clinical biomarkers, such as EEG, quantitative electroencephalography and Vagus
nerve stimulation are under this category [30]. EEG has shown significant growth
in the research interest to detect dementia as the full investigation of neurodynamic
time-sensitive biomarker [33–35]. EEG is awidely available faster thanother imaging
devices and it is a noninvasive method which is capable of detecting dementia early
as well as to classify the severity degree at lower cost for mass screening [36]. Al-
nuaimi et al. [23] provided in their research, where EEG is used on two EEG datasets



358 G. Gimhani et al.

with over 65 years old AD and HC samples. They have suggested that the differences
in EEG amplitudes are a successful biomarker by quantifying the slowing of EEG
in the time domain. Also, Cejnek et al. [37] have done a research with 110 dementia
patients’ EEG test reports, based on novelty detection. Kapoor et al. [38] have used
multivariate Fourier decomposition method with EEG samples to extract the features
of brain signals. Fiscon et al. [39] have done a research using EEG tests on 86 patients
with Fourier transformation and wavelet transformation [40].

Brain signals are non-stationary and a higher brain-imaging technique in both
spatial and temporal resolution is essential to select. According to the above discus-
sion, it is clear that EEG is the most capable technique to diagnose dementia at its
early stage.

3 Pre-processing Signal

Many artefacts can be produced and added to the original signal when getting
brain signals via EEG brain-imaging techniques [41]. According to Teplan [42],
electromyography (EMG), electrocardiogram (ECG), mirror body movements, eye
movements and sweating can be categorized under patient-related artefacts and EEG
machine capable movements, battery issues, damaged wires and too much jelly-
contained electrodes are under technical artefacts. In order to extract the vital signals
without losing any important information, reduce the implementation complexity
and information processing cost, these artefacts should be omitted. A variety of
methods such as wavelet transform (WT), fast Fourier transform (FFT), frequency
distributions (TFD), auto regressive method (ARM) and eigenvector methods (EM)
have been vastly used for this purpose [43]. Comparison of main feature-extraction
algorithms has shown in Table 1.

Fiscon et al. [39], have used fast Fourier transform (FFT) but wavelet transform
is suggested for higher performance. Fiscon et al. [40], have proved in his research
paper that wavelet transform has outperformed FFT. Al-Qazzaz et al. [30] have used
a wavelet transform in his research. Suleiman et al. [44] have stated that, since
EEG is a non-stationary signal, FFT provides less accurate results. As Suleiman
et al. [44] mentioned in his research, he had to use an appropriate window with
Fast Fourier function, because of its incapability of representing the non-stationary
signals. So, according to the above discussion and the comparison in Table 1, it
is clear that the wavelet feature-extraction algorithm is more capable of handling
the EEG brain signals. After the pre-processing, the data needs to be trained and
classified by applying classification algorithms to diagnose the disease.



Critical Evaluation of Different Biomarkers and Machine … 359

Table 1 Comparison of feature-extraction algorithms

Algorithm Advantages Disadvantages

Wavelet transform (1) Good to analyse
non-stationary signals

(2) Consists of both time and
frequency information

(3) Adopt window size
according to the frequency

Broad—Low Frequency
Narrow—High Frequency
(4) Good to analyse

impermanent signal
changes

(1) A proper mother wavelet
and decomposition level
should be selected

Fast Fourier Transform (1) Faster than other methods (1) Not suitable for
non-stationary signals

(2) Doesn’t have a good
spectral estimation

(3) Incapable to analyse short
EEG signals

Autoregressive (1) Suitable for short
segments

(2) Give best frequency
resolution

(3) Reduce the loss of spectral
problems

(4) Provide improved
frequency resolution

(1) Model order must be
selected correctly.

(2) Poor spectral estimation
can be given due to
incorrect model ordering

(3) Hugely lack of
consistency

(4) Vulnerable to heavy biases

Time-frequency distribution (1) Capable to analyse
non-stationary signals

(2) Feasible to analyse
continuous segments of
EEG signals

(1) Slow due to gradient
ascent computation

(2) Windowing process needs
to be completed in the
pre-processing phase

(3) It is possible to depend on
the extracted features on
each other

4 Machine-Learning Techniques

As much as this disease has become a major problem for the society, various
researches have been carried over the past years using different machine-learning
techniques. To accomplish this, it has to use one or more classification algorithms
based on their characteristics. The structure of the dataset and the number of data
records have a huge impact on the flexibility and accuracy of each algorithm. Cejnek
et al. [37] have performed an analysis on AD and HC samples to differentiate
demented from non-demented with a 90% accuracy. The obtained increment of pre-
diction error and adaptive weights during the prediction of EEG channels has been
used to evaluate the novelty of EEG signals and has used gradient descent adaptation
with linear dynamic neuron as the predictor. Another research has been done by



360 G. Gimhani et al.

Houmani et al. [45], to perform an automated EEG diagnosis to differentiate sub-
jective cognitive impairment (SCI), MCI, AD patients with other pathologies. They
have shown that both techniques, namely “epoch-based entropy” and “bump mod-
elling” are adequate for efficient differentiation between the above types and have
used multi-class probabilistic SVM classifiers. They have gained 91.6% accuracy
in differentiating SCI from AD. According to the review done by Arumugam and
Aponso [41], random forest classifier and decision trees give better results than SVM
in diagnosing dementia. Due to the lack of transparency of the output, complexity
of the algorithm and the selection of the kernel, choosing SVM can be caused for
a less percentage of accuracy in diagnosing dementia at early stages. Even in the
random forest classifier, the need of high amount of data and the slowness can be
major defects when diagnosing the illness [46].

Bansal et al. [47] have done a comparative analysis on J48 which is a C4.5 deci-
sion tree, random forest, Naïve-Bayes and multilayer CFSSubsetEval for attribute
reduction to diagnose dementia and have shown that J48 has outperformed ran-
dom forest, Naïve-Bayes and multilayer CFSSubsetEval. Jin and Deng [48] have
performed the analysis on HC, AD, MCI and MCI converter (cMCI) using NCA
features with boosting tree model and also has compared with sequential feature
selection (SFS) and principal component analysis (PCA) with SVM classification
and showed NCA feature-extraction with boosting tree model outperforms the other
tested methods. They could gain 67.5 and 80% for HC and AD, respectively, but
27.5 and 50% accuracy for differentiating MCI and cMCI, respectively. Fiscon et al.
[39] have used SVM, decision trees and rule-based classifiers to differentiate AD
patients from health control (HC) and has stated that decision tree methods showed
higher performances than the other two methods with 86, 88 and 83% accuracy for
AD, HC and MCI, respectively. As Fiscon et al. [40] state in his second research, the
decision tree is a good choice for the requirement and has outperformed SVM and
all rule-based, function-based, Bayesian-based and naive-based classifications with
79, 83 and 92% of accuracy for differentiating MCI from AD, AD from HC, HC
from MCI, respectively. The capability of handling high dimensional data is one of
the reasons for this high accuracy of decision trees.

On the other hand, Liu et al. [49] have proposed an ensemble-learning framework
based on artificial neural networks to differentiate AD, MCI and HC. In his research,
they have shown in that this framework which was built using neural network has
outperformed linear regression (LR), SVM, Naive-Bayes classifier (NB), logistic
regression (LGR), Mmultimodal multitask (M3T) and high-order graph matching
(HOGM). Lu et al. [50] have suggested a novel deep neural network to differentiate
AD, MCI stages from HC with an accuracy of 82.4% in identifying MCI. Also,
Ishfaque et al. [46] have proven that the neural network is more capable of classifying
brain signals than decision trees. This can be due to the high tolerance on noisy data,
less amount of training and flexibility. Also, neural networks are faster than other
methods because it has structured mimicking the brain processing.

According to the above analysis, it is noticeable that, decision trees and neural
network have better characteristics. Also, Nanni et al. [51] have suggested an ensem-
ble classification method which is acquired as a combination of SVM trained using
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various clusters of data to improve the performance and outperformed all standalone
classifiers such as SVM, random subspace of Adaboost (RS_AB), GaussianProcess-
Classifier (GPC) and Random Subspace of Rotation Boosting (RS_RB). They have
stated that ensemble has the great advantage of performing well than standalone
classifiers. On the other hand, the dataset also has a huge impact on the accuracy of
the result.

Themain goal of this is to diagnose dementia in early stages so that the therapeutic
treatments will be helpful to delay the progression of the condition [12, 52]. There-
fore, themost important typewhich is essential to differentiate is Alzheimer’s disease
from mild cognitive impairment stages. Even though, as per the above discussion it
can be seen that, though there are various machine-learning implementations have
been done to diagnose dementia for the past years, most of them have focused on
differentiating AD from HC and fewer studies and poor accuracy have been done
and gained for differentiating AD from MCI stages. Even in the latest researches
done by Fiscon et al. [40], Salvatore and Castiglioni [53] and Nanni et al. [51] are
not efficient and there are improvements that need to be done. Also, Pellegrini et al.
[14] have shown in his systematic review, that there is still a gap in differentiating
AD from MCI stages with better accuracy and these machine-learning techniques
are still incapable for routine usage. Therefore, still, there is a need of a solution
by considering advantages and disadvantages of each machine-learning technique to
gain better accuracy and performance in diagnosing dementia in early stages.

5 Conclusion

In this paper, from its inception has considered information pertaining previous
studies carried out with regard to the diagnosis of dementia in early stages using
machine-learning techniques. Identifying themost suitable brain-imaging technique,
the feature-extraction algorithm and classification algorithm are the main concerns
that have focused on this paper. EEG as the best brain-imaging technique andwavelet
as the best feature-extraction algorithm in diagnosing dementia in early stages has
been derived through the comparison that has been done in this paper. Even though
decision trees and artificial neural networks have gained the best results so far, it is
still not good enough for routing usage due to the limitations of the algorithms. So,
finding a proper accurate solution for this problem still remains as an open challenge.
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Interactive Visualization of
Ontology-Based Conceptual Domain
Models in Learning and Scientific
Research

Dmitry Litovkin, Anton Anikin and Marina Kultsova

Abstract The paper presents an approach to knowledge transferring and sharing
on the base of the semantic link network (SLN) representing expert knowledge in
the explicit form. To provide an efficient SLN understanding, it is represented with
a geometric graph which can be interactively visualized using a combination of the
appropriate visualization methods. The coupling of these methods allows getting a
different level of details of the SLN visualization in accordance with the user needs.
The proposed approach is planned being implemented in the knowledgemanagement
system for learning and scientific research.

Keywords Semantic link network · Ontology · Graph · Interactive visualization ·
Semantic zooming

1 Introduction

An ontology is a convenient tool of domain modeling for a wide range of tasks in
various subject domains including learning and scientific research. Being useful for
automated information processing in the intelligent systems, at the same time, the
ontology requires to use of some special visualization techniques which help a hu-
man in ontology perception and understanding. In learning and scientific research,
the subject domain might have a rather complex structure and cover a huge set of
concepts and relations between them. This fact makes complicated studying appro-
priate information resources by the persons who are not familiar with the domain.
So, due to the complexity, it is difficult to overview and understand the conceptual
model represented with the ontology. The choice of various approaches and tools for
ontology visualization and navigation depends on the user category who works with
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the ontology and the use cases. But in most of the cases, the user deals with the range
of issues mentioned in [2]. Thus, developing methods and tools for the convenient
and informative representation of ontology for its users is still being a relevant task.

2 State-of-the Art and Related Work

In learning and scientific research, there are twomain available knowledge sources—
document collection and expert knowledge (knowledge of teachers or researchers).
A document collection consists of a large number of heterogeneous and contradic-
tory documents. Its main advantage is high availability but the disadvantage is a
rather high semantic noise [15, 18]. Semantic communication noise is a type of dis-
turbance in message transmission that interferes with the message interpretation. It
is generated by the content or semantic errors and message distortions during their
encoding/decoding.

Expert knowledge can be implicit and potentially explicit knowledge. Implicit
knowledge can be gained only by connecting people (for example, sharing and dis-
cussing the problems and best practices). The main disadvantage of this knowledge
source is non-replicability of such knowledge.

To increase the availability of expert knowledge and reduce semantic noise during
knowledge transfer, we propose to create knowledge repositories (cognitive informa-
tion space—CIS [3]) for each user groupwith a similar profile. Cognitive information
space defines a representation of certain subject domain from the point of view of
this user group. CIS includes a focus question, user profile, semantic link network
(SLN), document collection, and conceptual index. It should be noted that for dif-
ferent cognitive information spaces, the common document collection can be used.

Focus question determines context, main subject, and boundaries of the scope of
knowledge being studied [12].

User profile includes knowledge/competencies, which the user already has; user
cognitive style; knowledge/competencies that need to be obtained. The user profile
should be consistent with the focus question.

Semantic link network (SLN) is a network that represents semantic relations be-
tween concepts [20]. TheSLNcontains domainWHAT-knowledge [7] structured into
a single mental model and answers some focus questions. Each SLN item (a concept,
a link between concepts, or a set of the concept/link attributes) is assigned a priori
importance of this item in terms of SLN sensemaking as a whole. To reduce the
semantic noise associated with SLN encoding and decoding, the SLN is presented
both in the formal language OWL 2 [13] and the visual language ORM 2 [5]. SLN
formal representation is used by a computer, and its visual representation is used by
a human.

Conceptual index stores set of the links between SLN items and documents (or
documents fragments) in which knowledge about these items is described. Each link
is associated with an assessment that reflects document usefulness as a description of
the knowledge piece in terms of the user profile and the focus question. The assess-
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ment takes into account the quality of knowledge coding for the user group and the
semantic noise that occurs when knowledge decoding. As a result, the assessment of
the usefulness of the same document will be different for users with different profiles
and for different SLNs.

Knowledge transferring and sharing in learning and scientific research is a CIS
learning process (Fig. 1) that implies the steps below:

Step 1. The user sets his profile and keywords that describe his knowledge needs.
As a result of the computer-aided search, he gets the ranked list of the appropriate

Fig. 1 CIS learning
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CISs. Next, the user reviews the CISs (focus question, target user profile, and the
SLN) and selects the best one for his needs.

Step 2. Transformation of OWL2-ontology into SLN using ontology design pat-
terns for WHAT-knowledge structures extraction [1].

Step 3. Using the interactive mode of the domain SLN visualization, the user
performs a preliminary SLN understanding and determines the item that needs to be
studied the first.

Step 4. Using the conceptual index, the user finds documents that contain a de-
scription for the SLN item in which he is interested. Looking through the usefulness
assessments of the documents, and their content, the user decides which document
should be studied the first.

Step 5. After the selected document has been studied, the user returns to Step 4
to continue studying other documents for the given SLN item, or returns to Step 3 to
re-understand domain SLN and search some new item for studying.

Step 6. The study of domain SLN and related documents continues until the
user satisfies his knowledge needs. On the other hand, after some immersion in the
domain, the user can more accurately formulate his needs and return to Step 1.

In this paper, we consider the task of SLN visualization for SLN understanding
and determination of the item that needs to be studied (Step 3). For SLNvisualization,
a node-link paradigm is used that imposed by the visual modeling language ORM 2.
As a result, a geometric graph is created, whose nodes are represented by distinct
points in general position in the plane and whose edges are drawn as straight line
segments, perhaps with crossings. According to ORM 2 notation, the nodes are
concepts, attributes, and predicates, and the edges are the links of different types
between the nodes. Every node and link is represented as a visualized object of
some type. As a visual representation of the SLN is a strongly connected geometric
graph with many nodes, edges, and labels used for various purposes, interactive
visualization is necessary [9–11].

One of the key features of SLN understanding is its representation as a graph with
different levels of the details. Ben Shneiderman formulated the visual information
seeking mantra: overview first, zoom and filter, then details on demand [16]. These
interactive visualization methods are widely used for large graphs representation
[2, 6, 8, 10]:

• Geometric zooming is a technique when the user can only observe different geo-
metrical scales of a visualized object in the geometric graph.

• Filtering, aggregation, and embed focus and context information are techniques
that provide the ability to reduce shown graph items (nodes and edges):

– Filtering removes items, whereas aggregation creates a single new item instead
of multiple others and replaces them. Filtering is more straightforward for users
to understand. However, users often forget items that have been filtered out,
even when they were recently filtered. Aggregation is somewhat safer from the
cognitive point of view because the stand-in item contains knowledge about all
items that it replaces.
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– The focus+context technique uses the paradigm of emphasizing the items in
the center (focus), providing at the same time an overview of the global graph
structure (context). The goal of embedding focus and context together is to
mitigate the potential for disorientation that comes with standard navigation
techniques. Focus+context idioms attempt to support orientation by providing
contextual information intended to act as recognizable landmarks, using external
memory to reduce internal cognitive load.

However, in [4, 14, 19] it notes, that methods for interactive visualization of the
ontology graphs are underdeveloped yet. Moreover, most of the existing tools are
not able to visualize a significant proportion of OWL 2 [17]; meanwhile, the pro-
posed approach requires to visualize not only owl axioms, but theWHAT-knowledge
structures too. So, the development of the approach and software tool for interactive
visualization of the ontology-based SLN, containing WHAT-knowledge structures,
is very important in the context of large ontologies visual representation.

3 Interactive SLN Visualization for Understanding and
Exploration

The main idea of the proposed approach to SLN visualization for understanding and
exploration (including determining the items to be studied) is presented in Figs. 2, 3,
4. At the first step, the user performs a high-level SLN overview from the expert point
of view. Then, the user explores the SLN to find SLN fragment he is interested in.
Finally, he determines the item that needs to be studied. To implement the proposed
process, a different level of details of SLN visualization at different times is required:

1. A high-level SLN overview. It is a minimal possible visualization level of the
model details, required for the rough (approximate) answer for the focus ques-
tion. A goal of the high-level overview design is to show all key items in the SLN
simultaneously, without any need for navigation, pan, or scroll. The high-level
overview is recommended to use at the beginning of the exploration process, to
guide users in choosing the points where they can drill down to inspect the con-
ceptual domain model in more detail [10]. The high-level SLN overview should
reflect the point of view of the expert.

2. Average details for approximate/preliminary consume knowledge, as well as
for exploration, i.e., the transition from one fragment of SLN representation to
another one.

3. High or maximum details presentation of knowledge in focal point/region. The
focal point indicates SLN item or position on the geometric graph to which the
user pays attention as a starting point of the exploration.

The existing interactive methods for graphs and ontology visualization were ana-
lyzed, and as a result, the method below was proposed to use for SLN visualization
on different levels of the details:
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Fig. 2 SLN understanding and determining of the item that needs to be studied

1. Geometric zooming—allows user setting a various size of the visualized object
in the geometric graph.

2. Semantic zooming—allows user controlling the level of details of the domain
SLN visualization. We use the term “semantic zooming” as it was defined in
[19] opposite the definition given in [10]:

(a) Changing the set of visible SLN items at different semantic scales. Use of
the combination of aggregation, filtering of SLN items and embedding focus
information within surrounding context:
i. Filtering all non-key SLN items and aggregation trails between key con-

cepts with the creation of stand-in items as simplified links. To define
the key and non-key items, DOI-metric [10] is used. The degree of in-
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Fig. 3 Representation of the high-level SLN visualization from the expert point of view

terest metric (DOI-metric) for every SLN item should take into account
a priori importance, defined by an expert, and distance from item to
focus point (target item or position on the geometric graph should be
defined). So, only SLN items with DOI-metric is over threshold value
are visualized. The threshold value changes depending on the geometric
scale. This filtering is enabled by default, but the user can change this to
use it on demand. This filtering is enabled by default for the high-level
SLN overview.

ii. Setting the user focus region (with the center in focus point), where the
geometric scale distorted upwards (e.g., fisheye lens distortion idiom or
magnifying lens distortion idiom is used). In conjunction with methods
a) and i), it allows achieving the maximum details representation of
knowledge in the focus region.

iii. Aggregating SLN-fragments into clusters and creating stand-in items
as super-nodes and inducing links between super-nodes as well as be-
tween super-nodes and concepts. A cluster is a node grouping based
on the similarity metric, where nodes (concepts and attributes) within
a cluster are more similar to each other than to ones in another cluster
[10]. The similarity metric is the degree of a node (i.e., the number of
links connected to the node). Moreover, the cluster cannot contain items
with high priority importance, so they cannot be stand-in items. SLN
clustering is used by default and also to obtain the minimum or average
details level. The user can expanse/collapse on demand selected SLN
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Fig. 4 Changing the detail level of the visual representation of the domain SLN fragment

cluster. Cluster expansion can be done taking into account or ignoring
DOI-metric for items of the cluster.

iv. Filtering on demand in SLN all attributes and all links of the selected
type taking into account or ignoring DOI-metric.

v. Filtering on-demand context for target concept—searching all the adja-
cent items one or a few hops away from a target concept and eliminating
them. The context collapse/expanse is initiated by the user taking into
account or ignoring DOI-metric for items of the context.

vi. Aggregating multi-links connecting a pair of concepts and inducing the
new simplified link. Multi-links collapse/expansion is done by default
depending on their DOI-metric; however, the user can collapse/expanse
all multi-links on demand.

(b) Changing the details in the visualized object representation in geometric
graph depending on geometrical scale. Wherein it should be taken into ac-
count, that the geometric scale in the focus region is magnified. The repre-
sentation of the visualized object adapts to the number of pixels available
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in the image-space region occupied by the object. The representation of the
visualized object adapts to the number of pixels available in the image-space
region occupied by the object.

3. Changing the visual appearance for the visualized object in the focal point and/or
focal region—e.g., color change. Also, the size of the visualized object in the
focal point and/or focal region is changed due to the geometric scale distortion.

4 Conclusion and Future Work

In the paper, a process of the SLN understanding and determining the item that needs
to be studied is considered in detail. This process is a part of the more general process
of knowledge transferring and sharing on the base of cognitive information space
in learning and scientific research. One of the key features of SLN understanding is
its representation as a graph with different levels of the details. To implement these
different levels of the SLN visualization, the specific interactive visualizationmethod
was developed as a combination of the methods for graphs interactive visualization.
Thismethod implements the high-level SLNoverview, average detail for exploration,
and maximum detail in focal point/region. The method at the same time takes into
account the expert’s point of view and allows varying the details of visualization
level depending on the user focus point and his explicit requirements. As a future
work, we plan to implement the proposed method in SLN visualization software tool
based on the ORM 2 notation.
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A Secure Lightweight Mutual
Authentication and Message Exchange
Protocol for IoT Environments Based
on the Existence of Active Server
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Bandar Al Ghamdi and Ahmed Patel

Abstract Recently, the Internet of Things (IoT) has started to play an important role
and one of the states of art solutions to solve various issues in different ICT appli-
cation domains due to its intrinsic characteristics. However, its security and privacy
mechanisms are still not well-tailored and lagging behind. Massive academic and
industrial surveys, researches, and studies have been conducted and implemented but
the general consensus is that conventional cryptographic methods are not overly suit-
able for adoption in IoT environments in a straightforward manner without incurring
huge operational, computational, storage, and energy costs. Therefore, an alternative
is to a lightweight cryptographic method offering high levels of data and system
security to mitigate such computational cost, storage capacity, and energy consump-
tion. This paper proposes a lightweight mutual authentication and message exchange
scheme between IoT devices via a publically available server based on symmetric
and asymmetric hybrid cryptography. The server plays an important role to register
and authenticate different IoT devices in a federated environment. Security analy-
sis shows that the proposed scheme satisfies the main security properties and it is
resistant against attacks.
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1 Introduction

IoT deems as an emerging and promising technology that is promising to convert
things into smart things and connect them with each other without or with minimal
human interventions. The current studies estimate the total numbers of smart things
are growing rapidly, assuming it will reach 50 billion in 2020. So, the challenge
appears here is how we will be able to manage and secure this massive number of
devices and provide them with the same opportunity to access network while pre-
serving privacy and security for devices generated data [1], also guarantee their QoS
requirements. As we know that there are a lot of heterogeneous devices each has its
own characteristic and producing different data type which related to their dedicated
purpose. So, our concern is whether the existing security approach can achieve IoT
privacy preservation and security requirements and resist against different types of
attacks (passive and active). Cryptographic still and remains the security methodol-
ogy that used to achieve security and mutual authentication requirement in different
domains [2]. All researchers are agreeing that the existing cryptographic techniques
are suffering from high computation overhead and energy consumption. So, it is
not adequate to adopt them for IoT environments; this led us for more enhance-
ments and optimization on the existing cryptographic to propose a lightweight cryp-
tographic and mutual authentication that met IoT devices requirements [3, 4]. To
produce an optimal cryptographic, mutual authentication, and security preserving,
massive of academic research has been conducted. Those researchers aimed to study
existing encryption algorithm characteristics and make the necessary improvements
or proposed a new lightweight cryptographic and mutual authentication algorithm
[5–7]. Our proposed scheme aims to mitigate the long and complicated authenti-
cation negotiation and ensure that the messages have been exchanged in a secure
manner. However, the proposed model consists of; registration phase, authentica-
tion and message exchange phase. Consequently, contribution in this paper can be
summarized as follows:

• Registration phase aims to secure machines registration to the system model. In
this phase, each device will register with the system in a secure management
manner through the disclosure of the server’s presence to the associated IoTdevices
via a publically available address and naming facility like a URL. During this
phase in the proposed scheme, the server and associated IoT devices collect and
store the necessary registration information (variable) about each other, with the
server through its secure management and administration system offering a secure
and personalized unique crypto identification for each IoT device that eliminates
fraudulent or masquerading registration of IoT devices.

• During the authentication and message exchange phase, the server is an exclusive
publically known mediator between IoT devices associated to it and the server
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authenticates the IoT devices to each other and ensures that the ability of an adver-
sary to eavesdrop, hack tamper, and interrupt the security of the operation of the
proposed modeled system has been eliminated by taking into account the gambit
of authentication, authorization, confidentiality, data integrity, randomization, and
genuine verification of message exchanges at all times.

The rest of the paper is organized as follows. InSect. 2, literature reviews have been
discussed. The system model discusses in Sect. 3. Section 4 discusses the security
analysis. Finally, Sect. 5 concludes the paper.

2 Literature Reviews

Literature review on cryptographic and mutual authentication is a variant, and dif-
ferent solutions have been proposed to address lightweight mutual authentication
issues [8, 9]. He et al. [10] propose a lightweight RFID authentication scheme based
on elliptic curve cryptosystem. The proposed scheme has been compared with Liao
and Hsiao’s scheme. Three main criteria (computational cost, storage capacity, and
communication cost) have beenmeasured and the proposed scheme overcomes in the
computational cost and storage capacity while achieving the same level in commu-
nication storage. Meanwhile, it achieves the main security properties and resisting
against a different type of attacks. The weakness that appears in the proposed scheme
that the tag identifiers are stored in plain text for both sides server and tag which
make it easy for tag identifiers disclosure if the adversary success to attack both
sides server and tag. Liao et al. [11] propose a secure mutual authentication and Id-
verifier transfer scheme based on ECC. It consists of two-phase; setup phase: where
preshared variables are acquainted between the server and the tag, and authentica-
tion phase: where are authentication process and message exchange will be done
through different authenticate challenge. Security analysis shows that the proposed
scheme is resisted against different types of attacks with low storage requirements,
computational cost, and communication overhead. Devi et al. [12] proposed two
authentication approaches for IoT application. The first approach is based on MAC
where all related IoT devices MACs are stored on DBMS. Therefore, the authenti-
cation will be done through ensuring that any connect request to the server will be
checked by comparing theMACs for the connection requesters to those that stores in
DBMS. Based on the comparing results, the access is gained or rejected. The other
approach is based on the hash function where the requesters provide his IDs to the
server and get the one-time password by applying hash function for both server side
and user side. The second approach takes much time than the first approach due
to the authentication negotiation between the server and users. Lightweight mutual
authentication between reader and tags has been proposed by Fan et al. [13]. In their
proposed scheme, cache concept has been implemented on the reader side. The cache
will store the last keys for the last successful authentication while the DB will store
all tags keys. At the first, the reader will check for the tag’s key within local cache;
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if the key is existing, the hash comparison will be performed and the authentication
successful or failed will be determined based on the comparison result. If the tag key
does not exist on the reader cache, then the reader will forward the request to the DB.
Later on, the DB will check for the tag key and send the result to the reader. If the tag
key exits with the DB repository then the reader will update the cache accordingly.
It seems that the search method for the tag key considers as computation cost as it
is done sequentially on the reader cache or DB repository. As an improvement, the
ultralightweight has been introduced. The ultralight mutual authentication applies
simple operation such as concatenate, XOR, and it resists against different types of
attacks. Tewari et al. [14] propose a mutual authentication scheme based on a one-
way hash function and bitwise operation. The main goal is to achieve low storage
space and low computational cost on both tag and server side. The mutual authen-
tication is done through four negotiations steps between tags and server. While the
proposed scheme proves its capabilities to be secure against various types of attacks,
still tango attack, desynchronize, and full disclosure attack do not consider in this
scheme.

3 The Proposed Scheme

Figure 1 shows the hardware architecture for the proposed scheme where is com-
prised of IoT devices and the server. To mitigate the capacity, computation, and
energy overhead, the IoT devices only contain the following variables; the device
IDs (Idi, Idj,…, Idn), symmetric key (Sk), group symmetric key (GSk), random nonce
number (Ni, Nj, …, Nn), and server public key (Ps), respectively. While the server
contains the following variables: a database for all devices IDs, the symmetric keys

IOT 
Device1

Server

DB

IOT 
Device2

IOT 
Device3

IOT 
DeviceN

Fig. 1 Hardware architecture for the proposed schemed
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for each device, group symmetric keys, server random nonce number (N s), and his
own public (Ps) and private key (Pr), respectively. In the proposed sachem, we aim
to provide lightweight mutual authentication between the IoT devices through the
server. Well-known that the IoT device is constrained device with low storage capac-
ity, low processing capability, and low energy. While the server considers having
full capabilities in terms of storage, processing, computational, and energy. Most
of the literature reviews in mutual authentication schemes go through complicated
authentication acknowledge messages exchange among devices and server. The long
authentication negotiation effect dramatically in the network bandwidth and consid-
ered as computational overhead. One more thing this authentication negotiation does
not include any messages exchange. Therefore, the messages exchange considered
in the next phase will occur after concluding from the authentication phase success-
fully. The proposed scheme aims to mitigate those long authentication negotiation
and message exchange with low computational overhead and considering message
exchange within an authentication phase. However, the proposed scheme compro-
mises to two-phase; registration phase, authentication and message exchange phase.
The registration phase deemed as an initial phase where preshared keys are shared
among IoT devices and the server, assuming that the IoT devices are registered to
the server in a secure manner. How to secure the registration phase is beyond current
study. While the authentication and message exchange process will be done in the
second phase.

3.1 Lightweight Mutual Authentication

As mentioned, the proposed scheme aims to provide lightweight mutual authenti-
cation between IoT devices through the server while achieving message exchange
between IoT devices and the server without bearing any additional hand-check mes-
sages or delay message exchange process to the next phase after ensuring that the
mutual authentication has been done successfully. With the next subsection, we will
describe the proposed scheme in details. Figure 2 shows the mutual authentication
and message exchange between the IoT devices through the server.

IoT Device Idi Side:

1. The IoT device Idi generated random nonce number Ni.
2. Encrypt the Idi with Ps.
3. Encrypt the message with GSk .
4. Calculate the MAC for the plain message M.
5. Send M1 to the Idj.

where M1 =
{
EPs{Idi }

∣∣∣∣EGSk{M}∣∣∣∣MAC||Ni
}
.

IoT Device Idj Side:

1. The IoT device Idj send M2 to the S

where M2 =
{
EPs{Idi }

}
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ServerIoT Device I

M1 ={EPs{Idi }|| EGSk{M}|| MAC || Ni}

Generated Ni.
EPs {Idi} 
EGSk {M}
Calculate M MAC. 

DPr {Idi} 
Compare Idi in S DB
ACK or Rejected

M2 ={E Ps{Idi }}

IoT Device J

M3 = Ack

DGSk {M}
Calculate M MAC. 
Compare MACs
Idj authen cate Idi
Generated Nj
EPs {Idj} 
EGSk {M}
Calculate M MAC

M4 ={EPs{Idj }|| EGSk{M}|| MAC || Nj}

DPr {Idj} 
Compare Idj in S DB
ACK or Rejected

M5 ={EPs{Idj }}

M6 = Ack

DGSk {M}
Calculate M MAC. 
Compare MACs
Idi authen cate Idj

Fig. 2 Mutual authentication and messages exchange

Server Side:

1. The server decrypts the Idi using its Pr.
2. The server checks the Idi if it exists within Server SDB.
3. If the Idi exists, the server will acknowledge it.
4. If the Idi not exists, the server will not acknowledge it. Further, the server will

reject this Idi and add it to the server block list DB (bDB).
5. Finally, the server sends M3 to the IoT device Idj.

where M3 = Ack.

IoT Device Idj Side:

1. After the S acknowledge the Idi. The IoT device Idj decrypts the (CM) using GSk
2. After decrypting the (CM) using GSk. The IoT device Idj will get the plain text

(real message (M)).
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3. The IoT device Idj calculates the (MAC) for the M.
4. Finally, the IoT device Idj compare the (MACs) if they are equal that means the

IoT device Idi is authenticated and ensure of the message integrity. After that the
Idj will perform the following steps.

5. The IoT device Idj generated random nonce number Nj.
6. Encrypt the Idj with Ps.
7. Encrypt the message with GSk.
8. Calculate the MAC for the message M.
9. Send M4 to the Idi.

where M4 =
{
EPs

{
Id j

}∣∣∣∣EGSk{M}∣∣∣∣MAC||N j
}

IoT Device Idi Side:

1. The IoT device Idi send M5 to the S

where M5 =
{
EPs

{
Id j

}}

Server Side:

The server will perform the following steps:

1. The server decrypts the Idj using its Pr .
2. The server checks the Idj if it exists within Server SDB.
3. If the Idj exists, the server will acknowledge it.
4. If the Idj not exists, the server will not acknowledge it. Further, the server will

reject this Idj and add it to the server block list DB (bDB).
5. Finally, the server sends M6 to the IoT device Idi.

where M6 = Ack.

IoT Device Idi Side:

1. The IoT device IdI decrypts the (CM) using GSk.
2. After decrypting the (CM) using GSk. The IoT device Idi will get the plain text

(real message (M)).
3. The IoT device Idi calculates the (MAC) for the M.
4. Finally, the IoT device Idi compares the (MACs) if they are equal that means the

IoT device Idj is authenticated. Figure 3 shows the flow chart for the proposed
protocol.

4 Discussion and Security Analysis

From the aforementioned, we claim that the IoT devices requirements in terms of;
computational capability, storage capacity, and energy consumption have been con-
sidered and tailored well within the proposed schemes. In addition, different security
properties have been achieved. General speaking, we can claim that the following
security properties have been guaranteed:
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ServerIoT Device I

M1 ={EPs{Idi }|| EGSk{M}|| MAC || Ni}

Generated Ni.
EPs {Idi} 
EGSk {M}
Calculate M MAC. 

DPr {Idi} , DPr {IdJ} 
Compare IdS in S DB
ACK or Rejected

M2 ={E Ps{Idi }}

IoT Device J

M3 = Ack

DGSk {M}
Calculate M MAC. 
Compare MACs
Idj authenticate Idi
Generated Nj
EPs {Idj} 
EGSk {M}
Calculate M MAC

M4 ={EPs{Idj }|| EGSk{M}|| MAC || Nj}

M5 ={EPs{Idj }}
M6 = Ack

DGSk {M}
Calculate M MAC. 
Compare MACs
Idi authenticate Idj

Idi = ?
No Yes

Authentication Failure

Fig. 3 Flow chart for the mutual authentication and messages exchange

1. Authentication

a. As the GSk only known for both IoT devices and the server, therefore, we
can claim that the IoT devices authenticate through the server and ensure that
the M is encrypted using the group symmetric key (GSk).

2. Authorization

a. By decrypting the message with the GSk, we ensure that the only authorized
party can have access to the decrypted message.

3. Confidentiality

a. The message has been transmitted over the network in ciphertext form, not in
plain-text form. Therefore, even the IoT device still not authenticate from the
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server. The reception for the transmitted message can not infer or disclosure
the content of the message. So, we can claim that confidentiality has been
achieved.

4. Data Integrity

a. By calculating the MAC for both sides in the IoT devices side and comparing
theMACs, we can claim that the proposed scheme achieves the data integrity.

5. Replay attack

a. By generating a random nonce number for each different session. The adver-
sary ability to attach the proposed scheme has been eliminated.

6. Message exchange

a. To the best of our knowledge, this is the first paper that introduces the idea
of transmitting the message within the authentication process. Most of the
literature reviews in the domain consider message exchange at next phase
after completing the authentication phase. In the proposed scheme, it is clear
that the message is transmitted in ciphertext form in plain text to ensure that
only the authorized party has the capabilities to decrypt it.

5 Conclusion

In this paper, a secure lightweight mutual authentication and message exchange
scheme for IoT devices have been proposed. In the proposed scheme, hybrid crypto-
graphic has been utilized; symmetric cryptographic is adopted in registration phase
where asymmetric cryptographic is adopted in authentication and message exchange
phase. The server deems as a mediator between IoT devices to authenticate the
devices to each other. The main idea is to mitigate the storage capacity, computation
cost, and energy consumption for the constrained devices to achieve the main secu-
rity properties and resist against different types of attacks. The experimental results
show that we can achieve mutual authentication and message exchange in one phase
without bearing the heavy computational cost, complicated acknowledge messages,
and without the need for additional storage capacity. In our future R&D work, we
intend to deploy the proposed scheme in a real-life IoT device and server experi-
mental environment to test and validate its actual security levels against a system
of criteria for practicability and system-wide performance at both IoT devices and
servers ends.
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Abstract Fraud is a costly business problem which causes every organization to
face huge loss. Fraud may lead to risk of financial loss and loss of the confidence of
customers and stakeholders of the company. Cyber security teams and internal audit
departments of most of the organizations try to monitor such fraudulent activities
using traditional rule-based fraud detection systems. However, with the rapid adapta-
tion of online financial transactions, it ismore difficult to identify fraudulent activities
by static methods and via data analysis. Further, as traditional rule-based fraud detec-
tion systems cannot dynamically adjust the rule set based on the behavioral changes
of the fraudsters, there is a high possibility of detecting false positive alerts. The aim
of this paper is to review selected machine learning techniques where it can be used
to develop a fraud detection system which identifies fraudulent activities in financial
transactions.
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1 Introduction

Financial transaction fraud has been discovered to pose a big threat on financial
organizations. Most of the finance sector companies such as banks and other non-
bankingfinancial sector companies and institutes presently try tomonitor and identify
such fraudulent activities by using traditional rule-based fraud detection systems as
frauds are not being identified in real time. Typical fraud detection systems use vari-
ous attributes such as time, account number, card number, transaction type, amount,
gender, age, and country for building the rules [1]. However, the main limitations of
having rule-based fraud detection system are the active management and monitoring
of the rule set required, the rule set being fixed, and rules being based on the human
errors and bias. Rule-based fraud detection systems can be effective only when they
aremonitoring andmanaging real time, whichmeans fraud detection systems require
to undergo scheduled periodic reviews and modifying rules based on the past results.
Rule-based fraud detection systems work without any intelligence, and they check
only whether the rules criteria are met or not. Those rule-based systems do not con-
tain the ability to dynamically adjust the rules based on the behavioral changes, thus
leading to many false positive results. Further, incorrect and poorly defined rules
also result in both high fraud rates and high false positive results [2]. Nowadays,
fraudsters use anonymous ways to gain access to customers’ accounts, customers’
personal details, or financial details to enable the criminals to commit fraud. In such
cases, rule-based systems and human reviewswould fail to block transactions. Frauds
are one of the high risks and most common crimes in the world which require mon-
itoring and prevention at an early stage. And expert systems have been found to be
the best solution to prevent frauds in the future [3].

2 Background

Due to the rapid increase in ATM transactions, E-commerce transactions, and POS
transactions, use of payment cards and online payments have increased and it, in
turn, has caused the rapid growth of the financial transaction fraudulent activities.
Traditional fraud detection systemswhich are based on the database systems and cus-
tomers’ knowledge level are usually inaccurate, not real time, and provide delayed
results. Then, fraud detectionmethods like discriminate analysis and regression anal-
ysis came into the picture. However, those mechanisms were also not efficient for a
large amount of data [4]. Most common intrusion detection systems are based on the
signatures of the events. These systems are developed to detect attacks based on the
signatures of events where the signatures of the events meet the defined rule criteria.
Nevertheless, these systems require periodic reviews and updates on both rules and
signatures. Further, these systems generate high percentage of false positive alarms
and are unable to scale to gigabit speeds [5]. Effectiveness of using static rules for
fraud detection is low. To obtain maximum effectiveness from such a rule-based
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system, it should have the ability to depend on any input data. Further, such systems
should be user-friendly and able to capture the most complex rules [6]. Furthermore,
machine learning has been a tool in resolving most of the important business prob-
lems like fraud detection. Fraud management became one of the hardest duties of
the banking and finance industry. Machine learning uses several complex algorithms
that crawl over large datasets and analyze patterns within the data. Machine learning
mechanisms are better than humans at processing large sets of data. When using
machine learning mechanisms for fraud detection, not using appropriate data could
cause the model to learn the wrong assumptions and make irrelevant assessments on
frauds. Further, extracting and training data for accurate predictions is a tough task
[7]. Current fraud detection systems have limited purview into datasets, and it causes
to limit the ability of taking accurate decisions. Therefore, there is high possibility
of detecting false positive events when using machine learning techniques.

3 Rule-Based Techniques

According to Kou et al. [8], credit card fraud can be divided into two types—online
and offline frauds. Further, the authors mentioned that offline frauds can happen only
by stealing physical card, while online fraud can happen via Web and only the card
details are required. Tova Milo, Slava Nogorodov, and Wang-Chiew Tan stated that
financial companies try to employ domain experts to manually specify rules that
exploit general or domain knowledge to improve fraud detection process. Further,
with the time, rules need to be updated and refined to capture the evolving activity
patterns of the financial transactions [9]. Bart Baesens mentioned that currently
available fraud detection rules can be refined by studying past transactions to detect
future cases or financial transactions and trigger and alert when fraud is committed.
But such approaches have so many disadvantages. Rule-based systems are expensive
to build as they require advanced rule refinements by employing fraud experts and
are also hard to maintain. As rule-based detection systems are based on the past
events, they cannot guarantee that the new fraud patterns will be alerted. However,
frauds are dynamic incidents and need to be traced continuously [10].

4 Machine Learning Techniques

4.1 Artificial Neural Network

Amarasinghe and Aponso [11] mentioned that artificial neural network has three
layers and weights of each hidden layers have been initialized to numbers which
are close to zero. Further, researchers used sigmoid activation function to calculate
the probability of transactions being fraudulent or not and artificial neural networks
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Table 1 Accuracy measures

Measure Description Formula

Accuracy Represents the accuracy level of the classifier (TP + TN)/total

F1 score Shows the harmonic mean of precision and recall 2TP/(2TP + FP + FN)

Precision Shows the probability of predicting true false from all
positive predictions

TP/(TP + FP)

Recall Shows the true positive rate TP/(TP + FN)

provide a binary output to show whether the transaction is fraudulent or not. They
used dropout regularization to reduce the overfitting to address the high variance
problem. For evaluation, these researchers usedK-fold cross-validation to address the
bias variance tradeoff. Various accuracymeasures are required due to the unbalancing
nature of the data, and Table 1 describes those accuracy measures.

Mishra et al. [12] proposed an architecture for credit card using an artificial neural
network type called feed forward neural network. In this research, accuracy is calcu-
lated by comparing actual output in the dataset and predicted output of themodel after
the simulation. Further, they discussed three learning techniques, namely BR, GDA,
and LM to train the model for credit card fraud detection and finally concluded that
Bayesian regularization (BR) technique is high in accuracy and performance level.
Further, they concluded that Bayesian regularization (BR) technique is the better
approach to train the multi-layer feed forward back propagation neural network for
credit card fraud detection. Gulati et al. [13] identified a method for credit card fraud
detection using neural network and geo-location. The proposed system classifies
transactions into two types such as suspicious and non-suspicious transactions. First,
the system checks the geo-location and pattern of spending money using credit card.
Then, if there is any mismatch with the normal behavior of the transactions, then
those transactions are subject to a verification process by communicating with the
customers. There is a high possibility of getting false positive alarms as the accuracy
of the system is based on the geo-location and the pattern. This research used public
IP lookup API to verify the geo-location of the customer.

4.2 Convolutional Neural Network

Zhang et al. [14] researched about the model-based convolutional neural network to
detect frauds in online transactions, and this constructed model performs a restruc-
turing of raw transaction features to form various convolutional patterns. Further,
this model reduces the calculation time of derived variables. Krishna [15] proposed
to use LeNET architecture of convolutional neural network as a fraud detection tech-
nique in credit card transactions. Further, this researcher mentioned that precision
performance in neural networks (NN) is better thanCNN, because ability of detecting
fraudulent transactions as legitimate transactions is high on neural networks (NN).
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Fig. 1 LeNET architecture

But detecting fraudulent transactions is better on CNN than NN, and it improves
recall and the harmonic mean of the precision and recall (Fig. 1).

Chouiekh and Haj [16] found that deep convolutional neural network (DCNN)
performed well in fraud detection in comparison with the other traditional machine
learning algorithmswhen considering the accuracy and the training duration. Further,
this method can reduce the cost of illegal use of services without payments. This
model is developed to identify normal behavior and fraudulent behavior separately.

4.3 Recurrent Neural Network

Ando et al. [17] used recurrent neural network to detect fraudulent behaviors of
credit card transactions. In this research, they proposed the approach which uses
the structure in Web access logs to detect frauds. This proposed RNN consists of
three layers, namely input layer, hidden layer, and the output layer. They used BPTT
algorithm of RNN for their research as it can learn fast due to the simple structure.
Nevertheless, it is difficult to train the RNN model for large time series data. They
used two types of RNN for testing as RNN with LSTM and RNN without LSTM,
with sigmoid function. Nevertheless, they found that accuracy of detecting fraudulent
behavior is higher inRNN than support vectormachines (SVM)andRNNwithLSTM
meets the required results faster than the RNN without LSTM. Wang et al. [18] used
RNN in order to detect session-based fraud in E-commerce transactions. They used
RNN to analyze the sequence of clicks in a session for fraud detection in financial
transactions. They fed all the clicks of a session into the RNN model based on the
time order and derived the risk score at the final click for each session. Then, it
shows whether the session is suspicious or not. Further, they also used LSTM for
this research to categorize the time dependency of the prediction on the previous
clicks. They performed undersampling mechanism in order to balance normal and
fraudulent classes. Further, they used TensorFlowmodule to train the proposed RNN
model. These researches evaluate the performance of this RNNmodel using different
embeddings, different RNN structures, and RNN cells.
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4.4 Bayesian Belief Network

Maes et al. [19] tested and compared credit card fraud detection usingBayesian belief
network (BNN) and artificial neural network (ANN). They used STAGE algorithm
for BNNmodel. Finally, they compared results generated from both themodels BNN
and ANN and concluded that BNN performs better than ANN in credit card fraud
detection. Learning time is also lower in BNN than ANN, and evaluation is high in
ANN than BNN.

4.5 Support Vector Machine and Decision Trees

Chen et al. [20] investigated prediction accuracy of questionnaire-responded transac-
tion (QRT) approach by using SVM.Hierarchical SVMs, oversampling, andmajority
voting techniques also get involved in order to explore their impact to the prediction
accuracy. They mentioned that SVM is a strong machine learning mechanism for
classifying and doing regression. They used SVM to train and build the classifier
model and detect anomalous data. Testing results showed that this QRT approach
with SVM is effective and effectiveness can be further increased by combining with
mechanisms like hierarchical SVMs, majority voting, weighting, and voting. Nipane
et al. [21] used support vector machine (SVM) and decision tree classifier for iden-
tifying and categorizing unauthorized users and decision trees were used for fraud
handling behavior of the users. SVM is a binary classifier which helps to alert the user
whether the transaction is fraudulent or not. In this proposed system, SVMmonitors
the behavioral patterns of the user and decision trees identify whether the user behav-
ior is anomalous or not. They observed that prediction accuracy showed by SVM
gradually decreases when the transaction record increases. Further, they identified
that false positive rate is high, and the accuracy level of the proposed system is 59%.

4.6 Hidden Markov Model (HMM)

Dhok and Bamnote [22] proposed hidden Markov model for credit card fraud detec-
tion. This researcher mentioned that HMM-based approach reduces the false positive
rate which identifies transactions as fraudulent even though they are genuine. HMM
detects fraud activities based on the customer’s spending time and the number of
items purchased with use of further processing. Further, it tries to identify the vari-
ance of spending time of the card owner and verify the details like billing address,
shipping address, etc. Further, this system calculates total price based on the expen-
diture history of the cardholder and it compares with the current total price. Also,
this HMMmodel decides prices dynamically based on the clustering algorithms. The
proposed model verifies the transactions real time, and it includes two models called
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online shopping and fraud detection system. Further, this HMM model also has the
capability of handling large sets of transactions. Mhatre et al. [23] also proposed
HMM for credit card fraud detection. According to their work, this fraud detection
system starts working after the first ten transactions of the cardholder. In this scenario
also, when user needs to do a transaction, this model analyzes the spending profile
of the user and decides if transactions are fraudulent or not based on the transition
probabilistic calculation. Further, hidden Markov model does not need fraud signa-
tures. The proposed model has a database of saved past transactions and unusual
transactions. Bhusari and Patil [24] also described the application of hidden Markov
model in credit card fraud detection. They also stated that HMM is most probably the
easiest model which is able to detect credit card frauds without using the fraud sig-
natures. They further mentioned that the benefit of the HMMmodel is the reduction
of the false positive transaction rate. To analyze this system, these researches defined
three price ranges called as high, medium, and low. Those three defined parame-
ters regulate in a training phase using forward–backward algorithm. This algorithm
converges all the values starting from initial HMM parameters. Further, this model
estimates HMM parameters for every card owner. If the system identified a genuine
transaction, then it will consider it for future fraud detection.

4.7 K-Nearest Neighbor (K-NN)

Venkata [25] proposed to use standing outlier detection based on reverse K-nearest
neighbors (SODRNN) algorithm for credit card fraud detection. Researcher stated
that this proposed method can stop fraudulent activities of stolen credit cards and
it detects errors when checking for the credit card validation. Malini and Pushpa
[26] stated that K-NN gives better results in credit card fraud detection system using
supervised machine learning. K-NN-based credit card fraud detection systems need
to assume distance and the similarity measure between two data instances. Further,
this method is fast and false positive alert ratio is low.

5 Other Techniques

Zanin et al. [27] showed the possibility of using complex networks for credit
card fraud detection by using parenclitic network analysis. Parenclitic network is
a reconstruction mechanism that shows the differences between one instance and
set of standards. Further, they conclude that this mechanism alone is not sufficient
to reach a low classification error. Stolfo et al. [28] used meta-learning for credit
card fraud detection. They mentioned that meta-learning is an integration mecha-
nism which works by combining various separately learned classifiers or models.
This proposed system will allow banks and other financial organizations to share
their fraudulent financial transaction models by exchanging in classifier agents in a
secured infrastructure.
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6 Algorithmic Analysis

Table 2 describes advantages and disadvantages of algorithms used on selected exist-
ing researches.

7 Limitations and Future Scope

During this review money laundering activities, frauds related to loans and lease
were not discussed. Financial transactions are considered as sensitive information of
financial organizations. Therefore, it is difficult to obtain original data fromafinancial
organization in order to test the model. Hence, modified and masked data will be
used to test and evaluate themodel. Further, when usingmachine learning algorithms
in order to detect fraudulent activities, there is a high possibility of detecting false
positive financial transactions. Most of the currently available systems can be used
when only the labeled training data is readily available. But in real-world scenarios,
it is hard to find labeled dataset to train the existing systems. Therefore, existing
systems can be improved to support unsupervised machine learning fraud detection.

8 Summary

The aim of this paper is to evaluate currently available fraud detection systems and
identify the gaps of used mechanisms. Banks and financial institutions have a special
concern about financial transaction frauds. Information security teams and internal
audit teams have the requirement of having a real-time financial transaction fraud
detection system.

9 Conclusion

Fraud is one of the major threats to financial institutes, which may lead to loss to the
institutions both financially and reputational. Nevertheless, research has identified
that analyzing financial transactions using traditionalmethods is not a proper solution
since. Traditional fraud detection solutions are less accurate, have difficulties in han-
dling large sets of financial transaction logs and incur high operational costs. These
factors, together with a lack of skilled IT specialists and increased time consumption
for investigations, have a negative impact on efficient and effective financial transac-
tion fraud detection. Then, rule-based fraud detection systems came into the picture.
Those too contained limitations such as inability to identify unknown frauds and dif-
ficulty to manage and implement complex rules to identify some complex fraudulent
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activities. Then, the next step of the fraud detection industry became the fraud detec-
tion using machine learning techniques. The above literature review identified that
there are also some drawbacks. Taking more time for tuning the machine learning
model, low performance level, difficulty of training the huge time data series, less
efficiency, and the high false positive rate are the gaps that identified from the above.
Therefore, current fraud detection field has a requirement of a financial transaction
fraud detection system which can have an ability to bear large transactions with the
low false positive rate and efficiency, accuracy, and the performance are high.
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The Impact of Service-Level Agreement
(SLA) on a Cloudlet Deployed in a Coffee
Shop Scenario

Mandisa N. Nxumalo, Matthew O. Adigun and Ijeoma N. Mba

Abstract The usage of service-level agreement (SLA) to ensure smooth negotia-
tions, easy management, and provision of resources make it a reliable tool to ensure
service guarantees in a network. Low-latency Internet connectivity services provided
by edge servers such as a Cloudlet deployed in small–medium enterprises (SMEs)
can benefit from SLA. This is due to that SMEs are exposed to financial issues and
through the use of SLA, SMEs such as a coffee shop can be able to attract consumers
plus minimize Cloudlet operational cost. The operational cost is minimized through
using the SLA to manage and provide effective resources which eliminate SLA vio-
lations in the network. The decrease in SLA violation occurrence has a positive effect
on the operational cost SMEs must spend to lease resources and Internet packages
from providers. The objective of this study was to demonstrate the effectiveness of
SLA inminimizing Cloudlet operational costs using a coffee shop scenario. This was
achieved through the use of a CloudSim Plus tool to simulate the SLA in a network.
The results show that the management of resources in the network and the monitor-
ing of the agreed SLA eliminate SLA violations and further minimizing operational
cost.
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1 Introduction

The increase in latency-sensitive applications such as face recognition, online gam-
ing, and other virtual reality applications has opened a gap for low-latency high-
computation edge servers. Mobile cloud computing (MCC) is the combination of
mobile and cloud computing to help resource-limited devices (mobile device) to
offload computation on the edge without encountering high latency. The Cloudlet is
among the example of edge servers introduced byMCCand is of interest to this study.
The deployment of a Cloudlet is within a business premise or other user-focused loca-
tions [1]. It is defined as a one-hop, resource-rich computer or cluster of computers
that is located in the middle of a three-tier (edge devices–Cloudlet–Cloud) architec-
ture to enable edge devices to offload computation using awireless local area network
(WLAN) connection [2]. Among other exceptional merits possessed by a Cloudlet is
easy management [2]. It has a decentralized management, which makes deployment
easy and it can operate in environments such as shopping centers, restaurants, coffee
shops or other SMEs [3]. A Cloudlet deployed in SMEs is in a form of an access
point that is Cloudlet-WiFi enabled. Although, SMEs play an important role in the
economy by providing more job opportunities, but they are prone to financial issues
[4]. The lack of financial support among SMEs makes them to be more dependent
to cost-effective service provisioning and policy making. Achieving a cost-effective
service provisioning requires a service provisioning policy that outlines the service
type, its parameters, role-players, and their rolesmeasured using a cost function. Sim-
ilar to Cloud-WiFi the billing of Cloudlet-WiFi consumption by consumers is not
direct. This implies that consumers consume Cloudlet-WiFi services for free and the
owner is responsible for its operational cost. The operational cost of Cloudlet-WiFi
includes but is not limited to leasing resources from Cloud providers and internet
packages from Internet service providers (ISP) [5]. In some instances, the owners
tend to increase the core product costs in order to adapt to operational costs raised
by the above scenario. However, the above choice limits quality of experience (QoE)
to consumers and can later have bad influence on the quality of business (QoB). By
using a service provisioning policy it is envisaged that SMEs can adapt to Cloudlet
operational costs.

SLA is a control service provisioning policy used as a means of communica-
tion between involved parties in a service negotiation [6]. It specifies and defines
the service, quality of service (QoS) metrics to ensure the stated service delivery,
price function, service violations, and violation compensation information. It has
two parameters namely, service-level objectives (SLOs) and service-level indicators
(SLIs) [7]. The SLOs are referred to as the thresholds of the QoS metrics such as
availability, task completion time, task waiting time, and other Cloudlet performance
metrics. In consideration of the SLOs, the SLI then measures how much of the ser-
vice level was provided by the Cloudlet Owner to the Cloudlet consumers on the
network. In a case where the results obtained from SLIs shows a violation in SLA,
compensationmust be done for the affected party as agreed in the SLA. The objective
of this paper is to demonstrate the effectiveness of SLA in promoting an optimized
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Cloudlet operational cost, elimination of SLA violations while ensuring agreed ser-
vice guarantees. This work is organized as follows: Sect. 2 describes the scenario
of choice. In Sect. 3 the simulation setup is covered. Thirdly, Sect. 4 includes an
introduction to the results and also provides a descriptive discussion of the results.
Related work to this study is discussed in Sect. 5. Lastly, Sect. 6 concludes with work
done.

2 Coffee Shop Scenario

A coffee shop is small-to-medium-sized businesses allocated in busy areas namely,
work stations, and institutes. It consists of two role-players: the Cloudlet Owner is an
SME owner that has an ability to deploy a Cloudlet (Cloudlet-WiFi) in their premises
with a purpose to attract customers and improve core product purchase patterns. The
second role-player is a coffee shop customer also referred to as a Cloudlet consumer
that is willing to share their browser history data in exchange to gain access to a
Cloudlet-WiFi. The data sharing is done to enable a Cloudlet to be context-aware of
the consumer’s preference [2, 5]. The sharing is referred to as a compensation for
consuming a Cloudlet-WiFi services and is captured on the SLA between the agreed
parties. The Cloudlet Consumer only gains access to a Cloudlet-WiFi, if they agree
to share the browser history data contained on their device’s browser log file. The
figure labeled as Fig. 1 shows that when the Cloudlet Owner lease efficient Cloudlet
resources to cater for initiated tasks on the network during peak hours it can lead
to a QoB. The QoB is measured by the ability of the Cloudlet Owner to ensure

Fig. 1 Business ecosystem for role-players in a coffee shop value chain
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service guarantees (QoS) that further results to QoE for Cloudlet Consumers. The
QoS measures the performance of the Cloudlet instance and its metrics are found on
the SLA between the agreed parties. The failure of a Cloudlet Owner to deliver the
stated QoS results to service violations and this can lead to additional costs on the
operational cost. To avoid the above, this study considers that in cases of violations
a Cloudlet Owner will receive a notification with a detailed fault that caused the
violation and possible reasons, how much throughput was achieved in the network,
and how much session duration was extended to the failed tasks.

3 Simulation Description and Setup

A CloudSim Plus is an open-source tool used as a simulator for SLA evaluation in
this study. It uses Java 8 and CloudSim 3 package to enable the implementation of
simulating Cloud-based scenarios [8]. Below are some of the classes included in the
tool to ensure an effective use-case simulation:

1. Allocationpolicies: Provides amechanism to enable the provisioningof resources
in a network such as a VmAllocationPolicySimple policy that is used when the
Host with less processor cores is replaced by a VM to improve network stability.

2. Schedulers: Distributes the initiated tasks across multiple VMs in the network.
The time-shared and space-shared are types of scheduling algorithms used to
scheme tasks to VMs. This simulation uses a time-shared scheduling algorithm,
meaning the tasks are processed at the same time.

The tool was pulled from a GitHub repository and imported as a maven project to
Netbeans 8.2 IDE, running on Windows 10 64-bit operating system. The CloudSim
Plus tool was used due to the lack of simulation tools that enable implementation
of management policies such as SLA on the edge. Although a tool such as Edge-
CloudSim enables simulation of edge scenarios but currently lacks support of SLA
management policies [9]. A Cloudlet in CloudSim Plus tool is considered as mimics
of Cloud consumer tasks initiated for processing by the VMs in the network. There-
fore, the aim of this simulation is to provide an understanding to the effect of using
the SLA to manage and improve resource provisioning in the network. By adopting
an SLA, it is envisaged that a deployed Cloudlet in a coffee shop will help the owners
to minimize Cloudlet operational cost.

The simulation was configured as per Table 1. Throughout the simulation, the
number of Cloudlets, Hosts, and broker entities were kept constant. The only param-
eter that was continuously changed during the simulation was the number of VMs
for processing initiated tasks.



The Impact of Service-Level Agreement (SLA) on a Cloudlet … 401

Table 1 Important
simulation parameters

Parameter Content

VMs 10, 15, 20, 25, 30, 35, 40, 45,
50

Number of cloudlets or
initiated tasks

150

Number of hosts 20

Number of brokers 1

Number of SLA contract 1

Cloudlet scheduling
algorithm

Time-shared

3.1 Simulation Metrics

The simulation took into consideration QoS metrics such as availability and task
completion time to ensure efficient network performance. Themetrics are parameters
of SLA referred to as SLOs and the SLA is written in a JSON format.

1. Task Completion time: Amount of time it takes VMs to process initiated tasks
measured in Milliseconds (ms). Threshold for this metric is 100 ms with mini-
mum of 10 ms.

2. CPU utilization: The percentage of power for use by the VMs to process initiated
tasks, the threshold is 90%.

3. Availability: is a percentage of available resources in a network to process initi-
ated tasks. The minimum and threshold of availability were set to 100%.

4. Wait time: The amount of time each task is suspended before processing. This
was disregarded due to the use of the time-shared scheduling algorithm.

5. Throughput: The total number of tasks processed by the VMs. The minimum
and threshold of throughput is 100% to avoid SLA violations.

The aim of the simulation is to address and develop a mechanism to avoid SLA
violations in order to ensure service guarantees in the network. A mechanism used
to detect SLA violation occurrence in the network was developed. An assumption
that if SLA violations occur, a notification with detailed information is sent to the
Cloudlet Owner and for unsuccessful tasks, the session duration is extended as shown
in Fig. 2 results display.

4 Simulation Results and Discussion

This section provides illustrations (shown by Figs. 3, 4 and 5) and description of the
results obtained from the simulation.

The results show that an increase in the number of VMs in the network has a
positive effect on the percentage of SLA. The more resources are added, the higher



402 M. N. Nxumalo et al.

Fig. 2 Overview of SLA simulation results

Fig. 3 Effect of increasing the number of VMs to SLOs achieved on the network

the number of SLOs and throughput achieved on the network. The SLA percentage
was obtained through comparing the QoS metric values obtained during simulation
with that stated on the SLA contract. The comparison process occurs automatically
using the attached SLA JSON format file with declared QoS metric thresholds. The
thresholds in the file are compared to the final results of the network performance.
In a case where one or more of the metrics from the SLA are violated, the SLA
percentage decreased as shown by Fig. 3. Figure 3 can give the same pattern of
behavior as network throughput, a gradual increase due to the increment of the
number of VMs placed in the network. This means that for a coffee shop to ensure
connectivity service guarantees to Cloudlet Consumers, requires efficient resources
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Fig. 4 Comparison between task completion and expected completion time per VM increase

Fig. 5 Decrease in session extension time as SLA percentage increases in the network

on the edge. This can further improve the experience of usage to Cloudlet Consumers
making their stay more comforting. On the other hand, the above will increase the
purchase patterns of the offered core services in the coffee shop. Despite the increase
of VMs on the network, it was observed from 25 to 45 VMs the SLA percentage
value remained constant as shown in Fig. 3. The simulation was repeated several
times to make reason of the pattern but in all instances the results remained the same.
However, the completion time of the tasks (shown in Fig. 4) differed, however, it
might be caused by the simulator limitations.

In Fig. 5, a comparison between task completion and expected completion times
was illustrated to indicate the effect of increasing VMs. Both task completion and
expected completion timesdecreasedwith increase in number ofVMson thenetwork,
meaning the task processing duration decreased. The decrease in task processing time
also improves consumers QoE, in relation to other graphs, it is evident that it does
guarantee high throughput or SLA percentage. The decrease in both task completion
and expected completion time influences the session extension duration shown in
Fig. 5. Since the connection to consume Cloudlet resources is based on a session
duration, the function of the session extension duration is to extend time to all the
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tasks that were not completely processed by the Cloudlet. Which may have been
either caused by network outage or lack of resources in the network. The session
extension presented as SET in the computation (2) is the difference of the expected
completion time (ECT) and task completion time (CT). Furthermore, ECT [shown
in the computation (1)] is the ratio of 150 tasks issued and their task completion time
produced by the total network throughput. The session extension is a compensation
of SLA violations. Meaning an increase in session extension can result in an increase
in a Cloudlet operational cost.

ECT = (n ∗ CT)/Cn (1)

SET = ECT − CT (2)

The increase in operational cost may have a bad effect on a coffee shop due to
lack of financial support. Therefore, the elimination of session extension lies on the
effective management and allocation of resources in the network which will ensure
service guarantees and this is achieved through using and monitoring SLA on the
network.

5 Related Work

Few publications in respect to the validation of SLA in Cloud scenarios exist in
literature and non on Cloudlet-or edge-server-based scenarios. In Cloud scenarios:
existing literature focus on establishing mechanisms to detect SLA violations and
some include the calculation of SLA violation costs to compensate consumers. The
below discussed literature addresses the importance and functionality of SLA in
Cloud-based scenarios conducted in a CloudSim tool and they serve as a background
to guide the evaluation of SLA for a deployed Cloudlet in a coffee shop.

SLA-based performance framework that extends the Web-SLA was proposed in
[10]. The framework transforms low-level to high-level metrics, to measure and
analyse performance of Cloud system against the agreed SLA by the parties. The
simulation setup considered different application of SLA on different VM policies
such as maximize throughput provision policy (MTPP), minimize response time
provision policy (MRPP), and maximize utilization policy (MUPP). Based on the
comparison, the results proved that MUPP performs better that the other policies due
to deadline satisfaction as the tasks increased in a network.

To improve the resource provisioning, SLA violation detection mechanism was
proposed to help allocate efficient processors for task processing on the network
[11]. One of the assumptions taken into consideration by the authors is that the
VMs allocated by the broker agent are based on the tasks initiated. The simulation
setup considered two scenarios: Scenario 1: The number of VMs (16 VMs) greater
than the number of resources (15) requested by the submitted jobs. In Scenario 2:
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The number of VMs (14 VMs) less than the number of resources (27) requested
by the submitted jobs. Based on the setup, no SLA violations were encountered on
scenario 1 due to efficient resource allocation where else, scenario 2 resulted in high
SLA violations. The work lack information with regards to the compensation of the
detected SLA violations. Another work similar to the literature above proposed a
novel approach implemented on a clients end to monitor SLA compliance [7]. Part
of the contribution of this work mentions that the monitored SLA compliance is sent
as feedback to the provider. The monitoring of SLA compliance as clients initiates
requests for processing on the Cloud follows the steps listed below:

1. A client generates fetch task information using a Gen (SLA) function. The func-
tion accepts SLA as an input. The Gen (SLA) function generates a task which
consists of instructions to collect relevant information with regards to SLA com-
pliance status on the Cloud.

2. The information fetches task is forwarded along with a set of tasks for processing
to the Cloud instance.

3. When the tasks arrive on the Cloud, a log is created. The log documents the
arrival time and hash of the tasks. Then the Cloud executes the tasks and the SLA
status to the provider.

Work done in [9] lacks proof of concept regarding the proposed mechanism also,
actionable policies in a case of a detected SLA violation. The gap of SLA violation
compensation which is not covered by the above studies was done in [12]. The
scholars developed a Cloud SLA availability framework that compares SLAs of
different Cloud providers, the framework calculates both the availability of resources
and penalty cost to select a penalty degree thatwill yieldmore profit. TheSLApenalty
in this study is dependent on the percentage of resource availability. To improve
profit for Cloud providers, the authors developed a business framework that helps
providers to get a better penalty degree for their SLA. This also helps to determine
the availability based SLA for cloud services.

6 Conclusion

The evaluation of SLA carried out in this paper considers the use of the mechanisms
implemented on the existing literature as a guide to ensure that the Cloudlet meets
consumers’ service guarantees. Part of the contribution is the extensionof user session
which is considered as amechanismby the service provider to compensate consumers
for SLA violation. The SLA violations are dependent on the breach of Cloudlet QoS
metrics stated on the agreed SLA. In cases where an SLA is violated, the following
is done to ensure service guarantees and improve QoE for consumers:

1. The Cloudlet Owner receives a notification with regards to SLA violation and
possible issue that might have caused it, in order to mitigate the issue.

2. The Cloudlet consumer session is extended based on the network status.



406 M. N. Nxumalo et al.

Therefore, the use of SLA to guide the provision and management of Cloudlet
resources will ensure service guarantees andQoE to consumers. This can be achieved
through explicitly defining the level of service a Cloudlet must meet in the SLA,
SLA monitoring, and efficient resource provisioning in the network. Furthermore,
the monitoring of the SLA by Cloudlet Owners such as a coffee shop will help such
businesses minimize SLA violation plus operational cost of the Cloudlet.
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A New Use of Doppler Spectrum
for Action Recognition with the Help
of Optical Flow

Meropi Pavlidou and George Zioutas

Abstract In this work, we present two new procedures for activity recognition that
are based on the Fourier frequencies that are generated when the optical flow values
of successive frames of video are processed simultaneously. In the first algorithm,
we correlate these 2D Doppler Fourier spectra with the mean spectra of each activity
class. These correlation vectors,which include only 30 features in number, are catego-
rized using a reduced robust SVM classification model. This first procedure is of low
computational cost for action recognition tasks for numerable activity classes. For
large numbers of activity classes, we propose a new method of aggregated weighted
spectra of optical flow values across the whole video. The above-mentioned Fourier
spectra are concatenated with a short vector representing the distributions of the
moving edges. These methods are insensitive to the presence of background as well
as to the positions of the subjects and their shapes and can encode the information
of a part or of the whole of a video into relatively short vectors. The results of the
two procedures seem to be competitive to state-of-the-art action recognition methods
when tested on the KTH Royal Institute Database and on the UCF101 Database for
action recognition tasks.

Keywords Action recognition ·Doppler frequencies · Spectral density estimation ·
Kalman Filter · Optical flow · SVM classification · Principal component analysis

1 Introduction

Activity recognition plays an important role for many different applications such as
health care, human–computer interaction or social sciences. Action recognition algo-
rithms are based either on global features or on local features. Spatiotemporal feature
points based on local movements aim at robustness to pose, image clutter, occlusion
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and object variation in [1]. In [2], dynamic time warping and posterior probability
model the gait of the subjects. The work of Efros et al. [3] proposes a spatiotemporal
descriptor based on optical flow estimation. Probabilistic latent semantic analysis and
latent dirichlet allocation in [4] estimates the probability distributions of the spatial–
temporal words. Neural networks for computational intelligence applications [5–7]
are applied to the frames directly or to trajectories extracted by multiple frames [8].

Many of the algorithms that are currently used for activity recognition include
large vectors of data and are sensitive to the different frame sizes and the resolution
of the input videos. In an effort to increase the amount of information coming from
multiple frames, we decided to combine the Doppler frequencies that are generated
from the optical flows of the moving edges of multiple frames.

In this paper, we take advantage of the Doppler frequencies that are generated
when we concatenate the 2D optical flow values of the pixels of the moving edges.
The vectors that are produced from our two methods, two-dimensional correlation
coefficient Doppler spectroscopy descriptor (CCDS) and weighted Doppler spec-
troscopy descriptor (WDS), are relatively short, may include information from a
part of the movement video or from the whole video and are insensitive to noise,
background or brightness.

2 Two-Dimensional Correlation Coefficient Doppler
Spectroscopy Descriptor (CCDS)

In the CCDS algorithm, the first step is to identify the moving edges of two consecu-
tive frames with the help of the Kalman filter. In the second step, the Horn–Schunck
[9] optical flow values of those edges are computed, as in Fig. 1a. Since those optical
flow values regard two consecutive video frames and are present in the same matrix,

Fig. 1 a Horizontal and vertical optical. b Two-dimensional spectral density of the flow velocities
present from two con-upper-half and the lower half of the jogging man seductive frames of a person
jogging frame
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Doppler frequencies are generated. Those Doppler frequencies are detected when we
estimate the two-dimensional Fourier spectrum of this matrix as shown in Fig. 1b.

The discrete Fourier transform Y of an m-by-n matrix X:

Yp+1,q+1 =
m−1∑

j=0

n−1∑

k=0

w jp
m wkq

n X j+1+,k+1 (1)

For better classification results, and inspired from [10] where halves of the frames
are used in computations, we divide the optical flow values in half into those belong-
ing to the upper half and the lower half, and also we divide them into the vertical and
the horizontal optical flow values. Consequently, we now can compute the Doppler
spectra of four two-dimensional matrices as we can see in Fig. 2. In the next step, we
calculate the values of the final vector prior the classification. These values are the
2D correlations between the four spectra of each frame, as in Fig. 2, and the average
spectra of each class of data are, for example, shown in Fig. 3a, b.

Fig. 2 Periodograms of horizontal and vertical values of optical flows for the upper and lower half
of a boxing video
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Fig. 3 a Averaged spectra of the Doppler frequencies of the horizontal (a), (c) and vertical (b),
(d) optical flow values of the upper (a), (b) and lower (c), (d) halves of class Boxing of the KTH
Activity Database [11]. bAveraged spectra of the Doppler frequencies of the horizontal (a), (c) and
vertical (b), (d) optical flow values of the upper (a), (b) and lower (c), (d) halves of class walking
of the KTH activity database [11]

Two-dimensional correlation analysis is a mathematical technique that is used to
study changes in measured signals. Let us assume that we have in our disposition
two spectral densities of two two-dimensional optical flow velocities, Fk and FM . Fk

is the spectral density of the optical values of frame k and FM The two-dimensional
correlation is the mean spectral density of the optical values of all the frames of class
M, for example, of the activity of jogging. Then, the two-dimensional correlation,
Corr2D, between Fk and FM is calculated as:

Corr2D =
∑

m

∑
n

(
Fk
mn − Fk

mn

)(
FmnM − FmnM

)

∑
m

∑
n

(
Fk
mn − Fk

mn

) ∑
m

∑
n

(
FmnM − FmnM

) (2)

Corr2D is used as a metric of similarity of the spectral density of each frame with
the mean spectral density of the optical flow velocities of all the frames in a specific
class. If we correlate the spectral densities for all the frames and all the classes, for the
horizontal and vertical velocities, we end up with a vector of correlation coefficients
of size 2N for each frame. N is the number of the classes, and therefore, the number
of the means of the spectral densities is 2 because we have the densities for the
horizontal and vertical velocities separately. Concluding the CCDS method so far,
the proposed algorithm for the estimation of the correlated spectral density activity
descriptors follows the subsequent procedure:

– Use Kalman filter to detect motion in each video and choose only those frames that
are positive for movement detection and the pixels in each frame that are positive
for movement.

– Convert each frame from RGB to greyscale.
– Compute the optical flow values using Horn–Schunck algorithm for the pixels of
interest.

– Estimate the absolute values of the optical flow as we are interested in the velocity
of the edges and not the direction of the movement.
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– Combine the optical flow values of the moving edges of two consecutive frames
by adding them, creating a 2D matrix that holds the information of pixels mov-
ing relatively to each other with specific velocities and thus generating Doppler
frequencies.

– Estimate the spectral densities of the vertical and the horizontal concatenated
optical flow values in the upper half and the lower half of the image.

– Correlate those spectrum densities with the mean spectrum densities of each
activity class.

At this point,wehave in our disposition a vector for each frameof every video.This
vector holds the concatenated spectral densities of the optical flow values, horizontal
and vertical, of the upper half and lower half, which were detected by the Kalman
filter. The next step is to apply the classification method for each vector so that we
can recognize human activity.

3 Weighted Doppler Spectroscopy Descriptor (WDS)

We already described how, as objects move across the frames, the pixels that show
nonzero velocities create moving frames. In Fig. 5, the horizontal and vertical veloc-
ities of two consecutive frames of a person jogging are present. However, in our
experiments we noticed that when the number of classes is increased and along
with them the number of frames and the range of the activities, then CCDS which
draws information based on only two consecutive frames is easier to misclassify. The
CCDS information of the two frames is the partial information of a movement that
may regard seconds or even a fraction of a second and may not be able to represent
the nature of the action in a video.

At this point, the need for an algorithm that efficiently combines the knowledge
of all the frames taking into consideration the direction of the evolution of the action
seems as the next step that we need to take. So how about we gather the information
not from just two frames, because it is too scarce, but from the whole video, all of
its frames? How about having the vertical and the horizontal velocities of all the
frames present in two matrices? In this way, we can produce a single matrix that
holds the Doppler spectrum information of the optical flow values of all the frames
of the video and represents the whole action and not just a piece of the action like
the information provided by CCDS that regards only tow frames. Below we present
an example of the spectra of all the video frames of a surfing video that belongs to
the UCF101 Dataset [12]. The respective Doppler spectra of the upper and the lower
halves of the horizontal and vertical velocities would be those of Fig. 4b.

In Fig. 4b, we can see the spectra of the velocities, horizontal and vertical, of mov-
ing pixels of all frames of class Surfing of the UCF101 Dataset, of the upper halves
and lower halves. The velocities of all the frames are summed up. This unweighted
summation provides no information on the evolution of the action depicted in the
video. Therefore, a weight is multiplied with the velocities of the moving edges of
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Fig. 4 a Moving edges of all frames of class Surfing of the UCF101 Dataset combined in one
matrix. b Spectra of the velocities, horizontal and vertical, of moving pixels of all frames of class
Surfing of the UCF101 Dataset, of the upper halves and lower halves. These are the spectra of the
summed up velocities of every frame

every frame. For the first frame, the weight is the number of the frames of the video.
For the second frame, this number is reduced by one and so on until the weight for
the last video becomes equal to one. Finally, these weighted velocities are summed
up and normalized, and their spectra are calculated for the upper half of the frames,
the lower half, the horizontal and the vertical velocities. The matrix of the Spectra
of every video is reshaped into a vector. We can see distinct shapes that differ from
one another in terms of shape, inclination, dispersion and intensity. Moreover, for the
sake of computational complexity, we have reduced the resolution of the spectra dur-
ing the validation step down to a level that produces reliable results without the need
of extremely large matrices for the spectra. Moreover, in order to clean each class of
the Training subset, we apply the robust principal component analysis (Robust PCA)
method [13–16] to clean the data of each class of the Training matrix, thus producing
the final clean vector for each video without outliers. Perform one-against-all (OAO)
SVM classification, and assign each data point to the class for which it gathers the
most scores, above 50%. This vector will be concatenated with the reshaped spectra
vector, and this final vector will comprise our new action recognition descriptor.

Concluding the WDS method, the proposed algorithm for the estimation of
the weighted Doppler spectral density activity descriptors follows the subsequent
procedure:

– Use Kalman filter to detect motion in each video, and choose only those frames
that are positive for movement detection and the pixels in each frame that are
positive for movement.

– Convert each frame from RGB to greyscale.
– Compute the optical flow values using Horn–Schunck algorithm for the pixels of
interest.

– Estimate the absolute values of the optical flow as we are interested in the velocity
of the edges and not the direction of the movement.

– Combine the optical flow values of the moving edges of all consecutive frames by
adding them, with decreasing weights that decline from the number of frames to
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Fig. 5 Spectra of the velocities, horizontal and vertical, of moving pixels of all frames of class
Surfing of the UCF101 [12] dataset, of the upper halves and lower halves. These are the spectra of
the weighted summed up velocities of every frame

1, creating a 2D matrix that holds the information of edges moving relatively to
each other with specific velocities and thus generating Doppler frequencies.

– Estimate the spectral densities of the vertical and the horizontal concatenated
optical flow values in the upper half and the lower half of the image. Concatenate
the matrices and reshape them into one vector for each video.

– Apply the robust PCAmethod to clean the data of each class of the Trainingmatrix,
thus producing the final clean vector for each video without outliers.

– Perform OAO linear SVM classification, and assign each data point to the class
for which it gathers the most scores, above 50% .

4 Experimental Results

4.1 KTH Royal Institute of Technology Human Activity
Database

We tested ourmodel on numerous human activity datasets. Thefirst results come from
KTHRoyal Institute of Technology [11]. This video database containing six types of
human actions, walking, jogging, running, boxing, hand waving and hand clapping,
performed several times by 25 subjects in four different scenarios: outdoors, outdoors
with scale variation, outdoors with different clothes and indoors as illustrated below.
Currently, the database contains 2391 sequences. All sequences were taken over
homogeneous backgroundswith a static camerawith 25 fps frame rate. The sequences
were downsampled to the spatial resolution of 160 × 120 pixels and have a length
of four seconds in average.
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Table 1 Classical SVM classification on periodogram of quantized optical flow values of KTH
Royal Institute Database

SVM Yeo [17] Sch. [11] Dol. [1] Nieb. [4] Hist. [10] Per.

hancl. 0.89 0.60 0.76 0.93 0.78 0.9015

handw. 0.95 0.74 0.88 0.77 0.75 0.8673

box. 0.82 0.97 0.93 1.00 0.86 0.9059

jog. 0.58 0.60 0.13 0.52 0.92 0.8976

run. 0.91 0.55 0.84 0.88 0.92 0.9344

walk. 1.00 0.84 0.89 0.79 0.89 0.9201

We notice that in the cases of handclapping, hand waving and boxing, Nieb. [4]
outperforms the periodogram descriptors by 2%. However, this method is outper-
formed in the cases of jogging, running and walking and specifically has a recogni-
tion score of 13% in the case of jogging. Sch. [11] method is outperformed by 2–38%
in every case except boxing where the recognition rate is 7% higher. Yeo [17] is also
outperformed in handclapping, boxing, jogging and running by 2–31% while it out-
performs the periodogram descriptors by 8% in walking and running. Finally, Hist.
[10] method, which does not display recognition rates lower than 75% and shows
high recognition efficiency, is outperformed from 1.44 to 12% in every case except
the boxing case where the result is better by 2.3% compared to the periodogram algo-
rithm. Concluding, we can say that the newmethod outperforms the up-to-date action
recognition methods and is characterized by steady behaviour across the six differ-
ent actions of handclapping, hand waving, boxing, jogging, running and walking
(Table 1).

4.2 University of Central Florida, UCF101, Human Activity
Database

UCF101 [12] is an action recognition dataset of realistic action videos, collected
from YouTube, having 101 action categories. UCF101 includes 13,320 videos from
101 action categories, providingwith a large diversity in terms of actions andwith the
presence of large variations in camera motion, object appearance and pose, object
scale, viewpoint, cluttered background, as well as illumination conditions and is
considered to be one of the most challenging dataset to date. The action categories
in UCF101 can be divided into five types: human–object interaction, body-motion
only, human–human interaction, playing musical instruments and sports. Specif-
ically, the action categories for UCF101 dataset are: Apply Eye Makeup, Apply
Lipstick, Archery, Baby Crawling, Balance Beam, Band Marching, Baseball Pitch,
Basketball Dunk, Basketball, Bench Press, Biking, Billiards, Blow Dry Hair, Blow-
ing Candles, Body Weight Squats, Bowling, Boxing Punching Bag, Boxing Speed
Bag, Breaststroke, Brushing Teeth, Clean and Jerk, Cliff Diving, Cricket Bowling,
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Cricket Shot, Cutting inKitchen, Diving, Drumming, Fencing, FieldHockey Penalty,
FloorGymnastics, FrisbeeCatch, Front Crawl,Golf Swing,Haircut, HammerThrow,
Hammering, Handstand Pushups, Handstand Walking, Head Massage, High Jump,
Horse Race, Horse Riding, Hula Hoop, Ice Dancing, Javelin Throw, Juggling Balls,
JumpRope, Jumping Jack,Kayaking,Knitting, Long Jump, Lunges,Military Parade,
Mixing Batter, Mopping Floor, Nun chucks, Parallel Bars, Pizza Tossing, Playing
Cello, Playing Daf, Playing Dhol, Playing Flute, Playing Guitar, Playing Piano,
Playing Sitar, Playing Tabla, Playing Violin, Pole Vault, Pommel Horse, Pull Ups,
Punch, Push Ups, Rafting, Rock Climbing Indoor, Rope Climbing, Rowing, Salsa
Spins, Shaving Beard, Shot-put, Skate Boarding, Skiing, Ski jet, Sky Diving, Soc-
cer Juggling, Soccer Penalty, Still Rings, Sumo Wrestling, Surfing, Swing, Table
Tennis Shot, Tai Chi, Tennis Swing, Throw Discus, Trampoline Jumping, Typing,
Uneven Bars, Volleyball Spiking, Walking with a dog, Wall Pushups, Writing On
Board and Yo Yo. The downloaded data for the UCF101 dataset did not include any
videos for the classes. For the purpose of classifying UCF101 activity videos, up-
to-date classification methods have been applied. In [18], a ConvNet model which
forms a temporal recognition stream is formed. This model is formed by stacking
optical flow displacement fields between several consecutive frames which facili-
tate the description of the motion between video frames and make the recognition
easier, as the network does not need to estimate motion implicitly. The Temporal
ConvNets achieved a remarkable 81.2% recognition rate on the UCF101 database.
[19] applied a flexible and efficient Temporal Segment ConvNet and succeeded a
94.2% recognition rate on the UCF101. We also inserted the WDS vectors in Sect. 5
Accelerated SVM method performs one-against-one (OAO) classification for each
of the 101 classes of the UCF101. Each data sample is assigned to the class that
gets the higher score among the OAO classification tasks. If the sample is correctly
assigned, then it is regarded as being correctly recognized. The recognition rates of
the WDS algorithm are presented in Table 2. The training and testing vectors can be
provided through an e-mail to mepa@auth.com.

5 Conclusions

In this research, two new action recognition methods were developed for action
recognition that are based on a new use for the Doppler frequencies. We combined
the optical flows of the moving pixels of two subsequent frames for the CCDS
method and for all the frames with the help of weights for the WDS method. The
presence of Optical flow values in 2D matrices that express the evolution of the
movement and generate Doppler frequencies. These frequencies are subsequently
used for Activity Recognition with the help of Support Vector Machines. In the case
of the WDS, a robust accelerated SVMmethod was used since the number of videos
for the first experiment was limited and the number of the training and testing vectors
is also limited. When we proceeded to the second experiment with the UCF101
dataset, the number of videos and therefore frames increased significantly. This fact
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Table 2 Recognition rates using the WDS method on the UCF101 Database

Apply Eye
Makeup

92.68 Biking 86.4864 Clean and
Jerk

(Missing
data)

Apply
Lipstick

78.1250 Billiards 100 Cliff Diving 70.1244

Archery 90 Blow Dry
Hair

88.8888 Cricket
Bowling

97.4358

Baby
Crawling

91.8919 Blowing
Candles

(Missing
data)

Cricket Shot 91.4893

Balance
Beam

86.6667 Body Weight
Squats

74.19354 Cutting in
Kitchen

76.6666

Band
Marching

100 Bowling 100 Diving 88.8888

Baseball
Pitch

100 Boxing
Punching Bag

73.20354 Drumming 93.3333

Basketball
Dunk

78.378 Boxing Speed
Bag

100 Fencing 35.4838

Basketball 100 Breast Stroke 85.7142 Field Hockey
Penalty

80

Bench Press 46.666 Brushing
Teeth

94.444 Floor
Gymnastics

94.2857

Frisbee Catch 97.1428 Horse Race 91.1764 Long Jump 100

Front Crawl 100 Horse Riding 82.6086 Lunges 71.4285

Golf Swing 65 Hula Hoop 62.8571 Military
Parade

82.857

Haircut 72.2222 Ice Dancing 97.7272 Mixing Batter 92.1052

Hammer
Throw

82.0512 Javelin Throw 84.3750 Mopping
Floor

96.6666

Hammering 90.4761 Juggling
Balls

70.5882 Nun chucks 86.4864

Handstand
Pushups

83.3333 Jump Rope 76.4705 Parallel Bars 96.8750

Handstand
Walking

93.5483 Jumping Jack 82.5000 Pizza Tossing 87.0967

Head
Massage

80.4878 Kayaking 97.4358 Playing Cello 93.4782

High Jump 91.1764 Knitting 88.2352 Playing Daf 90.4761

Playing Dhol 65.2173 Punch 98.9010 Skiing 89.4736

Playing Flute 67.4418 Push Ups 50 Ski jet 92.8571

Playing
Guitar

84.4444 Rafting 80.6451 Sky Diving 80

(continued)
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Table 2 (continued)

Playing Piano 89.6551 Rock
Climbing
Indoor

77.5000 Soccer
Juggling

78.0487

Playing Sitar 88.6363 Rope
Climbing

81.8181 Soccer
Penalty

94.7368

Playing Tabla 80.6451 Rowing 81.5789 Still Rings 93.5483

Playing
Violin

89.2857 Salsa Spin 91.8918 Sumo
Wrestling

84.3750

Pole Vault 83.3333 Shaving
Beard

88.8888 Surfing 91.4285

Pommel
Horse

85.2941 Shot-put 95 Swing 89.4736

Pull Ups 85.71428 Skate
Boarding

90.9090 Table Tennis
Shot

92.3076

Tai Chi 64.2857 Tennis swing 95.6521 Throw Discus 88.8888

Trampoline
Jumping

87.8787 Typing 100 Uneven Bars 86.2068

Volleyball
Spiking

71.8750 Walking with
dog

85.2941 Wall Pushups 77.7777

Writing on
Board

85.7142 Yo Yo 72.9729

along with the significant increase in the number of the classes, from 6 classes of the
first experiment to 101 classes, created the need for a more robust method that would
save computational time and cost. This is how we multiplied each optical flow frame
values with weights, and we added them in order to get one single vector for each
video. The vector is the reshaping of a 2D spectrum of size 102× 102 which results
in a vector of 10,404 elements. If we want even better resolution, we will probably
increase the resolution of the 2D Fourier transformwhichwill generate larger vectors
that will include more frequencies. The choice of our parameters for the experiments
was performed by using one-third of the videos from every one of the 101 classes
for validation purposes. The data after the final processing and checks are available
by sending an e-mail to the authors.

Acknowledgements The KTH Royal Institute of Technology video database [11] that was used is
publicly available for non-commercial use.

The UCF101, Human Activity Database [12] is freely available here: https://www.crcv.ucf.edu/
data/UCF101.php.
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Meeting Challenges in IoT:
Sensing, Energy Efficiency,
and the Implementation

Toni Perković, Slaven Damjanović, Petar Šolić, Luigi Patrono
and Joel J. P. C. Rodrigues

Abstract IoT became the design language for the future smart infrastructures.
Therein, IoT devices are sensing the changes and delivering the data through some
efficient radio, while the whole system is meant to be power efficient. In this paper,
we gather state-of-the-art technology for building IoT device and analyze the power
consumption of the whole system, therefore, providing the useful estimate on pos-
sibilities to use it in the future infrastructures. Further on, specific use case is given
that justifies the adoption of the device in the real environment.

Keywords Internet of Things · Long range · Low power · Smart environment

1 Introduction

Internet of things (IoT) became thehottest topic inmodern technological applications,
where the research directions enable the new possible applications that make life
easier. The fundamental idea in IoT is to put all data of all things on Web, where
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today’s technologies are making it feasible. These are advancing in every aspect
and becoming less robust, less expensive, and less power hungry. IoT is enabling
huge investments which will further increase as shown by prognosis of reputable
vendors such as CISCO and ERICSSON [1, 2]. As relatively young research area
with devices with still limited capabilities, there is a vast space for further advances
in device performances and capabilities in all layers of its ISO/OSI architecture.
This mainly relates to further extension of wireless interrogation range and smarter
control of power constraints, while also providing new applications. Once these
requirements are improved, new applications in different user domains will emerge
and further increase IoT market size.

The application space of IoT devices is vast. For example, smart cities can be char-
acterized with several application points of view: smart grid with integrating home
appliances, smart lightning systems, smart cars, tags, health, energy, parking, and
homes. These applications can be achieved by using specified software which gath-
ers data from technologies that need to ensure sensing capabilities (accelerometer,
magnetometer, pressure, temperature, humidity, etc), which data gets processed by
some low-power embedded computing architecture, while at the same time providing
connectivity [3].

To ensure the feasibility of the proposed approach, the enabling devices are nec-
essary to be less robust and power efficient, which due to the application scenario
might hard to bemeet. In this paper, we give an overview of sensing technologies that
enable IoT applications and challenges to be met during the sensing procedure. To
meet these needs it is necessary to investigate which parameters might be crucial in
deploying the system, and which constraints should be taken care when considering
such architectures. Further on, the example of implementation on agricultural IoT
device is provided.

2 Challenges for IoT Devices

IoT could be implemented in many different environments. However, to better un-
derstand the scope of its applications, we provide the overall system architecture
depicted in Fig. 1. Therein, it is necessary to firstly define the applications (given in
the smart city context) that can be achievedwith less or more functionality depending
on how the hardware is used. However, to adopt IoT in real environment, we discuss
several key IoT challenges mainly related to the way on how to gather data [4].

Battery Lifetime and Power Consumption [5]: The consumption of device
largely depends if the device is continuous in sensing, processing, and transmit-
ting/receiving potential data. More samples from the sensor mean better data in-
terpretation, but on the other side increases power consumption. It is necessary to
determine: (a) how long the device will be sensing prior deciding to further actions
and (b) the strategy on how to manipulate and communicate with respect to the
received data.
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Fig. 1 Generalized smart
city architecture; smart
parking application example

Bandwidth/Data Rate/Throughput/Latency: Practical applications implicate
use cases that need some level of required data rate. Related limitations are tightly
bind to the network that support IoT architecture. It is well known that improving data
rates generallymeans increase in power consumption or the increase in the frequency
bandwidth. Generally, both are limited, as power constrains are battery issue, while
frequency band is limited with the technology. For each purposes, it is necessary to
consider which applications need which data link and determine which technology
would better fit to the given needs, especially taking care of possible latency. To build
up the IoT network, one must rethink about employing limited resources to serve
different kinds of data traffic flows where different environments can appear. In the
meantime, it is necessary to assure that the related algorithms that are involved in
the whole procedure and protocol stack are simple enough.

Range: Each application in IoT deployment have specific needs related to the
range where it is expected to deliver sensed data. This again largely depends on ge-
ographic constraints for given application. To convey data over larger distances, it is
necessary to insert more the power into radio communication, leading to larger bat-
tery consumption. Therefore, application scenario needs to be explicitly determined
following green approach to reduce power consumption.

3 Related Low-Power Networks Solutions

To cope with the power consumption and data transmission issues, it is necessary to
understand which technologies can be applied to deliver data in timely manner. The
communication technologies for deploying low-power wireless solutions for IoT can
be classified in the following categories.
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3.1 Low Range

Low-power local networks are generally used for short-range solutions (less than
1000m), but can be considered for transmissions over larger areas when organized
in, for example, mesh topology. Popular examples are listed below.

Radio Frequency IDentification (RFID): To communicate with low-power de-
vices, (i.e., tags) over distances of up to 100 meters RFID can be exploited. Although
primarily designed for pure identification, recent RFID devices can be used for sens-
ing and sending sensed data through same protocols [6].

Bluetooth Low Energy (BLE): Bluetooth technology is used to enable connec-
tion with devices that use low data rate (at max. 1Mbps) and consume information
within a short distance range (in theory, up to 100m). After improvements, Blue-
tooth 4.0 was introduced (i.e., BLE) with simpler pairing functions, higher data rate
(24Mbps max), and low-power consumption, aimed at connecting IoT devices [7].

Zigbee: Is an alternative technology to Bluetooth reaching similar distances (up
to 100m). Last version (3.0) is mainly designed for industrial environments and can
achieve data rate of 250kbps. Its design is robust, low power, and built for purposes
of occasional data transmission.

3.2 Large Range—LPWAN

LPWAN (low power wide area networks) can establish communication between
devices over ranges exceeding 1000m. This technology applies to the low-power
radio communication networks, where a single base station can supply thousands of
end devices. Below, we give examples of LPWAN radio technologies.

DASH7 given as multi-layered architecture aims to provide communication over
a range about up to 2km while working in the 433MHz, 868MHz, and 915MHz
[8] bands. Low latency, highly secure (128-bit AES encryption), with the mobility
support, and data rate up to 167Kbps gives an interesting advantage for IoT appli-
cations.

Sigfox is a cellular system, where areas are covered with Sigfox operator base
stations. End devices are connected to base stations using the BPSK (binary phase-
shift keying) modulation [9]. The system works in band of 868MHz, using the
available spectrum of 400 channels with 100Hz bandwidth. Achieved range can be
30–50km in rural areas and about 3–10km in urban areas. Every base station can
cover around one million of end devices, while every device is limited to about 140
messages sent per day using 100bps data rate.

LoRaWAN the network architecture is considered as a “star of stars” topology,
while the LoRa enables the long-range radio communication link. The protocol
determines the network capacity, QoS, and security. It uses chirp spread spectrum
modulation that can reach data rates 290bps–50kbps; while at the same time is
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considered very high power efficient. The range that can be achieved, depending on
the power of radio, reach from 2–5km in urban areas up to 45km in rural areas.

NB-IoT (Narrowband-IoT) is mainly focused on indoor applications. It is based
on LTE-M to provide connectivity for a wide range of low-power sensor devices
within IoT networks [10].

4 Overview of Low-Cost Sensor Technologies

In this section, we give a brief overview of existing and low-cost sensor technologies
that can be used for the realization of IoT ecosystem. As the focus of this work is
on the design and implementation of the LPWAN systems based on the fast and
efficient prototypes, we give an overview of Arduino-based sensors. Moreover, since
LPWANs are battery-powered devices [11], a special focus is placed on sensors
and their consumption, aimed at minimizing the overall power consumption of the
system.

4.1 Strategies for Reducing the Consumption
of Battery-Powered LPWAN Devices

As we have stated, our realization is done on simple LPWAN prototypes based on
Arduino microcontrollers. The Arduino platform is already being used for data col-
lection systems that includewireless sensor devices for collecting data on temperature
and humidity in solid structures [12], monitoring user activity with WiFi network
integration [13], monitoring boats on moorings [14], etc. On the other hand, LPWAN
devices in most cases do not perform complex operations, and they are basically re-
duced to periodical readings of sensor status/values, and sending these values to the
gateway devices. This makes Arduino an ideal candidate for choosing our prototype
for building a LPWAN device. Arduino is based on the Atmel ATmega328P micro-
processor and large number of Arduino platforms exists that enable simple and fast
creation of sensor prototypes. As the goal is to reduce the overall consumption of
the LPWAN device, the Arduino Pro Mini is the ideal candidate for creating such a
device. Arduino Pro Mini comes in two variants, with 5V running at 16MHz clock
speed, and 3.3V running at 8MHz clock speed. As the majority of the Arduino
compatible sensors and radio modules are operating on 3.3V (such as LPWAN tech-
nology LoRa), we will work with the Arduino Pro Mini microcontroller on 3.3V.
Moreover, Arduino running on at 8MHz clock speed microcontrollers additionally
reduce the overall power consumption. In order to further reduce the consumption
of the Arduino Pro Mini, it is recommended to make hardware modifications by
removing the LEDs and a voltage regulator that consumes a lot of energy from a
battery-powered device [15]. Furthermore, as the LPWAN device is not active most
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Table 1 Characterization of sensor components for LPWAN Arduino-based systems

Sensor type Description Voltage (V) Cons. active Cons.
power-down

DHT11 Temp. humidity 3.3, 5.6 1.5mA 50µA

DHT22 Temp. humidity 3.5, 5.5 2.5mA 150µA

BME280 Temp. humidity
pressure

1.71–3.6 3.6µA 0.1µA

BME680 Temp. humidity
pressure gas

1.71–3.6 0.09–12mA 0.15µA

BH1750 Light 2.4–2.6 120µA 0.01µA

UV SI1145 Proximity 1.71–3.6 4.3mA –

TSL2561 Infrared 2.7–3.6 0.24mA 3.2µA

ADXL345 Accelerom. 3.3 40µA 0.1µA

MAX9812 Microphone 2.7–3.6 230µA 100 nA

GY-MAX4466 Microphone 2.4–5.5 24µA 5nA

DS18B20 Thermometer 3.0–5.0 1mA 750nA

LMx93-N Flame detect. 2.0–36 0.4mA –

VL53L0X Laser range 2.6-3.5 5µA 16µA

MAG3110 Magnetometer 1.95–3.6 8.6–900µA 2µA

HMC5883L Compass 2.16–3.6 100µA 2µA

of the time, we can reduce the Arduino consumption using software modifications
that include setting the device into “power-down” mode, which reduces Arduino
consumption in the inactive period to less than 1µA. Using some exiting Arduino
libraries (such as low-power library from rocketscream) consumption can be reduced
by disabling modules such as analog-to-digital converter (ADC), two-wire interface
(TWI), serial peripheral interface (SPI), watch-dog timer (WDT), and brown-out
detection (BOD) [16]. These modules can be normally used once the device wakes
up from power-down (inactive) mode.

In Table1, we outline sensor components that have low-battery consumption and
may provide the foundation for creating fast and reliable LPWAN prototypes. The
majority of these sensor devices are already low-power devices in power-downmode,
but to further reduce energy consumption, it is either suggested to completely shut-
down the access to the power for these devices. This can be implemented either by
connecting the sensors’ power pin to Arduino digital pins (operating on 3.3V), in
a way that Arduino simply cuts-off access to the power via this pins once it enters
power-down mode. Otherwise, we could use an external transistors or low-power
components such as TPL5110 Power Timer to cut-off power to the complete LPWAN
device, while keeping consumption below 100nA [17]. Furthermore, TPL5110 uses
a built-in timer that can be regulated with resistors to vary from once-every 100ms
up to once every two hours which is extremely helpful if devices have large duty
cycle and require periodical sensing and transmissions. However, if sensors require
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a specific time period inside which they need to transmit information over the radio,
waking up Arduino from deep sleep can be regulated by external low-power RTC
clock. DS3231 [18] is low-power/low-cost RTC clock that can be used to wake-up
Arduino from deep sleep using some predefined duty cycle.With a clock precision of
±2 ppm (5s drift a month), DS3231 makes a good choice for the realization of low-
cost LPWAN systems. Next, we give a case study example of a LPWAN prototype
network created using Arduino-based sensors.

5 eAgrar: Case Study of Arduino-Based LPWAN Network
for Agricultural Monitoring

Our goal is to create cost-effective agricultural devices that cover a larger geograph-
ical area, such that users could have a better knowledge about the state of the whole
crop across a large field, and not just a small portion within the field that could poten-
tially have its own microclimate which differs from the rest of the field. It is known
that moisture remains in the bays where the temperature is lower for several degrees,
which favors to the development of diseases. Keeping the device at low cost can help
field owners to install a larger number of devices over a larger area and get better
and more detailed information about the crops. LPWAN sensor networks present an
ideal candidate for the development of device that periodically informs users about
the status of the field (temperature, humidity, moisture, air pressure, etc).

Themain feature of the developed LPWANnetwork is large radio communication
range (up to 10km), flexibility of use, and battery-powered end devices. LPWAN
systems are characteristic for delay-tolerant networks that require periodical and
non-frequent message transmissions. This way, LPWAN devices spend most of their
time in power-down mode, which reduces energy consumption and allows battery-
operated devices to be available for a larger duration of time.

As we already noted, the initial premise is to create a battery-powered end sensor
device with a capability to autonomously operate at least one year without replacing
the existing battery. The assumption is closely related to the fact that users want to
plant a potentially large number of devices over a larger agricultural area that will
periodically send data to the centralized system without any significant hardware
interventions on the operation of end devices (e.g., changing battery) during the time
period of at least one year. Figure2 shows the architecture of the developed system.

5.1 Implementation

Our wireless sensor network consists of sensor units, i.e., end devices, scattered over
a large geographical area, and a central unit, a gateway that collects data from sensor
units acting as a concentrator. The data collected from end devices is further sent
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Fig. 2 The proposed eAgrar architecture based on LoRa LPWAN network

to the database or to the end user (application or Web page). Radio communication
between the end devices and centralized system is based on the LoRa (long range)
radio module technology. According to the LoRa specification, the data can cover
the distance range up to 10km, which makes this technology suitable for our im-
plementation. Assuming that the range is only half of the predicted capability, i.e.,
5km, it would still give us a coverage of almost 80 km2.
Implementation of eAgrar system. In this section, we give implementation details
of our system that will ensure a lifetime of minimum one year without replacing the
battery. For the implementation of end sensor device of our eAgrar system, we used
Arduino Pro Mini with ATmega328p microcontroller that operates on 3.3V with
8MHz clock speed. We made slight modifications on Arduino Pro Mini board [15]
to minimize consumption where we physically removed all LEDs and the voltage
regulator. To minimize the consumption during the sleep period of Arduino (inactive
state), we used low-power library from rocketscream [15]. As we show later, with
low-power library we can reduce Arduino consumption below 1µA. To wake-up
Arduino from deep sleep we used a low-power/low-cost RTC clock—DS3231 [18]
according to the given duty cycle.

We used HopeRF RFM95 radio module for communication between the end sen-
sor devices and the gateway. Thismodule allows us to communicate at large distances
(up to 10 km) using LoRa modulation. The transmission power goes up to 20dBm
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with 125mA consumption during this time period. Module also has capabilities to
use FSK, GFSK, MSK, and GMSK modulation. Due to its small price (less than 5
USD), HopeRF presents a suitable and preferred solution for message transmission
over large distances.

We used BME280 sensor for temperature, humidity, and pressure measurement.
This sensor is particularly characterized by low-energy consumption (only 3.6µA
in active mode, and 0.1µA in sleep mode), with an extremely fast response time
that supports new application requirements and high precision in a wider range of
temperatures. Next, we used FC-37 sensor module capable of detecting the amount
of moisture on the surface of the leaf. To measure the humidity of the ground we
used FC-28-D sensor device. This is a high-quality sensor that signals whether the
humidity percentage in the ground is high or low. At the end, we used a lithium (Li-
SOCl2) 3.6V battery with a 9000mAh capacity. Such a battery allows us to create an
autonomous electronic device that operates a large time period. We used this battery
to directly supply our microcontroller without any prerequisite for voltage regulator.
Figure3 (left) shows the implementation of our end device.

For the implementation of eAgrar gateway device, we used Raspberry Pi 3 (RPi3)
and Arduino Pro Mini operating on 5V. HopeRF RFM95 that supports LoRa ra-
dio communication was connected to the Arduino microcontroller for sending and
receiving messages from end sensor devices. This way, Arduino simply forwards
all received data over a serial port to the RPi. The main logic on RPi is written in
Python that sends data to the central mySQL database placed in a cloud. To establish
a communication with the cloud system in areas without wired Internet connection,
we used HUAWEI E3131 3G/UMTS Surfstick. We also used 50W solar panel along

Fig. 3 (left) LPWAN end device used for the implementation of eAgrar network, (right) LPWAN
prototype of a gateway system
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with a voltage regulator. Figure3 (right) shows the implementation of a gateway
device (without external solar panel).

5.2 Preliminary Results

Consumption—Fig.4 shows current consumption within active state of sensor de-
vice. We measured the consumption with Handyscope HS6 DIFF oscilloscope. As
shown in Fig. 4, the external RTC wakes up Arduino microcontroller from deep
sleep (period 1 in Fig. 4), after which Arduino powers up all sensors (period 2). After
reading sensor values, Arduino sends a message to the gateway device (period 3),
and waits back for the response (period 4). If end sensor device does not receive a
response within a predefined time period, it retransmits a message.We limit the num-
ber of retransmissions to three messages leading to a max. four messages sent over
a radio prior going to deep sleep state. Summarizing the total active state period, it
bounds to approximately 1.5 s. The average consumption within active state equals:

Iactive = 0.55 s · 10mA+ 0.7 s · 50mA+ 0.05 s · 125mA+ 0.3 s · 55mA

1.6 s
(1)

= 39.5mA

Fig. 4 Consumption of end sensor device of the proposed eAgrar system
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where 10mA denotes consumption after waking up from the sleep state, 50mA
denotes consumption during sensor reading period, while 125mA and 55mA denote
consumption during message transmission and reception, respectively. Within sleep
state (point 5), the average consumption equals Isleep = 0.3mA. If we consider that
the readings are sent to the gateway every 20min, the average consumption of end
device will be Iavg = 0.332mA. Taking into account that battery capacity falls due
to self-discharge by 10–15%; we can assume that total battery capacity is around
7650mAh. From the above analysis, the average lifetime of end sensor device equals
23,042h = 960days = 2.63years. Taking into account battery self-discharge, possible
retransmission, it is a realistic assumption that our prototype-based low-cost LPWAN
device can successfully operate within a period of one year.

Measurements—Recall, we used LoRa radio module because of its ability to
send data over large distances (over 10km). For the purpose of our test, we placed
gateway device 1.5m high from the ground at fixed position and tested its coverage
moving away end device from the gateway. We used the ping-pong method where
one device sends the message and the other responds. With the lowest output power
that we were able to send data from the distance up to 800m. After boosting the
output power to the strongest available 20dBm, we were able to send and receive
messages from 7.3km. Due to the uneven terrain were unable to send messages over
larger distances.

6 Conclusion

In this paper, an analysis about the state-of-the-art technologies both in sensing and
data transmission is described, while stating and discussing the most important chal-
lenges that IoT devices should meet. Given the technical arguments, to implement
the specific use-case scenario, it is necessary to investigate which hardware options
would satisfy one needs. Being optimal in that sense would increase the battery
lifetime and improve the quality of service. Finally, an example of IoT device im-
plementation, based on Arduino platform and LoRa-based radio module is provided
where the most significant results were analyzed.
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Small Cells Handover Performance
in Centralized Heterogeneous Network

Raed Saadoon, Raid Sakat, Maysam Abbod and Hasanein Hasan

Abstract Before the full release of 5G, 4G will continue to be developed to support
many new use cases and applications. By making some modifications and enhance-
ments on its structure, 4G can handle many new features that could be seen as 5G
specifics. Such enhancement includes the use of small cells in heterogeneous net-
works, mobile edge computing, and cloud computing, virtualizations and software-
defined networks (SDN), and network slicing. Heterogeneous network supported by
computing functionality is one of the most recent added flavor topologies to LTE
technology and the upcoming next-generation mobile network. Mobility is yet one
of the main challenges in such a system. Allowing the user to surf the world of
the data without interruption while in the move between the different cells of the
heterogeneous network in the future 5G network is required to keep the high level
of the user’s quality of experience. In this paper, new mobility-enhanced schemes
are presented for improving the handover performance of a mobile UE with dual
connectivity in heterogeneous network.
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1 Introduction

Passing through its different generations from 1G to 4G, evolution of mobile net-
work examine different fundamental changes and challenges. Systems evolved from
analog network providing voice-only service to an all IP packet core network provid-
ing multimedia services. During this evolution, the structure of the mobile network
itself passed through different changes, in the two main parts of the structure; the
core network and the radio network. The way the mobile user accesses the network
was also affected by this evolution. In addition, the experience of the mobile users
accessing the network also played a role in this evolution. The mobile user is the end
user of the network and it is the customer of the mobile network operators (MNO);
therefore, keeping a good level of experience is a fundamental requirement in order to
keep a good level of revenue. Customer satisfaction is a need for the mobile network
operators (MNO), and as the mobile networks evolved, the customers become more
demanding and keeping the level of satisfaction became more challenging. Mobil-
ity is one of the most attractive attributes of the mobile network; the ability of the
mobile user to move through the network and benefiting from the services is one of
the charming characteristics that keep the user attracted to themobile networks, at the
same time this attribute represents one of the most challenging areas for the mobile
network operators. In order to keep the level of satisfaction, themobile network oper-
ators must provide the mobile users with seamless connectivity and all-time services,
especially as the mobile devices are no longer a luxury and become an essential part
of people’s everyday life and business. People are using theirmobile devices while on
the move for different purpose and needs, they are surfing the Internet, checking their
e-mails, connecting with each other through social media, and streaming audio and
video feeds. The integration between mobile networks and computer networks with
the advanced capabilities of the devices led to big amount of data being generated,
and the vast amount of this data is due to mobile networks and the attached devices,
such as mobile smartphones, tablets, wearables, and many other devices. According
to Cisco Visual Networking Index (VNI) 2017 [1], by 2021, that is, one year after
the 3GPP to submit the final specifications of the 5G at the ITU-RWP5Dmeeting in
February 2020, 58% of the world population will be using the Internet, on average of
3.5 networked devices and connections per person, and global IP traffic will reach 3.3
Zettabyte. It also notes that traffic from wireless and mobile devices will represent
63% of total IP traffic, smartphones will exceed 86% that is four-fifths of mobile data
traffic, and over 78% that is three-fourths of the world’s mobile data traffic will be
video. Based on the latter and taking the requirement for the 5G mobile network into
consideration, which includes higher connection speed of up to 10 Gbps, latency of
about 1 ms, increasing the bandwidth per unit area, 100% coverage and almost the
same for availability, it can be seen that the current structure of the 4G represented
by the structure of LTE-A will not be able to cope with such requirements, but could
be the base for the future mobile network or 5G; therefore, and as a contribution
toward the design of 5G, we aim to design a reliable HO technique for mobile UEs
in heterogeneous network where the small cells are used for data only delivery. The
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system is based on the current LTE-A architecture and adding computation function-
ality to the design to handle the SCs HO in order to reduce the delay and to increase
the throughput.

1.1 Heterogeneous Network

Unlike the homogeneous network that consists of macrocells only, a heterogeneous
network is composed of multiple site types, i.e., macrocells, microcells, picocells,
femtocells, and eitherWi-Fi hotspots. Such network architecture produces challenges
in terms of co-channel interference and RF planning, as the various types of BTS
typically sharing the same channel bandwidth [2]. One of the obstacles in the hetero-
geneous network is the intercell interferencemainly in the boundaries of the cells that
can cause handover problems. Solutions such as intercell interference coordination
(ICIC) and enhanced intercell interference coordination (eICIC) techniques as spec-
ified by 3GPP specifications in release 8 and 10, respectively, can be used to mitigate
such issues [3]. In ICIC techniques the signal to noise ratio (SNR) is improved at the
cost of reducing the total number of resource blocks, i.e., the bandwidth available
for transmission, by avoiding the use of the resource blocks used by neighboring
eNodeBs. eICIC also improves the SNR by benefiting from almost blank subframe
(ABS), which allow neighboring eNodeBs to reduce their transmission during cer-
tain time intervals. In addition small cells can be used to provide dedicated services
in terms of network slicing [4].

1.2 Small Cells

A promising solution that can cope with mobile traffic explosion is the use of the
small cells (SC). In 3GPP TR 36.932 [5], a node that transmits power that is lower
than the BS classes of macro node can be considered as small cell. In such situation,
pico and femto cells that have a transmit power of 0.25 W and 0.1 W, respectively,
are both considered as small cells, which is not the case for microcells. 3GPP does
not specify a separate power class for microcell. A wide area BTS, i.e., macrocell
with reduced transmit power could be designed and considered as microcell. In
some other scenarios, Wi-Fi hotspots [6] and remote radio heads (RRHs) within
a centralized radio access network (C-RAN) are also considered for small cells
deployment options.

As in [7], the solution scenarios target the deployment of small cells with and
without the coverage of macrocells, indoor and outdoor hotspots, with both ideal and
non-ideal backhaul, with the possibility of small cells to use the same or different
frequency band when under the macrocell layer. The distribution technique is also
an important factor; therefore, the spars and dense distribution are also considered
within the 3GPP TR. Study on the impact of each architecture option will lead to
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better decision on how to deploy small cells and the service that could be delivered,
taking in consideration the users’ locations and dual connectivity in heterogeneous
network.

1.3 Dual Connectivity

Dual connectivity is an interesting and important extension to the carrier aggregation
(CA) principle that was adopted in release 12 of the 3GPP. CA is the most successful
feature of the LTE-advanced system that was introduced in 3GPP release 10. CA
increase the channel bandwidth by combining multiple RF carriers coming from the
same co-located eNB, by giving the UE the ability to receive and transmit multiple
signals in both directions, i.e., downlink and uplink [2, 6]. With dual connectivity the
UE will have the ability to be connected with both macro and small cell simultane-
ously. This will allow the maximum data rate to be aggregated from the macro and
small cells layers. With such feature small cells could be used in the most efficient
way as the macrocell could be used to maintain the coverage keeping the UE con-
nected all the time to the system even in the absence of the small cell layer coverage.
3GPP TR 36.842 [8] provides different architecture options for the deployment of
such heterogeneous network that uses small cells layer and UE dual connectivity
feature. Benefit of such architecture, based on different scenarios include: contin-
uous connectivity, reduce signaling overhead with core network, increase the peak
data rate, and the possibility to use the small cells layer for dedicated services such
as content delivery. Although such architecture brings many benefits, yet it brings
many challenges as it increases the system complexity. Challenges such as: efficient
distribution of the small cells and the discovery scenario of such small cells by the
UE that may exhaust the battery power, the miss measurement, and exchange of the
signals between the macro and small cells layers may lead to a ping-pong situation
and handover problems during the mobility. Implementing such architecture of het-
erogeneous network in which the UE with dual connectivity can be connected to
different sites simultaneously (i.e., with the MeNodeB for continuous connection
to the core network and with the small cells for dedicated purpose) may enhance
the system performance to higher levels by increasing the capacity and reducing the
latency and system messaging overhead as the small cells will be in direct connec-
tion and fully controlled by the MeNodeB without huge intervention from the core
network as shown in Fig. 1.

2 Related Work

Wireless and mobile networks have an increasing impact in the world. Smart devices
connected to such networks become more powerful and are evolving in a way that
surpasses the evolution of the mobile network systems, benefiting from the combi-
nation of the computing technology, and the powerful capabilities of the software
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Fig. 1 System architecture

programs. These powerful mobile devices become the primary point of access to the
Internet system. Wireless mobile devices can be found everywhere, it can be found
in our homes, cars, and offices and it is wearable, portable, and attached to mobile
equipment and devices like drones. The attractive features of such devices that make
them popular and widely adopted by users are their lightweight, wireless connection,
and mobility. While in the move, devices with such exiting features are exchanging
information and generating huge amount of data. Taking into consideration the new
applications and services provided to the mobile users by different service providers,
in addition to the use of data in different fields by different parties such as marketing,
results in creating amore demanding users that require all-time connectionwithmore
bandwidth. The latter becomes a burden on the current wireless and mobile system,
and therefore the design of next-generation mobile network must take these issues
into consideration. In order to support such demands, the next-generation mobile
network will be multipurpose systems with network slicing that provides dedicate
services specific to the need of each customer. In order to implement such network,
mobile systems need to merge and benefit from the capabilities of the computer sys-
tem in addition to other access network techniques. As the next-generation mobile
network will be a key enabler to other systems and the base for the Internet of things
(IoT) it should be designed to integrate networking, computing, and storage resources
into a programmable unified infrastructure that will allow for an optimized usage of
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resources and be able to process the huge amount of generated data by mobile users
[9].

This demand encouraged many companies and institutes to group together in an
alliance or working groups, in an effort to provide their vision for the next-generation
mobile network, in addition tomany academicworks presented for the same purpose.
Most of the work is based on the system architecture of the current LTE-A system
and trying to solve the problem of the data delivery, especially when the user is
moving. A paper presented by Ericsson to the 3GPP RAN suggests a technique
for CP and UP separation between MeNodeB and SeNodeB to increase mobility
robustness and minimize UE context transfer [10]. At the same event FiberHome
Technologies Group, presented a study for small cell discovery in HetNet based on
existing uplink signal, based on cell listening to reduce signaling overhead [11].
In [12], the authors presented a work for small cells dual connectivity with bearer
split in the uplink direction in order to increase the user throughput by means of
coordination between the cells. In the same scenario, authors in [13] proposed a flow
control algorithm to forward the data from the MeNodeB to the SeNodeB, results
showed that there was a trade-off between user throughput and latency. The authors
in [14] presented a scenario for dual connectivity in which the processing of the
data and the control of the SC is within a controller on the edge of the network, i.e.,
mobile edge computing (MEC), the results showed that the proposed scheme can
reduce the packet loss and latency when routing full load in the network. In terms
of computing capabilities to support next-generation mobile system, separation of
CP and UP techniques supported by software-defined network (SDN) to enable
content caching was presented in [15] where the separation of CP from UP will
eliminate the need for mobile dedicated solutions as it removes the mobile tunneling
to allow dynamic relocation of the cache. In the road to 5G, a cache-enabled wireless
heterogeneous network (HetNet) with (SDN) and split of the CP and UP is proposed
in [16], where the macrocell and SCs with different cache abilities are overlaid and
cooperated together in the backhaul. Based on the results, it was found that the
proposed network has much higher throughput and energy efficiency than current
LTE networks. Fundamental trade-offs exist between the throughput and the density
of SCs.

3 Architecture

In this section, the architecture of the HetNet system for UE’s with DC where the
mobility is controlled by the centralized MeNodeB will be explained with the fun-
damental principles of parameters and measurement involved in the design of the
system.
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3.1 System Model

The architecture is based on the 3GPPLTE-AEvolved Packet System (EPS), with the
same main components for radio and core networks (release 12) [8]. Small cells will
be distributed as hot spots covering specific areas under the coverage of themacrocell
layer, The small cell layer with frequency (F2) will be located at the center of the
hot spot, where the macro with frequency (F1) will be like an umbrella covering the
small cells layer. In our hypothesis, the macro and small cells layers are connected
via an ideal backhaul.

As in Fig. 2 that shows the division of control between MenodeB and SeN-
odeB in DC, a UE with dual connectivity will maintain an RRC-connection with the
MeNodeB at all times, while receiving user plane data from the MeNodeB and SeN-
odeBs. Hence, there will be only one S1-MME connection per UE. Themain services
required by the UE will be the responsibility of the MeNodeB as it keeps all-time
connection with the UE, while SeNodeBs could be used for specific services such as
content delivery. In such way, the mobility of the UE will be controlled through the
MeNodeB, as theMeNodeBwill be responsible of the RRC signaling with theMME
where there is no need to move the RRC context of the UE between the SeNodeB’s.
In this manner, handover between SeNodeB’s will be like adding and removing new
cells as all the information and resource management (RRM) are in the MeNodeB

Fig. 2 Division of control between MeNodeB and SeNodeB [6]
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Fig. 3 PDCP layer, structure view [17]

server. The system will be a centralized radio access network similar to the C-RAN
with RRH; but, instead of the RRH that just have a RF layer, the SeNodeBs will have
a protocol stack that eliminates the need for the RRC and Packet Data Convergence
Protocol (PDCP) layers and have the RLC, MAC, and PHY layers. The service data
units (SDUs) coming from the PDCP layer are then encapsulated and directed to
the RLC layers in each eNB that will convert them to protocol data units (PDUs).
Passing through the rest of the protocol stack, UE will receive the data from one or
more eNB, assuming the scheduler in the MeNodeB server has shared the total set of
the resource blocks, separate IFFT functionality could be used to separate between
the signals. The (PDCP) layer (Fig. 3) within its responsibility is to transfer the user
plane and control plane data by the mean of PDCP entities, several PDCP entities
may be defined for each UE, and each PDCP entity is carrying data for one data
bearer.

In terms of mobility, a UE in RRC connected mode relies on network controlled
UE assisted mobility, in which the network informs the UE via a dedicated RRC
signals when it has to perform handover process to the required cell. When a UE
follows a certain trajectory, while in dual connectivity, it can have its PCell on the
macro layer, i.e., MeNodeB, while SCell can be configured within the small cell
layer, i.e., SeNodeB. Two types of handover could occur within such architecture,
between different MeNodeBs and between different SeNodeBs. The assumption is
that MeNodeB handover is based on the RSRP A3 event as the neighboring cells in
A3 reporting event can be either intra-frequency or inter-frequencywhich can bewell
serve the PCell in the MeNodeB, while addition and removal of SCells that is SeN-
odeBs intra-frequency handover for under theMeNodeB coverage is based on the A6
event trigger. A network will keep control of the mobility of the UE as the MeNodeB
is controlling the C-plane. Consider adding the computation and storage capability
from other working groups, e.g., ETSI MEC, a CDN network controller could be
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located within the macrocell layer (MeNodeB). Information about the network and
its users will be gathered at the controller. Such information includes mobility, num-
ber of users per cell, list of candidate cells for under the MeNodeB coverage. This
can provide significant impact in the UE data rate. When those SeNodeBs are well
known by the control server of the MeNodeB and sharing the same C-plane, all the
information necessary to provide the required service can be started directly after
the UE is under the SeNodeB coverage. The triggering criteria for SCell addition is
configured by the MeNodeB controller by mean of certain event (i.e., A3 and A6), in
this case, RRM measurement is not reported to the core network as it is already the
MeNodeB’s server responsibility. Similar architecture for controlled RRM and han-
dover between small cells could be a promising method to reduce signaling overhead
toward the core network, as well for increasing the data rate per UE.

3.2 Reporting Measurements

Reporting of the measurement required to perform the HO and event triggering are
based on the RSRP and RSRQ made by the UE and then reported to the eNodeB as
defined in the 3GPP specification in [TS 36.133 and TS 36.214]. The RSRP is the
average power received by the UE from a single cell and can be measured as:

RSRPi,UE = Pi − LUE − L f (1)

where

RSRPi,UE is the reference signal received power for a UE received from cell i
Pi is the transmit power for eNodeBi
LUE path loss gain from the UE to the source eNodeB
L f is the fast fading channel gain.

RSRQ is the reference signal received quality and can be measured as:

RSRQ = N × RSRP

RSSI
(2)

where N is the number of resource blocks (RB).
RSSI is the carrier received signal strength indicator of the total received power

from all sources around the UE, serving and non-serving cells, including interference
and noise. RSRI is measured as:

RSSI = RSRPs,UE + RSRPint,noise (3)

Hence, assuming that the UE measures the reference signals from the neighboring
wireless channels on periodic basis; the collected measurement passes through a
processing mechanism of averaging and filtering before any event to be triggered.
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After applying the layer 3 filtering the processed measurements are to be reported to
theMeNodeBwhere the handover decision is to bemade. The processingmechanism
of layer 3 filtering eliminates the fading effect and providesmore stablemeasurement
values by estimation inaccuracies from the reported measurements to ensure the
accuracy of handover decision and can be calculated using the below equation:

Rn
L3 = (1− ∝)Rn−1

L3 + ∝ . Mn (4)

where

Rn
L3 is the updated filtered measurement result

Rn−1
L3 is the older filtered measurement result

∝= 1/2(K/4) where K is the appropriate filter coefficient that can configured inde-
pendently for RSRP and RSRQ

Mn latest received measurement result from physical layer.

Layer 3 filtering is applied only in RRC connected and is applied during handover
to ensure no handover is triggered due to bad measurements as no event is to be
triggered before evaluated by layer 3 filtering.

4 Performance Evaluation

After introducing some basic terminologies and concepts, a study of the UE behavior
moving under the coverage of MeNodeB and receiving data from a content server
attached to thatMeNodeBwhile experiencing handover procedure between the small
cells will be presented. The study is based on the system architecture explained in
Sect. 3 of this work and will be implemented using Riverbed modeler formally well
known as OPNET modeler.

4.1 Simulation Setup

TheRiverbedLTEModeler 18.7 is based on the 3GPPRel.8; therefore, amodification
to the system has to be made to support dual connectivity using the device creator
operation to create customLTEnodes for our network [OPNETdocumentation create
Custom Device Model Operation]. The handover process state for the UE is reside
in the (lte_as) node mode which also contains the RRC-connection states and the
measurement states as shown in Fig. 4. The modification to the (lte_as) states will
require adding new states as secondary link states in similar way to the existing states
in order to serve the requirement of dual connectivity by the UE. In this case, the UE
will have only one RRC-connection state with the MeNodeB that keeps it connected
to the system and have the secondary states required for DC, as explained in Fig. 2.
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Fig. 4 Lte_as process model

AnLTE system simulation scenario that consists of 1MeNodeB thatwill represent
the coverage area where the UE will move, and 4 SeNodeBs that will represent the
hotspot dedicated for specific service and randomly distributed under the MeNodeB
coverage using frequency band different from the one used by the MeNodeB.

The UE will keep RRC-connection with MeNodeB at all times of the simulation,
thus having 1 S1-C interface with the MME through the MeNodeB. Mobility man-
agement function tracks the location and activity of a UE in the network. The core
network needs to know the location of a UE for traffic transmission. A measurement
of RSRP and RSRQ are supported, thus the UE continuously measures RSRP and
RSRQ for all cells within the range. The MeNodeB is configured to receive periodic
measurement from the UE. In addition, it will be managing a table of neighboring
cells and UE information. By using this table, the MenodeB can manage the small
cells for DC transmission to provide user-centric service andmaintain the C-plane for
UE within its coverage area. Handover is initiated and controlled by the MeNodeB,
assisted by the UE measurement, and triggered when the RSRP of the serving SeN-
odeB becomes lower of that of the target SeNodeB based on event A6, as expressed
below:

RSRPT > RSRPS + � (5)

where

RSRPT is the RSRP from the neighboring SeNodeB.
RSRPS is the RSRP from the serving SeNodeB.
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� is the A6 offset.

Data forwarding, while handover is supported and the SeNodeB modification
event is used by the MeNodeB to modify, establish or release bearer contexts. The
report interval function and num reports attributes within the Riverbed modeler gov-
ern the number of reports sent to the MeNodeB. UE will perform cell search and
generate reports, when the reported measurements violate the handover triggers, the
MeNodeB decides to handover the UE to a different cell from a list of the SeNodeB
in its attached server. The modification of small cells handover procedure is shown
in Fig. 5.

The system performance of a UE under the coverage of MeNodeB and receiving
data from both MeNodeB and one of the SeNodeBs while moving in a specified
defined trajectory that insures the UE will be under the coverage of one SeNodeB
within the MeNodeB coverage area will be examined based on the parameters in
Table 1.

Fig. 5 SeNodeB modification procedure
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Table 1 Simulation parameters

Parameters Values

Scenario Scenario#2 in the 3GPP TR 36.842 V12.0.0 (2013-12)

Deployment 1 three-sector MeNodeB site
4 SeNodeB sites per macrocell area

MeNodeB carrier frequency (F1) 2 GHz

SeNodeB carrier frequency (F2) 3.5 GHz

LTE B.W./duplexing 20 MHz/FDD

MeNodeB Tx power 46 dBm

SeNodeB Tx power 30 dBm

UE Tx power 23 dBm

Traffic model HTTP browsing with heavy load video

File inter-arrival time Exponential

Service type As requested by UE

4.2 Result Discussion and Analysis

In this work, we consider a HetNet scenario with small cells deployed under the
coverage of MeNodeB. The scheme proposed is analyzed based on the discussed
settings and scenarios explained in the proceeded sections of this paper.

In the first scenario Mobile_UE initially is associated with eNodeB_0, serves as
MeNodeB, and to eNodeB_3, serves as SeNodeB. eNodeB_0 is configured to receive
periodicmeasurements from theMobile_UE. Trajectory is set for theUE formobility
within the MeNodeB coverage area and UE configured to perform cell search and
select the best suitable SeNodeB, the UE model supports the measurement of RSRP
for each cell to aid in the cell selection process. RSRP is measured for the MIB
packets. Cell selection threshold that is configured on the SeNodeBs is compared
with the scanned SeNodeB RSRP.

Figure 6 shows RSRP distribution during mobility. When UE moves and
approaching another small cell coverage area, the macrocell will trigger measure-
ment reporting to the UE and the UE starts to generate reports to perform handover.
This appears in Fig. 6 at times 4, 5, 6, and 7 min, at these times UE will perform
HO trigger between small cells, while keeping attached to the MenodeB, as shown
in Fig. 7, as the red line represents the MeNodeB to which the UE is attached for
the simulation period, while the blue lines represent the SCs. As seen in the results,
handover is performed when the serving cell measurements reported by Mobile_UE
violates the handover triggers. As explained earlier in the simulation setup based on
Eq. (5).

The key performance factors chosen for the next scenarios are the throughput and
accumulative network burden.

It can be observed that the throughput in bits/sec and the response of the network
is acceptable when the UE is connected to theMeNodeB provided that no association
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Fig. 6 HO region based on the RSRP

with any SeNodeB in the network is set, it jumps higher when the UEs start receiving
data from SeNodeBs. This is the expected response as the burden decrease on the
MeNodeB (i.e., more traffic is carried out by SeNodeB). The third scenarios are for
UEs under the coverage of the MeNodeB without small cells represented by green,
and with small cell with normal load represented by the blue color, and when the
same network runs and routes non-live video content in a full load scheme in its data
plane represented by the red color.

In theory, the throughput (bits/sec) increases in two cases:

• When the data traffic increases.
• When the elapsed time decreases.

Hence, in our model, as shown in Fig. 8, when the dual connectivity is triggered
in the MeNodeB the network delivers and performs relatively slow at the beginning
of the simulation. However, it starts to perform even better in the second scenario
when the DL is connected to the SeNodeB, as the SC has its own resources that could
be dedicated for the UE’s under its coverage.
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Fig. 7 LTE associated eNodeB

Fig. 8 Throughput
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5 Conclusion

The increased demand of wireless data services driven by smart devices capabilities
and mobile Internet led to an exponential growth on the traffic generated by wireless
systems. In order to cope with this explosive growth of generated data, traditional
macrocell only networks have evolved to heterogeneous networks (HetNet) in order
to improve the performance of the system. In such system, the MeNodeB will act
as the main point of connection for the UEs’ while small cells are deployed to
provide specific services for the users throughout DC. This architecture of user-
centric network is considered as one of the most promising techniques for future 5G
system. One of the main issues with such architecture is the frequent handover due
to the large number of the small cells deployed under a relatively small area. In this
paper, a centralized mobility management system was proposed to overcome such
challenges. Under the proposed architecture, the macrocell (MeNodeB) is the anchor
for UEs movement, while the other small cell will act as the SeNodeBs (SCs), which
only provide service for the users under its coverage.
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CRISP-DM/SMEs: A Data Analytics
Methodology for Non-profit SMEs

Jhon Montalvo-Garcia , Juan Bernardo Quintero
and Bell Manrique-Losada

Abstract The exponential increase in information due to technological advances
and the development of communications has created the need to make decisions
based on the data analysis. This trend has opened the doors to new approaches to
data understanding and decision-making. On the one hand, companies need to follow
data analytic methodologies to manage large volumes of information with big data
tools. On the other hand, there are non-profit small and medium-sized enterprises
(SMEs) thatmake efforts to address data analytics according to their different sources
and types. They find challenges such as lack of knowledge in methodological and
software tools, which allow timely deployment for decision-making. In this paper,
we propose a data analytics methodology for non-profit SMEs. The design of this
methodology is based on CRISP-DM as a reference framework, is represented by
Software Process Engineering Metamodel (SPEM) and is characterized by being
simple, flexible, and low implementation costs.

Keywords Data analytics · CRISP-DM · Non-profit SMEs

1 Introduction

The information processing according to Palmer and Hartley [1] has gradually
become the basis for achieving a competitive advantage and, therefore, organiza-
tions have to believe that they have the right information at the right time and for
the right people. The company’s managers should be provided with the appropriate
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tools for the exploitation and data analysis that will allow them to obtain the neces-
sary knowledge in the strategic decision-making process [2]. This is how in the last
decade, data warehouses (DW) have become an essential component to achieve com-
petitiveness with modern decision support systems in most companies that handle
large volumes of data.

However, these companies only represent a minimal part of the business world.
Small and medium-sized enterprises (SMEs) are the dominant form of business
organization in all countries of the world, representing more than 95% and up to
99% of the business population [3]. SMEs are considered important at the local,
national, and global levels, playing an important role in the national economy [4],
and in the social sector; as non-profit companies, who pursue social and community
purposes. Although they do not generate profit distribution or enrichment to the
partners, strategic and financial decisions involving data analysis are made.

Therefore, non-profit SMEs collect information from different sources and are
interested in business intelligence systems [5] and in the trend toward data analytics
(DA) that is increasing by technological advance. Despite this interest, the devel-
opment of data analytics projects is frustrated, since its implementation is usually a
complex task due to the generated costs. These costs are associatedwith technological
infrastructure, administrative costs, personnel training, and software tools [6]. Thus,
the implementation of analytical projects in non-profit SMEs has few alternatives,
since the DA focuses on large companies that have the greater financial capacity [7]
and high-volume data management.

To reduce the gap between non-profit SMEs and DA projects, an analytical
methodology is proposed according to the needs of these organizations. As a conse-
quence, this paper is organized into four sections, starting with section two, which
describes the background of non-profit organizations and the most recognized data
analytics methodologies in the industry. Section three presents a simplified CRISP-
DM proposal for non-profit SMEs. Finally, in section four, conclusions and future
work are presented.

2 Background

2.1 Non-profit SMEs

Non-profit companies are legal and social entities created to produce goods and
services, whose legal status does not allow them to be a source of income for the units
that establish, control or finance them [8]. Therefore, they can benefit to associates,
third parties or the general public from social projects. Non-profit has taken a great
importance in the world, not only as organizations that provide social services but
as generators of employment and promoters of economic activity. Because of this,
they are grouped at an international level according to their social purpose [8] and
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are inspected, monitored or controlled by different state entities such as mayoralties,
governorships, and government ministries [9].

Non-profit companies have their main source of income from funds received by
natural persons, legal entities or public entities representing countries, through dona-
tions or subventions. Regarding the organizational structure, non-profit companies
have a high degree of complexity, due to the wide range of organizational possibili-
ties (central, divisional, functional or geographical). Therefore, non-profit companies
are recognized within SMEs as foundations, universities, corporations, associations,
cooperatives, churches, and among others.

2.2 Data Analytics in Non-profit SMEs

The ability of SMEs to succeed in the face of larger competitors is centered on per-
sonal intuition and the ability to provide superior service. Since big data is changing
the business landscape, some big competitors are using big data to improve product
quality, marketing operations, and customer relationships. This new efficiency of the
largest competitors can be a real threat to the sustainability of the SME business
[10], especially for non-profit companies. However, there are other concerns in the
SMEs that stand in the way of the growth of the DA and they are the new regulations
imposed by the government every year. A clear example of this is the implementation
of the International Financial Reporting Standards (IFRS), data protection policies,
electronic invoicing, and strict social security regulations, which have increased in
a large percentage from 2016 to 2017, as is the case of Colombia [11]. This has
put aside the advance in digital transformation, a key aspect in the career of data
analytics.

Despite these concerns, an EMC study reveals that 58% of Colombian organi-
zations have current plans to implement big data technologies. The other 42% say
that the lack of interest corresponds to the fact that the business culture is not ready
yet (46%); but also, because it is very expensive to implement it with respect to the
current economic situation (28%), and there is a lack of understanding regarding this
trend (25%) [12]. Thus, to minimize the complexity, costs and lack of staff training,
non-profit SMEs require that a DA project can be deployed quickly and that it can
be easy to model and replicate to other areas of the organization. It also demands
that the developed models can be easy to improve in front of any external change
that affects the organization and being flexible for the integration of different data
sources. Figure 1 shows the practices that non-profit SMEs need when implementing
a DA project.
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Fig. 1 Data analytics practices in non-profit SMEs

2.3 Data Analytics Methodologies

The most referenced models found in the scientific community and proposed for
the development of DA projects are as follows: knowledge discovery in databases
(KDD), sample, explore, modify, model, assess (SEMMA), and cross-industry stan-
dard process for data mining (CRISP-DM). CRISM-DM is the most used in recent
years [13]. At the beginning of 1996, the KDD model became the first accepted
model in the scientific community that established the main stages of an information
exploitation project. Then, from the year 2000, with the great growth that emerged in
the area of data mining, two new models were developed that propose a systematic
approach to carry out the process: SEMMA and CRISP-DM.

2.4 Reference Model for Data Analytical Project
in Non-profit SMEs

CRISP-DM is considered the standard and most referenced methodology to develop
data mining and knowledge discovery projects [14]; it is flexible and can be easily
adapted to each analytical task in terms of DM processes [15]. CRISP-DM goes into
greater detail about the tasks and activities to be carried out in each phase of the data
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mining process, while KDD and SEMMA provide only a general guide of the work
by each phase.

For this proposal of data analytics for non-profit SMEs, CRISP-DM was taken
as reference model for the following reasons: (i) it is the model most referenced by
its wide acceptance; (ii) all its phases and activities are properly organized, struc-
tured and defined; and finally, (iii) it facilitates the understanding and revision of a
project. An adaptation of CRISP-DM was made, excluding some tasks to be simple
to implement, improve and replicate; as also flexible to adapt and pay for the non-
profit organization, in order to reduce the effort of personnel, time, and costs in the
development of DA projects.

3 Methodological Proposal

CRISP-DM/SME’s methodology is proposed as a result of the analysis of data ana-
lytics methodologies and the needs of non-profit SMEs. The methodology includes
roles of data science, descriptions by phase, activities required in each phase, work
products, guidance, and tools. To represent the methodology, a diagram built in
SPEM is used since it is a standard language for the modeling of software devel-
opment processes oriented to work products. The methodological proposal uses the
notation represented in Fig. 2 [16].

3.1 Graphic Representation

The methodological proposal is represented in the SPEM diagram, in Fig. 3. The
diagram shows that the sequence of the phases is not strict and can interact between

Fig. 2 SPEM elements used
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Fig. 3 CRISP-DM/SMEs

each phase. Therefore, project execution canmove forward or backward if necessary.
The phases described in the diagram contain a set of tasks necessary to guarantee
the quality of the project and produce the work products. In addition, technological
tools, guides, and models can be used to develop activities. Activities are executed
through one or several roles that can be internal or external to the organization.

3.2 Roles

CRISP-DM involves three roles in the data science industry [17], whose profiles
are necessary for the development of tasks. Data engineer is the main role within
DA projects in the non-profit SMEs. Data manager is responsible of leading the DA
team and providing the financial, human, and software resources for the project. Busi-
ness analyst is responsible for improving business processes and is the intermediary
between the data engineer and data manager.
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3.3 Phases

Phase 1: Project Definition. Select business goals that will impact the data analytics
project. This information is obtained from the strategic plan of the non-profit SME
or another similar organizational document. The objectives of the data analytics
project are defined and aligned with the business. As a result of this task, the success
criteria of the DA project are obtained. Human and financial resources are estimated
and allocated for the realization of the project. And finally, the scope and risks are
determined.

Phase 2: Data Management. The data is collected from the different sources
to be explored. Then, it is integrated with the appropriate format according to the
project. The data engineer uses a tool to manage the data and the phase will obtain
the formatted data.

Phase 3: Modeling. The selection of the model is closely related to the visual-
ization tool. The tool performs the analysis of the data applying the models chosen
for the DA project. The dashboards are built according to the requirements defined
in the first phase and contemplated in the success criteria. Samples are taken with a
group of small data before proceeding with the evaluation phase, in order to validate
the expected results.

Phase 4: Evaluation. The dashboard must be submitted to the stakeholders of
the project for their respective assessment and acceptance. The results obtained with
the model and the dashboard are evaluated according to the success criteria and the
selected business objectives. If the dashboard does not meet the success criteria, then
the business analyst will decide if the DA project should go back to an earlier phase
to improve the model or the dashboard.

Phase 5: Deployment. This phase consists of automating the data source for the
dashboard. A solution is built to integrate, update, and format the data for use in the
model and the dashboard. Then, the dashboard is shared with the stakeholders of the
project, through protected applications or links.

3.4 Work Product

A work product is the result of each phase of the DA project, which can be used in
another phase. The project context is the main document for the other phases of the
project, which must contain the business objectives related to the project, the specific
objectives of theDAproject, the resources allocated, and the scope and possible risks.
The criteria for success are also elaborated as a work product. At the end of all tasks
in the data management phase, a work product called formatted data is obtained and
will be the source of origin for the modeling phase. This work product will have
identified the size, fields, attributes, errors, and data types. You will also have the
list of the different sources of data for the project. The dashboard will have graphics
of descriptive or predictive analysis and it will be the work product that is shared
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with all the stakeholders of the DA project in the deployment phase. The analysis of
results is the work product that defines if it is necessary to redefine the project, the
success criteria or the objectives and if it is necessary to return to an earlier phase
or continue with the deployment. Finally, a final report is generated, documenting
the effort made in the DA project with the implementation of the CRISP-DM/SME’s
methodology in order to contribute to the scientific and business community through
success cases.

3.5 Tools and Guidance

A collaborative work environment tool is used by the team involved in the devel-
opment of the project so that each one can control the assigned tasks. On the other
hand, the data engineer uses the necessary tools to manage the data and build the
dashboard. Each tool is defined in the project context. Additionally, guidance is used
to select the models to follow for the data representation.

4 Conclusions and Future Work

The proposed methodology seeks to reduce the effort of implementing data analytics
projects in non-profit SMEs, to improve the collection, storage, processing, and
analysis of data. It induces the creation of awareness in decision-making based on
the exploration of information.Having an analyticalmethodology allows tominimize
complexity, costs, and helps to have trained personnel for the implementation of DA
projects. It also facilitates rapid deployment, improvement, and integration into other
projects.

The roles integration in the methodology helps assign responsibilities and tasks
to each of the stakeholders who participate in the DA project, involving the skills
of professionals in the data science industry. Additionally, the use of a dashboard is
a decisive work product for data analysis since a dashboard graphically represents
the result of the project. Finally, the usage of SPEM language for the representation
of the methodological proposal allows an abstract description of the fundamental
elements of the process of data analytics and also the description of how they are
related to each other.

As future work, we propose the realization of a Web platform that allows the
repository of each of the data analytics projects of non-profit SMEs, with the respec-
tive phases, tasks assigned to roles, work product, and guides on how to perform each
task. This platform should be within the reach of the non-profit SMEs and should
contribute to the reduction of effort in the process of development of the DA project.



CRISP-DM/SMEs: A Data Analytics Methodology for Non-profit SMEs 457

References

1. A. Palmer, B. Hartley, The Business and Marketing Environment, 3rd edn. (McGraw-Hill,
London, 2000)

2. E. Soto, La información como recurso estratégico generador de conocimientos, Soportes audio-
visuales e Informaticos (Universidad de la Laguna, Spain, 2004), pp. 58–60

3. P. Pytel, A. Hossian, P. Britos, R. Garcia-Martinez, Feasibility and effort estimation models
for medium and small size information mining projects. Inf. Syst. 47, 1–14 (2015). https://doi.
org/10.1016/j.is.2014.06.004. (Elsevier, Argentina)

4. R. Mullins, Y. Duan, D. Hamblin, P. Burrell, H. Jin, Z. Ewa, B. Aleksander, A web based
intelligent training system for SMEs. Electron. J. e-Learn.5(1), 39–48 (2007). (ERIC,Germany,
Poland, Portugal, Slovakia, United Kingdom)

5. G. Lawton, Users take a close look at visual analytics. Computer 42(2), 19–22 (2009). https://
doi.org/10.1109/mc.2009.61. (California)

6. H. Florez, Inteligencia de negocios como apoyo a la toma de decisiones en la gerencia. Rev.
Vincul. 9(2), 11–23 (2012). (Bogota)

7. T. Guarda, M. Santos, F. Pinto, M. Augusto, C. Silva, Business intelligence as a competitive
advantage for SMEs. Int. J. Trade Econ. Financ. 4(4), 187–190 (2013). https://doi.org/10.7763/
ijtef.2013.v4.283. (Portugal)

8. W. Franco, D. Samiento, G. Serrano, G. Suarez,Entidades sin animo de lucro (Consejo Tecnico
de la Contaduria Publica, 2015). http://www.ctcp.gov.co

9. Conferencia Colombiana de ONG, Quiénes conforman el sector de las Entidades Sin Ánimo
de Lucro ESAL en Colombia (2016). http://ccong.org.co/

10. B. Ogbuokiri, C. Udanor, M. Agu, Implementing bigdata analytics for small and medium
enterprise (SME) regional growth. IOSR J. Comput. Eng. Ver. IV 17(6), 2278–2661 (2015).
https://doi.org/10.9790/0661-17643543. (Nigeria)

11. Sinnetic,PYMES se desaceleran en transformación digital e innovación por responder a múlti-
ples requerimientos estatales, vol. 18 (Sinnetic, Colombia, 2017), pp. 1–3

12. A. Gonzalez, Big data y analítica en Colombia: A un paso de despegar (2014). https://
searchdatacenter.techtarget.com

13. KDnuggets,What Main Methodology are you Using for Your Analytics, Data Mining, or Data
Science Projects? (KDnuggets, 2014) https://www.kdnuggets.com/polls/2014/analytics-data-
mining-data-science-methodology.html

14. H. Achmad, V. Sabur, A. Pritasari, H. Reinaldo, Data mining and sharing to create usable
knowledge, implementation in small business in Indonesia. Sains Humanika 2, 69–75 (2016).
(Indonesia)

15. M. Dittert, R. Härting, C. Reichstein, C. Bayer, A Data Analytics Framework for Business in
Small and Medium-Sized Organizations, vol. 73 (Springer, Germany, 2018), pp. 1–13. https://
doi.org/10.1007/978-3-319-59424-8

16. V. Menéndez, M. Castellanos, Software process engineering metamodel (SPEM). Rev. Lati-
noam. Ing. Softw. 3(2), 92–100 (2008). https://doi.org/10.18294/relais.2015.92-100

17. DataCamp, The Data Science Industry: Who Does What (2018). https://www.datacamp.com/
community/tutorials/data-science-industry-infographic

https://doi.org/10.1016/j.is.2014.06.004
https://doi.org/10.1109/mc.2009.61
https://doi.org/10.7763/ijtef.2013.v4.283
http://www.ctcp.gov.co
http://ccong.org.co/
https://doi.org/10.9790/0661-17643543
https://searchdatacenter.techtarget.com
https://www.kdnuggets.com/polls/2014/analytics-data-mining-data-science-methodology.html
https://doi.org/10.1007/978-3-319-59424-8
https://doi.org/10.18294/relais.2015.92-100
https://www.datacamp.com/community/tutorials/data-science-industry-infographic


Bridges Strengthening by Conversion
to Tied-Arch Using Monarch Butterfly
Optimization

Orlando Gardella, Broderick Crawford, Ricardo Soto, José Lemus-Romani,
Gino Astorga and Agustín Salas-Fernández

Abstract The problem existing in bridges that collapse due to undermining of the
piers that sustain it, as well as collapses due to hydraulic action, generate high costs
that can be reduced, making the repair of its structures. It is possible to reinforce
them by modification, incorporating cable-stayed arches, and tensioning of hangers
to support them. In this paper, a new approach is presented to solve the problem
effectively, using a modern metaheuristic based on nature called monarch butterfly
optimization it works imitating the way of migration, who uses the monarch butter-
flies. The results obtained are compared with those provided by black hole algorithm
through the use of a known statistical test.

Keywords Reinforcement of bridges · Metaheuristics · Optimization · Monarch
butterfly optimization · Combinatorial optimization
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1 Introduction

Currently, the repair of bridges [12] is being studied, constructions that serve to
connect two spaces that could not otherwise be accessed. The construction of new
bridges may take several years, and a lot of money must be invested. One of the main
problems that occur in bridges is the scouring of piers that sustain them as a result
of hydraulic action [1, 4]. For this reason and despite the fact that there are other
repair techniques, one solution is to modify the structure of the bridge, incorporating
a solid steel arch that joins from end to end, and holds the board bymeans of hangers.
The tensioning of hangers must be done sequentially and accurately, since any error
can cause damage to the structure or simply its collapse [7]. To solve a problem like
this one of great complexity, algorithms inspired by nature have been developed. In
this research, monarch butterfly optimization (MBO) will be used to calculate the
order and magnitude of the tessellation, which is a metaheuristic population-based
algorithm, which is inspired by the migratory behavior of monarch butterflies. For
the modeling of the bridge and the problem itself, we will use SAP2000 [11], a
software for the analysis and design of structures, which allows through an API to
pass information from ametaheuristic technique to the bridge, aswell as request from
it properties and relevant information of the structure. The API contains predefined
functions that can be invoked from a library in different programming languages,
allowing a realistic modeling of the bridge. The bridges, meanwhile, are predesigned
in the software to separate their design and structuring of the optimization algorithm.

2 Problem

To build a new bridge requires investing high costs of money, also while it is being
built, habitual traffic between two ends separated bywater is disabled. For this reason,
it is appropriate to reinforce the bridges to prolong the useful life of these and to
lower the costs resulting from a collapse. The main causes of a bridge collapse are.
1. Scouring, removal of support material caused by water. 2. Erosion, wear produced
on the surface produced by the rubbing ofwater. 3. Corrosion, deterioration generated
by oxidation. To reinforce the bridges, a reinforcement was proposed by means of
a arch that goes over the bridge deck from end to end. The construction process
includes installing the arch to hold the hangers and the net that will support the
board, tensioning them sequentially, and eliminating strains. The hangers can not
be tightened simultaneously, also the combination between the tensioning order and
the applied force must maintain the original bridge forces, that is, the difference in
stresses of the modified board must be minimal with respect to the original board. On
the other hand, excessive forces of tension in the hangers can cause damage to the
board and even the collapse of the bridge. To obtain the efforts of the original board
of a bridge without arch or hangers, the SAP2000 software is used. Once the hangers
and the arch are installed, the hangers are sequentially tensioned with an adequate
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tension (to be found using an optimization algorithm). To evaluate the effectiveness
of the tensioning, the efforts of the board with the new configuration are calculated
through the same SAP2000 software.
Data to obtain from the original bridge (Eq.1):

σoi ,k = Moi,ki

I oi
; k ∈ {1, 2, ..., k}, i ∈ {1, 2} (1)

Moi,k = Vector that has the moment of the beam i of the original bridge for each
cut k
vi = Distance from the neutral axis to the fiber furthest from the beam i
I oi = Inertia of the original bridge, on the beam i
i = Beam
k = Cross-section.

Data to be obtained from the modified bridge (Eq.2):

σmi ,k = P

A
+ P · e · Vi

ImTOTAL
+ Mmi,k · vi

Imi
; k ∈ {1, 2, ..., k}, i ∈ {1, 2} (2)

Mmi,k = Vector that has the moment of the beam i of the modified bridge for each
cut k
Imi = Inertia of the modified bridge, on the beam i
ImTOTAL = Total inertia of the modified bridge beams
e = Eccentricity of the external prestressed strut
A = Total area of the board
P = Total axial effort, including losses.

2.1 Objective Function

Considering that the main objective is to maintain the properties of the beams of the
board (that is to say, the efforts in each cut), the objective function is defined as the
sum of the difference both higher and lower stresses, for each of the K cuts of each
of the two beams, represented in Eq.3

min
2∑

i=1

K∑

k=1

|σoi ,k − σmi,k | (3)

where σoi ,k is the tension of the original bridge on beam i and on the cut k. In as
much, σmi ,k is the tension of the modified bridge in the beam i and in the cut k.
This function is evaluated for both the lower and higher tensions of the board, and
the objective is to minimize the differences.
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2.2 Constraints

The constraints for the problem are the following:

• The hangers can not be tightened simultaneously (Eq.4 and 5).

ord1, ord2, ..., ordn ∈ {1, 2, ..., n} (4)

ordw �= ord j ; ∀ j, ω con j �= ω; j, ω ∈ {1, 2, ..., n} (5)

• The effort of the modified bridge deck must not exceed the limits of the modified
admissible band (Eqs. 6–9)

σm ≥ σo (6)

σm ≥ fct (7)

σm ≤ fcmax2 (In intermediate stages) (8)

σm ≤ fcmax (In final stage) (9)

σm = Tension (upper or lower) in the modified bridge beams
σo = Tension (upper or lower) in the original bridge beams
fct = Maximum tensile stress admissible by concrete
fcmax2 = Maximum compression stress due to concrete, enlarged
fcmax = Maximum compressive stress admissible by the concrete.

3 Monarch Butterfly Algorithm

In nature, the population of monarch butterflies (MB) of the North American east
is known by its migration toward the south during the end of summer/autumn from
the north of EE.UU. and southern Canada to Mexico. In MB optimization [10], all
individuals of the MB are found in two different locations. Northern USA and the
Southern Canada–USA (location one) in addition toMexico (location two). As a con-
sequence, the locationsMBare it behaves the twomodes. First, through themigration
operator and the migration rate, the position is updated generating the descendants. It
is followed by tuning the positions for other butterflies by means of butterfly adjust-
ment. In other words, the migration operator and the butterfly adjustment operator,
determined the search direction of the MB in the MBO algorithm The sum of new
butterflies in the two modes it stays constant, being the initial population the one
that defines the amount of butterflies, in order to keep the unchanged population and
minimize evaluations.
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The following rules summarize the migration behavior of MB:
Rule 1. All MB are only found on earth one or earth two. That is, MB on earth one
and earth two make up the entire MB population.
Rule 2. Each individual MB child is generated by theMBmigration operator on land
one or on land two.
Rule 3. For the population to stay constant, and MB will disappear when generating
a new child. In the MBO algorithm, the new MB by presenting a better fitness who
an old MB, the replacement is done. Next to this, it may be that a new child presents
worse performance fitness; in this case, we proceed to discard this solution. When
this case is presented, the father remains, without being replaced.
Rule 4. Individuals of the MB that present better fitness are maintained for the next
generation, where no operator can modify them. To ensure the quality and effective-
ness of the MB population, avoiding deterioration with the increase of iterations.

3.1 Migration Operator

Simplifying the migration process, it can be summarized that MB stay on earth from
April 1 to August (5 months) and land September 2 to March (7 months). Therefore,
the number of MB on earth one and earth two is ceil (NP · p) (NP1) and NP − NP1
(NP2), respectively. Here, ceil(x) rounds x to the nearest integer greater than or equal
to x ; NP is the total number of the population; p is the proportion of MB on land
one. MB on earth one and earth two are called subpopulation one and subpopulation
two, respectively. This migration process can be expressed as follows (Eq.10).

xt+1
i,k = xtr1,k (10)

where xt+1
i,k indicates the k-th element of xi at generation t + 1 that presents the

position of the MB i .
xtr1,k indicates the k-th element of xr1 that is the newly generated position of the MB
r1. t is the current generation number.
MB r1 is selected randomly from Subpopulation one.
When r ≤ p, the element k in the newly generated MB is generated by Eq.10. Here,
r can be calculated as (Eq. 11).

r = peri · rand (11)

peri indicates period migration and is set to 1.2 (12 months a year)
rand is a random number drawn from uniform distribution.
When r > p, the element in the newly generated MB is generated by Eq.12.

xt+1
i,k = xtr2,k (12)
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Fig. 1 Algoritmo 1, Migration operator

where xtr2,k indicates the k-th element of xr2 that is the newly generated position of
the MB r2.
MB r2 is selected randomly from subpopulation two (Fig. 1).

3.2 Adjusting Operator Butterfly

The position of the MB can also be updated by the adjusting operator butterfly. For
all the elements in MB j , if a randomly generated number rand is smaller than or
equal to p, it can be updated as Eq.13.

xt+1
j,k = xtbest,k (13)

where xt+1
j,k indicates the k-th element of x j at generation t + 1 that presents the

position of the MB j .
xtbest,k indicates the k-th element of xbest that is the best MB in Land one and Land
two.
t is current generation.
if rand is bigger than p, it can be updated as Eq.14

xt+1
j,k = xtr3,k (14)
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where xtr3,k indicates the k-th element of xr3 that is selected randomly in land two.
Here, r3 ∈ 1, 2, . . . , N P2. Under this condition, if rand > BAR, it can be further
updated as follows Eq.15.

xt+1
j,k = xtj,k + αx(dxk − 0.5) (15)

Where BAR indicates butterfly adjusting rate. dx is the walk step of the MB j than
can be calculated by performing Lévy flight Eq.16.

dx = Levy(xtj ) (16)

In Eq.15, α is the weighting factor that is given as Eq.17.

α = Smax/t
2 (17)

where Smax is max walk step that a MB individual can move in one step and t is the
current generation (Fig. 2).

Fig. 2 Algoritmo 2, butterfly adjusting operator
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4 Implementation

This problem was presented by Valenzuela [9] using genetic algorithm and was
compared to black hole algorithm [2, 3] (BH) by Matus [8]. BH obtained better
results; in this work, we compare MBO with BH (Table1).

Order contains natural numbers and represents the order in which the magnitudes
of force for each N suspender cable will be applied.
Magnitude contains real numbers that represent the percentage of tensile force that
will be applied for each N suspender cable (Fig. 3).
The constraints will be reviewed by the SAP2000 software.

Table 1 Representation of solution for N = 3

3 1 2 0.99 0.87 0.28

Order P1 Order P2 Order P3 Magnitude P1 Magnitude P2 Magnitude P3

Fig. 3 Algoritmo 3, monarch butterfly optimization algorithm
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4.1 Parameter Settings Used in Experiments

Parameter configuration was performed using the parametric sweep technique [5].
The instances in MBO were executed with the configurations shown in Table 2.

4.2 Experimental Results

MBO was implemented in Python 3.7 and executed on four servers. A physical
server with Intel Xeon processor with 4 cores of 2.33 Ghz, 4 GB of RAM and three
VMWare virtual servers with Intel Xeon processor with 2 1.9 Ghz virtual cores, 4
GB of RAM. All of them with Windows 7 operating system.
The problem contains 11 instances. Each of them was executed in 15 experiments.
The following tables show the comparisons of results obtained in MBO and BH
by Matus [8]. Where BH corresponds to a black hole algorithm, MBO a monarch
butterfly optimization.

Table3 shows the minimum fitness values of MBO and BH and the difference
between each of them.

Table 2 MBO settings

Population p BAR Smax peri D Iterations

6 5/12 5/12 1 1.2 3 1000

Table 3 Fitness differences

Instance Min. MBO Min. BH Difference

AB-TC 527,402,607 517,068,779 10,333,827

CC-TC 525,414,720 515,608,056 9,806,664

CR-AA1 518,490,642 511,024,809 7,465,833

HW-TC 526,378,552 516,990,684 9,387,868

PT-TC 529,781,444 517,173,901 12,607,543

PV-TC 530,093,584 517,407,410 12,686,174

RC-AA1 518,146,374 510,072,744 8,073,630

RD-AA1 521,011,555 508,556,024 12,455,531

TC-TC 535,136,905 519,571,134 15,565,771

VC-TC 526,331,613 515,963,267 10,368,345

WR-TC 526,673,501 518,685,865 7,987,636
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Fig. 4 Instance distribution

4.3 Instance Distribution

The distribution of the data obtained by the two algorithms is compared through
violin plot (Fig. 4). All the plots show that the MBO is stuck in the local optimum
unlike BH.

5 Comparison Between

To show the differences between MBO and BH, it is necessary to perform statistical
tests. Tests were carried out withMann–Whitney–Wilcoxon [6] because the distribu-
tion of the data can not be defined a priori and also it is independent samples. Below
are the results for each of the instances (Table4).

For all instances, the same results are presented, MBO is better than BH with an
error rate of 99%, which indicates that MBO has worse results than BH.

Table 4 p-value Mann–Whitney–Wilcoxon test

Instance 2 better than 1 1 better than 2

AB-TCV 1.5296211e-006 0.99999847

CC-TCV 1.53348888e-006 0.999998467

CR-AA10 1.39924268e-006 0.999998601

HW-TCV 1.53348888e-006 0.999998467

PT-TCV 1.5296211e-006 0.99999847

PV-TCV 1.48760546e-006 0.999998512

RC-AA10 1.40283555e-006 0.999998597

RD-AA10 1.53348888e-006 0.999998467

TC-TCV 1.53348888e-006 0.999998467

VC-TCV 1.87011077e-006 0.99999813

WR-TCV 1.53348888e-006 0.999998467
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6 Conclusion

The new algorithm was used to solve the problem of bridge reinforcement through
cable-stayed arch. As can be seen, the results obtained indicate that the MBO algo-
rithm is not better than BH to solve this problem, according to what is corroborated
by the statistical analysis carried out. In the future, we can work on some modifi-
cations that allow us to get out of stagnation, which could be the use of automatic
configuration of parameters through tools external to the metaheuristics, or imple-
menting autonomous search in the algorithm, so that one or more parameters can be
regulated according to the problem.
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Deep Learning Approach for IDS

Using DNN for Network Anomaly Detection

Zhiqiang Liu, Mohi-Ud-Din Ghulam, Ye Zhu, Xuanlin Yan, Lifang Wang,
Zejun Jiang and Jianchao Luo

Abstract With the astonishing development of the Internet and its applications in
the last decade, cyberattacks are changing quickly, and the necessity of protection
for communication network has improved tremendously. As the primary defense, the
intrusion detection system plays a crucial role in making sure the network security.
Key to intrusion detection system is actually to determine a variety of attacks effec-
tively as well as to adjust to a constantly changing threat scenario. DNN or Deep
Neural Network on NSL-KDD dataset for effective detection of an attack. Firstly,
the dataset was preprocessed and normalized and then fed to the DNN algorithm to
create a model. For testing purpose, entire dataset of NSL-KDDwas used. Finally, to
analyze the accuracy and precision of theDNNmodel, we use accuracy and precision
matrices. The proposed DNN-based strategy enhances network anomaly detection
and opens new analysis gateway for intrusion detection systems.

Keywords Deep learning · DNN · Intrusion detection system · Network security

1 Introduction

Together with the progressively in-depth amalgamation of social life and the Internet,
theWeb is changing how people learn and work, though additionally, it exposes us to
progressively powerful security threats. Cybersecurity is a pair of processes and tech-
nologies created to safeguard computers, networks, data, and programs from unau-
thorized access and attacks, modification, and obliteration. A substantial research
milestone in the information security area is the intrusion detection system. It can
quickly determine an intrusion, which may be a continuing intrusion or may be an
intrusion which has currently transpired. Involving the critical difficulties in cyber-
security will be the provision of an effective and robust intrusion detection system.
The way you can identify many network attacks, mainly not earlier seen attack types,
is a crucial issue being resolved urgently.
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Normal system behavior and network traffic, to analyze the network behavior, are
studied by anomaly-based methods. They discover the anomaly or attack whenever
the system or network behavior deviates from the standard or general behavior.
Anomaly-based methods are more used because of their adaptation capabilities to
zero-day or new attacks. Another advantage of using anomaly-based methods is that
profile for normal behavior of a system or network is different for each application,
protocol, thus making it hard for the attacker. Furthermore, the information on which
attack alert is triggered is usually to identify the misuse. The main downside of using
anomaly-based technique is the higher rate of false identification of attack or known
as a false alert. The false alert iswhen it is normal traffic but identified as an attack. The
reason behind this is before unseen activity which categorized as attack or anomalies.
Traditional and less effective signature-based anomaly detection methods are used
regardless of advancement in the IDS technology. There is much reason behind this,
associated cost as well as high false error rate, lack of reliable training and testing
network traffic data and sustainability of the behavior system, are one of the many
factors for this averseness to transition. Reliance on these kinds of techniques, in the
current situation, leads to ineffective and inaccurate detection. The particulars of this
particular challenge are making a commonly recognized anomaly detection method
capable of overcoming limitations brought on by the continuing changes happening
in contemporary networks.

Machine learning methodologies [1] happen to be popular in identifying differ-
ent kinds of attacks along with a machine learning strategy can assist the system
administrator to go up the equivalent procedures for stopping intrusions. Neverthe-
less, because of feature engineering and brief learning, traditional machine learning
cannot handle the anomaly or attack problem which occurs in a real network envi-
ronment. Combined with the vibrant advancement of information sets, many classi-
fication jobs can result in reduced accuracy. Besides, for high-dimensional learning
alongwith considerable learning, brief learning is not suitable for efficient evaluation
and prediction. On the other hand, deep learning overcomes this problem, and it can
get far better information from the given data and thus can create a far better model.

ML is a subsequent part of AI and is related to computational statistics that is also
focused on predicting using machines/computers. Since mathematical optimization
provides essential techniques and principals to the domain industry, it has a reliable
connection with machine learning (ML). ML is often time conflated with the data
mining which is more about data analysis and is known as unsupervised learning.
Behavioral profiles for different entities can be created using ML, and by utilizing
those behavioral profiles, anomalies can be identified. ML “is a field of study which
provides computer the capability to find out without being programmed,” as defined
by Arthur Samuel. Although the second subfield concentrates, ML is at times con-
flated with data mining more on exploratory data analysis, and it is recognized as
unsupervised learning.

DL is a brand-new area in machine learning studies. The inspiration of it is based
on the establishment of neural networking which simulates the human brain for
analytical learning. The human mind mechanism to understand information like
pictures sounds, as well as texts, is mimicked by it.
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The idea of deep learning,whichoffers the desire for solving the optimization issue
of the deep structure, was proposed by Hinton in 2006. Adhering to this particular,
several related theoretical and functioning investigation research papers published
with outstanding achievements [2] that centered on speech recognition, action recog-
nition, and image recognition. The simple fact that deep learning theory, as well as
technological innovation, has had a swift advancement in the past few years means
that a brand-new era of artificial intelligence has opened and offered an entirely new
method to build smart intrusion detection technology.

An artificial intelligence-based anomaly detection system, developed by using a
DNN or deep neural networks, is proposed in this paper. The advanced version of the
KDDCup99 dataset, NSL-KDD dataset, is used in this study. Performance metrics
like accuracy, recall, f-measure, and the false alarm rate are used to calculate the
efficiency and effectiveness of the purposed system.

2 Related Works

2.1 Intrusion Detection Researches

In the continually expanding world of network, network and information secu-
rity become more and more dependent on intrusion detection systems. To maxi-
mize the anomaly detection mechanism and increase its accuracy and precision,
supervised/semi-supervised and unsupervised machine learning approaches are in
use. KNN [3], naïve Bayes, decision trees, support vector machines [4], and artificial
neural network [2] are few of the examples.

Liskov et al. [5] provided a comparative assessment of supervised as well as
unsupervised learning approaches about the detection accuracy of theirs and ability
to identify unidentified attacks. Martinez-Balleste and Solanas [6] offered clustering
algorithms for anomaly detection. Bhattacharyya et al. [7] compared the effectiveness
of the NSL-KDD dataset on distinct classification algorithms such as naïve Bayes,
support vector machines, as well as decision trees [8].

An SVM-based intrusion detectionmodel on NSL-KDD dataset was presented by
Wang et al. [9]. They claim to achieve the 99.92% accuracy. Though, critical details
about the NSL-KDD dataset, e.g., training/testing samples and dataset statistics.
Also, in the case of large data size, the performance of SVM [4] declines. Since
during the network analysis, network traffic data is enormous, so SVM [4] is not an
appropriate choice.
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2.2 DNN

ANN [2] is considered to be the subsequent part of the ML or machine learning.
Professors McCulloch and Pitts [10, 11] presented the first research paper regarding
the neural network with the title “A Logical Calculus of the Ideas Immanent in
Nervous Activity.” That paper explained the behavior of the human neural network
and presented a concept of ANN, the first time in history.

With the availability of ReLU, BP or back-propagation, and dropout, trend for
DNN is developing very fast. An deep neural network consists of input, output, and
hidden layers. Each layer has multiple nodes, and all the computation is performed
on these nodes, basically simulating the working of neurons in the human neural
network. By multiplying the weight with the input value, we get the magnitude of
the reaction whenever a node shows stimulus of a particular degree or above. Since a
node has many inputs, each input carries different weights so that these weights can
be adjusted among different inputs. Sum of all multiplied values is fed to activation
function, and output is used for regression or classification analysis. Use of DNN
[12] is extensive in many fields including image recognition, prediction, and learning
systems.

2.3 Dataset

Analysis showed that KDD Cup 99 dataset carries the statistical issues which lead
to poor approximation and estimation. Those issues were addressed in NSL-KDD
dataset. Some files are available to download, for further studies and research. The
table shows the detail about each file. NSL-KDD dataset enhances some of the
shortcomings of the KDD Cup 99 dataset. The dataset consists of train and test
dataset named as KDDTrain+ and KDDTest+, respectively. The test dataset has a
distinct number of typical network traffic records, and it covers four significant attack
classes as shown in Table 1.

1. KDDCup 99 dataset have the problem of containing redundant records. All such
records are removed in NSL-KDD dataset to make its classifier able to produce
unbiased results.

Table 1 Attack classification

Attack class Attack type

DOS Back, Land, Neptune, Pod, Smurf, Teardrop, Apache2, Udpstorm, Processtable,
Worm

PROBE Satan, Ipsweep, Nmap, Portsweep, Mscan, Saint

R2L Guess_Password, Ftp_write, Imap, Phf, Multihop, Warezmaster, Warezclient,
Spy, Xlock, Xsnoop, Snmpguess, Snmpgetattack, Httptunnel, Sendmail, Named

U2R Buffer_overflow, Loadmodule, Rootkit, Perl, Sqlattack, Xterm, Ps
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2. Enough number of records are available to train and test the model.

The specific types of attacks classified into four major categories. Table 1 shows
the detail.

3 DNN-Based Network-IDS

The proposed intrusion detection system (IDS) is illustrated in Fig. 1.

3.1 Preprocessing and Normalization of Data

NSL-KDD dataset enhances some of the shortcomings of the KDD Cup 99 dataset.
The dataset consists of train and test datasets named as KDDTrain+ and KDDTest+,
respectively.The test dataset has a distinct number of typical network traffic records—
the neural network based on numeric values. We cannot use NSL-KDD dataset
directly because of the presence of non-numeric features in the dataset. To overcome
this, non-numeric features are converted using 1 − n numeric encoding.

1. One of the three non-numeric features of NSL-KDD dataset is “protocol-type”
feature. Protocol-type feature has three distinct attributes, and these three distinct
attributes encoded in binary vectors as (1, 0, 0), (0, 1, 0), (0, 0, 1).

2. Rest of the two non-numeric features in NSL-KDD dataset are “service” and
“flag.”. Flag feature consists of 11 unique attributes, and service feature consists
of 70 unique attributes. Just like the “protocol” feature, “service” and “flag” will
also be encoded into numeric values.

Fig. 1 General DNN-IDS
workflow
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Fig. 2 Classic DNN (deep neural network)

3.2 DNN Model

A classic DNN model is showed in Fig. 2. For this particular study, we use a deep
neural network with 200 hidden layers.

3.3 Activate Function

We use ReLU as the activation function. ReLU can improve the performance since it
has the complicated classification better whichmakes it unique and better performing
then linear activation function.

3.4 Back-Propagation

The stochastic optimization [13] method is used for back-propagation [14] often
known as an optimization.
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4 Experimental Results

4.1 Experimental Environments

Due to the complex calculation of DNN, we use GPU to spend less time building the
model. From some GPUs available for deep learning, Intel i7 with 32 GB RAM and
NVIDIA GTX used for training and testing of the model.

4.2 Evaluation Measure

Almost all performance metrics are used to evaluate the overall performance of the
proposed approach of ours. The attribute values that resulted from the training in
addition to being testing processes of the NSL-KDD dataset are utilized to calculate
these general performance metrics. That classification (or prediction) result divided
into four classes:

• True positive (TP): correct positive classification, i.e., identified anomaly occur-
rence correctly, as an anomaly.

• False positive (FP): Incorrect positive classification, i.e., identified regular occur-
rence wrongly, as an anomaly.

• True negative (TN): Correct negative classification, i.e., identified normal occur-
rence correctly as normal.

• False negative (FN): Incorrect negative classification, i.e., identified anomaly
occurrence wrongly as normal.

Performance metrics are calculated from the following:

• Accuracy (AC): AC indicates the total percentage of correct predictions (true
positive or true negative), which is obtained by Eq. 1

Accuracy (AC) = TP + TN

TP + TN + FP + FN
(1)

Precision (P): p signifies the percentage of accurate predictions; It is obtained
by dividing the total correct predictions with the total number of true and false
predictions demonstrated in Eq. 2

p = TP

TP + FP
(2)

Recall (R): Recall (R) signifies the correct percentage of accurate predictions of
attack which we get by dividing it by the total number of attacks or intrusions, as
shown in Eq. 3
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Fig. 3 Performance comparison of traditional machine learning models and DNN model

Recall = TP

TP + FP
(3)

F-measure (F): It is thought to be the most crucial statistic of network intrusion
detection which presents each precision (P) and also recall (R), as revealed in Eq. 4

F-measure = 2 ∗ P ∗ R

P + R
(4)

Figure 3 shows the performance of DNN in all are four metrics. Average accuracy
of DNN is approximately 93% which is pretty good as compared to the traditional
machine learning algorithms.

5 Conclusion and Future Work

The proposed approach in this paper is another mean of detecting network anomalies
in network traffic.Utilizing theDeepNeuralNetwork (DNN)model improve not only
the efficiency and accuracy of the detection but also theDNN can handle large dataset
size. An improved version of KDDCUP99 dataset, NSL-KDD dataset, is used for
both training and testing purposes. Not only drastically high precision and detection
rate, averaging 97% but also false alarm rate decreased. Studies significantly to
date have analyzed and classified only traffic data. Future work will be focused on
developing an RNN-based model to overcome the DDoS attack type.
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Outlier Detection Method-Based KPCA
for Water Pipeline in Wireless Sensor
Networks

Mohammed Aseeri, Oussama Ghorbel, Hamoud Alshammari,
Ahmed Alabdullah and Mohamed Abid

Abstract Water is considered as the most important resource in our life. Pipelines
are considered as very important solution to transport water. So, due to the existence
of the harsh environmental condition, different detectionways are not great tomonitor
pipelines. Therefore, all used systems need to be improved to become more efficient.
For this reason, wireless sensor networks (WSNs) are used in water pipeline field.
This latter are employed to solve different problems. In this paper, the low-cost
damage detection technique for outlier is provided to discuss the task amounts. Our
proposed solution uses kernel principal component analysis (KPCA). We aim at
analyzing the nature of information. Determine if it is normal or abnormal to help
to identify specific events in WSN field for water pipeline. Using real data collected
from different stations inWSNs, this solution shows a higher performance in finding
abnormal data.

Keywords Outlier detection method · Wireless sensor networks · Data
classification · Kernel principal component analysis · Feature extraction
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1 Introduction

Outlier detection has gained recently a very important role in water network to detect
damage. Based on global sources for water loss around the world, it tells that various
countries have a loss range of 20–30%. An economic loss is produced by undetected
leak. It increases the charge of water supply networks. Then, systems of monitoring
and diagnostic water are developed to be used for damage detection as soon as
possible [1]. Damaged pipeline causes huge economic and raw material losses as
shown in Fig. 1. These techniques increase the on-line system of water distribution.
It gives the possibility of detecting events that deviate from the expected values.
Also, it can be associated with leakage, bursts, or water quality contamination [2].

In the literature, numerous multivariate statistical techniques for outlier detection
systems are developed like Fisher discriminant analysis (FDA), principal component
analysis (PCA), etc. [3]. In comparison, the PCA approach generally represents high-
dimensional process data in a reduced dimension via reconstruction. To detect outlier,
we use wireless sensor networks (WSNs). This latter contain a big number of low-
cost sensors forming an ad hoc network [4].Most applications inWSNs need reliable
data to give to the end user pure information [5].

Chosen as a best solution, outlier detectionmethods provide good gainful informa-
tion and allow elaboration of obtained data [6]. The use of kernel principal component
analysis (KPCA) is considered as a new field in wireless sensor networks (WSNs).
Compared to oldest data collection methods, WSNs can provide continuous mea-
surements of physical phenomena by sensor nodes.

KPCA used by outlier detection solution in WSNs considered as the main con-
tribution of our work. So, based on real data from CRNS and SONEDE, the model
is tested and results are interesting in terms of high detection rate and reduced false
alarm.

Fig. 1 Visual inspection of damage water pipeline
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The paper is made up as follows. Related work is presented in Sect. 2. Section 3
depicts different categories of outlier in WSNs. Section 4 describes mathematical
fundamentals of kernel PCA. Obtained experimental results are displayed in Sects. 5,
and 6 concludes the paper.

2 Related Works

Various applications like health, leak detection, military, agriculture, etc., are based
on a key parameter. It can help efficiently for water leak in pipeline. For example, it
prevents from certain events produced in forest by fire or climate change Based on
the work presented by [6], they use solution based on KPCA. This solution detects
the outlier and classifies data. Based on several equipments of sensors in wireless
sensor networks (WSNs), they help to measure leak of water, temperature, pressure,
fertility, etc.

Nowadays, kernel principal component analysis (KPCA) becomes an important
algorithm which attracted researchers attentions because it produces a very high
practical performance. It transforms data to a high-dimensional space [7] as described
in Fig. 2.

Using KPCA, the volume of training data is considered higher compared to PCA.
So, the amount of estimated principle components presents also a big number. The
KPCA process shows efficiently in nonlinear systems compared with linear PCA
process. Principal basic KPCA detail can be shown in [8]. Based on Scholkopf et al.
work, KPCA is considered as efficient nonlinear dimension reduction technique of
data. It transforms the input data into a higher-dimensional feature space. In feature
space, by applying a linear operation, this latter can be applied in input space. Kernel
PCA is considered as best dimensionality reduction technique [9]. So, it detects and
classifies outlier data.

Fig. 2 Representation of KPCA techniques in WSNs
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Fig. 3 Different sources of
outliers in WSNs

3 Outlier Detection Technique

Outlier considered as specific word for inconsistent values, errors, noise, or duplicate
data. Systemperformancewas reduced by these abnormal values that affect the nature
of data. The data sources of outliers are divided into three types occurred in WSNs
as follows: errors, events, and malicious attacks as shown in Fig. 3.

In several real-life applications, using outlier detection technique is important
in different fields, such as environmental monitoring, fire monitoring, surveillance
monitors, medical monitoring, and precision agriculture [10]. Sensors are considered
as low energy and low cost in wireless sensor networks. So to improve robustness,
outlier detection method is chosen as the best one [11]. Outlier detection method is
evaluated in wireless sensor networks while maintaining to minimize the resource
consumptions [12]. To have an important detection rate, we require the use of outlier
detection solution while keeping a low false alarm rate. A receiver operating charac-
teristic (ROC) has been used to show the detection rate and false alarm rate. However,
many problems can be summarized to detect abnormal data described below: out-
lier detection application, identifying outlier source, dynamic network topology, etc.
[13].

4 KPCA: Kernel Principal Component Analysis

A description of mathematical foundation of kernel principal component analysis
(KPCA) is provided in this section. It supports the outlier detection scheme pro-
posed in this work. Kernel PCA is an extension of standard PCA for distributions
of nonlinear data [14]. This distribution is assumed that consists of (n) data points
xi ∈ R

d . So, PCA is projected to (F) named higher-dimensional space.

Xi → �(Xi ) (1)
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Using previous space, the PCA is applied and this latter has been computed. The
vector � (Xi) appears within scalar products [15], and the mapping data has been
omitted. So, based on k(x, y), it replaces (�(x)·�(y)) named scalar product and gives
a good results. Based on KPCA, an eigenvector V of the covariance matrix in (F) is
considered a linear combination of points � (Xi).

V =
n∑

i=1

αi �̄(Xi ) (2)

with

�̃(Xi ) = �(Xi ) − 1

n

n∑

r=1

�(Xr ) (3)

Firstly, the vectors �̃(Xi ) are chosen after it centered in the origin of F. Secondly,
(αi) are noted as the components of a vector (α). Finally, the vector is considered as
an eigenvector of the matrix:

K̃i j =
(
�̃(Xi ).�̃(X j )

)
.

Chosen (α) length by taking into consideration that V (considered as a PC) have
the length: ||V||= 1⇔ ||α||2 = 1/λ, such that λ is the eigenvalue of K̃ wish correspond
(α) value. However, �̃ is changed by (3) to compute K̃ that gives K̃i j demonstrated
below:

K̃i j = Ki j − 1

n

n∑

r=1

Kir − 1

n

n∑

r=1

Kr j + 1
n2

n∑

r,s=1

Krs (4)

5 Experimental Results

To validate the proposed models, an evaluation of the algorithms has been realized
to analyze outliers in water pipeline. An experimental campaign has been used to
validate the robustness of our solution. Also, a practical experimentation has been
evaluated in Digital Research Center Techno-park Sfax (CRNS). The laboratory
demonstrator equipment is presented in Fig. 4. It is composed of 25 m pipes which
have 32 mm as shown in Fig. 4.

We use varied conditions to test our algorithm. So, damage in water pipeline is
identified by data gathered from dynamic and static environments. The pressure data
was performed in experimentation, and the database contains 694 samples.
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Fig. 4 Testbed water pipeline demonstrator

Table 1 presents the different percentage obtained by KPCA and PCA validated
using two databases named CRNS and SONEDE. For the first one, it is the data
collected from the Testbed demonstrator realized in the Digital Center of Sfax in
Tunisia, and for the second one, it is a national company for water distribution.

In our experimentation, the comparison results realized by kernel principal com-
ponent analysis demonstrate that this latter is competitive for detecting outliers in
water pipeline. For example, obtained value from CRNS dataset is 0.9924 and that
obtained from SONEDE dataset is 0.9903 which are almost similar. Based on pre-
vious experiments, we conclude that KPCA algorithm gives a very interesting result
compared to other methods specially in detecting outliers in pipeline. Because many
potential outliers (which is the leak in our case) would not be detected, existingmeth-
ods are considered unreliable for this kind of detection. So, an advantage offered by
KPCAalgorithm is that can be applied on a big datasets compared to PCA in detecting
outliers as mentioned in Table 2.

Table 1 PCA and KPCA on the real datasets

CRNS SONEDE

KPCA 0.9924 0.9903

PCA 0.8588 0.8617

Table 2 False positive rate and detection rate-based KPCA on CRNS dataset

Nodes

N1 N2 N3 N4 N5 Average

DR (%) 99 100 99 98 98 99

FPR (%) 1 0 1 2 22 1
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6 Conclusion

A useful solution is presented in this work that detects outlier based on KPCA in
WSNs. After applying the KPCA on the collected data, the system determines the
category of this point as a normal or abnormal one. However, locate the sensor that
provides the wrong values.

We use in our experiment two real datasets named CRNS and SONEDE. After
using KPCA, we conclude that this latter (as shown in Table 1) gives good results.
However, KPCA is a perfect algorithm that detects outliers compared to other meth-
ods on water pipeline in wireless sensor network domains.
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Abstract Business intelligence (BI) has undergone constant changes currently, due
to the increasing emergence of new technologies, which are introduced to improve
the processes inherent in decision-making in organizations. However, not all users
are familiar with the tools of a typical BI system, so there is a heavy reliance on the
assistance of information technology (IT) technicians in the area of data extraction
and exploitation (DEE), for ad hoc analyses. In this article, we intend to analyze
some DEE tools on the market and their applicability to resolve and help these user’s
issues in their work environment. For this purpose, literature survey of these type
of users and their requirements was done; six DEE tools were selected, analyzed,
and experimented; a topology was defined to evaluate the DEE tools in order to
identify the one that best applies to business data extraction and exploitation from
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1 Introduction

Decision-making process is becoming a data-driven process [9]. In this sense, the
analysis and adaptation capabilities of the users, in contrast with the technologies
adopted, is a decisive factor for success. Aiming to help these users, to make the
high-grade decisions, after a meticulous literature revision, an experimental study
was conducted, by identifying some types of these users and classifying their styles
of interaction with data extraction and exploration (DEE) tools connected with data
repositories and business intelligence systems for ad hoc analysis. Likewise, elabo-
rating a topology for the evaluation and cataloging of DEE tools.

2 Background

Negash [8] points out that one of the fundamental purposes of business intelligence
systems is the ability to convert data into useful information and through human
analysis into knowledge. In the context of business intelligence, it is important to
distinguish data from information, since both are mutually interconnected, but come
from different processes and sources. Data are symbols that represent the properties
of objects or events [1, 3]. Davenport and Prusak [3, p. 2] also add that in an “organi-
zational context, data is more properly described as structured transaction records”.
Accordingly, for Bellinger et al. [2, p. 5], data represents a fact or statement of an
event unrelated to other concepts/facts and that the transition from data to informa-
tion, information to knowledge, and knowledge to wisdom, happens according to
their understanding. For this work, the structured data is imperative, since the tools
that deal with these, were evaluated in an ad hoc context and in connection with BI
systems. So, this type of data is presented as data organized in records with simple
data values (categorical, ordinal, and continuous variables) and stored in the database
management systems [9]. Examples: numbers, financial transactions, dates, etc.

3 Data Users

3.1 Users Classification

In order to accomplish the goals of this project, it was necessary to identify what type
of users there is in a data environment and what are their needs. According to Dyché
[4] users can be classified as: Inventors—non-traditional findings; Explorers—are
not sure what they are going to find, but they knowwhere to look; and Casual users—
rely on information circulated on a regular basis via standard reports. Eckerson [5]
presents a distinct classification, grouping users into two categories: Information
producers and information consumers. In the context of this work, it is important
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Table 1 Casual user classifications

Class Description Role Analytical
needs

Layout
preferences

Channels

Viewer View static
reports and
dashboards

Executives,
responsible
for sales and
employees

Questions
anything to
the analysts

Supplementary
tables and
charts, static
presentation

Email, PDF
documents,
mobile
devices

Navigator Navigates and
performs
operations on
the data
contained in
the reports
and
dashboards,
looking for
more detail

Managers
who need
information
about
business
performance

Operations on
the data
(drill-down,
pivot,
ranking,
modify, etc.)
and requests
support from
analysts

Complex and
dynamic data
tables and
charts

Web
platforms and
mobile
devices

Explorer Explores data
from the
semantic
layer of BI
systems and
elaborates
simple reports

Analysts Ad hoc
exploration
and
elaboration of
simple reports

Semantic
layer and
interfaces of
point-and-
click

Desktop
Computers

Adapted from [6]

to evaluate the needs of casual users, because they are the end users, who depend
more on the support of IT technicians, to access, solve, and work the data with the
data extraction and exploration tools. Table 1 presents the Eckerson classification [6]
strategies to identify the needs and requirements of these users.

3.2 Types of Interaction

The way users interact to analyze, manipulate, and share the data and can vary
according to the infrastructure, capabilities, and user group. For the purposes of this
work, it is considered the term style, such as the form/intent of user analysis, as in
Lauer et al. [7], where only the following styleswere considered: self-service analysis
and reporting—empower users who do not have specific skills, to explore the data
and manipulate the available information; self-service data mashups—data mashups
are created by combining data from multiple sources; and scorecarding—a style that
describes highly summarized visualizations with key performance indicators (KPIs)
for predefined goals, such as a balanced scorecard.
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Local Machine - Windows 10

VMware Workstation Player 14

Virtual Machine - Windows Server 16

DW Adventure 
Works OLAP Cube EDD tools Visualization 

Interface

Fig. 1 Architecture of the environment for experimental study

4 Environment for Experiments

For the testing and evaluation of the set of tools selected, it was necessary to have a
planned context of data to perform data extraction and exploration tasks. By follow-
ing the Kimball life cycle, the Adventure Works data warehouse was implemented
through Microsoft (MS) SQL Server 2016 and Visual Studio data tools, incorpo-
rated in a virtual Windows Server 2016 installed in VMware Workstation Player 14.
Figure 1 presents the infrastructure created. The dimensional model of Adventure
Works was implemented in MS SQL Server 2017 as the OLAP Cube through Visual
Studio—Analysis Service Tools. After this, the data extraction and exploration tools
were tested and in visualization interface the MS SharePoint Server 2013 Enter-
prise Edition was explored in a collaborative role, to present the data extraction and
exploration activities elaborated in MS tools.

5 Data Extraction and Exploration Tools

For this study, the most common available tools were considered for evaluation:
Microsoft Excel, Microsoft Power View; Microsoft Power Pivot; Microsoft Share-
Point; Performance Point; Microsoft Power BI; Tableau. For the evaluation and cata-
loging of those tools, it is necessary to determine a set of assumptions/characteristics
required, so that the requirements identified, in this case, of casual users are fulfilled.
These were established accordingly to the styles of interaction with the data, pre-
sented at Lauer et al. [7], where the following are highlighted: Self-service analysis
and reporting; self-service data mashups; scorecarding.
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6 Results

According to the requirements of each tool, a classification based on an ordinal qual-
itative scale of the interval 0–3 was applied to each tool, according to its correspon-
dence with the requirements: 0—the requirement is not evident or is missing; 1—the
requirement exists, but do not responds; 2—the requirement exists and responds
fairly; and 3—the requirement exists and responds fully.

Also, each class of casual users has a weight, depending on their ability to use the
tools: Viewer (V)—Executives—30%; Navigator (N)—Managers—60%; Explorer
(E)—Analysts—10%; All (VNE)—All—100%. Table 2 presents a topology of the
DEE considered in the study according to the principal features that are expected to
be supported.

6.1 Evaluation

The classification of each tool was evaluated according to the metrics and values
obtained. This assessment covers two perspectives:

Individual—taking into account the classes of casual users, awarded to the eval-
uation of the tools, the topology will allow defining the appropriate tool for each
class, consequently for each type of user. The expression 1 presents the individual
perspective, where N is the number of requirements/features and X is the scale;

n∑

i=1

Xi (1)

Global—how each characteristic is associated with the classes of the users and
therefore the weight. When assigning a scale to a tool, it is multiplied by the weight
(of the user class), i.e., the final score is determined by the sum of the product-
scale and weight. Equation 2 transcribes this perspective, where N is the number of
features/functionalities, X is the scale and Y is the weight of casual user classes.

n∑

i=1

Xi ∗ Y (2)
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Fig. 2 Individual perspective results

6.2 Individual Perspective Results

After applying the cataloging topology of the tools, we analyzed the scores obtained,
in line with the classes of casual users (viewer, navigator, and explorer). This pro-
duced results that point the way, to identify the appropriate tool for the requirements
of these users. The results obtained according to the classes, presents the tools for
each casual user class, and in the first class occur a technical tie between two tools,
Performance Point and Power BI, and in relation to the other classes, a clear advan-
tage of Power BI, as depicted in Fig. 2.

7 Global Perspective

Within this perspective is considered the variables that influence the widespread
use of tools, that is, a use made by various types of users simultaneously, in order
to highlight the most favorable in the global scope. Figure 3 illustrates the results
obtained, where a favorable score for the Power BI tool can be verified.

Fig. 3 Global perspective
results
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8 Conclusions and Future Work

This paper is intended to facilitate the identification and analysis of the data require-
ments of users. Also, to help planning and implementing data extraction and explo-
ration tools (DEE), finding those that best fits user’s needs. A topology for DEE
assessment has been introduced. From this topology, an individual and global per-
spective was proposed in order to evaluate DEE.

Futureworkwill include the integration of the topology in aDEE recommendation
component, based on the topology evaluation parameters and scales. This component
will be part of the DEM platform in order to help end users selecting the most
appropriated DEE.
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Systems and Methods for Implementing
Deterministic Finite Automata (DFA)
via a Blockchain

Craig S. Wright

Abstract We present a novel technology for the establishment and (discretionary)
automatic execution of (financial) contracts based on the realisation of the commit-
ments of the different parties, and other clauses and provisions, as a non-deterministic
finite automaton (NFA) embodied in a computational and record-keeping structure on
the (Bitcoin) blockchain. In particular, the process provides methods for constructing
non-deterministic finite-state automata in Bitcoin script. The “best”method produces
a one-to-one relation between the definition and the state table of the automaton.

Keywords Automata · DFA · Computation · Bitcoin · Blockchain

1 Introduction

The automation of (financial) contracts has been a topic of continued academic
research (see, e.g., [1] and references therein) and practical interest since the realisa-
tion that an electronic version of the essence of such contracts can be better defined
(e.g. avoiding ambiguities and interpretations of current legalese as well as poten-
tially costly and long litigations) and executable and enforceable by computers, and
consequently cheaper and more reliable.

Among the different approaches which have been proposed in the literature (see
Chap. 1 of [1] for a short review), it has been shown that a deterministic finite automata
(DFA), alsoknownasdeterministic finite-statemachines, have a rich enough structure
to represent a wide range (if not all) of imaginable financial agreements, and other
kinds of contracts [2, 3].

A DFA is a mathematical model of computation conceived as an abstract machine
that can be in one of a finite set of states and can change from one state to another
(transition)when a triggering event or conditionoccurs. Its computational capabilities
are more than those of combinational logic but less than those of a stack machine.
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Going beyond existing literature, we develop a technological innovation, which
facilitates the incarnation of a DFA in a practical way on the existing infrastructure
of the (Bitcoin) blockchain. The states of the machine are defined and recorded on
the permanent ledger which is the blockchain, and blockchain transactions work
as agents changing the machine from one state to another. When the DFA defines
a contract, the innovation provides with a mechanism for the automatic execution
and enforcement of the commitments of the different parties, and other clauses and
provisions.

KeyElements. Theblockchain-basedDFAhas the followingkey features: legalise
and litigation-free by construction; executable and enforceable automatically by com-
puters; and permanent record of contracts, their execution, and outcomes.

And it offers the following benefits inherent to the Bitcoin blockchain: inher-
ently secure by design (the Bitcoin protocol requires no trusted parties); dis-
tributed (so avoids a large single point of failure and is not vulnerable to attack);
easy to manage and maintain (the Bitcoin network is straightforward to use);
inexpensive (just a small transaction fee is usually expected under the Bitcoin
protocol); global and can be used at any time by anyone with access to the Inter-
net; transparent—once data has been written to the blockchain, anyone can see
it; immutable—once data has been written to the blockchain, no one can change
it; privacy is maintained, as no personally identifying information is involved.

Section Organisation. The contribution is broken up into two main sections: a
functional specification, offering a high-level outline, and explanation of the matter
and nature of the proposed solution; and a technical specification, outlining the tech-
nical possibilities and novelties involving the innovation, ending with an example.

2 Functional Specification

At a high level of abstraction, the system we are proposing consists of the DFA
itself and a closely related system of agents (Botnet) which write the transactions
and submit them to the blockchain. We will concentrate here on the description
of the DFA mechanism, and possible realisations of the transactions, leaving the
specification of the system of agents for parallel companion work [4].

An illustration of the complete system can be found in Fig. 1. There the Bot-
net1 interacts with the world (humans or other computers) to receive instructions,
e.g. which contract to create and execute, as indicated by the connection lines. The
specification of the contract itself can be provided in any format, e.g. xBRL [5], and
stored in a secure and decentralised manner, for example, in a distributed hash table
(DHT) on the torrent network. From the specification of the contract, a Botnet agent

1We will refer generally to the Botnet, often without specifying, which agent actually carry out the
actions described, this could be one of the lower-level bots, a bot manager (Botman) or any other
appropriate entity as specified in [4].
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World
Blockchain

DFA Botnet

DHT

Fig. 1 Diagram describing the blockchain-based DFA and Botnet systems

constructs the DFA, which is subsequently incarnated on the blockchain by Botnet
agents.

The DFA itself is specified as a finite set {S, I, t, s0, F}, where S stands for the
(finite) set of possible states in which the contract/DFA can be; I is a (finite) set
of inputs (also known as the alphabet), which in our context means any event or
condition which can occur in relation to the contract, e.g. a payment is made, the
maturity of the instrument is reached, a counterparty defaults, etc., in ourmechanism,
these input signals are received/produced by Botnet agents, which then determine
the next state of the system (possibly the same one).

The third component of a DFA is a transition function t: S× I→ S. Deterministic
refers to the uniqueness of the decision: given a state and an input there is only
one new state (possibly the same one); thus, given an initial state (s0) and a history
of inputs the outcome of the calculation (contract) is unique, one among the set of
all possible final outcomes (F ⊆ S). Once all these elements have been established,
the DFA is completely defined by a transition table, specifying the future states for
all possible current states and input signals. The states of the DFA are themselves
associated with unspent transaction outputs (UTXO) on the blockchain. Note that the
Bitcoin network continuously tracks all available UTXO. The mechanism by which
the DFA moves from one state to another is incarnated in our proposal by Bitcoin
transactions; effectively they spend the UTXO associated with one state (an input of
the transaction) and create the UTXO associated with the next state (an output). This
constitutes a key inventive element of our proposal.

To illustrate these ideas, we are going to consider a discount (zero-coupon) bond,
which is a simple debt instrument usually bought at a price (normally at a discount
with respect to its face value), then held for some time, until its principal is returned
at maturity. The possible states we will consider are S = {s0, f0, f1}, indicating,
respectively, the holding state (s0), the normal conclusion of the contract (if it follows
the happy path) or happy ending (f0), and a state (f1) in which things go wrong, e.g.
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Table 1 Transition matrix
for a DFA representing a
zero-coupon bond

t r d e

s0 f0 f1 f1

f0 – – –

f1 – – –

litigation; the final states of the system are thus F = {f0, f1}. The alphabet we will
consider is I = {r, d, e}, indicating, respectively, repayment of the principal at (or
before) expiration (r), default of the issuer at (or before) expiration (d), and expiration
of the contract without repayment (e). The transition matrix for this simple contract
is presented in Table 1. Note that for the final states represent the completion of the
contract, thus no further states need to be specified from them (currently noted as ‘–’
in the transition table, although those lines could be omitted).

Figure 2 represents the embodiment of the zero-coupon bondDFAon the (Bitcoin)
blockchain. The states are represented by circles and the Bitcoin transactions which
move the machine from one state to the other by the blue triangles. Note that the
inputs received by the Botnet agents are omitted in this diagram, however, in each
state one or other transition should occur according to these inputs, which is reflected
in the diagram by the construction of one or other Bitcoin transaction (e.g. t0 or t1
in state s0); no transactions are required for transitions which do not change the
state, thus they have been omitted. In addition to the transitional transactions of the
DFA (ti), an initial origination transaction (o) and transactions corresponding to the
completion of the contract (ci) are considered.

A last point to discuss before turning to the technical specification of the invention
is the flow of funds in the transactions (originations, transitions and completions).
An important observation is that because of the finite nature of the DFA, and of
(financial) contracts, they would be completed after a number of transitions. This

Fig. 2 Diagram describing a
blockchain-based DFA

f0 f1

s0

c0

t0 t1

o

c1



Systems and Methods for Implementing Deterministic … 503

necessarily implies (assuming some finite fees for the Botnet agents involved and
the Bitcoin miners) that the maximum costs of the establishment and execution of the
contract is bound and can be determined in advance, e.g. at the point of establishment
of the DFA. It is given by the total amount of funds required to execute the contract
following the longest imaginable path. This, of course, excludes the possibility of
infinite loops in the execution, note, however, that this is not relevant for current
(financial) contracts; even contracts such as perpetuities are bound to be completed
at some point in future, despite their name.

The particular distribution of the fees, how much each agent receives for their
work, although of obvious practical significance is not fundamental to the invention
described here. Continuing with our example of a streamlined zero-coupon bond,
we will arbitrarily assume a fee of 3 mBitcoin for the origination transaction (o), a
transition fee (ti transaction) of 1 mBitcoin and a 2 mBitcoin fee for the completion
transaction (ci); note that these fees are automatically included in the transactions
themselves. Together with 3 mBitcoin of total mining fees for the 3 transactions, this
results in a total maximum cost of 9 mBitcoin. In our example, the length of all paths
is equal, thus the final cost of the contract will certainly coincide with its maximum
cost. Since this need not be the case in general, in order to completely illustrate a
general flow of funds, we will assume that the funds provided for the execution of
the contract are 10 mBitcoin, and that 1 mBitcoin is returned to the same source of
funds after completion (this takes the place of eventual unused funds at completion,
i.e. if maximum and used funds were to differ).

We will assume that the funds for the establishment and execution of the contract
(10 mBitcoin) are initially provided by some funding source referred to as the origi-
nator (as mentioned, in our example, this source will also receive 1 mBitcoin unused
funds after completion). In principle one could also include additional inputs and
outputs of funds in the transactions, e.g. the price paid for the zero-coupon bond, the
repayment of the principal, or any other imaginable transfer of funds. Although this
may be of practical interest, at this point it would only help to obscure the essen-
tial elements of blockchain-based DFA processing. For the sake of clarity, we have
decided not to include such details in the examples below; note, however, that the
structure is completely general and such possibilities are not excluded.

Once the functional specification of the technology has been established, the
remaining components of the system ought to be specified at a technical level, in
particular, the inner working and the flow of information and funds of the Bitcoin
transactions which constitute a fundamental innovation of our proposal.

3 Technical Specification

There are several options here, depending to a large extent on the particular configu-
ration of the Botnet system [4], e.g. whether the particular agents involved are known
in advance or not. We will explicitly consider two options here. If participation on
the contract is kept fairly open, so that a variety of agents can participate, a structure
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based on the standard transaction of the type transaction puzzle [6] is feasible. Con-
versely, if the transactions for each state can be assigned in advance to a particular
agent (or group of agents), a pay-to-script-hash (P2SH) [7] transaction can be used.
Of course, one can imagine a number of possibilities in between, e.g. a group of
agents which change in time, a hierarchy of agents, private information (keys) could
be securely interchanged just before each transaction is written, etc. The possibilities
are many and, as mentioned, depend to a large extent on the particular configuration
of the Botnet to be discussed elsewhere [4]; we will only specify explicitly the two
options mentioned.

Note, however, that which particular type of transaction is used, as specifically
who provides/receives the funds in the transactions (the issuer, the purchaser, the
payee, etc.), is ultimately not fundamental to the invention described in this paper.
The essence of the proposal is that at any point in time the state of the contract is
well defined within the blockchain, and that we describe a mechanism (whatever
its detailed concrete realisation) which generates the contract, executes it on the
blockchain, and enforces the appropriate outcome according to the sequence of events
that occurs. Note that, because the whole mechanism is embodied on the blockchain,
it automatically provides a permanent immutable record of the history and outcome
of the contract, among many other advantages.

3.1 Transaction-Puzzle-Based

One of the configurations of the Botnet contemplated in [4] regards the system
as an open network of computers in which anyone with some Internet-connected
processing power may join, provide some processing power to the system (e.g. a
provider of the establishment and execution of the blockchain-based DFA contracts)
and get rewarded for their resources (see [4] for details). Thus, we are compelled to
assume that it is impossible to know in advance which particular agent will submit
the transaction to the blockchain, i.e. it is not possible to use any specific information
on the agent (e.g. its public keys); however, a transaction-puzzle type is still feasible.
The general locking/unlocking mechanism of this type of transactions is [6]:

Locking Script : OP_HASH256 <state si puzzle >OP_EQUAL

Unlocking Script : <puzzle si solution >

where <state si puzzle> = HASH(<state si puzzle solution>) and the puzzle solution
itself can include any desired information, including a code for the contract, the label
of the state, and any other desired information, for example, an extra bit of salt (for
added security [8, 9]):

<state si solution > = HASH( <contract code; state si ; other data; salt >)
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The sequence of actions is as follows. First, the Botnet system (the Botman or
another agent, as specified in [4]) creates the DFA structure, stores the transition
table externally (e.g. in a DHT), create the puzzles for each possible state of the
DFA and distributes them securely to the agents which are allowed to participate
on the execution of the contract. There are a number of possibilities for this flow of
information but, as before, since it is not fundamental to the process, we will omit
such details here.

Next, a Botnet agent (the same or a different one [4]), creates the origination
transaction as specified in Table 2. At this stage, the contract is incarnated as a
structure on the blockchain and is in its first state s0, i.e. there is an UTXO associated
with the state s0 of the particular contract on the blockchain.

As can be deduced by studying the transaction, the original funding for the contract
is received (from the originator in the example) by a P2PKH-type transaction, output
0 (puzzle-based) can be unlocked by any Botnet agent in possession of the puzzle
solution, and output 1 (P2PKH) pays the required fee to the Botnet agent which has
succeeded in placing the transaction on the blockchain.

Successive transitions on the execution of the contract are carried out by Botnet
agents in a similar fashion as exemplified in Table 3. They need to get the puzzle

Table 2 Example of an origination (to state s0) transaction (o). The funds allocated to the contract
have been assumed to be 10 mBitcoin, the Botnet fee 3 mBitcoin, and the outgoing funds for further
processing of the contract 6 mBitcoin (1 mBitcoin mining fee is implicit)

Transaction identifier origination o

Version number <version number>

Number of inputs 1

Input Previous transaction Hash <10 mBitcoin from originator>

Output index 00

Length of signature script <unlocking script length>

Signature script <originator signature>
<originator public key>

Sequence number <sequence number>

Number of outputs 2

Output 0 Value 600000

Length of public key script <locking script length>

Public key script OP_HASH256 <state s0 puzzle>
OP_EQUAL

Output 1 Value 300000

Length of public key script <locking script length>

Public key script OP_DUP OP_HASH160 <Botnet
agent public key hash>
OP_EQUALVERIFY OP_CHECKSIG

Locktime 0
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Table 3 Example of a transition (from state s0 to state ff) transaction (tf).. The incoming funds
have been assumed to be 6 mBitcoin, the Botnet fee 1 mBitcoin, and the outgoing funds for further
processing of the contract 4 mBitcoin (1 mBitcoin mining fee is implicit)

Transaction identifier transition tf

Version number <version number>

Number of inputs 1

Input Previous transaction Hash <6 mBitcoin from
origination o>

Output index 00

Length of signature script <unlocking script length>

Signature script <state s0 puzzle solution>

Sequence number <sequence number>

Number of outputs 2

Output 0 Value 400000

Length of public key script <locking script length>

Public key script OP_HASH256 <state f f puzzle> OP_EQUAL

Output 1 Value 100000

Length of public key script <locking script length>

Public key script OP_DUP OP_HASH160 <Botnet agent
public key hash> OP_EQUALVERIFY
OP_CHECKSIG

Locktime 0

solution corresponding to the current state (s0), interact with the world (or some other
computer on the Botnet) in order to receive the appropriate input, read the transition
table (or just the part of them corresponding to the current state) and get the puzzle
corresponding to the appropriate next state (f f). They can then submit the transaction
to the blockchain, if they succeed in placing it, they will get their fee and the DFA
will be in the state f f.

In order to conclude the technical description of themechanism, we need to define
the structure of the last kind of possible transactions, those completing the execution
of the contract (cf). This is shown in Table 4, where the input part follows the same
transaction puzzle logic as before, while output 0 pays the unused funds back to the
originator (1 mBitcoin, as discussed above), and output 1 pays the fee to the Botnet
agent (Table 5).
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Table 4 Example of a completion (from state ff.) transaction (cf). The incoming funds have been
assumed to be 4 mBitcoin, 1 mBitcoin unused funds are returned to the originator, and the Botnet
fee is 2 mBitcoin (a 1 mBitcoin mining fee is implicit)

Transaction identifier completion cf

Version number <version number>

Number of inputs 1

Input Previous transaction Hash <4 mBitcoin from transition
tf >

Output index 00

Length of signature script <unlocking script length>

Signature script <state f f puzzle solution>

Sequence number <sequence number>

Number of outputs 2

Output 0 Value 100000

Length of public key script <locking script length>

Public key script OP_DUP OP_HASH160 <originator
public key hash>
OP_EQUALVERIFY OP_CHECKSIG

Output 1 Value 200000

Length of public key script <locking script length>

Public key script OP_DUP OP_HASH160 <Botnet
agent public key hash>
OP_EQUALVERIFY OP_CHECKSIG

Locktime 0

3.2 P2SH Based

Instead of being open to a large number of a priori unknown participants, another
possible configuration of the Botnet could be that of a limited number of acknowl-
edged computers. In this case, transactions of the type P2SH [7] might be more
appropriate since they can be configured to include the public keys of the agents,
thereby providing an extra layer of security. In the case of a single acknowledged
agent, a feasible locking/unlocking mechanism for the transactions is:

Locking Script: OP_HASH160 <state si redeem script hash> OP_EQUAL
Unlocking Script: OP_0 <agent signature> <state si redeem script>
Redeem Script: OP_1 <state si metadata> <agent public key> OP_2

OP_CHECKMULTISIG
Note that this can be trivially extended to a larger number of acknowledged agents

by including their signature as well. As before, the metadata of state a state si can
include any desired information, for example:

<state si metadata> = HASH (<contract code; state si; other data>)
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Table 5 Example analogous to that in Table 2 but using the P2SH transaction type for the DFA
states

Transaction identifier origination o

Version number <version number>

Number of inputs 1

Input Previous transaction Hash <10 mBitcoin from originator>

Output index 00

Length of signature script <unlocking script length>

Signature script <originator signature>
<originator public key>

Sequence number <sequence number>

Number of outputs 2

Output 0 Value 600000

Length of public key script <locking script length>

Public key script OP_HASH160 <state s0 redeem
script hash> OP_EQUAL

Output 1 Value 300000

Length of public key script <locking script length>

Public key script OP_DUP OP_HASH160 <Botnet
agent public key hash>
OP_EQUALVERIFY OP_CHECKSIG

Locktime 0

The sequence of actions is similar as in the previous case. First, the Botnet system
creates the DFA structure, stores the transition table externally (e.g. in a DHT),
determines which agents will process the transactions and retrieve/generate their
public keys, which are then included in the redeem scripts for each possible state of
the DFA, note that these scripts can be stored externally and need not be transmitted
securely. Next, a Botnet agent creates the origination transaction as specified in
Table 2. At this stage the contract is incarnated as a structure on the blockchain and
is in its first state s0.

The only change in the transactionwith respect to that in Table 2 is output 0, which
now is of type P2SH and includes the public keys of the acknowledged agents as
discussed above. Although the changes are completely analogous, for completeness
we present in Tables 6 and 7 examples of transition transactions and completion
transactions based on the P2SH transaction type. The flow of funds is the same as
before.
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Table 6 Example analogous to that in Table 3 but using the P2SH transaction type for the DFA
states

Transaction identifier transition tf

Version number <version number>

Number of inputs 1

Input Previous transaction Hash <6 mBitcoin from origination
o>

Output index 00

Length of signature script <unlocking script length>

Signature script OP_0 <Botnet agent signature>
<state s0 redeem script>

Sequence number <sequence number>

Number of outputs 2

Output 0 Value 400000

Length of public key script <locking script length>

Public key script OP_HASH160 <state f f redeem
script hash> OP_EQUAL

Output 1 Value 100000

Length of public key script <locking script length>

Public key script OP_DUP OP_HASH160 <Botnet
agent public key hash>
OP_EQUALVERIFY OP_CHECKSIG

Locktime 0

3.3 Example

Imagine Alice has some savings and wants to invest them in a discount bond from a
certain bond issuer. She can contact a service provider of blockchain-basedDFA con-
tracts, provides the appropriate (discounted) price funds (possibly through another
Bitcoin transaction which can be integrated in the DFA as well), and have it create
and automatically execute the contract. If everything goes well (happy path) she will
automatically receive the face value of the bond back at maturity. If, for example, the
bond issuer happens to default while Alice holds the bond, the Botnet system will
automatically take the appropriate action as defined in the contract.

4 Summary and Conclusion

The invention relates to a technique for implementing, controlling and automating a
task or process on a blockchain such as, but not limited to, the Bitcoin blockchain.
The invention is particularly suited for, but not limited to, automated execution of
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Table 7 Example analogous to that in Table 4 but using the P2SH transaction type for the DFA
states

Transaction identifier completion cf

Version number <version number>

Number of inputs 1

Input Previous transaction Hash <4 mBitcoin from transition
tf >

Output index 00

Length of signature script <unlocking script length>

Signature script OP_0 <Botnet agent signature>
<state f f redeem script>

Sequence number <sequence number>

Number of outputs 2

Output 0 Value 100000

Length of public key script <locking script length>

Public key script OP_DUP OP_HASH160 <originator
public key hash>
OP_EQUALVERIFY OP_CHECKSIG

Output 1 Value 200000

Length of public key script <locking script length>

Public key script OP_DUP OP_HASH160 <Botnet
agent public key hash>
OP_EQUALVERIFY OP_CHECKSIG

Locktime 0

contracts such as smart contracts for financial agreements. However, other types of
tasks and non-financial contracts can be implemented. The invention can be viewed
as the implementation or incarnation of a state machine or DFA on a blockchain by
using the unspent outputs of blockchain transactions to represents the states of the
machine, and spending of those outputs as the transition of the machine from one
state to another. The invention provides a technical realisation and implementation
of a mathematical model of computation conceived as an abstract machine that can
be in one of a finite set of states and can change from one state to another (transition)
when a triggering event of a finite set (called input) occurs. The invention comprises
compilation and codification techniques for the DFA implementation.

As detailed, this method is a means to implementing a DFA on a blockchain,
comprising the listed steps. It is a method of implementing a DFA on a blockchain,
comprising the steps of associating a portion of data in the locking script of an unspent
output (UTXO1) of a blockchain transaction (Tx1) with a given state of the DFA.

Amethod further comprising the step of using a further transaction (Tx2) to make
a transition from the state of the DFA to a further state by spending the output
(UTXO1) of the transaction (Tx1); wherein the further state is associated with a
portion of data provided within a locking script of an unspent output (UTXO2) of the
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further transaction. The process is completed using a portion of code to implement or
represent at least one state transition trigger which, when executed, causes a further
transaction (Tx2) to spend the output (UTXO1) of the transaction (Tx1) and thus
move the DFA to another state.

The process is amethodwherein the portion of code comprises amachine-testable
condition which provides a Boolean result based upon an input. In this, the input is
determined at run time and is used by the portion of code to determine whether or not
the unspent output (UTXO1) should be spent so as to move the DFA to the further
state such that the portion of data in the unspent output (UTXO1) is provided in a
locking script and data is a tag, label or a portion of metadata. In the model, the DFA
is a model of a machine-executable smart contract.

This is conducted successfully as the unspent output (UTXO1) comprises a locking
script which includes a hash of a puzzle, the solution of which must be provided by
an input of a further transaction in order to spend the output (UTXO1) and transition
the DFA to another state.

In the system, the unspent output (UTXO1) comprises a locking script which
includes a hash of a redeem script which must be provided by an input of a further
transaction in order to spend the output (UTXO1) and transition the DFA to another
state. Further, the redeem script comprises a cryptographic key. From this, we have a
step of further comprising the step of using one or more computing agents to perform
the step of any preceding state.

The DFA is constructed on a blockchain, the method comprising the steps of
executing a program which is arranged to monitor for and/or receive an input signal
and, responsive to the input signal, generate a blockchain transaction Tx2 which
comprises an unspent output (UTXO) and spends an output of a previous transaction
Tx1; wherein the output of previous transaction Tx1 comprises a locking script which
includes an identifier associated with a first state of the DFA, and the unspent output
(UTXO) of transaction Tx2 comprises a locking script which includes a further
identifier associated with a further state of the DFA.

A method allows for the implementing a DFA on a blockchain, comprising the
steps using at least one input signal to execute at least one condition and, based on
the outcome of the execution of the condition, perform an action in accordance with
a state transition table for the DFA, wherein performance of the action is identifiable
from the state of a blockchain ledger.

This system comprises of a blockchain platform and at least one computing agent
arranged to implement the DFA via the blockchain.
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Closest Fit Approach Through Linear
Interpolation to Recover Missing Values
in Data Mining

Sanjay Gaur, Darshanaben D. Pandya and Deepika Soni

Abstract Data in the dataset is always remaining as the basic building blocks for
any query and further task and decisions. If basis data is incomplete or dataset have
missing values then one cannot assume about well up to date final reports. In data
mining, missing values recognition and recovery is still major issue with irregular
data. To overcome from such situation, there is need of statistical or numerical tech-
niques to recover the missing values in the dataset. Missing values in the dataset or
database always cause of ambiguity and its affects final results, accuracy of query and
reduce decision-making capacity. The present paper is an attempt to recover missing
values using closest fit approach through linear interpolation. There is application of
the concept of linear approach is used to recover the missing values.

Keywords Data mining · Attribute · Missing values · Closest fit · Approach

1 Introduction

In general, all the reports and queries are performed by the help of database. Data in
the database remains in the tabular form, or we can say that in the form of dataset.
Dataset are basically attributes of the concern relation, whereas the record set is
combination of various fields. It is clear that data in the dataset remains as basic
facts and these are used for any query and further task and decisions. Due to various
reasons, sometimes there is unavailability of complete data in the dataset. If dataset
is incomplete or dataset have missing values, it directly affects the final reports.
In data mining, missing values recognition and recovery are still most important
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issue. Missing values in the dataset or database always cause of ambiguity and
its affects final results, accuracy of query and reduce decision-making capacity. It
is mandatory to solve such problem before moving toward any query and report
preparation. To conquer such state of affairs, there is requirement of statistical or
numerical techniques to recover the missing values in the dataset.

Linear interpolation is numerical method which is used to generate the values
by the help of available data in the dataset in efficient manner. The present paper
is an attempt to recover missing values using closest fit approach through linear
interpolation. There is application of the concept of linear interpolation approach is
used to recover the missing values.

2 Formulation of Problem

The present approach considers the closest fit approach for missing data recovery.
Here, we initially assess the complete dataset values for missing value situations.

At this point, there are two variable X and Y denoted as year and dataset value.
Variable X (year) is fixed for other attributes and Y, which have missing values.
Attributes for Y are changeable, whereas X is stable for present study.

At the starting, examine the entire table dataset including variable X and Y. Here,
it is noticeable that Y is the variables which consist of missing data value set. The
search indicator used to point out the missing data place in the variable Y, the initial
value of the pointer is Y[0] and the last value or end one is symbolized by Y[n-1].

When search pointer identifies the missing element for attribute, then subscript of
the variable/element will be recorded by the pointer. The NULL value and space in
the attribute are identified by the search pointer. Once such types of value identified in
the dataset/attribute, the pointer remain stay at the subscript and process the activities
to recover the missing values. The present element or subscript is denoted by (Xi).
At this moment, it is noticeable that (Yi) is adjacent to (Xi). Preceding data as (Y0)
from the missing value data and first subsequent value as (Y1), we consider (X0) to
store the value of preceding element of Xi and (X1) to store the value of succeeding
of Xi. At this time apply a loop ‘for i = 0 to i < n-1’ passes.

Y0 = value(Yi−1) (1)

Y0, preceding value from Yi

Y1 = value(Yi + 1) (2)

Y1 succeeding value from Yi

X0 = value(Xi−1) (3)
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X0 preceding element from Xi

X1 = value(Xi + 1) (4)

X1 succeeding value from Xi

Xi = value(Xi) (5)

where, Y0, Y1, X0, X1 �= ‘NULL’
At next stage, initialize the variables of this approach

Sum = 0 (6)

Now, Initialize the Sum variable from 0, and storing final result after processing.
So, initially variable Sum = 0. Then, we make calculation of Sum for estimated
value.

Sum = Y0+((Y1 − Y0) * (X1 − X0) /(X1 − X0)) (7)

Then, assign sum to Y estimated value.

Yest = Sum (8)

Then, after assign estimated value to missing value place so assigning is done.

value (Yi) = Yest

counter i = i + 1

loop is running until i < n. (9)

counter i = i + 1
loop is running until i < n.
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3 Algorithm

Attribute  X = { X1 , ……, Xn }, Y = { Y1 , ……, Yn }  
Where X = Xobs + Xmis

                  Xobs = { X1 , ……, Xk} // Attribute values observed 
                  Xmis  = { Xk+1 , ……, Xn} // Attribute values missing 
                  Y = Yobs + Ymis

                  Yobs = { Y1 , ……, Yk} // Attribute values observed 
                  Ymis  = { Yk+1 , ……, Yn}

array(X) = = array(Y) 
Read X = { X1 , ……, Xn }, Y = { Y1 , ……, Yn }
for i=0  to  n-1  do //  for scanning data 

if (value(Yi) = = ‘NULL’) then 
                      Y0 = value(Yi-1)    // previous value from Yi.
                      Y1 = value(Yi+1)   // value of succeeding of Yi. 
                      X0 = value(Xi-1)   // preceding element of Xi. 
                       X1 = value(Xi+1)  // succeeding from  Xi.
                        X = value(Xi)   
                where  Y0 , Y1, X0, X1, X ≠ NULL   
                  Sum=0                  // Initializing variables 
                  Sum = Y0   + (( Y1 - Y0) * ( X - X0) / ( X1 - X0))    // Estimated value calculation

Yest = Sum      // predicted value
                   value (Yi) = Yest // transfer predicated value  
                   i = i+1  //  i counter increment  
                   repeat until (i < n) 
                  end loop 
                   stop. 

4 Discussion of Results

Analysis [mean]: According to Table 1 the average value of carbon emissions from
coal, oil and natural gas are 2109, 2262 and 879, respectively. In the missing value
condition, values are recorded as 2129 for coal, 2276 for oil and 901 for natural gas.
After filling of missing values from the calculated estimated values, the results are
2109 for coal, 2258 for oil and 879 for natural gas, respectively. Here, it is found
that after estimation of missing value by proposed method, values are very close to
original value and central tendency values are almost equal to the original set values.

Standard Deviation: Here, it is originate that later than generation of missing
value by proposed method, values are very close to original value and value of the
standard deviation are almost equal to the standard deviation of original set values.

Coefficient of Variation: it is found that after estimation of missing value by
proposed method, values of the coefficient of variation are not very or we can say,
CV is similar to CV of original dataset.
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Analysis of Variance: Testing of assumption that

H0 µ1 = µ2 = µ3 against the alternative
H1 at least two µ different

For testing the hypothesis following arrangement have been done:

ANOVA test result for Coal

Source of
variation

SS df MS F P-value F crit

Between groups 11,634.56 2 5817.281 0.017,674 0.982,484 3.060292

Within groups 46,409,790 141 329,147.4

Total 46,421,425 143

Observed value at 5% Level of Significance = 0.0176, the F critical value is 3.06,
so hypothesis/assumption is accepted.

ANOVA test result for Oil

Source of variation SS df MS F P-value F crit

Between groups 8346.521 2 4173.261 0.011051 0.98901 3.06076

Within groups 52,868,005 140 377,628.6

Total 52,876,352 142

Observed value at 5% Level of Significance = 0.0110, the F critical value is 3.06,
so hypothesis/assumption is accepted.

ANOVA test result for Natural Gas

Source of
variation

SS df MS F P-value F crit

Between groups 14,795.25 2 7397.625 0.045424 0.955606 3.060292

Within groups 22,962,912 141 162,857.5

Total 22,977,708 143

Observed value at 5% Level of Significance = 0.045, the F critical value is 3.06,
so hypothesis/assumption is accepted.
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Decision and Conclusion: Given that F (Observed/Calculated) <3.06 for Coal,
Oil and Natural gas ANOVA (One way) test. In case, hypothesis is accepted in all
cases, therefore it is considerable that no significant difference found between groups
regarding mean value.

5 Conclusion

In the present study, numerical techniques linear Interpolation is used in applied
nature to recover the missing values in the dataset. In the database, three dataset
namely coal, Oil and natural Gas are taken, here, along with Year as common
for all. After applying proposed algorithm, suitable values are received as esti-
mated/recovered value at the place of missing values.

According to measurement of central tendency, SD and CV result are significant.
One way ANOVA test also gives significant result with acceptance of hypothesis. So
it can be said that the results are statistically significant. Finally, it can be said that
proposed techniques are significant for small database which consist of linear trends
in the dataset.
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